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Preface

KSEM 2014 (the International Conference on Knowledge Science, Engineering
and Management) followed an established tradition of long-standing conferences
and was the seventh in the KSEM series, following the successful events in
Guilin, China (KSEM 2006), Melbourne, Australia (KSEM 2007), Vienna, Aus-
tria (KSEM 2009), Belfast, UK (KSEM 2010), Irvine, USA (KSEM 2011), and
Dalian, China (KSEM 2013).

KSEM 2014 was held in Sibiu, Romania, one of the most beautiful medieval
towns in Transylvania. Due to its cultural richness along with its history, tradi-
tional values, architectural and geographical beauty, Sibiu was designated The
European Capital of Culture for the year 2007 and, according to Forbes, it is
one of Europe’s “most idyllic places to live.” The conference was hosted by
Lucian Blaga University of Sibiu and was an opportunity to establish an inter-
national forum for aggregating and consolidating different technical viewpoints
on the concept of “knowledge,” as they emerge from its various facets – engi-
neering, management, and science. Epistemic aspects were discussed in relation
to mathematical formalisms, business goals, or information system architectures,
in order to highlight and stimulate refinements on the key enabling concept for a
knowledge-driven society. Integration requirements emerged from a wide array of
problems and research challenges, and the problem of bridging the gap between
knowledge management and knowledge engineering was tackled from multiple
perspectives.

Based on the reviews by members of the Program Committee, a selection of
30 full papers and four short papers were presented and included in this year’s
proceedings. Additionally, three highly valued speakers provided keynote presen-
tations, whose abstracts are also included here. We thank Acad. Prof. Ruqian
Lu, Prof. Dr. Pericles Loucopoulos and Prof. Dr. Gheorghe Cosmin Silaghi for
their inspiring keynote talks.

A large scientific community was involved in setting up KSEM 2014. We
would like to extend our gratitude to everybody who contributed to the success
of the event. First of all, we thank the authors who submitted their valuable
work and the members of the Program Committee who provided their expertise
for selecting and guiding the improvement of submissions. We greatly appreciate
the support and advice of the conference chairs: Prof. Dr. Ioan Bondrea (Lucian
Blaga University of Sibiu, Romania), Prof. Dr. Dimitris Karagiannis (University
of Vienna, Austria), and Prof. Dr. Hui Xiong (Rutgers University, USA). We also
thank the team at Springer led by Alfred Hofmann for the technical support in
the publication of this volume.



VI Preface

The event would not have been possible without the extensive efforts of the
Organizing Committee from Lucian Blaga University from Sibiu and of our host,
Rector Prof. Dr. Ioan Bondrea.

October 2014 Robert Buchmann
Claudiu Vasile Kifor

Jian Yu
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Korchestration and the Korc Calculus

Ruqian Lu

Academy of Mathematics and Systems Science,
CAS Key Lab of Management, Decision and Information Systems,

Sino-Australian Joint Lab of Quantum Computing and Quantum Information
Processing,

rqlu@math.ac.cn

Abstract. The orchestration technique has been popular in various
fields of computing science and has got different names, such as com-
putation orchestration, service orchestration, business orchestration, cloud
orchestration, etc. Most of them have similar but slightly different mean-
ings. In accordance with this, languages programming orchestration such
as Orc, BPEL and Now have been developed. However, we have noticed
there are two important aspects that are still less studied in orchestra-
tion research. They are orchestration for full cycle knowledge service and
big data driven orchestration. We propose the concept of korchestration,
which is short for knowledge orchestration, to fill this gap. At the same
time we introduce the Korc calculus as a conservative extension of Orc
calculus towards application of orchestration techniques in the above
mentioned two areas. The various new features of Korc include weakly
open world assumption, abstract knowledge source assumption, Boolean
site calls, parallel logic programming, massive parallelism, fault tolerant
computing etc.



Enterprise Knowledge Modelling: Facilitating

Flexible Dynamically Changing Systems

Pericles Loucopoulos

University of Manchester

pericles.loucopoulos@mbs.ac.uk

Abstract. Turbulence is in the nature of business environments. Changes
brought about because of different requirements such as social, political,
technical and economic, exert pressures on organisations to respond in
a timely and cost effective way to these challenges. In such an unstable
environment information system developers are challenged to develop
systems that can meet the requirements of dynamically changing organ-
isations in a flexible manner. Against this dynamic business backdrop,
emergent application software is regarded as a key component in the
service industry of tomorrow. The effective and efficient development of
such systems can have a major impact on the economic value of digital
companies – that is companies for which enterprise software becomes the
decisive driver behind product and service innovation. Rapid organisa-
tional change, knowledge-intensity of goods and services, the growth in
organisational scope, and information technology, have all intensified or-
ganisational needs for a more formal approach to dealing with enterprise
knowledge. In addition virtual organisations that are made up of com-
plementary allied entities place greater demands on knowledge sharing.
This talk advances a position, based on research work and the applica-
tion of this work on many industrial and commercial applications, which
states that, “central to successful business evolution through the use of
information technology is Enterprise Knowledge Modelling”. Enterprise
Knowledge Modelling involves many facets of the information systems
domain including considerations such as technical (business processes,
flow of information etc.), organisational and social (policies, structures
and work roles etc.) and teleological (purposes and reasons). Conceptual
modelling plays a central role in the way that one can capture, reason,
represent, use for negotiation and agreement between many stakeholders
and discover new knowledge from legacy systems.



Multi-Criteria Resource Negotiation and

Scheduling for Hybrid Distributed Computing
Infrastructures

Gheorghe Cosmin Silaghi

Business Information Systems Department,
Faculty of Economic Sciences and Business Administration,

Babes-Bolyai University Cluj Napoca, Romania,

gheorghe.silaghi@econ.ubbcluj.ro

Abstract. Assembling and jointly using different types of computing in-
frastructures like grids and clouds is an increasingly met phenomenon. To
achieve this goal, research communities are building bridging technolo-
gies between the various sorts of infrastructures. These infrastructures
are characterized by positive attributes like cost effectiveness, reliabil-
ity, high performance and greenness. With this respect, joint commercial
exploitation and increased user satisfaction represent contradicting chal-
lenges. To advance towards these goals, we will discuss two aspects of the
interaction between resource providers and consumers: negotiation and
scheduling in a multi-criteria setup. While both types of players possess
limited knowledge about the opponents, we will design two interaction
mechanisms allowing for service levels establishment and jobs placement,
given the mitigation between providers and consumers.
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Coming Upon the Classic Notion

of Implicit Knowledge Again

Bernhard Heinemann

Faculty of Mathematics and Computer Science,
University of Hagen,

58084 Hagen, Germany
bernhard.heinemann@fernuni-hagen.de

Abstract. Subsequently, we introduce a novel semantics for the bi-
modal logic of subset spaces, denoted by LSS. This system was originally
invented by Moss and Parikh for the purpose of clarifying the intrinsic
relationship between the epistemic notion of knowledge and the geomet-
ric concept of topology. Focussing on the knowledge-theoretic side in this
paper, we re-adjust LSS to multi-agent scenarios. As a result, a particu-
lar dynamic logic of implicit knowledge is obtained. This finds expression
in the technical outcome of the paper, which covers soundness, complete-
ness, decidability, and complexity issues regarding the arising system.

Keywords: epistemic logic, implicit knowledge, subset space semantics,
topological reasoning.

1 Introduction

Reasoning about knowledge constitutes an important foundational issue in Arti-
ficial Intelligence. We concentrate on some of its logical aspects in this paper. In
particular, we are concerned with the idea of implicit (or distributed) knowledge
of a group of agents.

Meanwhile, several instructive and very readable treatises on the diverse logics
of knowledge are available. While more recent publications rather stress the
dynamics of informational perceptions, including aspects of belief, desire, or
intention (BDI ) (see, e.g., [3], as well for further references), the classic textbooks
[7] and [13] can thoroughly serve as a common ground for the fundamentals of
epistemic logic needed here. Accordingly, given a finite collection G of agents, a
binary accessibility relation RA connecting possible worlds or conceivable states
of the world, is associated with every agent A ∈ G. The knowledge of A is
then defined through the validity of the corresponding formulas at all states the
agent considers possible at the actual one. Now, collecting together such ‘locally
allocated’ knowledge means ruling out those worlds that are inconceivable to
some of the agents in G. To put it another way, the implicit knowledge of the
agents under discussion is represented exactly by intersecting the respective sets
of accessible states; see [13], Sect. 2.3, or [7], Sect. 2.2 and Sect. 3.4. (Throughout
this paper, the term implicit knowledge is used, as in [13]; on the other hand,

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 1–12, 2014.
c© Springer International Publishing Switzerland 2014



2 B. Heinemann

the term distributed knowledge is employed in the latter reference, since the idea
of awareness (and, therefore, that of explicit knowledge) enters the field there.)

Moss and Parikh’s bi-modal logic of subset spaces, LSS (see [14], [5], or Ch. 6
of [1]), may be rated as a cross-disciplinary framework for dealing with topolog-
ical as well as epistemic scenarios. This is exemplified in the single-agent case
subsequently. The epistemic state of an agent in question, i.e., the set of all
those states that cannot be distinguished by what the agent topically knows,
can be viewed as a neighborhood U of the actual state x of the world. Formulas
are then interpreted with respect to the resulting pairs x, U called neighborhood
situations. Thus, both the set of all states and the set of all epistemic states con-
stitute the relevant semantic domains as particular subset structures. The two
modalities involved, K and �, quantify over all elements of U and ‘downward’
over all neighborhoods contained in U , respectively. This means that K captures
the notion of knowledge as usual (see [7] or [13] again), and � reflects effort to
acquire knowledge since gaining knowledge goes hand in hand with a shrinkage
of the epistemic state. In fact, knowledge acquisition is this way reminiscent of a
topological procedure. The appropriate logic of ‘real’ topological spaces as well as
that of further computationally interesting spatial structures (viz tree-like ones)
were examined by Georgatos rather promptly; see [8], [9]. The ongoing research
into subset and topological spaces, respectively, is reported in the handbook [1].
More recent developments include the papers [12], [2], and [15], with the last
two forging links between subset spaces and Dynamic Epistemic Logic (DEL);
see [6].

Most papers on LSS deal with the single-agent case. Notwithstanding this, a
multi-agent version was suggested in [10] (see also [11]). The key idea behind
these papers is as follows: incorporate the agents in terms of additional modal-
ities and, apart from this variation of the logic, let the original semantics be
unchanged. However, what happens when, in contrast, the semantics is mod-
ified, and even in a way suggesting itself, namely to the effect that the agent
structure is reflected in the atomic semantic entities already? – It turns out that
the scope of the modality K has to be restricted then, but fortunately in a quite
acceptable manner: K hereby mutates to an implicit knowledge operator (and,
as will become apparent later, the logic remains the same in this case).

This idea will be implemented in the rest of this paper. Our aim is to give
precise definitions as related to the underlying language, state the axioms and
rules of the arising logic, prove soundness and completeness with respect to
the intended class of domains, and reason about the intrinsic effectiveness and
efficiency properties. (However, we must omit elaborate examples, due to the
lack of space; in this respect, the reader is referred to the quoted literature.)
The outcome we strive for is, in fact, an alternative modal description of im-
plicit knowledge, and in the presence of a rather general operator describing
increase of individual knowledge. (Thus, we are not ambitious in producing a
system ‘beating’ others (in particular, more differentiated ones) here. But note
that it is very desirable to have to hand distinct (e.g., differently fine-grained)
ways of seeing a subject: this would allow one to react on varying problems
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flexibly; hence such a broadening of the horizon is a widespread practice in
many mathematically oriented fields.)

The subsequent technical part of the paper is organized as follows. In the next
section, we recapitulate the basics of multi-agent epistemic logic. The facts we
need from the logic of subset spaces are then listed in Section 3. Section 4 contains
the new multi-agent setting of LSS. Our main results, including some proof
sketches, follow in the next two sections. Finally, we conclude with a summing
up and a couple of additional remarks. – An attempt has been made to keep
the paper largely self-contained. However, acquaintance of the reader with basic
modal logic has to be assumed. As to that, the textbook [4] may serve as a
standard reference.

2 Revisiting the Most Common Logic of Knowledge

All languages we consider in this paper are based on a denumerably infinite set
Prop = {p, q, . . .} of symbols called proposition variables (which should represent
the basic facts about the states of the world). Let n ∈ N be given (the number
of agents under discussion). Then, our modal language for knowledge contains,
among other things, a one-place operator Ki representing the i-th agent’s knowl-
edge, for every i ∈ {1, . . . , n}. The set KF of all knowledge formulas is defined
by the rule

α ::= � | p | ¬α | α ∧ α | Kiα | Iα,
where i ∈ {1, . . . , n}. The missing boolean connectives will be treated as abbre-
viations, as needed. The connective I is called the implicit knowledge operator.
Moreover, the modal duals of Ki and I are denoted by Li and J, respectively.

As was indicated right at the outset, each of the operators Ki comes along
with a binary relation Ri on the set X of all states of the world. The kind of
knowledge we would like to model should certainly be mirrored in the charac-
teristics of these relations. Having multi-agent systems à la [7] in mind where
‘accessibility’ means ‘indistinguishability of the local states of the other agents’,
one is led to equivalence relations actually. Furthermore, the intersection of
these equivalences is the relation associated with the implicit knowledge opera-
tor. Thus, the multi-modal frames for interpreting the above formulas are tuples
F = (X,R1, . . . , Rn, R I), where X is a non-empty set, Ri ⊆ X ×X is an equiv-
alence relation for every i ∈ {1, . . . , n}, and R I =

⋂

i=1,...,n

Ri. And a model M

based on such a frame is obtained by adding a valuation to the frame, i.e., a
mapping V from Prop into the powerset of X , determining those states where
the respective proposition variables become valid. Satisfaction of formulas is then
defined internally, i.e., in models at particular states. We here remind the reader
of the case of a modal operator, say the one for implicit knowledge:

M,x |= Iα : ⇐⇒ for all y ∈ X : if (x, y) ∈ R I, then M,x |= α,

for all x ∈ X and α ∈ KF. – The just described semantics is accompanied
by a logic which is a slight extension of the multi-modal system S5n+1. This
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means that we have, in particular, the well-known and much-debated knowledge
and introspection axioms for each of the modalities involved, for example, those
relating to the I-operator:

– Iα → α
– Iα → I Iα
– Jα → I Jα,

where α ∈ KF. The schemata

– Kiα → Iα, for every i ∈ {1, . . . , n},
designated (I), constitute the extension of S5n+1 addressed a moment ago. The
following is taken from [7], Theorem 3.4.1 (see also [13], Theorem 2.3.2).

Theorem 1. The logic S5n+1 + (I) is sound and complete with respect to the
class of models described above.

While sketching a proof of this theorem, the authors of [7] point to the dif-
ficulties related to the intersection property (i.e., R I =

⋂

i=1,...,n

Ri) on the way

towards completeness. We, too, shall encounter this problem, in Section 5 (albeit
in weakened form).

3 The Language and the Logic of Subset Spaces

In this section, we first fix the language for subset spaces, L. After that, we link
the semantics of L with the common relational semantics of modal logic. (This
link will be utilized later in this paper.) Finally, we recall some facts on the logic
of subset spaces needed subsequently. – The proceeding in this section is a bit
more rigorous than that in the previous one, since L and LSS are assumed to be
less established.

To begin with, we define the syntax of L. Let the set SF of all subset formulas1

over Prop be defined by the rule

α ::= � | p | ¬α | α ∧ α | Kα | �α.

Here, the duals of K and � are denoted by L and �, respectively. In view of our
considerations in the introduction, K is called the knowledge operator and � the
effort operator.

Second, we examine the semantics of L. For a start, we define the relevant
domains. We let P(X) designate the powerset of a given set X .

Definition 1 (Semantic Domains)

1. Let X be a non-empty set (of states) and O ⊆ P(X) a set of subsets of X.
Then, the pair S = (X,O) is called a subset frame.

1 The prefix ‘subset’ will be omitted provided there is no risk of confusion.
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2. Let S = (X,O) be a subset frame. Then the set NS := {(x, U) | x ∈
U and U ∈ O} is called the set of neighborhood situations of S.

3. Let S = (X,O) be a subset frame. An S-valuation is a mapping V : Prop →
P(X).

4. Let S = (X,O) be a subset frame and V an S-valuation. Then, M :=
(X,O, V ) is called a subset space (based on S).

Note that neighborhood situations denominate the semantic atoms of the bi-
modal language L. The first component of such a situation indicates the actual
state of the world, while the second reflects the uncertainty of the agent in
question about it. Furthermore, Definition 1.3 shows that values of proposition
variables depend on states only. This is in accordance with the common practice
in epistemic logic; see [7] or [13] once more.

For a given subset space M, we now define the relation of satisfaction, |=M ,
between neighborhood situations of the underlying frame and formulas from SF.
Based on that, we define the notion of validity of formulas in subset spaces. In
the following, neighborhood situations are often written without parentheses.

Definition 2 (Satisfaction and Validity). Let S = (X,O) be a subset frame.

1. Let M = (X,O, V ) be a subset space based on S, and let x, U ∈ NS be a
neighborhood situation. Then

x, U |=M � is always true
x, U |=M p : ⇐⇒ x ∈ V (p)
x, U |=M ¬α : ⇐⇒ x, U 	|=M α
x, U |=M α ∧ β : ⇐⇒ x, U |=M α and x, U |=M β
x, U |=M Kα : ⇐⇒ ∀ y ∈ U : y, U |=M α
x, U |=M �α : ⇐⇒ ∀U ′ ∈ O : [x ∈ U ′ ⊆ U ⇒ x, U ′ |=M α] ,

where p ∈ Prop and α, β ∈ SF. In case x, U |=M α is true we say that α
holds in M at the neighborhood situation x, U.

2. Let M = (X,O, V ) be a subset space based on S. A subset formula α is
called valid in M iff it holds in M at every neighborhood situation of S.

Note that the idea of knowledge and effort described in the introduction is
made precise by Item 1 of this definition. In particular, knowledge is defined as
validity at all states that are indistinguishable to the agent here, too.

Subset frames and spaces can be considered from a different perspective, as
is known since [5] and reviewed in the following. Let a subset frame S = (X,O)
and a subset space M = (X,O, V ) based on S be given. Take XS := NS as a
set of worlds, and define two accessibility relations RK

S and R�
S on XS by

(x, U)RK
S (x′, U ′) : ⇐⇒ U = U ′ and

(x, U)R�
S (x′, U ′) : ⇐⇒ (x = x′ and U ′ ⊆ U),

for all (x, U), (x′, U ′) ∈ XS . Moreover, let VM(p) := {(x, U) ∈ XS | x ∈ V (p)},
for every p ∈ Prop. Then, bi-modal Kripke structures SS :=

(
XS , {RK

S , R
�
S }

)

and MM :=
(
XS , {RK

S , R
�
S }, VM

)
result in such a way that MM is equivalent to

M in the following sense.
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Proposition 1. For all α ∈ SF and (x, U) ∈ XS, we have that x, U |=M α iff
MM, (x, U) |= α.

Here (and later on as well), the non-indexed symbol ‘|=’ denotes the usual
satisfaction relation of modal logic (as it was the case in Section 2 already). –
The proposition is easily proved by induction on α. We call SS and MM the
Kripke structures induced by S and M, respectively.2

We now turn to the logic of subset spaces, LSS. Here is the appropriate ax-
iomatization from [5], which was proved to be sound and complete in Sect. 1.2
and, respectively, Sect. 2.2 there:

1. All instances of propositional tautologies
2. K(α → β) → (Kα → Kβ)
3. Kα → (α ∧ KKα)
4. Lα → KLα
5. (p → �p) ∧ (�p → p)
6. � (α → β) → (�α → �β)
7. �α → (α ∧��α)
8. K�α → �Kα,

where p ∈ Prop and α, β ∈ SF. – The last schema is by far the most interesting
in this connection, as the interplay between knowledge and effort is captured
by it. The members of this schema are called the Cross Axioms since [14]. Note
that the schema involving only proposition variables is in accordance with the
remark on Definition 1.3 above.

As the next step, let us take a brief look at the effect of the axioms from
the above list within the framework of common modal logic. To this end, we
consider bi-modal Kripke models M = (X,R,R′, V ) satisfying the following
four properties:

– the accessibility relation R of M belonging to the knowledge operator K is
an equivalence,

– the accessibility relation R′ of M belonging to the effort operator � is re-
flexive and transitive,

– the composite relation R′ ◦ R is contained in R ◦ R′ (this is usually called
the cross property), and

– the valuation V of M is constant along every R′-path, for all proposition
variables.

Such a model M is called a cross axiom model (and the frame underlying
M a cross axiom frame). Now, it can be verified without difficulty that LSS is
sound with respect to the class of all cross axiom models. And it is also easy to
see that every induced Kripke model is a cross axiom model (and every induced
Kripke frame a cross axiom frame). Thus, the completeness of LSS for cross
axiom models follows from that of LSS for subset spaces (which is Theorem 2.4
in [5]) by means of Proposition 1. This completeness result will be used below,
in Section 6.
2 It is an interesting question whether one can identify the induced Kripke structures
amongst all bi-modal ones; see the paper [12] for an answer to this.
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4 A Multi-agent Semantics Based on Subset Spaces

In this section, subset spaces for multiple agents are shifted into the focal point
of interest. We first introduce the class of domains we consider relevant in this
connection. The members of this class turn out to be slightly different from
those ‘multi-agent structures’ that were taken as a basis in the paper [10]. The
main difference, however, concerns the semantic atoms, into which the actual
knowledge states of the agents are incorporated now. In what follows, we discuss
the possible ways of interpreting knowledge or subset formulas within the new
framework. We argue why we should confine ourselves to formulas from SF here,
and how implicit knowledge comes into play then. Finally in this section, we
prove that the logic LSS is sound with respect to the novel semantics.

For a start, we modify Definition 1 accordingly. Let n ∈ N be the number of
the involved agents again.

Definition 3 (Multi-agent Subset Spaces)

1. Let X be a non-empty set and Oi ⊆ P(X) a set of subsets of X, for every
i ∈ {1, . . . , n}. Then, the tuple S = (X,O1, . . . ,On) is called a multi-agent
subset frame.

2. Let S = (X,O1, . . . ,On) be a multi-agent subset frame. Then the set

KS := {(x, U1, . . . , Un) | x ∈ Ui and Ui ∈ Oi for all i = 1, . . . , n}
is called the set of knowledge situations of S.

3. The notion of S-valuation is the same as in Definition 1.
4. Let S = (X,O1, . . . ,On) be a multi-agent subset frame and V an S-valuation.

Then, M := (X,O1, . . . ,On, V ) is called a multi-agent subset space (based
on S).

The second item of Definition 3 deserves a comment. Clearly, the meaning of
every component of a knowledge situation remains unaltered in principle; but
each individual agent is taken into account now. The name, however, is changed
because the epistemic aspect, compared to the spatial one, comes more to the
fore here.

Now, we would like to evaluate formulas in multi-agent subset spaces M. For
that purpose, let x, U1, . . . , Un be a knowledge situation of some multi-agent
subset frame S (on which M is based). As no difficulties are raised in the propo-
sitional cases, we may proceed to the modalities directly. First, the case Kiα is
considered, where i ∈ {1, . . . , n}. In order to retain the intended meaning, Ki

should quantify across all the states that agent i considers possible at the world
x, i.e., across Ui. But for some y ∈ Ui it could be the case that y, U1, . . . , Un does
not belong to KS , for the simple reason that y /∈ Uj for some j ∈ {1, . . . , n}.
Thus, such a quantification is impossible in general. We conclude that we must
drop formulas of the type Kiα because of the new semantics (unless we add addi-
tional agent-specific modalities as in [10]). However, note that the knowledge of
the individual agents is still represented, namely by the corresponding domains
and, in particular, the semantic atoms.
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Fortunately, the just detected problem does not appear in the case of the
operator I . In fact, quantification now concerns states from the intersection of
all the actual knowledge states; hence every such state leads to a knowledge
situation as defined above. Thus, we let

x, U1, . . . , Un |=M Iα : ⇐⇒ ∀ y ∈
⋂

i=1,...,n

Ui : y, U1, . . . , Un |=M α.

Regarding formulas from KF, we have got a restricted correspondence between
the syntax and the semantics that way. But what can be said in the case of SF?
– An easy inspection shows that the knowledge operator K causes as much a
problem as Ki : because of the semantic defaults, quantifying is only possible
over those states that are common to all of the agents. But doing so obviously
means turning K into I . Consequently, we really set

K = I

henceforth. This is additionally justified by the fact that both operators share
the same properties of knowledge (expressed by the S5-axioms).

The remaining case to be treated is that of the effort operator �. It becomes
clear on second thought that this knowledge increasing modality should represent
a system component here and may have an effect on each of the agents thus. For
this reason, we define

x, U1, . . . , Un |=M �α : ⇐⇒
{∀U ′

1 ∈ O1 · · · ∀U ′
n ∈ On :

[
x ∈ U ′

i ⊆ Ui for
i = 1, . . . , n ⇒ x, U ′

1, . . . , U
′
n |=M α

]
.

In this way, the definition of the multi-agent semantics based on subset spaces
is completed. The set SF has proved to be the relevant set of formulas, after
identifying K and I .3

We are going to show that the logic LSS is sound for multi-agent subset spaces.

Proposition 2 (Soundness). All formulas from LSS are valid in every multi-
agent subset space.

Proof. We only care about the Cross Axioms, since everything else is quite
straightforward. Actually, we consider the dual schemata. Let M be an arbi-
trary multi-agent subset space and x, U1, . . . , Un a knowledge situation of the
underlying frame. Suppose that x, U1, . . . , Un |=M �Jα. Then there are U ′

1 ∈
O1, . . . , U

′
n ∈ On such that x ∈ U ′

i ⊆ Ui for i = 1, . . . , n and x, U ′
1, . . . , U

′
n |=M

Jα. This means that there exists some y ∈ ⋂

i=1,...,n

U ′
i for which y, U ′

1, . . . , U
′
n |=M

α. The world y is also contained in the intersection
⋂

i=1,...,n

Ui. Thus, the tuple

y, U1, . . . , Un is a knowledge situation satisfying y, U1, . . . , Un |=M �α. Conse-
quently, x, U1, . . . , Un |=M J�α. This proves the validity of �Jα → J�α. It
follows that all Cross Axioms are valid in every multi-agent subset space.

3 We retain the notation SF although we shall use I in place of K (and J in place of
L, respectively) as from now.
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The much more difficult question of completeness is tackled in the following
section.

5 Completeness

As in the single-agent case, an infinite step-by-step construction is used for prov-
ing the completeness of LSS with respect to the new semantics, too; cf. [5],
Sect. 2.2 (and [4], Sect. 4.6, for the method in general).4 For that, it is nat-
ural to bring the canonical model of LSS into play in some way. Thus, we fix
several notations concerning that model first. Let C be the set of all maximal

LSS-consistent sets of formulas. Furthermore, let
I−→ and

�−→ be the accessibil-
ity relations induced on C by the modalities I and �, respectively. Let α ∈ SF
be a non-LSS-derivable formula. Then, a multi-agent subset space falsifying α is
to be built incrementally. In order to ensure that the resulting limit structure
behaves as desired, several requirements on the approximations have to be met
at every stage.

Suppose that ¬α ∈ Γ ∈ C, i.e., Γ is to be realized. We choose a denu-
merably infinite set of points, Y (the possible worlds of the desired model),
fix an element x0 ∈ Y , and construct inductively a sequence of quadruples(
Xm, (P 1

m, . . . , Pn
m), (j1m, . . . , jnm), (t1m, . . . , tnm)

)
such that, for all m ∈ N and

i ∈ {1, . . . , n},
1. Xm is a finite subset of Y containing x0,
2. P i

m is a finite set carrying a partial order ≤i
m, with respect to which there

is a least element ⊥ ∈ Xm,
3. jim : P i

m → P (Xm) is a function such that p ≤i
m q ⇐⇒ jim(p) ⊇ jim(q), for

all p, q ∈ P i
m,

4. tim : Xm × P i
m → C is a partial function such that, for all x, y ∈ Xm and

p, q ∈ P i
m,

(a) tim(x, p) is defined iff x ∈ jim(p); in this case it holds that

i. if y ∈ jim(p), then tim(x, p)
I−→tim(y, p),

ii. if p ≤i
m q, then tim(x, p)

�−→ tim(x, q),

(b) tim(x0,⊥) = Γ .

The next four conditions say to what extent the final model is approximated by
the structures

(
Xm, (P 1

m, . . . , Pn
m), (j1m, . . . , jnm), (t1m, . . . , tnm)

)
. Actually, it will

be guaranteed that, for all m ∈ N and i ∈ {1, . . . , n},
5. Xm ⊆ Xm+1,
6. P i

m+1 is an end extension of P i
m (i.e., a superstructure of P i

m such that no
element of P i

m+1 \ P i
m is strictly smaller than any element of P i

m),
7. jim+1(p) ∩Xm = jim(p) for all p ∈ P i

m,
8. tim+1 |Xm×P i

m
= tim.

4 Due to the lack of space, we can only give a proof sketch here; however, some of the
technical differences will be highlighted below.
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Finally, the construction complies with the following requirements on existential
formulas: for all n ∈ N and i ∈ {1, . . . , n},
9. if Jβ ∈ tim(x, p), then there are m < k ∈ N and y ∈ jik(p) such that β ∈

tik(y, p),
10. if �β ∈ tim(x, p), then there are m < k ∈ N and p ≤i

k q ∈ P i
k such that

β ∈ tik(x, q).

With that, the final model refuting α can be defined easily. Furthermore, a
relevant Truth Lemma (see [4], 4.21) can be proved for it, from which the
completeness of LSS with respect to the multi-agent semantics follows imme-
diately. Thus, it remains to specify, for all m ∈ N, the approximating structures(
Xm, (P 1

m, . . . , Pn
m), (j1m, . . . , jnm), (t1m, . . . , tnm)

)
in a way that all the above re-

quirements are met. This makes up one of the crucial parts of the proof.
Since the case m = 0 is rather obvious, we focus on the induction step.

Here, some existential formula contained in some maximal LSS-consistent set
tim(x, p) must be made true, where x ∈ Xm and p ∈ P i

m; see item 9 and item 10
above. We confine ourselves to the case of the implicit knowledge operator. So
let Jβ ∈ tim(x, p). We choose a new point y ∈ Y and let Xm+1 := Xm∪{y}. The
sets P 1

m, . . . , Pn
m remain unchanged (and the associated partial orders therefore

as well), i.e., we define P i
m+1 := P i

m for i = 1, . . . , n. However, the mappings
j1m, . . . , jnm are modified as follows. We let jim+1(q) := jim(q) ∪ {y}, for all q ∈
P i
m satisfying q ≤i

m p and all i ∈ {1, . . . , n}. The latter requirement obviously
guarantees that the new point is really in the intersection of the local knowledge
states. Finally, the mappings t1m, . . . , tnm are adjusted. From the Existence Lemma
of modal logic (see [4], 4.20) we know that, for every i ∈ {1, . . . , n}, there is

some point Γi of C such that tim(x, p)
I−→ Γi and β ∈ Γi. Thus, we define

tim+1(y, p) := Γi. Moreover, the maximal consistent sets which are to be assigned
to the pairs (y, q) where q ≤i

m p and q 	= p, are obtained by means of the cross
property (which in fact holds on the canonical model); for all other pairs (z, r) ∈
Xm+1 × P i

m+1, we let tim+1(z, r) := tim(z, r). This completes the definition of(
Xm+1, (P

1
m+1, . . . , P

n
m+1), (j

1
m+1, . . . , j

n
m+1), (t

1
m+1, . . . , t

n
m+1)

)
in the case under

consideration.
We must now check that the validity of the properties stated in items 1 –

8 above is transferred from m to m + 1. Doing so, several items prove to be
evident from the construction. In some cases, however, the particularities of the
accessibility relations on C (like the cross property) have to be applied. Further
details regarding this must be omitted here.

As to the validity of item 9 and item 10, it has to be ensured that all possible
cases are eventually exhausted. To this end, processing must suitably be sched-
uled with regard to both modalities. This can be done with the aid of appropriate
enumerations. The reader is referred to the paper [5] to see how this works in
the single-agent case. – In the following theorem, the above achievements are
summarized.

Theorem 2 (Completeness). If the formula α ∈ SF is valid in all multi-agent
subset spaces, then α is LSS-derivable.
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Proposition 2 and Theorem 2 together constitute the main result of this paper,
saying that LSS is sound and complete with respect to the class of all multi-agent
subset spaces.

6 Remarks on Decidability and Complexity

While the soundness and the completeness of a logic depend on the underlying
semantics by definition, decidability is a property of the logic (as a set of for-
mulas) by itself. Thus, this property could be established by using a different
semantics, and this is actually the case with LSS.

At the end of Section 2, it was stated that LSS is sound and complete for cross
axiom models. In addition, LSS satisfies the finite model property with respect
to this class of models, as was shown in [5], Sect. 2.3. Now, it is known from
modal logic that both properties together imply decidability (see [4], Sect. 6.2).
Thus, we can readily adopt this fact with reference to the present context.

Theorem 3 (Decidability). LSS is a decidable set of formulas.

And what is true of decidability is just as true of complexity: being a property
of the logic alone. Unfortunately, the precise complexity of LSS has not yet been
determined. Quite recently, the weak logic of subset spaces, which results from
LSS by forgetting the Cross Axioms, was proved to be PSPACE-complete; see
[2]. Thus, we have a partial corollary at least. The general case, however, still
awaits a solution.

7 Conclusion

In this paper, we have introduced a new description of the implicit knowledge
of a group of agents on the basis of subset spaces. Actually, the usual logic
of implicit knowledge and Moss and Parikh’s logic of subset spaces have been
synthesized. The result is a novel semantics for implicit knowledge first, where the
actual knowledge states of the individual agents are represented by the semantic
atoms. We have argued that, relating to this framework, the implicit knowledge
operator I takes over the role of the knowledge operator K from the language
L for (single-agent) subset spaces. Thus, subset space formulas can speak about
implicit knowledge and its dynamic change when interpreting them in multi-
agent subset spaces.

The second outcome of this paper is a meta-theorem on the logic accompa-
nying this non-standard semantics of I . We have proved that the logic of subset
spaces, LSS (see Section 3), is sound and complete with respect to multi-agent
subset spaces, too. Moreover, this logic is even decidable, which is obtained as a
consequence of earlier results.

It has been argued here and there that subset spaces provide an alternative
basis for reasoning about knowledge, complementing the most common and well-
established epistemic logic as proposed, e.g., in [13]. It appears to us that the
present paper as well makes a contribution underpinning this thesis.
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An important open problem regarding LSS was addressed near the end of
Section 6. Yet a lot remains to be done beyond answering that question. In
particular, one should try to bring subset spaces into line with as many theoret-
ical or practice-oriented epistemic concepts as possible, according to the thesis
which has just been mentioned. (An additional justification for such a project
was already indicated above, right before the final section of the introduction.)
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Abstract. Preemption is a reasoning mechanism that makes an incoming logi-
cally weaker piece of information prevail over pre-existing stronger knowledge.
In this paper, recent results about preemption are extended to cover a family of
knowledge representation formalisms that accommodate defeasible rules through
reasoning on minimal models and abnormality propositions to represent excep-
tions. Interestingly, despite the increase of expressiveness and computational com-
plexity of inference in this extended setting, reasonable working conditions allow
the treatment of preemption in standard logic to be directly imported as such at
no additional computing cost.
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1 Introduction

This paper is concerned with the issue of designing a system that must handle an in-
coming piece δ of symbolic information1 that must prevail over all the logically stronger
information within some preexisting source of knowledge Δ.

For example, assume that Δ contains some beliefs about the location of the KSEM
conference for next year. The system believes that KSEM will take place either in the
USA or in Germany. Namely Δ ⊇ {USA or Germany}. Now, an incoming piece of
information δ comes up, asserting that an additional equally credible hypothesis is that
KSEM could also take place in Sweden, namely δ = USA or Germany or Sweden.
Clearly, when δ is intended to prevail over the initial belief, the expected fused infor-
mation should not be Δ ∪ {δ} since in such a case the system would keep its initial
belief USA or Germany in addition to the new one. Actually, δ is a logical consequence
of Δ since whenever α or β is true, α orβ or γ is also true for any γ. In other words,
a deductive system was already capable of inferring δ from Δ. On the contrary, pre-
emption is intended to make sure that no stronger knowledge like USA or Germany
could be derived anymore when δ is inserted in Δ. δ is thus intended to prevail over
the pre-existing strictly stronger knowledge that was already allowing δ to be deduced.
Accordingly, handling δ in the expected intended way might conduct some preexisting
information to be retracted from Δ.

1 In this paper, words information, belief and knowledge are used interchangeably.

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 13–24, 2014.
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As another example, assume that Δ contains the information If the paper is accepted
then the paper will be presented orally. Now, suppose δ = If the paper is accepted and
it is not a poster then the paper will be presented orally is asserted and is intended to
prevail. Clearly, it is not sufficient to insert δ within Δ since the first rule would still
remain and, provided that the paper is accepted, the resulting information would still
allow one to conclude that the paper will be presented orally (even if Δ contains the
information that the paper is a poster).

As illustrated through these basic examples, making δ prevail over the preexisting
contents of Δ requires the information in Δ that is logically strictly subsuming δ to
be removed or weakened. Obviously, this needs all the deductive interactions within
Δ ∪ {δ} to be taken into account.

Recently, a family of approaches to logic-based preemption have been introduced in
the context of standard logic [1,2]. In this paper, we investigate how preemption can
cope with a class of more expressive formalisms that allow forms of defeasible rules
through non-monotonic reasoning based on minimal models and abnormality propo-
sitions to represent exceptions. For example, in such an extended framework, δ can
be If the paper is accepted and if it is consistent to assume that the paper is not a
poster, which is an exception to the rule, then the paper will be presented in an oral
session. The second condition is based on a consistency assumption and is defeasible:
here, it relies on the inability to derive that the paper is a poster. If some novel incom-
ing information asserts that the paper is a poster then the rule will no longer allow us
to derive that the paper will be presented orally. Such defeasible inferences pertain to
non-monotonic logic and not to standard logic, which requires any deduction to remain
correct whatever additional premises could be. In the paper, the focus is on formalisms
based on abnormality propositions à la McCarthy [3] to represent defeasible exceptions
to rules and reasoning on minimal models. These formalisms are also equivalent to a
specific use of ground ASP (Answer Set Programming) [4] allowing for disjunction
and standard negation. Interestingly, despite the increase of expressiveness and compu-
tational complexity of inference in this non-monotonic setting, we show that reasonable
working conditions allow the treatment of preemption in standard logic to be directly
imported without any increase of computational complexity.

2 Logical Preliminaries

The knowledge representation formalism that we will use is an extension of standard
clausal Boolean logic. First, let us recall basic concepts of Boolean logic. Let L be a
language of formulas over a finite alphabet P of Boolean variables, also called atoms.
Atoms are denoted by a, b, c, . . . The ∧,∨,¬,→ and ⇔ symbols represent the standard
conjunctive, disjunctive, negation, material implication and equivalence connectives,
respectively. A literal is an atom or a negated atom. Formulas are built in the usual
way from atoms, connectives and parentheses; they are denoted by α, β, γ, . . .. Sets of
formulas are denoted by Δ,Γ, . . . An interpretation I is a truth assignment function
that assigns values from {true, false} to every Boolean variable, and thus, following
usual compositional rules, to all formulas of L. A formula δ is consistent (also called
satisfiable) when there exists at least one interpretation that satisfies δ, i.e., that makes
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δ become true: such an interpretation is called a model of δ. By convenience, an inter-
pretation and a model are represented by the set of atoms that they satisfy. |= denotes
deduction, i.e., Δ |= δ denotes that δ is a logical consequence of Δ, namely that δ is
satisfied in all models of Δ. Two formulas α and β are logically equivalent, written
α ≡ β, iff α |= β and β |= α. |= α means that α is tautologous (i.e., true in all inter-
pretations) and |= ¬α that α is a contradiction. 	 stands for a tautology and ⊥ stands
for a contradiction. Note that a set of formulas Δ is consistent iff Δ �|= ⊥. Without
loss of generality, formulas can be represented in Conjunctive Normal Form (CNF). A
CNF is a conjunction of clauses, where a clause is a disjunction of literals. A DNF is a
disjunction of terms, where a term is a conjunction of literals. We always assume that
any clause contains at most one occurrence of a given literal. The empty clause denotes
⊥. For convenience purpose, a clause can be identified with the set of its literals. A rule
is a formula of the form α ⇒ β, where α is a term and β is a clause; α and β are called
the body and the head of the rule, respectively. A clause can always be rewritten as a
rule, and conversely. Deduction in clausal Boolean logic is co-NP-complete. Indeed,
Δ |= α iff Δ∪{¬α} is unsatisfiable and checking whether a set of clauses is satisfiable
is NP-complete. A set of formulas Δ is a theory iff it is a deductively closed set of
formulas: Δ = {α | Δ |= α}. The deductive closure of a set Γ of formulas is denoted
by Cn(Γ ), so that a theory Δ is such that Δ = Cn(Δ).

3 Implicants and Implicates as Basic Tools for Preemption

Preemption is deep-rooted in subsumption, strict implicants, prime implicants and prime
implicates, which are well-known concepts in Boolean logic. From now on, we assume
that Δ is a satisfiable non-tautologous CNF and that α, β and δ are satisfiable non-
tautologous clauses. Moreover, we assume that Δ ∪ {δ} is satisfiable.

Definition 1. α is a strict implicant of β iff α |= β but β �|= α.

Definition 2. Δ strictly subsumes β iff Δ |= α for some strict implicant α of β.

By abuse of words, we will use “subsume” in place of “strictly subsume”.

Definition 3. α is a prime implicant of β iff α is a strict implicant of β and there does
not exist any strict implicant δ of β such that α is a strict implicant of δ.

Interestingly, when α and β are under their set-theoretical representation, α is an (a
strict) implicant of β iff α is a (strict) subset of β. Moreover, when β is made of n
literals, the prime implicants of β are the sub-clauses of β made of n − 1 literals; β
is not subsumed by Δ iff none of the prime implicants of β can be deduced from the
same Δ. Strict implicants and subsumption are the basic concepts founding preemption
operators defined in [1,2], which can handle the KSEM conference location and the
accepted papers examples, and, more generally, situations where an additional incom-
ing logically weaker (i.e., subsumed by Δ) piece of information β must belong to the
resulting set of clauses Δ′ but cannot be subsumed by Δ′. Such a clause β is a prime
implicate of Δ′.
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Definition 4. A prime implicate of Δ is any clause δ such that

(1) Δ |= δ, and
(2) δ′ ≡ δ for every clause δ′ such that Δ |= δ′ and δ′ |= δ.

Notation. ΔPI denotes the set of all prime implicates of Δ.

Since we assume that Δ is a consistent set of non-tautological clauses, δ is a prime
implicate of Δ iff δ is a minimal (w.r.t. ⊆) non-tautological clause amongst the set
formed of the clauses β such that Δ |= β. In our first motivating example, under the
set-theoretical representation of clauses, α = {USA,Germany} is a prime implicant
of β = {USA,Germany , Sweden}. Thus, Δ = Cn({α}) subsumes β. To make β
prevail, preemption delivers a set of clauses Δ′ such that Δ′ entails β but does not
subsume it. Especially, Δ′ cannot contain α and β is a prime implicate of Δ′. The other
motivating example about an accepted paper to be presented orally or not, is of the
same vein. It deals with an additional incoming rule δ = (α ∧ β) ⇒ γ intended to
prevail over any piece of stronger knowledge, especially the rule δ = α ⇒ γ. To reach
this, the resulting knowledge must contain (the clausal form of) (α∧β) ⇒ γ as a prime
implicate. Consequently, no strict sub-clause of the clause representing the rule can also
be a prime implicate of the resulting knowledge.

Definition 5. δ prevails in Δ iff

1. Δ |= δ, and
2. � δ′ such that δ′ ⊂ δ and Δ |= δ′.

Equivalently, we have that δ prevails in Δ iff δ ∈ ΔPI . Prime implicates have al-
ready been investigated in belief revision mainly because they provide a compact and
syntax-independent yet complete representation of a belief base (see e.g., [5,6]) and
because interesting computational tasks (like satisfiability checking and entailment) are
tractable in this framework [7]. In the worst case, computing the set of prime implicates
of Δ containing a clause β is however not in polynomial total time unless P=NP (it is in
polynomial total time when for example the clause is positive and Δ is Horn) [8]. Com-
putational techniques and experimentations about preemption in standard logic have
been presented in [1].

Definition 6. Enforcing the preemption of δ w.r.t. Δ consists in finding one subset Δ′

of Cn(Δ ∪ {δ}) such that δ prevails in Δ′.

In [2], this definition is refined by taking into account additional possibly desired
properties for Δ′.

4 A Simple Non-monotonic Framework

The language remains L but a specific set of atoms A = {Ab1, . . . , Abn} is identified
and used as so-called abnormality propositions [3] to represent defeasible conditions
and exceptions to rules. For example, (a ∧ ¬Ab1) → b is intended to represent the rule
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If a is true and if it is consistent to believe that not Ab1 is true, then b is true. Ab1 → c
is intended to represent the rule If Ab1 is true then c is true. Such an intended meaning
of these formulas requires ¬Ab1 to be given a kind of negation as failure interpretation.
When no specific priorities need be applied amongst the various Abi propositions, a
basic inference relationship in this logic, noted |∼, can defined as follows.

Interpretations and models are identical to the corresponding concepts in Boolean
logic. Let us recall that we represent them by the set of atoms that they assign true.

Definition 7. Let M be an interpretation of L. M is a minimal model of Δ iff

1. M is a model of Δ, and
2. � M ′ a model of Δ such that (M ′ ∩ A) ⊂ (M ∩ A).

Accordingly, minimal models of Δ are models of Δ such that there is no model of
Δ that assigns a strict subset of abnormality propositions to true. A minimal model of
Δ thus minimizes exceptions to rules while satisfying Δ.

Definition 8. Δ |∼ δ iff δ is true in all minimal models of Δ.

Let us illustrate the extension to standard logic that this framework provides. Assume
Δ = {(a ∧ ¬Ab1) → b, a}. In standard logic, we have that Δ �|= b. Indeed, some (but
not all) models of Δ contain Ab1, preventing¬Ab1 to be derivable in standard logic. On
the contrary, all minimal models of Δ falsify Ab1. This translates the idea that ¬Ab1
can be assumed true by default. Accordingly, in the non-monotonic setting, we have
that Δ |∼ b.

While we are still using the language of Boolean logic, an increase of expressiveness
is provided by the non-monotonic setting since this one allows a kind of negation as
failure to be used. The price to pay is the dramatic increase of computational complex-
ity of inference. Indeed, finding a minimal model is PNP [O(log n)]-hard [9] and thus
belongs to the class of decision problems that are solved by polynomial-time bounded
deterministic Turing machines making at most a logarithmic number of calls to an or-
acle in NP. Checking whether a model is minimal is co-NP-complete [10]. Checking if
δ follows from Δ according to |∼ is Πp

2 -complete [11]. Recent results about the worst-
case complexity of finding minimal models of fragments of clausal Boolean logics can
be found in [12]. Clearly, minimal models as we define them are so-called stable mod-
els [13,14] provided that all the occurrences of negated abnormality propositions are
treated as negation by default and no other occurrence of negation by default occurs in
Δ∪{δ}. The above representation formalism could be easily encoded as ASP (Answer
Set Programming) programs [4] when they allow for disjunction and standard negation.
Note however that we make a specific use of negation by default as we only make this
connective apply on abnormality atoms. We will justify this restriction in the context of
preemption in a further section and take advantage of it. Indeed, the question that we
will address is when could preemption be achieved in this non-monotonic setting while,
at the same time, a dramatic increase of computational complexity is avoided.

5 When Does Preemption Make Sense?

In this paper, we do not address the issue of determining whether or not preemp-
tion must occur when an additional clause δ comes in. We assume that some extra-
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logical contextual information is available together with δ, allowing the system to de-
cide whether δ must simply be inserted in Δ, or whether Δ ∪ {δ} must be transformed
into some Δ′ so that δ prevails in Δ′.

However, it should be noted that preemption is a concept that can require dramatic
removal effects inside Δ. Preemption must thus be used carefully; we recommend to
use it in specific situations, only. Let us explain this here, since this restriction will be
also a cornerstone allowing preemption to handle these situations within the above non-
monotonic setting at no significant additional computational cost.

In the Boolean logic framework, when a clause δ must prevail in some set Δ′ of
clauses, any strict sub-clause of δ mut be non-derivable from Δ′. This entails that any
literal in δ must be non-derivable from Δ′ unless this literal is δ itself. This is a very
strong requirement whose consequences are best illustrated when clauses are intended
to represent rules. Assume for example that the clause δ = ¬a∨¬b∨¬c∨d representing
the rule (a∧ b∧ c) → d needs to prevail. This entails that no literal in ¬a∨¬b∨¬c∨d
can be a consequence of Δ′. Indeed, for example if Δ′ |= d then we also have e.g.
Δ′ |= (a ∧ b) → d, which contradicts the goal of having δ not subsumed. More gen-
erally, whenever Δ′ |= x, we also have, among other things, Δ′ |= (¬x ∧ anything)
→ what-you-want and Δ′ |= x ∨ anything and Δ′ |= what-you-want → x. Hence, in-
tuitively, preemption makes sense mainly when Δ is made of generic information (e.g.,
rules) but does not yet allow elementary facts (literals) to be derived when these facts
subsume δ. This coincides for example to applications like knowledge-based diagnosis
systems before they are being instantiated and run together with facts about a specific
device to be diagnosed: preemption should concern δ when δ is for example a more
precise rule that must prevail over less precise (shorter) ones. Such a preemption task
is generally performed at the conception stage or upgrade of the diagnosis system, not
when it is run with specific data about a device to be diagnosed. If preemption is to be
performed in some other situations then all the logical consequences described above
might occur and should thus be accepted by the user. Accordingly, in the sequel, we
first consider situations corresponding to our suggested use of preemption.

Definition 9. A normal context for making δ prevail by transforming Δ ∪ {δ} is when
for every literal x we have that Δ ∪ {δ} �|= x or x = δ.

Clearly, such an assumption can be relaxed so that it only precludes the deduction of
literals occurring in δ when δ is not a single literal.

Definition 10. A normal pointwise context for making δ prevail by transforming Δ ∪
{δ} is when for every literal x ∈ δ we have that Δ ∪ {δ} �|= x or x = δ.

As a case study, we will only consider Definition 9, based on the assumption that Δ
should be ready to accommodate any non-conflicting and non-tautological clause δ that
must prevail. As we will extend some subsequent definitions from the standard logic
setting to cover the aforedefined non-monotonic framework, it is convenient to assume
that a set of clauses, noted Σ, contains the implicitly assumed information. In standard
logic, Σ = ∅. More generally, Σ is thus a set of additional premises to be taken into
account when inference is performed. Accordingly, the definition of normal context for
preemption is adapted as follows.
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Definition 11 (NCP). A normal context for making δ prevail under Σ by transforming
Δ ∪ {δ}, in short NCP for Normal Context for Preemption, is when for every literal x
we have that Δ ∪ {δ} ∪Σ �|= x or x = δ.

By monotony of |=, we have that

Proposition 1. When NCP holds, we have that Δ �|= x for every literal x such that
δ �= x.

In the following, we only consider preemption techniques that can only remove
clauses from Δ to make δ prevail. We do not consider other techniques transforming
Cn(Δ ∪ {δ}). The following definition translates this restriction.

Definition 12. Let Δ’ be a set of clauses. Δ′ is a preemption-enforcement of δ w.r.t.
〈Δ,|=,Σ〉 when the following conditions are satisfied.

1. δ ∈ Δ′ and Δ′ ⊆ (Δ ∪ {δ}), and
2. � δ′ such that δ′ ⊂ δ and Δ′ ∪Σ |= δ′.

Note that there might exist several preemption-enforcementsΔ′ of δ w.r.t. 〈Δ,|=,Σ〉
and that Definition 12 does not require Δ′ to be as large as possible. We will come back
to this possible additional requirement and discuss it in the section about experimenta-
tions. By monotony of |=, we have that

Proposition 2. Let Δ′ be any preemption-enforcement of δ w.r.t. 〈Δ,|=,Σ〉. When NCP
holds, for every literal x we have that Δ′ �|= x or x = δ.

6 Preemption in the Non-monotonic Framework

Let us now consider δ and Δ under the aforedescribed simple non-monotonic frame-
work: the inference relationship is now |∼ and the subset of propositional atoms {Ab1,
. . . , Abn} is assigned its dedicated role. For ease of presentation, we assume that δ is
not a single literal formed with some possibly negated Abi.

Definition 13. Δ′ is a preemption-enforcement of δ w.r.t. 〈Δ,|∼,Σ〉 when the following
conditions are satisfied.

1. δ ∈ Δ′ and Δ′ ⊆ (Δ ∪ {δ}), and
2. � δ′ such that δ′ ⊂ δ and Δ′ ∪Σ |∼ δ′.

We assume that the implicit information is encapsulated within the definition of |∼
itself, which selects models that minimize the set of satisfied Abi abnormality atoms:
accordingly, unless explicitly stated, we assume that Σ = ∅. Actually, Σ will be non-
empty only when we attempt to model inferences based on |∼ by making use of |=.

Case 1. First, let us assume that we keep NCP as such in the non-monotonic framework.
This natural assumption translates the idea that Δ ∪ {δ} encodes generic knowledge
that, by itself, does not allow any fact (different from δ) to be deduced by using |=. By
definition of NCP, we have that:



20 É. Grégoire

Proposition 3. When NCP holds, Δ′ �|= ¬Abi and Δ′ �|= Abi for any i ∈ [1..n] and for
any Δ′ ⊆ (Δ ∪ {δ}).

Obviously, it would not make sense to extend NCP by replacing |= by |∼ and require
Δ ∪ {δ} �|∼ x for any literal x, including literals built from abnormality propositions.

Proposition 4. Assume NCP holds, δ ∈ Δ′ and Δ′ ⊆ (Δ ∪ {δ}).
If Δ′ ∪ {∧n

i=1 ¬Abi} is consistent then Δ′ |∼ ∧n
i=1 ¬Abi and Δ′ �|∼ Abj for any

j ∈ [1 . . . n].

Notice that Δ′ ∪ {∧n
i=1 ¬Abi} is inconsistent is equivalent to Δ′ |= ∨n

i=1 Abi. Be-
fore we comment on the motivation for this additional condition, let us examine its
logical effects. NCP requires among other things that no Abi can be deduced: the left-
hand-side of Proposition 4 additionally requires that no disjunction made of some Abi
abnormality propositions could be deduced from Δ′. Under the applicability conditions
of Proposition 4 we never have Δ′ ∪ {δ} |∼ Abi for any i ∈ [1 . . . n]. To some extent,
this prevents some logical side-effects about disjunction from occurring in the preemp-
tion enforcement process, namely having that Γ |∼ Abi∨x for any x as a consequence
of simply having Γ |∼ Abi.

Accordingly, we define:

Definition 14 (NCPN). A normal context under |∼ for making δ prevail by transform-
ing Δ ∪ {δ}, in short NCPN for Normal Context for Preemption in the Non-monotonic
framework, is when Δ∪{δ}∪Σ �|= x for any literal x different from δ and, at the same
time, Δ ∪ {δ} ∪ {∧n

i=1 ¬Abi} is consistent.

Interestingly, NCPN corresponds to a very natural requirement about the use of pre-
emption. NCP requires to handle generic knowledge only, in the sense that no fact could
be derived using Boolean logic. NCPN requires that Δ ∪ {δ} remains uninstantiated in
the sense that the generic knowledge that it contains remains compatible with a situa-
tion where no exception does occur. This naturally corresponds again for example to
diagnostic systems where, before being instantiated to the data from a specific device
to be diagnosed, the generic knowledge entails that no fault is present or assumed by
default (faults being represented by abnormality propositions being true).

Now, the main result is as follows. Under NCPN, preemption-enforcements in stan-
dard logic, with Σ =

∧n
i=1 ¬Abi, are preemption-enforcements in the non-monotonic

framework as the following result ensures it.

Proposition 5. Assume NCPN holds.
If Δ′ is a preemption-enforcement of δ w.r.t. 〈Δ,|=,

∧n
i=1 ¬Abi〉 thenΔ′ is a preemption-

enforcement of δ w.r.t. 〈Δ,|∼,∅〉.
This result is of nice practical consequences. Despite a dramatic increase of compu-

tational complexity when moving from |= to |∼, under very natural assumptions, it re-
mains possible to compute preemption-enforcements, using |=, only despite the fact that
the preemption-enforcement process requires some |∼ and �|∼ conditions to be checked.
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Case 2. Assume that NCP does not hold. Actually, NCP is not a necessary condition for
allowing preemption enforcement with respect to |∼ to be completed within standard
logic. Proposition 5 still applies when we only have that Δ ∪ {δ} ∪ {∧n

i=1 ¬Abi} is
consistent.

Proposition 6. Assume Δ ∪ {δ} ∪ {∧n
i=1 ¬Abi} is consistent.

If Δ′ is a preemption-enforcement of δ w.r.t. 〈Δ,|=,
∧n

i=1 ¬Abi〉 thenΔ′ is a preemption-
enforcement of δ w.r.t. 〈Δ,|∼,∅〉.

The scope of Proposition 6 concerns situations with absence of |= provable (disjunc-
tion of) exceptions. Now, when Δ ∪ {δ} |= Abi, it should be noted that we are faced
to situation involving an exception. Again, if δ contains an occurrence of Abi then any
preemption-enforcement will have to yield a set of clauses that blocks the deduction
of Abi, since Abi subsumes δ. This is some kind of impossibility (or at a least, para-
doxal) result: in order to make a piece of information about an exception Abi prevail,
preemption enforcement would require to move from a situation where this exception
is established (i.e., can be deduced) to a situation where this exception can no longer be
deduced and cannot thus be established.

When neither NCP is assumed nor Δ ∪ {δ} ∪ {∧n
i=1 ¬Abi} is consistent, this does

not mean that preemption-enforcements with respect to |∼ can never be reduced to
preemption-enforcements with respect to |=. A simple case occurs when ¬δ′ can be
deduced from Δ′. This condition is sufficient to prevent δ′ from being inferable from
Δ′ by means of |∼.

Proposition 7. Let δ′ ⊂ δ. If Δ′ |= ¬δ′ then Δ′ �|∼ δ′.

7 Experimental Results

The most direct way to transform Δ ∪ {δ} into some Δ′ such that δ prevails in Δ′

according to standard logic is by removing a sufficient number of clauses from Δ so
that no strict implicant of δ could be deduced anymore. A simple way to achieve this
is by refutation: whenever a prime implicant δ′ of δ can be deduced from the current
Δ′, Δ′ ∪ {¬δ′} is inconsistent; restoring consistency (while keeping δ in the resulting
set) will block the inference of δ′. Accordingly, we have presented in [1] a computa-
tional method that extracts a sufficient number of MUSes (Minimal Unsatisfiable Sub-
sets) so that removing one clause per MUS suffices to restore consistency. Obviously
enough, such a technique does not ensure that a globally minimal number of clauses is
removed. In this paper we present an alternative technique also based on the same refu-
tation approach. However, instead of finding out MUSes, we extract maximal consis-
tent subsets (MSS) and their complements, called co-MSS, which proves more efficient.
For each prime implicant δ′, removing the whole co-MSS ensures that no strict subset
can be removed instead, while blocking the deduction of δ′. However, similarly to the
MUS-based technique, there is no guarantee that a globally minimal number of clauses
is removed in this way: this number might depend both on the extracted MSS and
the order according to which prime implicants are considered. However, dropping the
global criterion of the minimality of the number of removed clauses allows for efficient
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Fig. 1. CMP on various benchmarks

techniques in most cases, while keeping very close to the optimal result in terms of the
number of removed clauses, most often.

We have conducted extensive experimentations of this approach and made use of
our recent tool to partition a set of clauses into one MSS and its corresponding co-
MSS. This partitioning algorithm is called CMP and appears to be the currently most
efficient tool for extracting one MSS or one co-MSS [15]. It is implemented in C++
and make use of MINISAT [16] as the CDCL SAT-solver. CMP and all experimentation
data are available from www.cril.univ-artois.fr/documents/cmp/. All exper-
imentations have been conducted on Intel Xeon E5-2643 (3.30GHz) processors with
7.6Gb RAM on Linux CentOS. Time limit was set to 30 minutes for each single parti-
tioning test. Two series of benchmarks have been considered. The first one was made
of the 1343 benchmarks used and referred to in [17]: they are small-sized industrial-
based instances from SAT competitions www.satcompetition.org and structured
instances from the MAX-SAT evaluations maxsat.ia.udl.cat:81. We enriched this
experimentation setting by also considering a second series of benchmarks, made of all
the 295 instances used for the 2011 MUS competition organized in parallel with the
SAT one. In Figure 1, the y-values represent the CPU time by CMP to partition x in-
stances. CMP allows a Co-MSS to be extracted within 30 minutes for 1327 of the 1343
SAT/MAX-SAT benchmarks (293 of 295 MUS benchmarks), clearly showing the prac-
tical feasibility of the approach. Note that the number of prime implicants of δ is given
by the number of literals in δ, which corresponds to the number of times CMP must be
run.

8 Related Work

Various subfields of Artificial Intelligence have long been focusing on how to handle an
incoming piece of information δ within Δ, especially when Δ and δ are logically con-
flicting (see non-monotonic logics [18], belief revision [19] and knowledge fusion [20],

www.cril.univ-artois.fr/documents/cmp/
www.satcompetition.org
maxsat.ia.udl.cat:81
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mainly). Indeed, when Δ and δ are mutually contradictory, a system that reasons in a
deductive way from Δ∪{δ} will be able to infer any conclusion and its contrary: hence,
much research efforts have concentrated on ways Δ and δ should interact to maintain
logical consistency in the aggregated knowledge and prevent deductive reasoning from
collapsing. When δ does not logically contradict with Δ, δ is often expected to be added
inside Δ and the resulting knowledge is the (deductive closure of the) set-theoretical
union of Δ and {δ}. The issue that we address in this paper is different: δ is not log-
ically conflicting with Δ and is not simply intended to be inserted as such in Δ. On
the contrary, δ is intended to logically weaken Δ. An architecture presenting all those
facets in standard Boolean logic is presented in [21]. In [22], a large-scope generic non-
monotonic framework was used for preemption. It was not based on minimal-model
reasoning but was built from other proof-theoretic concepts and close to variants of
default logic [23]. Such a framework is very different from the one in this study and
investigating conditions for importing standard logic preemption remains to be investi-
gated.

9 Conclusions and Perspectives

In this paper, we have investigated a form of preemption paradigm for a simple generic
non-monotonic framework. Interestingly, natural conditions for preemption to take place
correspond to situations where preemption can still be enforced by merely using stan-
dard logic mechanisms, only. This allows us to avoid the dramatic increase of computa-
tional complexity accompanying the move from deduction to non-monotonic inference.
The results presented in this paper could be extended in several directions. First, they
apply to ground ASP programs with a controlled used of default negation. It is also easy
to see that all results remain intact when priorities are enforced between abnormality
propositions. An interesting path for further research concerns other possible syntacti-
cal constraints in ASP programs that would guarantee that preemption can be achieved
at low computational cost. The results presented in this paper could also be further re-
fined when a prime-implicates compilation of knowledge [7] is enforced on Δ and its
subsequent transformations. For example when the size of δ is strictly lower than any
prime implicate of Δ, its insertion within Δ makes it directly prevail. Also, making sure
that no strict implicant of δ does not remain in Δ′ is easy since it suffices to examine
the presence of such implicates within the compiled base.
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21. Besnard, P., Grégoire, É.: Handling incoming beliefs. In: Wang, M. (ed.) KSEM 2013. LNCS,

vol. 8041, pp. 206–217. Springer, Heidelberg (2013)
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Abstract. This paper presents a merging approach to solve the logical
conflicts in cross-cultural communication. We define each agent’s logic
system as a tuple of the language and a binary relation over the language,
which can well reflect different inference patterns in different cultures.
Then based on the distance measure, merging different logic systems of
this kind is a two-step process: (i) all the logic systems are expanded
to be based on the same language; and (ii) the distance-based method
is used to select a logic system, which is the nearest to the expanded
logic systems. In this work, we define a kind of the Hamming distance
to measure the distance between any two logic systems. Then based
on the distance measure, we define our merging operator and we prove
that the operator satisfies the properties of agreement, strong unanimity,
groundedness and anonymity in social choice theory.

Keywords: merging, logic, cross-culture, agent.

1 Introduction

Merging is a process for agents to combine conflicting information coming from
several sources with equal reliability to build a coherent description of the world
[1]. A lot of formal theories about merging have been developed [2–6], most of
which focus on the problem of belief merging and assume that belief merging
scenarios take place in a same culture. However, if we take the view of cultural
pluralism and consider the information processing in cross-cultural communica-
tions, these merging theories need to be extended to cross-cultural environments.
For example, there are two friends, Chinese Xiaoming and American Jim, meet
in the street. Then Xiaoming asks Jim: “Where are you going?” For Xiaoming,
this is just a kind of daily greeting in China; but Jim may feel uncomfortable
and view it as an invasion of his privacy. Therefore, in a cross-cultural commu-
nication, not only the language barrier prevents people from different cultures
to communicate smoothly, but also the thinking patterns (i.e., the reasoning
systems) vary a lot. Often, people from different cultures reach different, even
opposite, conclusions even from a same proposition.

To this end, this paper will propose a merging theory in the context of cross-
cultural communication. Since different cultures have different rational logics
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[7] (i.e., in different cultures there are different opinions for a same thing), we
intend to apply the distance-based merging operator into logic systems. This
brings a number of new challenges on this topic. That is, we need not only
to merge the languages but also to reach coherent binary relations over the
languages. Actually, such a binary relation represents an inference relation in
a logic system, which reflects the opinion on a thing in a specific culture, e.g.,
the question of “where are you going?” is a “daily greeting” or an “invasion of
privacy”.

The rest of this paper is organised as follows. Section 2 defines the logic
systems of different cultures. Section 3 discusses how to merge the logic systems
by using the distance-based approach and illustrates our approach by a real-life
example. Section 4 reveals some properties of our merging operator. Section 5
discusses the related work to show clearly how our work advances the state-of-art
in the research area. Finally, Section 7 summarises our work with future work.

2 Cultural Logic Systems

This section will define our logic system that can reflect the inference patterns
of agents from different cultures.

We view a cultural logic system simply as a set of binary relations, which can
reflect well different inference relations in different cultures abstractly. Specif-
ically, we will define a cultural logic system based on a formal language L (a
non-empty finite set of sentences) and a binary relation R� between P(L) and
L over the languages. Here P(L) is denoted as the power set of L. Formally, we
have:

Definition 1 (Cultural logic system). Given a formal language L, a cultural
logic system over L is a pair L = 〈L, R�

L〉, where R�
L ∈ P(L)× (L). We denote a

profile of n cultural logic systems as P = (L1, · · · , Ln), where each Li = 〈Li, R
�
Li
〉

is the cultural logic system for agent i.

In the rest of our paper, sometimes we will use L = 〈L, R�
L, R

�

L〉 to denote the
complete version of a cultural logic system, where R�

L = P(L)× L\R�
L. We will

not distinguish these two notations if there are no confusions arisen.

Definition 2 (Argument). Given a formal logic language L, an argument in
L is a tuple of (Σ, φ) ∈ P(L) × L, where Σ is a set of premises and φ is a
conclusion. An argument (Σ, φ) is said to be valid in a cultural logic system L
iff (Σ, φ) ∈ R�

L. We denote Ar(L) as all the valid arguments in L. If an argument
(Σ, φ) is not valid in L, then (Σ, φ) /∈ R�

L.

For example, (“where are you going?”, “daily greeting”) and (“where are you
going?”, “invasion of privacy”) are two arguments in two cultural logic systems.
In this way, a cultural logic system actually is a set of all the valid arguments
in the culture. Notice that in this paper, we assume a cultural logic system is
consistent, i.e., for any L over L, �(Σ, φ) ∈ P(L) × L such that (Σ, φ) ∈ R�

L

and (Σ,¬φ) ∈ R�
L. So, the above two conflictive arguments cannot be in a same

cultural system.
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Given a profile of multiple cultural logic systems, our purpose in this work is
to characterise a logic system that minimises its total distance to each cultural
logic system. Since a cultural logic system is a set of all the valid arguments in
the culture, our aim is to reach a set of arguments that are accepted by all the
agents with different cultural background. Since the logic systems are based on
different languages, firstly we give the following definitions to expand the logic
systems such that their languages can have a same basis:

Definition 3 (Expansion of a cultural logic system). Given a profile P =
(L1,· · ·, Ln) of n cultural logic systems in which each Li = 〈Li, R

�
Li
〉 and a

cultural logic system L = 〈L, R�
L〉, an expansion of L over P is defined as a

cultural logic system exp(L, P ) = 〈Le, R�
Le , R�

Le〉, where:
(i) Le = L ∪ (∪n

i=1Li);
(ii) R�

Le ⊇ R�
Li
; and

(iii) R�

Le = P (Le)× Le\R�
Le.

Definition 4 (Consensual expansion). For a profile P = (L1,· · ·, Ln), where
each Li = 〈Li, R

�
Li
〉, let c(P ) = (∪n

i=1R
�
Li
) ∩ (∪n

i=1R
�

Li
) be the set of conflicting

arguments among R�
L1
, · · · , R�

Ln
and L = 〈L, R�

L〉 be a logic system. Then the

consensual expansion of L over P is defined as ce(L, P ) = 〈Lce, R�
ce, R

�

ce〉, where:
(i) Lce = L ∪ (∪n

i=1Li);
(ii) R�

ce = R�
L ∪ (∪n

i=1R
�
Li
\c(P )); and

(iii) R�

ce = P (Lce)× Lce\R�
ce.

Intuitively, given a profile P of multiple cultural logic systems, if the argu-
ments that are valid in one cultural logic system are not questioned by any other
agent with a different cultural system, the arguments should be added into the
consensual expansion for all agents involved in the profile. Formally, we have:

Definition 5 (Non-clash part). Let P = (L1, · · · , Ln) be a profile of cultural
logic systems, where each Li = 〈Li, R

�
Li
, R�

Li
〉 is a logic system. Then the non-

clash part of P , denoted as nc(P ), is given by:

nc(P ) = 〈∪n
i=1Li,∪n

i=1R
�
Li
\ ∪n

i=1 R
�

Li
,∪n

i=1R
�

Li
\ ∪n

i=1 R
�
Li
〉. (1)

Definition 6 (Common part). Let P = (L1, · · · , Ln) be a profile of logic
systems, where each Li = 〈Li, R

�
Li
, R�

Li
〉 is a logic system. Then the common

part of P , denoted as cp(P ), is given by:

cp(P ) = 〈∩n
i=1Li,∩n

i=1R
�
Li
,∩n

i=1R
�

Li
〉. (2)

We reveal a property for consensual expansion as follows:

Theorem 1. Let P = (L1, · · · , Ln) be a profile of cultural logic systems, and
Lce
i be the consensual expansion of Li over P . Then ∀i ∈ {1, · · · , n},
(i) Lnc(P ) = Lce

i ; and

(ii) Ri
�
nc(P ) ⊆ Ri

�
ce.
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Proof. We check one by one. (i) By Definition 5, nc(P ) = 〈∪n
i=1Li,∪n

i=1R
�
Li
\∪n

i=1

R�

Li
,∪n

i=1R
�

Li
\ ∪n

i=1 R�
Li
〉. Now let ce(Li, P ) = 〈Lce

i , Ri
�
ce, Ri

�

ce〉 and c(P ) as

(∪n
i=1R

�
Li
) ∩ (∪n

i=1R
�

Li
). By Definition 5, Lnc(P ) = ∪n

i=1Li; and by Definition
4, Lce

i = Li ∪ (∪n
i=1Li) = ∪n

i=1Li. Thus, we have Lnc(P ) = Lce
i . (ii) ∀(Σ, φ) ∈

P(∪n
i=1Li) × (∪n

i=1Li), if (Σ, φ) ∈ Ri
�
nc(P ) = ∪n

i=1R
�
Li
\ ∪n

i=1 R�

Li
. So, we have

(Σ, φ) /∈ c(P ) = (∪n
i=1R

�
Li
) ∩ (∪n

i=1R
�

Li
). Thus, (Σ, φ) ∈ ∪n

i=1R
�
Li
\c(P ) and

(Σ, φ) ∈ R�
Li

∪ (∪n
i=1R

�
Li
\c(P )). That is, (Σ, φ) ∈ Ri

�
ce. 
�

The above theorem presents an important property of the consensual expan-
sion. By this property, when we take the consensual expansion over a profile,
the valid arguments in the non-clash part of the profile is always preserved.
Moreover, the consensual expansion is the most cautious expansion that one can
define since an argument is added into the merged logic system only when all
the other agents agree on it.

3 Cultural Logic System Merging

In this section, we employ the idea behind the distance-based approach of belief
merging [2, 3] to merge cultural logic systems.

Intuitively, we aim to select a logic system that is the closest to the given
profile of several cultural logic systems. Formally, we have:

Definition 7 (Logic system merging). Given a profile P = (L1, · · · , Ln)
where each Li = 〈Li, R

�
Li
〉 is a cultural logic system, let d be a kind of distance

between two cultural logic systems. And suppose that L′
i is the expansion of Li

over P . Then the merging of P is defined as:

�⊗
d (L1, · · · , Ln) = {L | L over ∪n

i=1 Li such that L = argmin⊗n
i=1d(L,L

′
i)}.
(3)

where an aggregation function ⊗ is a mapping from (R+)n to R+ satisfying:

(i) monotonicity: if xi ≥ x′
i, then ⊗(x1,· · ·, xi,· · ·, xn)≥⊗(x1, · · · , x′

i, · · · , xn);
(ii) minimality: ⊗(x1, · · · , xn) = 0 iff for all i ∈ {1, · · · , n}, xi = 0; and
(iii) identity: ⊗(x) = x.

Clearly, for any (Σ, φ) ∈ P(∪n
i=1Li) × ∪n

i=1Li, if (Σ, φ) is an argument in
the logic system after merging, then (Σ, φ) ∈ R�

�. In the literature, aggregation
function ⊗ can be in many forms [2, 8], but in this work we just use the ordinary
addition operator, on real number set, as the aggregation function, because it is
the most intuitive one.

So, to merge a profile of cultural logic systems is a two-step process. Firstly,
each cultural logic system Li over the language of Li is expanded such that all the
expansions of the logic systems are over the same languageL′ = ∪n

i=1Li. Next, the
logic systems over L′ are selected with the distance-based method as the result of
merging. Here we assume that the expansion function of each agent’s logic system
over the profile is the consensual one. To do this, we will apply the idea behind
the well-known Hamming distance [1, 2]. Formally, we have:
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Definition 8 (Hamming distance between cultural logic systems). Given
two cultural logic systems L1 and L2 over the same language L, their Hamming
distance is the number of arguments on which the two logic systems differ, i.e.,

d(L1, L2)=|{(Σ, φ)∈P (L)×L|(Σ, φ) ∈ R�
L1

but (Σ, φ) ∈ R�

L2
or vice-versa}| .

(4)

For example, given two logic systems: L1 = 〈L, R�
L1
, R�

L1
〉 where R�

L1
=

{(Σ1, φ1), (Σ2, φ2)}, R�

L1
= {(Σ3, φ3), (Σ4, φ4)}, and L2 = 〈L, R�

L2
, R�

L2
〉 where

R�
L2

= {(Σ1, φ1), (Σ3, φ3)}, R�

L2
= {(Σ2, φ2), (Σ4, φ4)}, then their Hamming dis-

tance is d(L1, L2) = 2. This is because (Σ2, φ2) is valid in L1 but not in L2, while
(Σ3, φ3) is valid in L2 but not in L1.

Generally speaking, given two cultural logic systems L1 and L2 over the same
language of L, since language L is finite, suppose the number of the sentences
in L is m, then in total m(C1

m + C2
m + · · · + Cm

m ) arguments can be generated
by language L. Some arguments are valid in a cultural logic system, while the
others are not. Therefore, given any two cultural logic systems, we can always
count the number of the conflicting arguments between them (i.e.,valid in one
logic but not in the other).

We us the idea behind Hamming distance to define the distance between two
cultural logic systems. Then we need to justify what we did is proper. That is,
we need to prove that our definition of the distance satisfies the basic axioms of
a distance measure:

Theorem 2. Given any cultural logic systems Li, Lj and Lk over language L
(i,j,k ∈ {1, · · · , n}), their Hamming distance satisfies:

(i) non-negativity: d(Li, Lj) ≥ 0;
(ii) identity of indiscernible: d(Li, Lj) = 0 if and only if Li = Lj;
(iii) symmetry: d(Li, Lj) = d(Lj , Li); and
(iv) triangular inequality: d(Li, Lk) ≤ d(Li, Lj) + d(Lj , Lk) .

Proof. Let Li = 〈L, R�
Li
〉, Lj = 〈L, R�

Lj
〉 and Lk = 〈L, R�

Lk
〉. We check the-

ses properties one by one. (i) Non-negativity. By formula (2), d(Li, Lj) ≥ 0
is obvious. (ii) Identity of indiscernible. (⇒) If Li = Lj , then R�

Li
= R�

Lj
.

That is, ∀(Σ, φ) ∈ P (L) × L, (Σ, φ) ∈ R�
Li

if and only if (Σ, φ) ∈ R�
Lj
. Thus,

�(Σ, φ) ∈ P (L)×L such that (Σ, φ) ∈ R�
Li

while (Σ, φ) ∈ R�

Lj
, or (Σ, φ) ∈ R�

Li

while (Σ, φ) ∈ R�
Lj
. Thus, d(Li, Lj) = 0. (⇐) If d(Li, Lj) = 0, by formula (2),

�(Σ, φ) ∈ P (L)×L such that (Σ, φ) ∈ R�
Li

while (Σ, φ) ∈ R�

Lj
, or (Σ, φ) ∈ R�

Li

while (Σ, φ) ∈ R�
Lj
. That is, ∀(Σ, φ) ∈ P (L) × L, (Σ, φ) ∈ R�

Li
if and only if

(Σ, φ) ∈ R�
Lj
. Thus, R�

Li
= R�

Lj
. Finally, since Li = Lj = L, Li = Lj. (iii)

Symmetry. By formula (2), it is obvious that d(Li, Lj) = d(Lj , Li). (iv) Trian-
gular inequality. Since d(Li, Lj) is the minimal number of coordinate changes
of arguments (generated in L) necessary to get from Li to Lj, and d(Lj , Lk)
is the minimal number of coordinate changes of arguments necessary to get
from Lj to Lk, we know that d(Li, Lj) + d(Lj , Lk) changes of arguments in
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L will get us from Li to Lk. Moreover, since d(Li, Lk) is the minimal number
of coordinate changes of arguments necessary to get from Li to Lk, we have
d(Li, Lk) ≤ d(Li, Lj) + d(Lj, Lk). 
�

For a better understanding of our merging operator of cultural logic systems,
let us consider the following example. Suppose American Amy (A), Russian
Blair (B), and Chinese Chris (C) have a short conversation about the cultural
phenomena of their own countries. In Amy’s opinion, the sentence “Where are
you going?” (s1) is a invasion of privacy (s2), and she thinks “Dragon (s3) is a
representation of evil (s4)”; while for Chris, she does not think the question has
any thing to do with the privacy issue and dragon could not be the symbol of evil.
At last, Blair agrees with Amy on the privacy issue but agree with Chris on the
dragon. Obviously, their different opinions are due to their different languages
and inference systems.

Putting all the information together, Amy’s cultural logic system can be writ-
ten as LA = 〈LA, R

�
LA

〉, where
LA = {s1, s2, s3, s4},
R�

LA
= {(s1, s2)(s3, s4), (s1, s1), (s2, s2), (s3, s3), (s4, s4)};

Blair’s cultural logic system is: LB = 〈LB, R
�
LB

〉, where
LB = {s1, s2, s3, s4},
R�

LB
= {(s1, s2), (s1, s1), (s2, s2), (s3, s3), (s4, s4)};

and Chris’ cultural logic system is LC = 〈LC , R
�
LC

〉, where
LC = {s1, s3, s4},
R�

LC
= {(s1, s1), (s3, s3), (s4, s4)}.

Since the cultural logic language of Chris is different from those of Amy and
Blair, by using our merging approach, we need to expand their logic systems
to the same language of L′ by the consensual expansion. Formally, we have
c(L1, L2, L3) = (∪n

i=1R
�
Li
) ∩ (∪n

i=1R
�

Li
) = {(s3, s4)}. Then:

– L′
A = 〈L′, R′�

LA
, R′�

LA
〉, where

L′ = LA ∪ LB ∪ LC = {s1, s2, s3, s4},
R′�

LA
= {(s1, s2)(s3, s4), (s1, s1), (s2, s2), (s3, s3), (s4, s4)},

R′�
LA

= (P(L′
A)× L′

A)\R′�
LA

.

– L′
B = 〈L′, R′�

LB
, R′�

LB
〉, where

L′ = LA ∪ LB ∪ LC = {s1, s2, s3, s4},
R′�

LB
= {(s1, s2), (s1, s1), (s2, s2), (s3, s3), (s4, s4)},

R′�
LB

= (P(L′)× L′
B)\R′�

LB
.
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– L′
C = 〈L′, R′�

LC
, R′�

LC
〉, where

L′ = LA ∪ LB ∪ LC = {s1, s2, s3, s4},
R′�

LC
= {(s1, s2), (s1, s1), (s2, s2), (s3, s3), (s4, s4)},

R′�
LC

= (P(L′)× L′
C)\R′�

LC
.

Table 1. Distances with Σ

L′
A L′

B L′
C Σ

L1 6 5 5 16

L2 5 4 4 13

L3 4 3 3 10

L4 3 2 2 7

L5 2 1 1 4

L6 1 0 0 1

· · · · · · · · · · · · · · ·
L260 59 60 60 179

In the following, we will show the result of merging A, B and C’s cultural
logic systems. As we have mentioned before, in total

4× (C1
4 + C2

4 + C3
4 + C4

4 ) = 4× (
4

1
+

4× 3

2× 1
+

4× 3× 2

3× 2× 1
+

4× 3× 2× 1

4× 3× 2× 1
) = 60

arguments can be generated in L′, which result in 260 different logic systems
by taking different numbers of arguments as valid arguments. We summarise
the calculations in Table 1. For each possible logic system generated over the
language L′, we give the distance between this logic system and the expanded
logic systems for Amy, Blair and Chris using our Hamming distance measure.
Then by using the normal addition operator as the aggregation function, we can
obtain the total distance from one logic system to the profile. Since there are
in total 260 different logic systems could be generated, we can only display a
number of examples as follows:

L1 = 〈{s1, s2, s3, s4}, ∅〉,
L2 = 〈{s1, s2, s3, s4}, {(s1, s1)}〉,
L3 = 〈{s1, s2, s3, s4}, {(s1, s1), (s2, s2)}〉,
L4 = 〈{s1, s2, s3, s4}, {(s1, s1), (s2, s2), (s3, s3)}〉,
L5 = 〈{s1, s2, s3, s4}, {(s1, s1), (s2, s2), (s3, s3), (s4, s4)}〉,
L6 = 〈{s1, s2, s3, s4}, {(s1, s1), (s2, s2), (s3, s3), (s4, s4), (s1, s2)}〉,
L260 = 〈{s1, s2, s3, s4},P(L)× L\{(s1, s1), (s2, s2), (s3, s3), (s4, s4), (s1, s2)}〉.
We just explain two of them above and others can be understood similarly.

L1 is the logic system over L′ without any valid argument. L2 is the logic system
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over L′, in which (s1, s1) is its valid argument and other arguments that can be
generated over L′ are all invalid. Finally, from Table 1, if we take the sum as the
aggregation function, then the minimum distance is 1. Thus, we have:

�Σ
d (LA, LB, LC) = 〈{s1, s2, s3, s4}, {(s1, s1), (s2, s2), (s3, s3), (s4, s4), (s1, s2)}〉.

It reflects the common reference pattern after merging, which satisfies the ma-
jority of the group. That is, since two of three think the question of “Where are
you going?” is an invasion of privacy, it is; but since two of three they do not
think dragon symbolizes, it is not.

4 Properties of the Merging

In this section, we investigate the properties of our merging operator on cultural
logic systems. More specifically, we expect that a merging operators should sat-
isfy the following properties:

Definition 9 (Agreement). Given a profile P = (L1, · · · , Ln), if no disagree-
ments appear in this profile, i.e., ∀i, j ∈ {1, · · · , n}, ∀(Σ, φ) ∈ P (Li∩Lj)× (Li∩
Lj), (Σ, φ) ∈ R�

Li
iff (Σ, φ) ∈ R�

Lj
, then

�(L, · · · , Ln) = ∪n
i=1Li = 〈∪n

i=1Li,∪n
i=1R

�
Li
〉.

This property reflects if there are no conflicts among the given profile, then
the merged profile is simply the union of all the logic systems in the profile.

Definition 10 (Unanimity). Given a profile of cultural logic systems P =
(L1, · · · , Ln), a merging operator � is unanimous if it satisfies that ∀(Σ, φ) ∈
P(∪n

i=1Li)× ∪n
i=1Li, if ∀i ∈ {1, · · · , n}, (Σ, φ) ∈ R�

Li
then (Σ, φ) ∈ R�

�.1

The unanimity property reflects that if an argument is accepted by all the
agents in different cultures, then it is collectively accepted. Furthermore, we can
propose a strong unanimity to reflect that if an argument is not questioned by
any other agent, it should be collectively accepted. Formally, we have:

Definition 11 (Strong unanimity). Given a profile P = (L1, · · · , Ln), let
nc(P ) = 〈Lnc, R

�
nc, R

�
nc〉 be the non-clash part of the profile, a merging operator

� is strongly unanimous iff R�
nc ⊆ R�

�.

Definition 12 (Groundedness). Given a profile P = (L1,· · ·,Ln), a merging
operator � is grounded iff ∀(Σ, φ) ∈ P (∪n

i=1Li)× ∪n
i=1Li, (Σ, φ) ∈ R�

� implies

that there exists at least one i ∈ {1, · · · , n} such that (Σ, φ) ∈ R�
Li
.

Groundedness states that if an argument is collectively accepted, then it must
be accepted in at least one of the cultures corresponding to the cultural logic
systems in a profile.

1 R�
�P is abbreviated as R�

�, meaning the consequence relations in the resulting logic
system after merging P .
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Definition 13 (Anonymity). For any two profiles P = (L1, · · · , Ln) and P ′ =
(L′

1, · · · , L′
n) over L, which are permutations of each other, L is in the outcome

after merging P iff it is also in the outcome after merging P ′.

This property requires that all cultures equally important in the merging.
The following theorem states that our merging operator based on the Ham-

ming distance satisfies all the properties above, so its design is proper.

Theorem 3. If the expansion for each logic system in a profile is the consensual
one, our merging operator satisfies the properties of agreement, strong unanimity,
groundedness and anonymity.

Proof. Given a profile P = (L1, · · · , Ln) in which each Li = 〈Li, R
�
Li
〉, we

denote the consensual expansion for each logic system over P as ce(Li, P )=

〈L′
i, R

′�
Li
, R′�

Li
〉 and our merging operator as �⊗

d . We will prove that our merg-
ing operator satisfies these properties one by one in the following:

(i) Agreement. If ∀i, j ∈ {1, · · · , n} and ∀(Σ, φ) ∈ P (Li ∩ Lj) × (Li ∩ Lj),
(Σ, φ) ∈ R�

Li
iff (Σ, φ) ∈ R�

Lj
, we need to prove �⊗

d (L1,· · · ,Ln) = ∪n
i=1Li =

〈∪n
i=1Li,∪n

i=1R
�
Li
〉. Since ∀i ∈ {1, · · · , n}, ce(Li, P ) = 〈L′

i, R
′�
Li
, R′�

Li
〉, there are

three cases as follows. 1) If (Σ, φ) ∈ R�
Li
, then (Σ, φ) ∈ R′�

Li
. 2) If (Σ, φ) /∈ R�

Li

and (Σ, φ) ∈ P (Li) × Li, then (Σ, φ) ∈ R�

Li
, so (Σ, φ) ∈ R′�

Li
. And 3) if

(Σ, φ) /∈ R�
Li

and (Σ, φ) /∈ P (Li) × Li, there are two cases: (a) ∃Lj ∈ P

such that (Σ, φ) ∈ R�
Lj
, and thus, because there is no disagreement in the

profile, (Σ, φ) ∈ R′�
Li
; and (b) �Lj ∈ P such that (Σ, φ) ∈ R�

Lj
, and then

(Σ, φ) ∈ R′�
Li
. In all cases, we can find that if (Σ, φ) is a valid argument

in at least one of these cultural logic systems in the profile, (Σ, φ) is also a
valid argument for any Li after consensual expansion over P . In other words,
∀i ∈ {1, · · · , n}, ce(Li, P ) = 〈∪n

i=1Li,∪n
i=1R

�
Li
〉 = ∪n

i=1Li. It remains to show

that �⊗
d (∪n

i=1Li, · · · ,∪n
i=1Li) = ∪n

i=1Li. Since d is a Hamming distance given
in Definition 8, by Theorem 2, it must satisfy the minimality requirement, i.e.,
∪n
i=1Li is the unique logic system which distance to itself is 0.
(ii) Stronger unanimity. Given profile P = (L1, · · · , Ln), let non-clash part

as nc(P ) = 〈Lnc, R
�
nc, R

�

nc〉 and any logic system, in the outcome after merging,
be L = 〈∪Li, R

�
�, R�

�〉. Thus, we need to prove that ∀(Σ, φ) ∈ P (∪Li) × ∪Li,

if (Σ, φ) ∈ R�
nc, then (Σ, φ) ∈ R�

�. Suppose not, i.e., ∃(Σ1, φ1) ∈ P (∪n
i=1Li) ×

∪n
i=1Li such that (Σ1, φ1) ∈ R�

nc but (Σ1, φ1) /∈ R�
�. By Theorem 1, we know

that R�
nc ⊆ R′�

Li
, so (Σ1, φ1) ∈ R′�

Li
. Considering another logic system L′ =

〈∪n
i=1Li, R

′��, R′��〉 where R′�� = R�
� ∪ (Σ1, φ1), ∀i ∈ {1, · · · , n}, we have:

d(L, ce(Li, P )) = d(L′, ce(Li, P )) − 1. That is because (Σ1, φ1) ∈ R′�
� ∩ R′�

Li

but (Σ1, φ1) /∈ R�
� ∩ R′�

Li
and the other arguments valid in L and L′ are the

same. Moreover, since the aggregation function of ⊗ simply is an addition oper-
ator on real number and satisfies monotonicity, we have: ⊗n

i=1d(L, ce(Li, P )) <
⊗n

i=1d(L
′, ce(Li, P )). Now we find another logic system L′, which is closer to the
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profile than L, so L is not in the outcome after merging. We get a contradiction.
So, the supposition is false, and thus we get R�

nc ⊆ R�
�.

(iii) Groundedness. Given logic system profile P = (L1, · · · , Ln), let any logic
system in the outcome after merging be L = 〈∪n

i=1Li, R
�
�, R�

�〉. We need to prove

that ∀(Σ, φ) ∈ P (∪Li)×∪n
i=1Li, (Σ, φ) ∈ R�

� implies that ∃i ∈ {1, · · · , n} such

that (Σ, φ) ∈ R�
Li
. Suppose not, i.e., ∃(Σ1, φ1) ∈ P (∪n

i=1Li)×∪n
i=1Li such that

(Σ, φ1) ∈ R�
� while ∀i ∈ {1, · · · , n}, (Σ, φ1) /∈ R�

Li
, i.e., (Σ1, φ1) ∈ R�

Li
. By

Definition 4, R′�
Li

= R�
L∪ (∪n

i=1R
�
Li
\c(P )) where c(P ) = (∪n

i=1R
�
Li
)∩ (∪n

i=1R
�

Li
).

Since ∀i ∈ {1, · · · , n}, (Σ1, φ1) /∈ R�
Li
, (Σ1, φ1) /∈ ∪n

i=1R
�
Li
, and thus ∀i ∈

{1, · · · , n}, (Σ, φ) /∈ R′�
Li
, i.e., (Σ, φ) ∈ R′�

Li
. Consider another logic system

L′ = 〈∪n
i=1Li, R

′��, R′��〉 where R′�� = R�
�\(Σ1, φ1), then ∀i ∈ {1, · · · , n}, we

have: (Σ, φ) ∈ R′�� ∩ R′�
Li

but (Σ, φ) /∈ R�

� ∩ R′�
Li

and the other arguments
that are valid in L and L′ are the same. Therefore, we have d(L, ce(Li, P )) =
d(L′, ce(Li, P )) − 1. Moreover, by Definition 7, the aggregation function of ⊗
satisfies monotonicity, we have ⊗n

i=1d(L, ce(Li, P )) < ⊗n
i=1d(L

′, ce(Li, P )). Now
we find another logic system L′, which is closer to the profile than L, so L is
not in the outcome after merging. We get a contradiction. So, the supposition
is false. Thus, ∀(Σ, φ) ∈ P (∪n

i=1Li) × ∪n
i=1Li, (Σ, φ) ∈ R�

� implies that there

exists at least one i ∈ {1, · · · , n} such that (Σ, φ) ∈ R�
Li
.

(iv) Anonymity. (⇒) Given two logic system profiles P = (L1, · · · , Ln) and
P ′ = (L′

1, · · · , L′
n), let the consensual expansion for each logic system Li and L′

i

over P and P ′ as Lce
i and L′ce

i , respectively. Since P and P ′ are over the same
language L and they are the permutations of each other, we have ∪n

i=1Li =
∪n
i=1L′

i. Moreover, (Lce
1 , · · · , Lce

n ) is a permutation of (L′ce
1 , · · · , L′ce

n ). In other
words, ∀Lce

i ∈ P ce, we can find L′ce
j ∈ P ′ce such that Lce

i = L′ce
j . Suppose L is a

result after merging P , by Definition 7, we have L that minimises ⊗n
i=1d(L,L

ce
i ).

By replacing i in this formula with j, we have L that minimises ⊗n
j=1d(L,L

′ce
j ),

which says exactly that L is one of the logic systems resulted by merging the
profile P ′. Therefore, if L is a result after merging P then it is also a result after
merging of P ′. (⇐) The inverse proposition can be proved similarly. 
�

5 Related Work

Our work is closely related to the work of logic based merging in which belief
merging of propositional bases are studied extensively in recent years [2–5]. For
example, the work in [3] proposes a logical framework for belief base merging
in the presence of integrity constraints. They identify a set of properties that a
merging operator should satisfy in order to have a rational behavior. This set of
properties can also be used to classify particular merging methods. In particular,
a distinction between arbitration and majority operators has been identified.
That is, the arbitration operator aims to minimise individual dissatisfaction and
the majority operator tries to minimise global dissatisfaction. The work in [4, 5]
is another example, in which they view a belief-merging problem as a game. That



A Method for Merging Cultural Logic Systems 35

is, rational agents negotiate jointly consistent consensus, trying to preserve as
many important original beliefs as possible. Specifically, they present a model
of negotiation for belief merging, a set of rational and intuitive postulates to
characterise the belief merging operators, and a representation theorem.

The all above are formal models for belief merging. However, our merging
method for cultural logic systems are different from them in the following as-
pects. Firstly, we characterise the merging problem in a totally different situation
from belief merging scenarios. More specifically, we intend to merge different logic
systems in cross-cultural contexts but they do not. Secondly, the representation
language of our framework is a binary relation structure other than the propo-
sitional logic in belief merging theories of their work, which is more suitable
to reflect different opinions for a same thing in different cultures. Thirdly, we
discuss several basic properties, such as agreement, strong unanimity, ground-
edness and anonymity, in social choice theories, while in the above work these
properties are not mentioned. So, our framework of merging logic systems could
benefit the research in this area as well.

Judgment aggregation is about how to aggregate individual judgments on log-
ically interconnected propositions into a collective decision on the same propo-
sitions [9]. So, it is also an information merging process from different sources.
For example, the logic aggregation theory [10] is closely related to our work.
More specifically, their logic aggregation is treated as argument-wise, and some
possibilities and impossibilities of aggregating logics are studied. Moreover, they
prove that certain logical properties can be preserved by some desired aggrega-
tion functions, while some other logical properties cannot be preserved together
under non-degenerating aggregation functions, as long as some specific conditions
are satisfied. Their work aims to investigate under which conditions aggregation
functions will satisfy certain logical properties. However, in our work, our pur-
pose is to investigate how to apply the distance-based merging operator into logic
systems with binary relation that can well reflect different opinions for a same
thing in different cultures. Thus, we propose a particular merging framework in
cross-cultural environments, which satisfies a set of logical properties and some
of basic ones in social choice theory.

6 Conclusion

This paper presents a logic system merging approach to solve the cultural con-
flicts. More specifically, we define each agent’s cultural logic system as a tuple of
the language and a binary relation over the language, which reflects well differ-
ent opinions on a same thing in different cultures. Then merging different such
systems is a two-step process. Firstly, all the cultural logic systems are expanded
to be based on the same language; and then a distance-based method is used
to select a cultural logic system that is the nearest to the expanded one from
the given profile of cultural logic systems. In this work, we employ the Hamming
distance to measure the distance between any two cultural logical systems. More-
over, we prove that this merging operator satisfies the properties of agreement,
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strong unanimity, groundedness and anonymity, which are widely discussed in
social choice theory. So, the design of our merging operator is proper. As a result,
the conflicts in the different cultural logic systems are resolved by establishing a
common logic system, which can be used as the basis for agents from different
cultures to communicate with each other.

There are several things worthy doing in the future. Firstly, with our merg-
ing operator, the merged logic systems may not be unique. If a particular one
among them is required, a choice function needs to be designed. Secondly, be-
sides distance-base merging frameworks, other merging operators could be used
to merge cultural logic systems. Finally, as we have seen, given a certain lan-
guage, because the number of arguments and cultural logic systems that could be
generated over the language grow exponentially, the computation complexity of
the distance calculation is high. Therefore, a new method that can significantly
reduce the computation complexity is required.
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Abstract. Experts teams using large volumes of official documents need
to see and understand at a glance how texts regarding a topic are re-
dundant and depend on each other. In line with the strategic line of a
consultants company, we present a decision support system for the visual
analysis of requirements and regulation texts, based on a new model of
semantic social networks analysis. We present our model and a business
application. In this work, standard metrics of semantic and linguistic
statistics are combined with measures of social networks analysis, in or-
der to display socio-semantic networks of regulation texts supporting
experts’ decision.

Keywords: semantic networks building, social networks analysis.

1 Context and Purpose

Industries and governmental authorities have to deal with regulations and to
meet requirements for sustainable environment, health and so on, in their pro-
cesses and activities. Regulation rules and requirements are defined in official
texts which represent large knowledge bases, covering numerous technical do-
mains and countries. Expert teams and specialized companies are called upon
to study cases for companies, industries and public institutions, because of the
specific skills required for this task, and regarding the hardness of retrieving
and crossing official texts for each case study. As this work consists in the study
of complex interactions within economic and social systems, methods of social
networks analysis might provide new tools for understanding these interactions.

Expert teams in consultants companies use information retrieval tools, gener-
ally based on full-text indexation and research services. Ranking methods coming
out from linguistic statistics, such as Jaccard’s indice and TFIDF scores, help
them in the selection of official sources to be included in case studies, but are not
sufficient for producing overviews of the lexical/semantic dependencies and sim-
ilarities in-between sources [1] [2] [3] [4]. As official texts are tied to same and/or

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 37–48, 2014.
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different topics, they share terms denoting knowledge related to topics. Thus,
frequent co-occurrences of terms in a documents subset enable to connect texts
through terms as documents networks, in which ties between documents repre-
sent lexical and semantic relationships weighted thanks to linguistic statistics.
As a result, automatic tools for visualizing such document networks, showing at
a glance which texts and topics are important and central or not, might be devel-
oped and delivered to consultants companies as an innovative decision support
system. It is the purpose of our work in line with a research and development
project funded by Tennaxia, French specialized and leading company in the
domain of Safety, Health and Hygiene (http://www.tennaxia.com).

An ontology was already built and used in previous works of the Tennaxia
company [5]. However it consumes the experts’ workload for maintenance, who
expect more productive methods than ontology-based ones such as defined in [5]
[6] [7]. The originality of our work is to enable the automatic building of socio-
semantic networks without ontology or time-consuming back-end resources. Our
approach combines semantic metrics based on linguistic statistics, with measures
found in Social Networks Analysis (SNA). So, we define and experiment a model
and a software application for the automatic building and analysis of socio-
semantic networks.

In the following section (2), we define our model of socio-semantic networks,
embedding linguistic statistics, official texts, terms and SNA for requirements
analysis. In section 3, we present an experimentation of our model as business
application and software developed for specialized consultants company. Section
4 sums up our work and its perspectives.

2 Socio-semantic Networks for Requirements Analysis

The purpose of our work is to build graphical representations of official texts
and regulations (requirements) including relevant terms denoting topics, and
to provide an innovative way borrowing methods from SNA for the analysis of
these representations, in order to facilitate the experts’ work. We define a novel
approach for weighting knowledge in socio-semantic networks, which enables to
quickly build and to visualize a new type of knowledge graph on-demand named
keywords network.

2.1 Linguistic Statistics and Semantic Weights

A corpus C is a set T of texts t(i) containing words w(j). In order to fulfill our
goal, we define a simple heterogeneous network structure based on the recursive
application of the relation in-between texts and words.

Sine many years, text analysis and mining define a set of statistical models
which provide a gateway between syntactic and semantic levels in text analysis.
The Jaccard index refinement defined in [1], improves the Jaccard’s measure
of semantic similarity in-between terms and texts [8].
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The TF metric is defined in [4] as the number of occurrences of a term divided
by the number of terms, for a text t. TF quantifies the relative predominance of
terms denoting knowledge in texts.

The rarity of a term denoting knowledge is usually given by the linguistic
metric of Inverse Document Frequency IDF . It is defined in [2] as the log of
the number of documents divided by the number of documents containing a
given term, in a corpus1. TF and IDF are frequently improved as refinements
of so-called TF.IDF measures, such as in [3].

For practical reasons, we choose to take advantage of refinements of Jac-
card index and TFIDF integrated to the native code of a relational database
management system2, so as to calculate semantic weights on the arcs of our
socio-semantic networks. These refinements are based on [3] and [9]. They are
formalized in equations (1) and (2), based on the software documentation and
on their use in our model. Sim(i, j) defines a semantic weight of similarity in-
between nodes of socio-semantic networks.

Sim(i, j) =

−−→
Ai,j ∗ 1000 ∗M

−−→
Ai,j ∗ 1000 ∗M2 +

−−→
Bi,j

2 −−−→
Ai,j ∗ 1000 ∗M

(1)

In (1),
−−→
Ai,j and

−−→
Bi,j are binary vectors respectively representing the intersection

and the union of the sets of terms corresponding to the pair of texts (i, j). M is
a simplification of min(1000, 16 ∗ TF ∗ IDF ), counterbalancing the processing
of ASCII words as binary vectors, for optimization in native code translation.
Preg(w, t) defines a semantic weight of predominance of a word in a text, rep-
resented by term nodes and text nodes in socio-semantic networks.

Preg(w, t) = log10

(
Idoc+ 0, 5

Tdoc+ 0, 5

)

∗ 2, 2 ∗ TF (w, t)

1, 2 ∗
(

0,25∗Dterms
ADterms + TF (w, t)

)
∗ 9∗IDF (w)

8+IDF (w)

(2)

In (2), Idoc is the number of indexed texts and Tdoc is the number of indexed
texts comprising the word w. Dterms is the number of terms of an indexed text,
and ADterms the average number of terms in all indexed texts.

2.2 Keywords Networks and Semantic Weights Distribution

We define the equations (1) and/or (2) in order to endow the arcs of socio-
semantic networks with semantic weighs. Then, we define the way nodes collect
semantic weights thanks to the arcs which they are connected to. We have de-
fined three different structures of socio-semantic networks for the consultants’
uses : global network, keywords networks and text networks. Global networks rep-
resent the whole data available in the studied database. Keywords networks are

1 We do not consider noise words and stop words as terms denoting knowledge.
2 SQL Server 2012.
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partial representations based on keywords seized by consultants. Text networks
are partial representations based on typical texts chosen by consultants (a text
for a network). In order to present the main aspects of our work and to respect
the space allowance for publication, we merely focus on keywords networks.

Keywords are not properly represented in keywords networks, but appear
as related words with the texts related to keywords. A keywords network is
oriented and composed of nodes representing (1) key-texts, (2) similar texts
and (3) predominant terms. The arcs represent either semantic similarity in-
between texts or semantic predominance of words in texts. In Figure 1, dotted
arcs are weighted with equation (2) and represent predominance in-between
terms and texts. The other arc represents similarity in-between texts, which is
weighted thanks to equation (1). Key-texts might also appear as similar texts
when their similarity value is high enough, regarding another key-text. User-
defined threshold for similarity is made available so as to control the density of
the graph.

Fig. 1. Basic structure of keywords network

Figure 1 represents the basic pattern of keywords network. According to the
picture, in multiple-keywords networks, key-texts are connected with one or more
keywords and all texts are connected to one or more (shared) terms. There-
fore, keywords networks are always represented by connate graphs. We define a
method based on the weight of arcs which calculates semantic weights on nodes,
in order to produce relevant indications for the consultants teams.

In a keywords network, some key-texts are also similar to some other key-
texts. They are key and similar texts. Similar texts which are not key-texts
are simple similar texts. As a result, we define a method for figuring out the
semantic weight of all similar texts according to their role in keywords networks
- i.e., key and similar or key text. Weight of nodes depends on their type.

Let K be for key-text (resource), KS for key and similar text, S for sim-
ilar texts, and T for term. The weight of a key-text is given by (3), and de-
fined as the sum of predominance values of the n arcs connecting K to terms
{Tk, Tk+1, . . . Tn}.
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Weight(K) =

n∑

k=1

Preg(K,Tk) (3)

In order to avoid quantum states in weight values of key and similar text
nodes, we define Weight(KS) = Weight(K), otherwise key and similar text
nodes should receive distinct Weight(K) ∧Weight(KS) as a unique value.

In keywords networks, all texts are tied to terms by similarity relation indi-
cating how terms are similar to texts. Thus, all text nodes send ongoing arcs to
similar term nodes. Similar texts are tied to key-texts and/or key and similar
text by similarity relation. Therefore, similar texts always receive incoming arcs
from other texts, and only send outgoing arcs to terms. As a result, we define the
weight of a similar text as an average value based on key-text predominance, and
on similarity with key-texts and/or key and similar texts. Then, we define the
weight of a term as an average value based on key-texts predominance, on simi-
lar texts weight and on similarity with all texts. These definitions are presented
in equations (4) and (5).

Weight(S) =

|(K,S)|∑

i=1

Weight(Ki) ∗ Sim(Ki, S)

|(K,S)| (4)

In (4), |(K,S)| is the degree of incoming arcs of S - i.e., the number of key-texts
and/or key and similar texts similar to S.

Weight(T ) =

|(K,T )|+|(S,T )|∑

i=1

Weight(Ki)|Weight(Si) ∗ Sim(Ki|Si, T )

|(K,T )|+ |(S, T )| (5)

In (5), |(K,T )|+ |(S, T )| is the degree of incoming arcs of T - i.e., the number
of texts similar to T .

Thanks to this model, we are now in measure (1) to build keywords networks
based on a regular graph structure, and (2) to endow nodes and arcs with rele-
vant semantic values, within keywords networks. These values are immediately
workable as indications for supporting experts’ decision. Furthermore, they en-
able SNA measures taking weights into account, such as flow betweenness and
others [10] [11] [12], to turn into semantic SNA measures when applied to key-
words networks [13].

3 Requirements Analysis Using Socio-semantic Networks

Based on our model, we have developed a software application for building key-
words networks - i.e., socio-semantic networks on-demand for experts/consultants
teams. It is currently delivered to a consultants team and should be deployed
within the company after a phase of experimentation and improvement.
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3.1 Overview of the Software Architecture

Our client server architecture is based on a relational database server. It em-
beds full-text indexing and research services, with integrated semantic statistics,
management of noise/empty words and of thesauri3. Grammatical stemmers and
word-breakers are part of the database management system and cover the main
occidental languages. The database management systems with advanced services
is the back-end part of our software architecture.

On the front-end part of our software architecture, we have developed a rich
client application presented as a graphic user interface for back-end administra-
tion and front-end uses. It runs on local networks and through intranet and/or
extranet connections. Graphic User Interface (GUI) is illustrated in figure 2. In
the business application deployed within the experts’ offices, the back-end and
front-end blocks represented in figure 2 are split into distinct client applications,
for administrators and experts. Applications implement the process presented in
sections 3.2 and 3.3.

3.2 Full-Text Indexing and Semantic Statistics

Hierarchical correspondences usually quoted within official texts define a hierar-
chical organization based on versions. Experts just consider the latest versions,
so in our model, we first exclude the obsolete texts before to index the studied
corpus. Obsolete texts are regularly listed in the enterprise database according to
rules defined by the experts, so they are easy to exclude of the indexing process.

We start the indexing process with a set of operations aiming at reducing the
noise within the full-text index. The studied corpus comprises about 200 000
texts (4.5 GB). Some texts are translated in European languages, but most of
the texts are French. We use three textual resources in order to populate auto-
matically the French noise words list which allows the indexing service to avoid
useless words. The first one is Morphalou, lexicon of French language provided
by the Centre National de Ressources Textuelles et Linguistiques4 (CNRTL). It
defines about 500 000 terms and their metadata such as genre, plural/singular,
grammatical category, etc. The second source is a list of expert terms to be in-
cluded, and the third one is a list of expert terms to be excluded. Both the lists
are managed by the experts.

Firstly, we run a whole indexing of the studied corpus. Then we populate
the noise words list by comparing the entries of the initial index with our three
textual resources of reference. According to the experts’ wishes, all verbs, articles,
adverbs and adjectives are considered as noise words in the studied corpus.
Strongly recurrent nouns found in titles such as reglementation (i.e., regulation)
are also considered as noise words. Once the noise words list is complete, we
run another indexation task taking it into account, so as to reduce and clean
the research index. It allows the software to quickly build keywords networks
on-demand, avoiding noise words.

3 Noise words are words considered insignificant.
4 http://www.cnrtl.fr/

http://www.cnrtl.fr/
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Fig. 2. Rich client application for socio-semantic networks building

A part of semantic statistics is processed with the indexing task, another part
is processed on-the-fly during research tasks. Statistic semantics are calculated
for each keywords research, as defined in equations (1) and (2) and avoiding
possible bias resulting from noise words found within the studied corpus.

3.3 Keywords Networks Building

Experts and consultants teams can quickly seize keywords with several user-
defined parameters such as similarity threshold, and get the corresponding socio-
semantic network. During the networks building, inflections of terms are
systematically replaced by their substantive/infinitive form, if available, thanks
to the French lexicon. It avoids semantic redundancies within the networks and
improves their readability.
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Each keywords network is first represented as a relation which defines arcs,
nodes and their respective values in the database, based on user-defined key-
words. Then the software exports files from the relation, taking into account
user-defined filters. Filters enable to control the diameter (i.e., the length of the
largest shortest path), and to make appear “islands” within sparse networks5.

Currently, the software produces text files (a file for nodes and a file for arcs)
in a format easy to load into graph visualization software. We use Gephi6, which
provides a wide choice of plugins for graph analysis and visualization, and is
currently supported by an active developers community.

3.4 Experimentation

We have experimented our model and its software application in real context,
first as a proof of concept, then as beta version software. A four experts team
of the partner company is involved in the project since its beginning, providing
technical feedback and empirical evaluations. We have measured execution times
and compared several results sets with the studied corpus in order to evaluate our
results7, but the experts’ approbation remains the main indicator of relevance
in the evaluation of our work.

Our work does not require ontology to produce up-to-date and dynamically
built socio-semantic networks. As it saves the workload consumed by experts in
ontology maintenance and it provides fast response times, the originality of our
work makes it difficult to compare with the few similar works found [6] [7].

Figures 3 and 4 represent a keywords network based on the French keywords
“amiante cancer” (tr., asbestos cancer). These keywords denote one of the knowl-
edge fields studied by the experts. The illustrated network is filtrated in order
to represent the main texts and relevant terms, and to hide minor facts related
to the studied knowledge field.

In figure 3, the size and the color of nodes and labels depend on their respec-
tive value of betweenness centrality (large and red labels for high values, small
and blue labels for low values). In this example, we use the definition found in
[14] and implemented in Gephi. Although this centrality is not explicitly flow-
based, it implicitly takes flow values into account because it is based on weights
for computing shortest paths. As a result, it makes appear the most unavoidable
words characterizing the texts related to asbestos and cancer, -i.e. substance,
exposition and affection. This provides a relevant overview of the content at a
glance. Experts and consultants teams can use it as a red wire for case studies.
They will get a closer insight into other parts of the graph to find details and
minor connotations - e.g., fibres, oxyde, inhalation, alcalino-terreux (tr. fibers,

5 Islands are connected sub-graphs which are disconnected of the rest of a graph.
6 Open source - http://www.gephi.org
7 We found 8% more results with full-text researches than with usual pattern-
matching, due to grammatical inflections, and response times are 5 to 70 times
faster on full-text indexed content than on standard databases indexes.

http://www.gephi.org
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Fig. 3. Knowledge within keywords networks - betweenness centrality

oxide, inhalation, alkaline-earth). All these predominant terms can help in re-
formulating the research and building complementary keywords networks, useful
for the experts’ work.

Keywords corresponding with a subset of texts are not necessarily the most
representative words of these texts. According to the experts, another relevant
aspect of this experimentation is that keywords only appear as major terms
within the results if they are also major terms within the retrieved texts. In
figures 3 and 4, the nodes “amiante” and “cancer” (at the center of the graph)
do not appear as significant terms for the corresponding texts.
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Fig. 4. Visualization of keywords networks - semantic weights

Figure 4, the same keywords network than in figure 3 is represented with a dif-
ferent nodes ranking, solely based on the semantic weights defined in equations
(3), (4) and (5). It makes appear the most relevant texts, first, and the most
relevant terms within each of these texts regarding the keywords. In this exam-
ple, “TXA7175” and “TXA7081” are respectively ranked first and second most
relevant texts regarding the topic “amiante cancer”, followed by ‘TXA1613” and
“TXA5510” and so on.

According to the experts, “TXA7175” is the latest important notice concern-
ing the protection of population against the risks for health of the exposition to
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artificial and siliceous mineral fibers. It concerns the dispositions to be taken in
all industries and institutions regarding the numerous new materials attempting
to replace asbestos in its numerous applications. It alerts against the fact that
epidemiological data are not in measure to evaluate the risk of pleural mesothe-
lioma (i.e., one of the main diseases resulting from the inhalation of asbestos)
regarding most of the well-known new materials, such as ceramic fibers and micro
fiberglass of type E or Glass-475.

“TXA7081” is a memorandum regarding the diagnostic of ceilings (French
tr. plafonds) and insulation with asbestos in all sanitary and medical buildings
welcoming young populations and/or ill populations. It concerns a hundred dif-
ferent types of institutions, such as hospitals, centers of actions against cancer,
centers specialized against mental diseases, childcare centers and nurseries.

To their knowledge and after analyzing the “top five relevant texts” of the
keywords network, specialized experts agree with the ranking of both the texts as
“top relevant texts” concerning the studied topic and among the other results -
also considered relevant. Based on the importance of anticipating and preventing
new epidemiological issues due to new materials replacing asbestos in industry
and building, they arbitrarily approve the proposed ranking of “TXA7175” as
most important text, before and near “TXA7081”. In the presented example,
the weight of “TXA7175” is 373, the weight of “TXA7081” is 369, and the
lowest node weight is around 14 for the word cadre (tr. frame or framework).
We have repeated our empirical protocol with several other keywords networks
and confirmed the robustness of our model, according to the experts.

4 Conclusion

We have defined a novel approach of knowledge engineering combining linguistic
statistics and social networks analysis in a socio-semantic network structure
named keywords network. According to our model, the predominance of key-
texts regarding keywords is distributed depending (1) on similarity in-between
texts and terms, and (2) on the topology of the keywords network. Therefore, our
model defines relevance as a product of predominance and similarity, dynamically
depending on the connections of each node with the other nodes, within keywords
networks.

We have developed a software application of our model in line with the R&D
project of a consultants’ company specialized in Safety, Health and Hygiene.
This application was experimented on a large dataset of official regulation texts,
and evaluated by specialized experts so as to estimate the relevance and effi-
ciency of our work. Our first results are approved by the experts who recognize
their accuracy and relevance, and the application is considered as innovative
and efficient tool for knowledge management and decision support. Outcomes
are satisfying in theoretical and practical terms.

In the context of the presented work, official texts and terms representing
these texts were processed in order to provide an innovative decision support
system. In our current and future work, we are defining refinements of our model
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which enable the visualization and semantic analysis of social media and social
networks, including opinions harvested on the Web. We aims at developing inno-
vative software for decision-making and automatic recommendations, based on
social content analysis and on social interactions in-between topics and people.
We are currently involved in two recent projects oriented towards social and eco-
nomical governance of touristic and digital territories (e.g., smart cities), within
international partnerships.
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6. Erétéo, G., Gandon, F., Buffa, M., Corby, O.: Semantic social network analysis.
In: Proceedings of the WebSci 2009: Society On-Line, Athens, Greece, March 18-20
(2009)

7. Zhuhadar, L., Nasraoui, O., Wyatt, R., Yang, R.: Visual knowledge representation
of conceptual semantic networks. Social Network Analysis and Mining Journal
(SNAM) 3, 219–299 (2011)

8. Jaccard, P.: Distribution de la flore alpine dans le bassin des dranses et dans
quelques régions voisines. Bulletin de la Société Vaudoise des Sciences Na-
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Abstract. The bag-of-words model used for some clustering methods is often 
unsatisfactory as it ignores the relationship between the important terms that do 
not cooccur literally. In this paper, a document clustering algorithm based on 
semi-constrained Hierarchical Latent Dirichlet Allocation (HLDA) is proposed, 
the frequent itemsets is considered as the input of this algorithm, some key-
words are extracted as the prior knowledge from the original corpus and each 
keyword is associated with an internal node, which is thought as a constrained 
node and adding constraint to the path sampling processing. Experimental re-
sults show that the semi-constrained HLDA algorithm outperforms the LDA, 
HLDA and semi-constrained LDA algorithms. 

Keywords: Document clustering, HLDA, frequent itemsets, PMI, empirical li-
kelihood. 

1 Introduction 

Document clustering has been studied intensively because of its wide applicability in 
many areas such as web mining, search engine, information retrieval, and topological 
analysis and etc. As a fundamental and enabling tool for efficient organization, navi-
gation, retrieval, and summarization of huge volumes of text documents, document 
clustering has been paid more and more attentions to. With a good document cluster-
ing method, computers can automatically organize a document corpus into a meaning-
ful cluster hierarchy, which enables an efficient browsing and navigation of the  
corpus. 

The motivation of clustering a set of data is to find inherent structure in the data 
and to expose this structure as a set of groups. Zhao and Karypis [1] showed that the 
data objects within each group should exhibit a large degree of similarity while the 
similarity among different clusters should be minimized. 

Unlike document classification, document clustering is one mean of no label learn-
ing. Merwe and Engelbrecht [2] showed that although standard clustering methods 
such as k-means can be applied to document clustering, they usually do not satisfy the 
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special requirements for clustering documents: high dimensionality, high volume of 
data, easy for browsing, and meaningful cluster labels. In addition, many existing 
document clustering algorithms require the user to specify the number of clusters as 
an input parameter and are not robust enough to handle different types of document 
sets in a real world environment. For example, the cluster size in some document sets 
varies from few to thousands. This variation tremendously reduces the clustering 
accuracy of some of the state-of-the-art algorithms. 

Jain et al [3] showed that document clustering methods can be mainly categorized 
into two types: document partitioning (flat clustering) and agglomerative  clustering 
(bottom-up hierarchical). Although both types of methods have been extensively in-
vestigated for several decades, accurately clustering documents without domain-
dependent background information, pre-defined document categories or a given list of 
topics is still a challenging task. 

David et al [4] proposed a Hierarchical Latent Dirichlet Allocation (HLDA) algo-
rithm for building topic model. Based on this algorithm, we study how to use the no-
tion of frequent itemsets as prior knowledge into the HLDA algorithm, and propose to 
use semi-constrained HLDA to solve the problems described above.  

The remainder of this paper is organized as follows. Section 2 describes the related 
work. Section 3 introduces the LDA and HLDA. Section 4 explains a document clus-
tering algorithm based on semi-constrained HLDA. Section 5 presents the experimen-
tal results based on three different datasets. Finally, section 6 concludes the work. 

2 Related Work 

Generally, clustering methods can be categorized as agglomerative clustering and 
partitional clustering. Agglomerative clustering methods group the data points into a 
hierarchical tree structure or a dendrogram by bottom-up approach. The procedure 
starts by placing each data point into a distinct cluster and then iteratively merges the 
two most similar clusters into one parent cluster. Upon completion, the procedure 
automatically generates a hierarchical structure for the data set. The complexity of 
these algorithms is O(n2log n) where n is the number of data points in the data set. 
Because of the quadratic order of complexity, bottom-up agglomerative clustering 
methods could become computationally prohibitive for clustering tasks that deal with 
millions of data points. On the other hand, partitional clustering methods decompose a 
document corpus into a given number of disjoint clusters which are optimal in terms 
of some pre-defined criteria functions. Partitional clustering methods can also gener-
ate a hierarchical structure of the document corpus by iteratively partitioning a large 
cluster into smaller clusters. Typical methods in this category include K-means clus-
tering, probabilistic clustering using the Naive Bayes or Gaussian mixture model, and 
so on. Willett [5] showed that K-means produces a cluster set that minimizes the sum 
of squared errors between the documents and the cluster centers, while Liu and Gong 
[6] showed that both the Naive Bayes and the Gaussian mixture models assign each  
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document to the cluster that provides the maximum likelihood probability. The com-
mon drawback associated with these methods is that they all make harsh simplifying 
assumptions on the distribution of the document corpus to be clustered, K-Means 
assumes that each cluster in the document corpus has a compact shape, the Naive 
Bayes model assumes that all the dimensions of the feature space representing the 
document corpus are independent of each other, and the Gaussian mixture model 
assumes that the density of each cluster can be approximated by a Gaussian distribu-
tion. Obviously, these assumptions do not often hold true, and document clustering 
results could be terribly wrong with broken assumptions.  

Deerwester et al [7] proposed a document clustering method using the Latent Se-
mantic Indexing method (LSI). This method basically projects each document into the 
singular vector space through the Singular Value Decomposition (SVD), and then 
conducts document clustering using traditional data clustering algorithms (such as K-
means) in the transformed space. Although it was claimed that each dimension of the 
singular vector space captures a base latent semantics of the document corpus, and 
that each document is jointly indexed by the base latent semantics in this space, nega-
tive values in some of the dimensions generated by the SVD, however, make the 
above explanation less meaningful. 

In recent years, spectral clustering based on graph partitioning theories has 
emerged as one of the most effective document clustering tools. These methods model 
the given document set using an undirected graph, in which each node represents a 
document, and each edge (i, j) is assigned a weight wij to reflect the similarity between 
the document i and j. The document clustering task is accomplished by finding the 
best cuts of the graph that optimize certain pre-defined criterion functions. The opti-
mization of the criterion functions usually leads to the computation of singular vectors 
or eigenvectors of certain graph affinity matrices, and the clustering result can be 
derived from the obtained eigenvector space. Chan et al [8] proposed one criterion 
functions named Average Cut; Shi and Malik [9] proposed two criterion functions 
named Average Association and Normalized Cut; Ding et al [10] proposed one crite-
rion functions named Min-Max Cut. These criterion functions have been proposed 
along with the efficient algorithms for finding their optimal solutions. It can be proven 
that under certain conditions, the eigenvector spaces computed by these methods are 
equivalent to the latent semantic space derived by the LSI method. As spectral clus-
tering methods do not make naive assumptions on data distributions, and the optimi-
zation accomplished by solving certain generalized eigenvalue systems theoretically 
guarantees globally optimal solutions, these methods are generally far more superior 
to traditional document clustering approaches. However, because of the use of singu-
lar vector or eigenvector spaces, all the methods of this category have the same prob-
lem as LSI, i.e., the eigenvectors computed from the graph affinity matrices usually 
do not correspond directly to individual clusters, and consequently, traditional data 
clustering methods such as K-means have to be applied in the eigenvector spaces to 
find the final document clusters. 
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3 Latent Dirichlet Allocation and Hierarchical Latent Dirichlet 
Allocation 

3.1 Latent Dirichlet Allocation 

In reference [11], David et al proposed Latent Dirichlet Allocation (LDA) model, 
which is a generative probabilistic model for processing collections of discrete data 
such as text corpus, and has quickly become one of the most popular probabilistic text 
modeling techniques. LDA uses the bag of words model, which considers each docu-
ment as a word frequency vector. The graphical model of LDA is shown in Fig. 1.  

 

Fig. 1. The graphical model of LDA 

LDA model could be described as follows: 

• Word: a basic unit defined to be an item from a vocabulary of size W. 

• Document: a sequence of N words denoted by 1( , ..., )nd w w= , where nw  is 
the thn  word in the sequence. 

• Corpus: a collection of M documents denoted by 1{ , ..., }mD d d= . 

Given corpus D is expressed over W unique words and T topics, LDA outputs the 
document-topic distribution θ  and topic-word distribution φ . This distribution can 
be obtained by a probabilistic argument or by cancellation of terms in Equation 1. 
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Where 
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,
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i jw

n−  is a count that does not include the current assignment of jz . The 

first ratio denotes the probability of wi under topic j, and the second ratio denotes the 
probability of topic j in document di. Critically, these counts are the only necessary 
information for computing the full conditional distribution, which allow the algorithm 
to be implemented efficiently by caching the relatively small set of nonzero counts. 
After several iterations for all the words in all the documents, the distribution θ  and 
distribution φ  are finally estimated using Equation 2 and 3. 
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Many applications are based on LDA model, such as clustering, deduction, forecast 
and so on. LDA for clustering and K-means are both unsupervised clustering methods 
that do not require any training corpus. Therefore, this method gets rid of the negative 
effect of the low-quality corpus. And on the other hand, we add a dictionary for the data 
set into the original segment system, which can improve the accuracy of segment results. 

3.2 Hierarchical Latent Dirichlet Allocation 

Since Topic Models are parametric methods which should make the topic number as 
the prior knowledge, furthermore, topic models such as LDA treat topics as a  “flat” 
set of probability distributions, with no direct relationship between one topic and 
another. Then using a hierarchical tree, which the topic number is a nonparametric, to 
group multiple topics is the natural solution. Blei’s Hierarchical Latent Dirichlet Al-
location (HLDA) is one topic model of this kind. 

Although the motivation for hierarchical topic modeling is provided in previous 
section as a bottom up process, the HLDA model presented by Blei is a top down 
process, and it is derived from a stochastic process known as Nested Chinese Restau-
rant Process (NCRP).In reference [12], Teh et al showed the details of Nested Chinese 
Restaurant Process.  

NCRP is quite similar to CRP with the exception that a document is allocated to a 
topic each time, the document can spawn new topics within the previous topic. In 
other words, a document can spawn topic within topic, so the topic number can be 
changed dynamically. Fig. 2 briefly illustrates the HLDA initialization procedure 
which is based on the NCRP. 

 

Fig. 2. Blei’s Hierarchical Latent Dirichlet Allocation initialization procedure 
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1.  Firstly, start with a root node at the top of the tree. 
2.  For each document, let initial node be root, 
(a) Visit node. 
(b) Compute the CRP probability P (zn = k) and P (zn = new)  using Equation 4 

and Equation 5. 
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n k

n
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P z k

N α
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                              (4) 
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α
α

= =
− +                           
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Where  ,n kC  is the number of documents on the kth topic, N is the total number of 

documents and α is the parameter of NCRP, which is used to control the increment 
speed of new nodes. 

(c) Sample and decide whether to visit an existing child node or spawn new child 
node using above probabilities. 

(d) Once current level node has been chosen, using CRP to select the next level 
node until reaches a specified depth.  

(e) The nodes visited in the order as specified above constitute a path in the tree. 
(f) For each word in a document, randomly assign a node in the path which is cho-

sen earlier to this word. In other words, the words are allocated to different levels in 
the tree. 

Now that we have randomly created a tree, we shall proceed to perform the hierar-
chical topic modeling using Gibbs sampling. 

Sampling Paths. Given the level allocation variables, the path associated with each 
document conditioned on all other paths and the observed words need to be sampled. 
In their seminal paper [13], Mao et al showed the sampling path calculation method as 
in Equation 6. 

( | , , , , ) ( | , ) ( | , , , )d d d d d dp c w c z p c c p c c w zη γ γ η− − −∝
                   

(6)
 

Where ( | , )d dp c c γ−  is the prior on paths implied by the nested CRP, 

( | , , , )d dp c c w z η− is the probability of the data given a particular choice of path. 
Suppose that the sampled node is an internal node instead of a leaf node, then it 
means we spawn new leaf nodes until we reach the maximum depth as defined. Sup-
pose for a given path cm, the path has topic levels 1, . . . ,K and there are T number of 
word topic distributions. And the sampling path is described by Equation 7. 
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And expressing Logarithm form is described as in Equation 8. 
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When sampling, whether to branch off needs to be decided, the Equation 9 is used, 
it is pretty similar to the Equation 8 except that gt,k,v is always zero. 
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Sampling Level Allocations. Given the current path assignments, the level allocation 
variable for each word in each document from its distribution given the current values 
of all other variables need to be sampled. Suppose that we have D documents and 
(d,M) words are in document d. For each word n in document d, the sampling of the 
topics in the path is described by the Equation 10. 
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Let ed,n denote the counts of occurrence for each word n in document d, then derive 
the posterior distribution of V1, . . . ,Vk, hence,  

1

, ,
1

( | , , ) [ (1 )]
k

d m d m k i
i

P z k z n E V Vπ
−

−
=

= = −∏               (11) 

As to the word, suppose there are N number of words in the vocabulary, let dk,n be 
the number of times that word n is allocated to topic k, hence, 
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So, in order to sample a topic, the expression is described as in Equation 13. 
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4 The Document Clustering Algorithm Based on  
Semi-constrained HLDA 

4.1 Knowledge Extraction 

As HLDA is a nonparametric model and it can obtain a more suitable topic number, 
we adopt it to construct our topic model to cluster the documents. As we know, the 
pre-existing knowledge can help us get more significant cluster results. In this study, 
we also adopt this strategy to incorporate the prior knowledge which is extracted au-
tomatically. The keywords are extracted as the prior knowledge from the original 
corpus and each keyword is associated with an internal node, which is thought as 
constraint node. 

Han et al [14] used frequent pattern tree (FP-tree) algorithm to mine frequent pat-
terns. Danushka et al [15] used point-wise mutual information (PMI) to calculate 
semantic similarity between words using web search engines. Here, in order to dis-
covery appropriate keywords, the FP-tree algorithm and PMI are also applied. First, 
we extract the frequent items from the corpus as candidate keywords. Then we com-
pute PMI of these words. If the PMI of two words is less than the given threshold, we 
add a cannot-link to these two words, which means that they should belong to differ-
ent internal nodes. If the PMI of two words is greater than the given threshold, we add 
a must-link to these two words, which means that they should belong to the same 
internal node. Finally, we can get the final keyword set for all internal nodes.  

4.2 Knowledge Incorporation 

After knowledge extraction for internal nodes, we will build the underlying tree struc-
ture like as in Fig. 3. The node 0 is root node, the node 1 and node 2 are constraint 
nodes, which are related to the keywords. Therefore, we revise the path sampling as 
follows: (1) if the current document contains the keywords that belong to an internal 
node, we can deduce that the underlying path space of this document is no longer the 
tree, it should be the sub-tree of the corresponding internal node. Therefore, only 
sampling the nodes which are the child nodes of the corresponding internal node is 
enough. (2) If the current document does not contain the keywords, it may not contain 
important information. So it does not belong to the constraint nodes, and its underly-
ing path space should be the root node and the sub-tree of the other unconstraint 
nodes. 

0

1 32

 

Fig. 3. Underlying tree structure  
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4.3 The Formulation of the Algorithm 

The formulation of the algorithm is shown as in Fig. 4.  
 
 
Algorithm 1. A document clustering algorithm based on semi-constrained HLDA 
1: for each document di in document  set D do 
2:  WSword segment for the document, and then choose the nouns, verbs, adjectives; 
3: end for 
4: FI  extract the frequent items as candidate keywords; 
5:NL add a cannot-link to these two words based on PMI, if PMI of two words is less than the 

given threshold; 
6: FK get the final keyword set for the internal nodes; 
7:Cluster document clustering based on semi-constrained HLDA. 

Fig. 4. The formulation of the algorithm 

Firstly, for each document in the data set, we need to do some pre-processing, such as 
word segmentation, part-of-speech (POS) tagging and feature clustering (Line 2). Except 
the prepositions, auxiliary words, etc. which are generally seen as stop words, nouns, 
verbs and adjectives may appear most frequent and include almost all information in the 
text, so we choose them. Then we get the frequent items as the candidate words, which 
consist of constrains (Line 4). Based on the PMI, we add the cannot-link to HLDA (Line 
5). And we can get the final keyword set for the internal nodes (Line 6). And at last, we 
use the semi-constrained HLDA to conduct document clustering (Line 7).  

5 Experiments 

5.1 Datasets 

In this paper, we adopt three different data sets: (1) 516 People’s Daily editorials from 
year 2008 to 2010; (2) 540 academic papers of Chinese Journal of Computers (CJC) 
from year 2010 to 2012; (3) 500 Baidu encyclopedia texts. 

5.2 Evaluation Method 

In this paper, the empirical likelihood estimation method is used to estimate clustering 
algorithms. Empirical likelihood is an estimation method in statistics, which performs 
well even when the distribution is asymmetric or censored, and it is useful since it can 
easily incorporate constraints and prior information. Empirical likelihood estimation 
method requires few assumptions about the error distribution compared to similar 
method like maximum likelihood. In our Experiments, the empirical likelihood esti-
mation can be calculated as follows. 
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First, the each dataset is divided into two categories, one is the training set called 
D1, the other is the test set called D2, where the proportion of these two sample data-
sets are 20% and 80%. Second, one topic model is established through clustering 
algorithm based on D1, and then D2 is tested using the already established topic mod-
el. After each iteration, compare with the topic model established based on D1. Final-
ly, the Empirical Likelihood of each iteration can be obtained, its representation is 
shown as in Equation 14, , … ,  , … , ,               (14) 

Where M denotes topic model, including LDA, HLDA, semi-constrained LDA and 
semi-constrained HLDA. The expression of Empirical Likelihood of D2 is shown as in 
Equation 15. 

log ∑ ∑∑                   (15) 

Where D2 denotes the training dataset, Nd denotes the length of the Document d, Wdm 
denotes the mth word in document d. 

5.3 Experimental Results and Analysis 

We compared LDA, HLDA, semi-constrained LDA, semi-constrained HLDA four 
clustering algorithm through the experiments. The clustering granularities are set to 
sentence, paragraph, word separately. The sentence granularity means we select one 
topic word from each sentence as a dimension of a document, the paragraph granu-
larity means we select one topic word from each paragraph as a dimension of a docu-
ment, and the word granularity means one word we select from a document is consi-
dered as a dimension of a document. Experimental results on three different datasets 
are shown in Fig. 5, Fig. 6 and Fig. 7. 
 

 

Fig. 5. Empirical likelihood of four clustering algorithms in sentence granularity 
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Fig. 6. Empirical likelihood of four clustering algorithms in paragraph granularity 

 

Fig. 7. Empirical likelihood of four clustering algorithms in word granularity 

In this paper, the higher the empirical likelihood, the more concentrated the docu-
ment’s topic, which means the document with higher empirical likelihood has better 
quality. From Fig. 5, Fig. 6 and Fig. 7, we can see that semi-constrained HLDA can 
get the best empirical likelihood among four algorithms in all three different granular-
ities. And we can also see that all four algorithms can get best empirical likelihood in 
paragraph granularity. In addition, we can deduce from the experimental results that 
the dataset of academic paper of CJC has the highest text quality among the three 
datasets, the dataset of People’s Daily editorials takes the second place. 

6 Conclusions 

In this paper, one document clustering algorithm based on semi-constrained HLDA is 
proposed. We extract the frequent itemsets as candidate keywords through the FP-tree 
algorithm, and then compute the PMI of these words, add a cannot-link or must-link 
to each two word according to the PMI, finally, we can get the final keyword set for 
all internal nodes. After knowledge extraction for internal nodes, we will build the 
underlying tree structure of the document and cluster them. Based on three different 
datasets, we use the empirical likelihood estimation method to estimate LDA, HLDA, 
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semi-constrained LDA and semi-constrained HLDA algorithms, experimental results 
show that the semi-constrained HLDA algorithm has the best empirical likelihood. 
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Abstract. Readability assessment is worthwhile in recommending suitable doc-
uments for the readers. In this paper, we propose an Ordinal Multi-class Classifi-
cation with Voting (OMCV) method for estimating the reading levels of Chinese
documents. Based on current achievements of natural language processing, we
also design five groups of text features to explore the peculiarities of Chinese.
We collect the Chinese primary school language textbook dataset, and conduct
experiments to demonstrate the effectiveness of both the method and the fea-
tures. Experimental results show that our method has potential in improving the
performance of the state-of-the-art classification and regression models, and the
designed features are valuable in readability assessment of Chinese documents.

Keywords: Readability Assessment, Classification Model, Text Feature, Chi-
nese, Ordinal Classification.

1 Introduction

The readability of a document refers to the comprehending easiness or reading diffi-
culty of the text in the document [1]. It is always helpful to give a reader documents
which match his/her reading ability. For example, teachers often need to find docu-
ments suitable for the students, where readability is one of the most important factors.
The readability assessment of documents is worthwhile in these situations.

Researches on readability assessment have a relatively long history from early 20th
century [22]. In most cases, reading levels are used to quantify the readability of a
document. In the early stage, many researchers make use of the surface features, e.g.
average number of words per sentence or number of syllables per word, from a doc-
ument to estimate its reading level [6]. By using linear regression on selected surface
features, some well-known readability formulae such as FK [14] and SMOG [17] have
been developed. Nowadays, the latest developments of natural language processing and
the machine learning technologies have been successfully applied in readability assess-
ment [19,5,10]. The former is used to develop new valuable text features, while the
latter is often used to handle the assessment problem as a classification problem.

To our knowledge, readability assessment should be viewed as an ordinal classifi-
cation problem, and ordinal classification techniques should be developed to handle it.
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In this paper, we propose an Ordinal Multi-class Classification with Voting (OMCV)
method for readability assessment of Chinese documents, which solves the problem by
using multiple binary classifiers and voting the classification results to get an ordinal
classification. We also design five groups of features to explore the peculiarities of Chi-
nese, so that the performance of OMCV can be improved. Based on the Chinese primary
school language textbook dataset, the experimental results demonstrate the usefulness
of both OMCV and the designed text features.

The rest of the paper is organized as follows. Section 2 introduces the background
of readability assessment, along with some related work. Section 3 gives our proposed
method and the designed text features for Chinese documents. Section 4 presents the
experimental studies, and finally Section 5 concludes the paper with the future work.

2 Background

2.1 Readability Assessment

In this paper, we define the readability assessment problem as how to determine the
reading level of a document according to the grading levels available, e.g. in textbooks.
Reading levels are convenient to rank the reading difficulty of documents [4], and the
grading levels of textbooks [9] cover a sufficient large range of reading difficulties, e.g.
in China, from primary school to postgraduate. To be more specific, the following gives
the formal definition:

Given n ascending reading levels, L1, L2, . . . , Ln, and a document whose reading
level is unknown. The objective is to determine the most suitable reading level for it.

It should be noted that, assessing reading levels is a subjective judgement, since it
should take into account the interaction between the documents and the readers. Above
definition makes a trial to give an objective handling for readability assessment. To
be more specific, judging a document to be in level Li means the document is more
difficult to read than those in levels less than Li, but easier to read than those in levels
greater than Li. This implies that the assessment problem shall be viewed as an ordinal
classification problem.

2.2 Related Work

The researches on readability assessment have a relatively long history from the begin-
ning of the last century, and are mostly for the English documents. At an early stage,
many readability formulae have been developed to measure the lexical and grammatical
complexity of a document [6]. The Flesch-Kincaid formula [14] and the SMOG [17]
are examples of the readability formulae still extensively used.

Recently, inspired by the achievements of natural language processing and machine
learning techniques, many new methods have been developed for readability assess-
ment. For example, Collins-Thompson and Callan [3] used statistical language mod-
els to estimate the reading level of a document based on the generation probabilities.
Schwarm and Ostendorf [19], Feng et al. [5], and Chen et al. [2] built various SVMs
(Support Vector Machines) to classify the readability of documents. Heilman et al. [11],
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and François [7] suggested that the measurement scale of reading levels should be or-
dinal [21] and used the proportional odds model, which could capture the ordinal rela-
tionship among the reading levels. Frank and Hall [8] transformed the k-class ordinal
problem to k− 1 binary class problems, and determined the suitable class by computed
probabilities. Li[16] used the ECOC (Error Correcting Output Coding) framework to
handle conflicts among the results of multiple binary classifiers, in case no ordinal rela-
tionship existed among the multiple classes.

Besides the assessment methods, new valuable text features form another important
research area for readability assessment. For example, Schwarm and Ostendorf [19]
used the parse tree based features; Schwarm and Ostendorf [19], and Kate et al. [13]
applied the language models to compute text features for a document; Feng et al. [5]
used part of speech features; and Islam et al. [12] applied information theory to compute
text features. It should be noted that, for documents in languages other than English,
appropriate text features usually play an important role to improve the performance
of the assessment. For example, Hancke et al. [10] developed text features that made
use of the rich morphology of German; Sinha et al. [20] computed features to suit the
Indian language; Islam et al. [12] developed the lexical features for the Bangla language;
and for Chinese documents, Chen et al. [2] computed features to capture the semantic
similarity among nouns of high frequent occurrence.

3 Our Method

3.1 An Ordinal Multi-class Classification Method

The readability assessment problem can be seen as an ordinal multi-class classification
problem. We propose an ordinal classification method which can incorporate multiple
binary classifiers, and vote the results to catch the ordinal relationships among the read-
ing levels.

To fulfil the purpose, the Ordinal Multi-class Classification with Voting (OMCV)
method is used. Given n ascending reading levels L1, L2, . . . , Ln, n− 1 binary classi-
fiers are trained first. Any classification technique can be used to build the classifiers,
such as Naive Bayesian or Support Vector Machine. For the i-th classifier, the training
set is divided into two classes: one contains the documents with reading levels less than
or equal to Li, relabelled as 0, the other contains documents with reading levels greater
than Li, relabelled as 1. Hence, by applying the n − 1 binary classifiers, each target
document will get n−1 classification results, denoted as {c1, c2, . . . , cn−1}. After that,
a voter is designed to get the final result.

To get a proper reading level for the target document, and catch the ordinal nature
of reading levels, we propose four voters (Voter1∼Voter4) to vote the results of n − 1
classifiers. Figure 1 shows the decision processes of Voter1 ∼ 4 respectively.

Voter1: For each target document, make the choice along the n−1 results ascendingly
from the 1-st to the (n − 1)-th. If the current i-th result is 0, then the decided reading
level will be Li, otherwise, transfer to the (i + 1)-th result. The final reading level of
the document will be Ln if the result of the last classifier is 1.

Voter2: For each target document, make the choice along the n − 1 results decend-
ingly from the (n − 1)-th to the 1-st. If the current i-th result is 1, then the decided
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Fig. 1. The voter of the ordinal method

reading level will be Li+1, otherwise, transfer to the (i− 1)-th result. The final reading
level of the document will be L1 if the result of the first classifier is 0.

Voter3: For each target document, start from the median (the n/2-th for even n, and
(n− 1)/2-th for odd n), and make the choice along either side according to the median
value. If the median value is 0, then make the choice along the left side decendingly
like Voter2, otherwise, along the right side ascendingly like Voter1.

Voter4: Above three voters will get different outputs when inconsistency exists among
the n − 1 results, i.e. there exist i, j (1 ≤ i < j ≤ n − 1), where ci = 0 and cj = 1.
Such a conflict is resolved by locating the first i and the last j, and then swap the two
values. This procedure is repeated until no conflict can be identified. After that, make
the choice just like Voter1.

3.2 Text Features for Chinese Documents

To our knowledge, available text features used for the readability assessment of Chinese
documents are relatively few. In this paper, we employ features from other languages
(e.g. English) to Chinese with necessary adaptation. We also design new features to fit
the characteristics of Chinese. The text features for Chinese documents designed in this
paper are divided into five groups: surface features, part of speech features, parse tree
features, model based features and information theoretic features.

Surface Features. Surface features (denoted as SF) refer to the features which can
be acquired by counting the grammatical units in a document, such as characters and
words. In this paper, we implement the group of surface features suitable for Chinese,
and calculating both the total numbers and the relative numbers of the grammatical
units, e.g. per sentence. Examples include the “average number of strokes per char-
acter”, the “complex character ratio”, the “long word ratio”, and the “unique charac-
ter/word ratio” etc. Totally there are 21 surface features collected.

To be specific, the “stroke” which forms the “strokes per Chinese character” fea-
ture is a good alternative of the syllable in “syllables per English word”, since it can
represent the lexical complexity of a Chinese character just like what the syllable do
in English. The “complex character” refers to a Chinese character of which the stroke
number is more than 15. The “long word” refers to a word in which the number of char-
acters is more than 3, and the “unique character/word” refers to a character/word which
appears only once in a document.
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Part of Speech Features. Part of speech features (denoted as POS) have been largely
used in current researches on readability assessment [5]. It should be noted that part of
speech features must be specifically designed for each language, since it may be defined
semantically, e.g. in Chinese. As the reading level of a Chinese document increases, the
ratio of decorative words usually increases too, hence counting the proportion of these
words may be useful for readability assessment. In Chinese, the decorative words can
be classified into dozens of distinct types, and the same words may belong to different
types in different contexts.

In this paper, we use the ICTCLAS2011 tool1 to identify the part of speech units (e.g.
noun, verb, adjective, adverb, etc.) in a Chinese document, and count both the total
numbers of occurrences and the average numbers per sentence as the part of speech
features. ICTCLAS2011 tags 22 types of part of speech units, therefore we have 44
features collected in total.

Parse Tree Features. Parse tree features (denoted as PT) are extracted based on the
parse tree of each sentence in a document. In this paper, we use the Stanford Parser
Tool[15] to build parse trees for a Chinese document. We choose the parse tree nodes,
noun phrases (NP), verb phrases (VP) and adjective/adverb phrases (ADJP/ADVP) as
the basic types of units. For each type, we count the total number, the average number
per sentence, and the relative number per word respectively. Moreover, since a sentence
with the relatively high parse tree would have a much more complex syntax, we im-
plement two extra features: the “total number of extra high tree” and the “ratio of extra
high tree”, where the threshold is 15. We also count the total and average tree heights.
Totally we have 16 parse tree features collected.

Model Based Features. Model based features (denoted as MB) refer to those com-
puted by available readability assessment models, such as the readability formula fea-
tures [19], statistical language model features [19,13,10], and similarity model features
[23]. For readability formula features, we use 4 well-known readability formulae, such
as the Flesch-Kincaid measure; while the coefficients are re-computed by linear regres-
sion, since these formulae are not designed for Chinese. For statistical language model
features, we build the smoothed unigram model [3] for each reading level, and for each
document, compute its probability of being generated by the model of that level. For
similarity model features, we calculate cosine similarity [23] of the target document,
represented by a vector of <word, frequency>, to documents of known reading lev-
els. These features are useful in that they may have a high correlation with the reading
levels.

Information Theoretic Features. Islam et al. [12] have used the information theoretic
features (denoted as IT) to estimate reading levels of documents in Bangla. The basic
assumption of applying information theory to readability assessment is that a sentence
which has more information will be more difficult to read and understand, and a docu-
ment with higher ratio of those “difficult” sentences would be assigned a higher reading
level. Inspired by Islam’s research, we use the entropy based and the Kullback-Leibler
divergence-based features for readability assessment of Chinese documents. In this pa-
per, 5 random variables are considered: the character probability, word probability,

1 http://ictclas.org/

http://ictclas.org/
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character stroke probability, character frequency probability and word frequency prob-
ability. For each random variable, one entropy based feature and n Kullback-Leibler
divergence-based features corresponding to the n readability levels are calculated.

4 Empirical Analysis

In this section, we conduct experiments based on the collected dataset to investigate the
following two research questions:

RQ1: Whether the proposed method (i.e. OMCV ) has potential in improving the per-
formance of the state-of-the-art classification and regression models?

RQ2: Among the five groups of features, which group contributes the most to the clas-
sification performance for readability assessment of Chinese documents?

4.1 The Corpus Description

To our knowledge, there is no standard dataset available for readability assessment of
Chinese documents, hence, we collect Chinese primary school language textbooks as
the dataset, which contains 6 reading levels corresponding to 6 distinct grades. To assure
the representativeness of the dataset, we combine two public editions of Chinese text-
books, which cover 90% of Chinese primary schools. By combining these two editions
and removing the duplicates, we get the final dataset, the details of which are shown in
table 1.

Table 1. Statistics of the collected dataset

Grade
Number of
documents

Char/doc Sent/doc

Average Std. Dev. Average Std. Dev.

1 96 153.2 95.4 10.7 4.8
2 110 259.6 106.5 16.0 5.6
3 106 424.1 172.7 20.5 8.2
4 108 622.9 267.7 28.1 13.5
5 113 802.0 370.9 36.1 18.5
6 104 902.0 418.6 39.0 17.5

We select 80% of the documents from each grade (i.e. reading level) to build in-
stances for the classification models, and use the rest to compute the model based fea-
tures, which require extra data to train the models as described in Section 3.2.

In each experiment, cross-validation is used in which 10% randomly held-out in-
stances are used as the test set, and the remaining 90% as the training set. The cross-
validation are repeated 100 times to get statistically confident results.

4.2 Metrics

Three standard metrics which are commonly used in previous researches, are used to
evaluate the performance of readability assessment. The three metrics are described as
follows:
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Accuracy (Acc): This metric is a measure of the ratio of the number of documents
being predicted as the correct reading level to the total number of documents.

Adjacent Accuracy (±Acc): This metric is a measure of the ratio of the number of
documents being predicted as the correct reading level or the adjacent levels within
distance 1 to the total number of documents.

Pearson’s Correlation Coefficient (ρ): This metric is a measure of how the trends of
predicted levels match the trends of the documents’ real level.

We measure the three metrics (Acc, ±Acc and ρ) across the results of 100 valida-
tions, and consider both the mean value and the variance to count in the randomness.

4.3 Performance of the Ordinal Methods

To address RQ1, we select five base classifiers which are implemented in the scikit-learn
library for Python[18], including support vector machine (SVM), decision tree (DT),
nearest neighbor (NN), linear regression (LR) and logistic regression (LoR). Each of
these base classifiers can be incorporated into our method (OMCV) to form the ordinal
classifiers with one of the four voters, namely OSVM Vi, ODT Vi, ONN Vi, OLR Vi

and OLoR Vi, or OMCVi if the base classifier is not specific, where i can be 1, 2, 3, 4
meaning Voteri being used. To study the performance changes by applying OMCV, we
run each of the classifiers respectively, and compare the performance measures among
the base classifiers and the ordinal ones with different voters. The experimental results
are shown in Table 2.

As shown in Table 2, values marked in bold refer to the maximum (best) measure
in each row. It can be seen that OMCV usually improves the performance of the base
classifiers on all three metrics. For example, for SVM, the mean Acc, ±Acc and ρ mea-
sures are improved from 46.38%, 87.69% and 0.8149 to 47.94%, 89.27% and 0.8236
by OSVM V4; and for NN, the three measures are improved from 45.48%, 86.73% and
0.8159 to 47.44%, 92.15% and 0.8452 by ONN V4. The only exception is the adjacent
accuracy measure of LR. Among the four voters, the performance measures are nearly
similar, e.g. identical in ONN. In most cases, OMCV4 gets the best measure, which

Table 2. Performance changes provided by OMCV

Classifier Metric Base OMCV1 OMCV2 OMCV3 OMCV4

Acc 46.38 47.73 47.90 47.69 47.94
SVM ±Acc 87.69 88.92 89.21 89.08 89.27

ρ 0.8149 0.8171 0.8237 0.8217 0.8236
Acc 43.85 47.54 47.54 47.56 48.04

DT ±Acc 86.75 89.96 90.15 90.02 90.40
ρ 0.8124 0.8298 0.8302 0.8307 0.8332

Acc 45.48 47.44 47.44 47.44 47.44
NN ±Acc 86.73 92.15 92.15 92.15 92.15

ρ 0.8159 0.8452 0.8452 0.8452 0.8452
Acc 42.85 46.25 45.25 45.44 44.48

LR ±Acc 89.71 86.13 84.98 85.08 86.79
ρ 0.7898 0.8063 0.7674 0.8066 0.8265

Acc 46.08 48.81 49.04 49.06 49.52
LoR ±Acc 83.15 89.87 90.02 90.15 90.42

ρ 0.8021 0.8480 0.8483 0.8506 0.8540
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(a) Accuracy (b) Adjacent Accuracy (c) Pearson’s correlation coefficient

Fig. 2. The box-plots of the three metrics measured from the 100 times cross-validations

means Voter4 is the one which has the greatest and relatively stable improvement on
the performance of the base classifiers. During the experiments, among all the clas-
sifiers, according to the three metrics, the best base classifier is SVM, while the best
ordinal one is OLoR V4.

To observe the stability of the performance of classifiers, we draw box-plots on each
of the three metrics (Acc, ±Acc and ρ) measured from the 100-times cross-validations
using each classifier. Due to space reasons, we only list the box-plots for the base clas-
sifiers and the corresponding OMCV4s, which appear to be the best in Table 2.

As shown in Fig. 2-(a), the midhinge (i.e. the average of the first and third quartiles)
of each OMCV4 is greater than that of the corresponding base classifier. For example,
the midhinge of DT improves from 44% to 48% by ODT V4. The interquartile range
(i.e. the difference between the first and third quartiles) of each OMCV4 is same as
or smaller than that of the corresponding base classifier. For example, the interquartile
range of NN improves from 11% to 8% by ONN V4. The only exception is in DT.
We can say OMCV4 brings a stable improvement on Acc to the base classifiers. The
same result can be obtained by analyzing the other two metrics shown in Fig. 2-(b)
and Fig. 2-(c). On ±Acc, OMCV4 can significantly improve the performance of the
base classifiers, except in LR, where the interquartile range is worse. On Pearson’s ρ,
OMCV4 makes the performance improvement more stable since all the interquartile
ranges become smaller.

Besides OMCV, the simple ordinal classification method (SOC) and the proportional
odds model (POM) are also ordinal classification methods. The former is proposed by
Frank and Hall [8], while the latter was used for readability assessment by Heilman et al.
[11], and François [7]. Both methods incorporate the idea of binary partition. For SOC,
C4.5 decision tree is used as the base classifier since Frank and Hall[8] chose it in their
work and it had good performances in our experiments, and for POM, the base classifier
is logistic regression. OMCV can make use of multiple classifiers, and the voting mech-
anism is open for enhancement. To see which one can get better performance for read-
ability assessment of Chinese documents, we perform the 100-times cross-validations
using SOC2, POM3 and ODT V4, OLoR V4 respectively. Table 3 shows the perfor-
mance measure on the three metrics. From Table 3, on all the three metrics, ODT V4

outperforms SOC, while OLoR V4 outperforms POM, although the base classifier is

2 http://www.cs.waikato.ac.nz/ml/weka/
3 http://cran.r-project.org/web/packages/MASS/index.html

http://www.cs.waikato.ac.nz/ml/weka/
http://cran.r-project.org/web/packages/MASS/index.html
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Table 3. Performance comparison among SOC, POM and OMCV4

Classifier Acc ±Acc ρ

SOC 43.02 86.46 0.7888
POM 47.65 88.31 0.8332

ODT V4 48.04 90.40 0.8332
OLoR V4 49.52 90.42 0.8540

similar in either case. One possible reason is that C4.5 decision tree and logistic regres-
sion may not be the best choice of the base classifier for SOC and POM respectively, at
least for readability assessment of Chinese.

In summary, for RQ1, we can conclude that OMCV has potential in improving the
performance of the state-of-the-art classification and regression models, and can out-
perform the simple ordinal classification method and the proportional odds model for
readability assessment of Chinese.

4.4 Contributions of the Features

For RQ2, we design experiments to evaluate the individual contribution of each of the
five groups of features described in Section 3.2. By the way, to demonstrate the effects
of the new or Chinese specific features developed in this paper (e.g. unique character
ratio, number of strokes per character, similarity based features, etc.), we make them a
new group, denoted as CS. Table 4 shows the number of features in each group respec-
tively, together with the total number of features (denoted as All).

We compare the performance between two schemes of feature employment for each
group: one uses the designated group of features by itself, and the other uses all the
features except the designated group. Table 4 shows the mean values of the three metrics
by running the 100-times validations for each scheme. The ordinal classifier used is
OLoR V4.

Table 4. Comparison of the performance resulted with or without each group of features

Group Number of
features

By itself All but it

Acc ±Acc ρ Acc ±Acc ρ

SF 21 49.21 91.35 0.8559 52.08 91.15 0.8583
POS 44 45.65 90.50 0.8267 51.42 91.38 0.8613
PT 16 45.92 89.08 0.8297 48.92 90.94 0.8564
MB 16 43.42 87.96 0.8286 49.23 89.77 0.8483
IT 35 47.63 91.25 0.8491 50.33 89.96 0.8495
CS 20 48.85 92.02 0.8456 51.33 91.19 0.8599
All 132 49.52 90.42 0.8540 − − −

In Table 4, the last row shows the values resulted from using all the features, which
can be viewed as a benchmark. It can be seen that, with all the features used, the resulted
performance is not always the best. Such phenomena suggest that some form of feature
selection is necessary to improve the performance of readability assessment, which will
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be part of our future work. Among the five groups of features, the surface features
(SF) perform the best on their own, but without them, the remaining features can do
better than all (compared with the last row). Although the performance of the parse tree
features (PT) is not good on their own, compared with other groups, such as the part of
speech features (POS) and the information theoretic features (IT), removing them will
decrease the performance on Acc. The same is true for the model based features (MB),
where all the three metrics become worse when these features are removed. Moreover,
the worst performance got by using MB only may be an under-estimate of the potential
of these features, since the poor result may be caused by the insufficient training data
used in our experiments.

In addition, the group of the Chinese specific features (i.e. CS) achieves the second
best performance by itself according to Acc, and the best according to ±Acc. However,
by removing them, the performance is improved on all the three metrics (compared with
“All”). This suggests that the features developed here for Chinese are far from enough,
and deserve further study.

(a) Accuracy (b) Adjacent Accuracy (c) Pearson’s correlation coefficient

Fig. 3. The box-plots of the three metrics measured by using each group of features

To further study the performance of each group of features, we use both the base
classifier and OMCV4 to check on each feature group. The logistic regression (LoR)
is used as the base classifier to run the 100-times cross-validations. Figure 3 shows the
results in box-plots.

As shown in Fig. 3, according to the midhinges, the surface features (SF) have the
best overall performance on all the three metrics, while the model based features (MB)
have the worst. The information theoretic features (IT) can also have good enough mid-
hinges by using OLoR V4. The part of speech features (POS) have smaller variability
ranges by using OLoR V4 than by LoR. The performance of the parse tree features (PT)
is not good since the midhinges are usually less than those of the other features, but the
stability is perfectly well by using LoR, since the interquartile ranges are sometimes the
smallest.

In summary, for RQ2, we can conclude that all the five groups of features contribute
to the performance of the classifiers for readability assessment. The group of surface
features does play an important role in estimating the reading level of a document,
and the information theoretic features perform the second best on their own. Although
not effective by themselves, the parse tree and the part of speech features, which need
be specifically designed for each language, cannot be ignored by the classifiers. The
model based features may be useful when the standard dataset with sufficient documents
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of known levels is available, and they also suggest a way of combining the strength
of different assessment models and techniques. In addition, the features developed for
Chinese in this paper are proved useful, but require further exploration.

5 Conclusion and Future Work

In this paper, we propose an Ordinal Multi-class Classification with Voting (OMCV)
method for readability assessment of Chinese documents, which solves the problem by
using multiple binary classifiers and voting the classification results to get an ordinal
classification. We also design five groups of text features to explore the peculiarities
of Chinese documents, so that the performance of classification can be improved. We
collect the Chinese primary school language textbook dataset, and conduct experiments
to demonstrate the effectiveness of our method. The experimental results show that our
method has potential in improving the performance of many state-of-the-art classifi-
cation and regression models. We also design experiments to evaluate the individual
contribution of each of the five groups of features. The results demonstrate that all the
five groups of features contribute to the performance of the classifiers for readability
assessment.

There are numerous other excellent and useful classifiers which are not discussed in
this paper. During our future work, we plan to enhance our method using these clas-
sifiers, and expand our dataset to include senior school documents to explore whether
our method and the developed feature set can handle a larger set of reading levels.
Moreover, we plan to extend the experiments to involve documents of other languages,
for example, English, to further demonstrate the potential of our method. For Chinese
documents, we plan to develop new text features based on the achievements in natural
language processing, and confirm their usefulness in readability assessment.

Acknowledgments. This work is supported by the National NSFC projects under Grant
Nos. 61373012, 61321491, and 91218302.
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Babeş-Bolyai University, Department of Computer Science, Cluj-Napoca, Romania
{sanda,dianat}@cs.ubbcluj.ro, diana.halita@ubbcluj.ro,

csacarea@math.ubbcluj.ro

Abstract. Formal Concept Analysis (FCA) is well known for its fea-
tures addressing Knowledge Processing and Knowledge Representation
as well as offering a reasoning support for understanding the structure of
large collections of information and knowledge. This paper aims to intro-
duce a triadic approach to the study of web usage behavior. User dynam-
ics is captured in logs, containing a large variety of data. These logs are
then studied using Triadic FCA, the knowledge content being expressed
as a collection of triconcepts. Temporal aspects of web usage behavior
are considered as conditions in tricontexts, being then expressed as modi
in triconcepts. The gained knowledge is then visualized using CIRCOS, a
software package for visualizing data and information in a circular layout.
This circular layout emphasizes patterns of user dynamics.

1 Introduction

Investigating knowledge structures has a long tradition. In this paper, we pro-
pose an approach based on the Conceptual Knowledge Processing paradigm [1].
We use the idea of conceptual landscapes in order to highlight the visual part of
organizing knowledge in a format which supports browsing and queries but also
critical discourse. The implementation of such a system is thought to be a valu-
able help for the human expert, organizing knowledge in a way which supports
human thinking and decision making.

Conceptual Knowledge Processing is an approach that underlies the constitu-
tive role of thinking, arguing and communicating human being in dealing with
knowledge and its processing. The term processing also underlines the fact that
gaining or approximating knowledge is a process which should always be con-
ceptual in the above sense. The methods of Conceptual Knowledge Processing
have been introduced and discussed by R. Wille in [2], based on the pragmatic
philosophy of Ch. S. Peirce, continued by K.-O. Apel and J. Habermas.

The mathematical theory underlying the methods of Conceptual Knowledge
Processing is Formal Concept Analysis (FCA), providing a powerful mathemat-
ical tool to understand and investigate knowledge, based on a set-theoretical
semantics, developing methods for representation, acquisition, and retrieval of
knowledge. FCA provides a formalization of the classical understanding of a con-
cept. Knowledge is organized in conceptual structures which are then graphically
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represented. These graphical representations are forming the basis for further in-
vestigation and reasoning.

In this paper, we apply Formal Concept Analysis to investigate web usage
behavior. This study is conducted within a previously built conceptual infor-
mation system (see Section 3). Herefrom, we select triadic data and compute a
set of triadic concepts. These triadic concepts contain all relevant information
related to knowledge structures encoded in the selected data set. We also use
some derivation operators to process data for our web usage behavior study (see
Section 4). In the last part of this paper, we focus on emphasizing patterns of
user dynamics and their temporal behaviour using a circular visualization tool.

2 Prerequisites: Triadic Formal Concept Analysis

In the following, we briefly recall some definitions. For more, please refer to [3]
and [4]. The fundamental data structure triadic FCA uses is a tricontext, which
exploits the fact that data might be represented in 3D tables of objects, at-
tributes, and conditions. Hence, a tricontext is a quadruple K := (K1,K2,K3, Y )
where K1, K2 and K3 are sets, and Y is a ternary relation between them, i. e.,
Y ⊆ K1 ×K2×K3. The elements of K1, K2 and K3 are called (formal) objects,
attributes, and conditions, respectively. An element (g,m, b) ∈ Y is read object
g has attribute m under condition b. Every tricontext has an underlying concep-
tual structure reflecting the knowledge which is encoded in the triadic data set.
This conceptual structure is described by the so-called triconcepts. In order to
mine them, derivation operators are defined ([4]). Every triconcept is a maximal
triple (A,B,C), where A ⊆ K1, B ⊆ K2, C ⊆ K3 having the property that for
every a ∈ A, b ∈ B, c ∈ C, we have (a, b, c) ∈ Y .

3 Web Usage Mining and Previous Work

A large amount of collateral information about web usage information is stored
in databases or web server logs. Statistics and/or data mining techniques are
used to discover and extract useful information from these logs [5].

Web analytics tools are based on some web analytics metrics. They prove
to be a proper method to give a rough insight about the analysed web site,
especially if it is a commercial site. However, the purpose of an e-commerce site
is to sell products, while the purpose of an e-learning site is to offer information.
Therefore, a visit on an educational site does not apply to the heuristics used
by most analytics instruments [6].

Web usage mining focuses mainly on research, like pattern analysis, system
improvement, business intelligence, and usage profiles [7,8]. The process of web
usage mining undergoes three phases: preprocessing, pattern discovery, and pat-
tern analysis. At the preprocessing phase data is cleaned, the users and the
sessions are identified and the data is prepared for pattern discovery. Such usage
analysis constitutes an important feedback for website optimization, but they
are also used for web personalization [9,10] and predictions [11].
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The web site used for collecting the usage/access data is an e-learning portal
called PULSE [12]. The web usage data collected from PULSE was already
processed by using Formal Concept Analysis [13], where a detailed description
of using ToscanaJ to build a conceptual information system for a previous version
of PULSE is given.

The analysis is performed on the data collected from the second semester
of the academic year 2012-2013 (i.e., from the beginning of February 2013 to
the end of July 2013). A log system records all PULSE accesses into a MySQL
database. For the analysed time interval there were 40768 PULSE accesses. The
data fields from the collected information used in the current investigation are
Full request-URI, Referrer URL, Login ID and Timestamp.

The data to be analysed contains 751 distinct request-URIs (i.e., access files),
471 distinct referrers, 130 distinct login IDs and 25798 distinct timestamps. Using
the same methodology as in [13], a ToscanaJ conceptual information system has
been built over the PULSE log files. Each data field has been scaled and a
conceptual scale has been created. The datasets are considered many-valued
contexts, the semantics of attributes being expressed by conceptual scales.

For this research, we are interested in investigating temporal patterns of web
usage behavior within PULSE. Hence, we will restrict our focus only to the
access file classes, the referrer classes and the timestamps of the system. This is a
natural triadic structure whereof we can extract user dynamics related knowledge
structures in form of triadic concepts.

3.1 Access File Classes

The request-URI represents the address of the accessed webpage along with all
query information used for that actual request. Although we value the informa-
tion contained by this field, the granularity of the accessed web pages is too fine
for our intent (i.e., there are 751 distinct access file entries in the database).
Thus, the accessed webpages have been divided into 9 classes (see Figure 1(a)).

PULSE portal was intended to be used mainly during laboratory sessions for
students to access appointed assignments with the related theoretical support or
to consult lecture related content. Each user enters PULSE through the HOME
page which contains general information such as: lab attendances, marks, evalu-
ation remarks and current announcements. All webpages related to the content
described above are grouped into the three main classes named: Lab, Lecture
and HOME according with their purpose.

The other 6 classes represent administrative utilities for the teacher grouped
into the TeacherAdm class and informative sections for the students, such as
FAQ (i.e., frequently asked questions), Feedback, News, Logout or navigation
through the content of the course from previous years of study (Change).

3.2 Referrer Classes

Referrer URLs represent the webpage/site from which the current webpage/ac-
cess file was accessed. The referrers which are outside of PULSE are not used in
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this current research. The referrers which represent PULSE webpages fall into
the same classes as access files do. The access file classes and referrer classes
have been scaled nominally and visualized with ToscanaJ in Figure 1(b).

(a) Access File classes (b) Referer classes - 95.7% are from in-
side PULSE

Fig. 1. Nominal scales of Access File and Referrer classes

4 Web Usage Mining with Triadic FCA

The extension Toscana2Trias allows the selection of triadic data starting from
a given set of scales, if the data has been preprocessed with ToscanaJ. From
the conceptual schema file, we have selected the scales presented above and ob-
tained a triadic data set using the pairs Referrer class-Access File class (R class-
AF class) as attribute set, timestamps as conditions and students Login as object
set. Then, we have generated all triconcepts using the Trias algorithm [14].

The problem of visualizing triadic data has not been yet satisfactory solved.
Triadic conceptual structures have been visualized for instance using trilattices or
graphs. Circos as a visualizing tool has been developed to investigate structural
patterns arising in bioinformatics. In this section, we present a proof of concepts
in order to show possible applications of using Circos to visualize triadic content.

4.1 Interpreting Triadic FCA Results with Circos

Circos is a software package for visualizing data and information in a circular
layout. This circular layout emphasizes patterns in the dataset, showing connec-
tions between represented data [15].

The input data for Circos is obtained from the tricontext using a derivation
operator. We implemented an algorithm that analyzes the XML output of Trias
and transforms it into a valid input for Circos.

The XML file that results as an output from Trias contains all triconcepts
which can be derived from the tricontext defined over the data set using Tos-
cana2Trias. Each of them is defined by an extent, an intent and a modus. The
valid input data set for Circos is a bidimensional table R × C, with numerical
values, hence we have to derive these tables from the tricontext.

Starting from the tricontext (G,M,B, Y ), we first build a dyadic projection
K32 := (G, (B,M), I), where (g, (b,m)) ∈ I ⇔ (g,m, b) ∈ Y . Then, for each pair
(b,m) we compute the corresponding attribute concept µK32 and determine the
cardinality of its extent (b,m)′.
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The set of column indicators, denoted C, is the set obtained by projecting
the ternary incidence relation Y on M , prM (Y ) := {m ∈ M | ∃(g, b) ∈ G ×
C. (g,m, b) ∈ Y }. Similarly, the set of row indicators, denoted R, is the set
obtaining by projecting Y on the set of conditions B.

The algorithm we have implemented builds a table having these sets as column
and row indicators and calculates the numerical values of the table as follows. For
each pair (c, r) ∈ C ×R, the cardinality of the extent (c, r)′ in K32 is computed
directly from the XML output of Trias. This cardinality represents the numerical
value of the cell corresponding to the column c and the row r.

As a final step, we visualize our data by running Circos and obtain an output
in png or svg format. Figure 2 presents web usage of the student group “ar”
on the 10th week as described in Section 5. Each ribbon corresponds to a pair
(Referrer class, Access File class). Because the set of referrer classes and the set
of access file classes have elements in common, the sets C and R are not disjoint.

Fig. 2. Results for the “ar” students on the 10th week of school

5 Test Results

The data used was gathered during an entire semester and because of the high
volume of data, one single circular representation did not reveal any useful pat-
terns. Therefore, we reduced the volume of data and aggregated the object set
(i.e., individual student login) into the set of student groups, as distributed
according to their curricula. We continued our tests treating each group of stu-
dents separately, considering R classes as objects set, AF classes as attribute set
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and timestamps as conditions. In order to investigate the temporal behaviour of
students during one semester, we analysed the data on time intervals.

The first time granule we have considered was approximately one third of a
semester (beginning, middle and the end). Such time intervals do not provide
any significant patterns, and therefore we fine-tuned the time granule to a week.

The PULSE portal recorded data on two courses for the semester we have
considered: Operating Systems (SO1), which is a compulsory course and Web
Design Optimisation (WDO), which is an elective course. Two student groups
enrolled in the SO1 course, denoted “ar” and “ri”. For the WDO course, students
from five different groups enrolled. WDO being an elective course, some of the
student groups were poorly represented, hence we studied the behaviour of two
of these student groups, denoted “ei” and “ie”.

The entire set of results are posted at http://www.cs.ubbcluj.ro/~fca/
ksemtests-2014/. We observed from these results that there are three types of
behavior, which we named: relaxed, intense and normal.

The relaxed behaviour occurs mainly during holiday (e.g., the 10th week). The
pattern for this type of behavior is depicted in Figure 2 and can be distinguished
by the fewer accesses and the reduced number of Access File classes visited (e.g.,
usually only the main classes). The navigational patterns observed during this
week were really simple. For instance for the “ar” group of students went from
HOME to either LAB or LECTURE; from LAB they went to LECTURE, and
from LECTURE they went back to HOME. For the elective course (i.e., WDO)
the results show more relaxed patterns due to the fact the this type of course
implies personal research. Therefore, the teaching material provided is less visited
than in the case of the compulsory course (i.e., SO1). This type of behavior occurs
also after final exams or between the final exam and the re-examination: 18th
and 20th week for group “ar”, 18th and 19th week for group “ri” and after the
14th week for groups “ei” and “ie”.

The intense behavior occurs during examination periods. The pattern depicted
in Figure 3(a) shows an increase number of accesses. The pattern can be observed
even in the weeks before the examination, its peek occurring during the week of
the exam. It is the case of the 17th week for the “ar” and “ri” groups for the
final exam, and the week 19th for “ar” group and week 20th for the “ri” group
for re-examination. For the elective course (i.e., groups “ie” and “ei”) there are
three evaluation dates during the weeks 7th, 9th and 13th.

The normal behavior occurs during the semester when there is no examination
period or holiday. The pattern for this type of behaviour, as show in Figure 3(b),
is that almost all Access File classes are visited. The three main classes contain
the most visited pages. The next most visited class is News. These results are
to be expected as PULSE is mainly intented to provide support for laboratory,
lectures and to post news.

Although in Figure 3 the two behaviors can appear similar, there are some
important differences. The main difference is the fact that during the intense
period the webpages from the Lecture class are more visited as the students
prepare for the examination, while in the normal period the webpages in the Lab

http://www.cs.ubbcluj.ro/~fca/ksemtests-2014/
http://www.cs.ubbcluj.ro/~fca/ksemtests-2014/
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(a) 17th week - intense (b) 5th week - normal

Fig. 3. Comparative behaviors on “ar” group: intense versus normal

class are most visited as students solve their lab assignments. Another difference
is the fact that even if HOME is the most visited class, during the intense period
it looks like it represents merely a connection to the other PULSE facilities (i.e.,
Lecture, Lab, News). The number of accesses is another difference as there are
much more accesses during the intense periods.

The triadic conceptual landscape as computed by TRIAS provides a large
amount of information that is suitable for a large variety of interpretation/visu-
alization. Histograms are also provided at http://www.cs.ubbcluj.ro/~fca/
ksemtests-2014/. This representation however, presents only the quantitative
aspect of the navigation meaning the number of accesses. The circular visual-
ization presented so far provides a more qualitative view on the navigational
pattern, comprising more details about how and where students navigate.

6 Conclusion and Future Work

The research conducted so far and the previous related work, shows how triadic
conceptual landscapes can be used for web usage mining and representation of
user dynamics patterns. The main advantage of using conceptual landscape ver-
sus different interrogations rely on the completeness of the information clustered
in a concept, or determined by a derivation, respectively. Circular visualization
tools can be applied to any quantitative data, the qualitative interpretation
comes from the conceptual preprocessing.

For further research, we will apply the methods of Temporal Concept Analysis
and develop them for the triadic setting with the aim to describe user trails, life
tracks and bundles of trails and tracks.

http://www.cs.ubbcluj.ro/~fca/ksemtests-2014/
http://www.cs.ubbcluj.ro/~fca/ksemtests-2014/
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Abstract. Hyponymy relations are the skeleton of an ontology, which is widely
used in information retrieval, natural language processing, etc. Traditional hy-
ponymy construction by domain experts is labor-consuming, and may also suffer
from sparseness. With the rapid development of the Internet, automatic
hyponymy acquisition from the web has become a hot research topic. However,
due to the polysemous terms and casual expressions on the web, a large number
of irrelevant or incorrect terms will be inevitably extracted and introduced to the
results during the automatic discovering process. Thus the automatic web-based
methods will probably fail because of the large number of irrelevant terms. This
paper presents a novel approach of web-based hyponymy discovery, where we
propose a term verification method based on hyponymy hierarchical characteris-
tics. In this way, irrelevant and incorrect terms can be rejected effectively. The
experimental results show that our approach can discover large number of cohe-
sive relations automatically with high precision.

Keywords: Ontology, hyponymy learning, term verification.

1 Introduction

Ontologies are a formal model to represent domain knowledge, which is widely used
in information retrieval, natural language processing and various other applications [1].
Hyponymy is the skeleton of a domain ontology, expressing “is-a-kind-of” or “is-a-
subclass-of” relations [2]. For example, “Java” is a kind of “programming language”
(PL), denoted as “Java � PL”. “Java” is the hyponym while “PL” is the hypernym.

Traditional hyponymy relations are often constructed by domain experts, which is
a labor- and time- consuming task. Moreover, manually-constructed knowledge is typ-
ically suffering from severe data sparseness. As reported in Section 6, the hyponymy
relations in WordNet under certain root concepts cover only 3%-5% of what we have
discovered.

In 1992, Hearst proposed an automatic hyponymy acquisition approach [3]. Given
a large corpus, lexical-syntactic patterns (e.g. “A such as B, C”) are used to extract
hyponymy B,C � A. Based on Hearst’s work, many other researchers proposed ap-
proaches to discover more and more hyponyms in a bootstrapping framework [4]. Pat-
tern learning approaches are also proposed to discover lexical-syntactic patterns as well
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Fig. 1. The iterative hyponymy discovering process. Black dots and solid lines are existing terms
and relations; blank dots and dashed lines are newly selected terms and relations in each iteration.

as hyponyms [5]. However, the hyponymy relations acquired in this fashion are typi-
cally loose and low-coupling because they are not confined in a certain domain, which
fail to form the skeleton of a domain ontology.

To overcome this problem, a naı̈ve and direct approach is to search on the Internet
and discover hyponymy iteratively from a starting concept. Figure 1 illustrates the it-
erative searching process. Given the root concept, say programming language (PL), we
search on the search engine, and use lexical-syntactic patterns to extract hyponyms of
PL, e.g., “javscript”, “object-oriented PL” (OOPL). Then we extract both hyponyms
and hypernyms of the newly extracted concepts and we obtain “C++”, “scripting pro-
gramming language”. So on and so forth, we acquire the “cohesive” hyponymy relation
under PL, which form the skeleton of the domain ontology.

However, in such an iterative process, “irrelevant term explosion” is a common prob-
lem, where the number of irrelevant terms grows exponentially. When extracting hy-
ponyms and hypernyms, irrelevant terms might be included because of polysemous
terms and casual expressions. Even if very few mis-matched or irrelevant terms are ex-
tracted during one iteration, they will introduce even more other irrelevant terms in the
next iteration, so on and so forth, so that the system will soon break down within one or
two iterations.

In this paper, we propose a term verification method based on Hyponymy Hierar-
chical Characteristics (HHC). As we know, hyponymy is a specific kind of relation
between two terms. A complete, well-formed hyponymy hierarchy has some inherent
characteristics, e.g., hyponymy transitivity. These characteristics can be quantified and
used to evaluate the degree to which a hyponymy hierarchy is well-formed. For a grow-
ing hyponymy hierarchy, its characteristics tend to be satisfied to a large degree if the
newly discovered terms are probably correct. On the contrary, if an irrelevant or incor-
rect term is introduced, the characteristics are likely violated to a large degree. So, by
quantifying these characteristics and using some appropriate thresholds, we can judge
whether a newly discovered term should be included or not. Therefore, irrelevant terms
can be removed as soon as possible during the iterative searching process.

2 Related Work

Hearst proposed the “such as” pattern to extract hyponymy in [3]. Z. Kozareva raised the
doubly anchored pattern (DAP) for instance discovery in [6]. In the pattern “NP such
as NP1 and X”, they specify at least one instance NP1 in advance. Then they discover
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other instances by applying the pattern iteratively. H. Eduard et al. use the backward
doubly-anchored pattern (DAP−1) [4] to iteratively extract instances and intermediate
concepts. Sanchez extracts immediate anterior word as an classification method [7],
e.g., lung cancer � cancer. R. Snow et al. discover lexical-patterns and hyponymy re-
lations iteratively in [5]. They use patterns to extract relations, and relations to extract
patterns iteratively.

Many researchers focus on removing irrelevant terms during their hyponymy discov-
ery. Co-occurrence is a common technique to judge the relevance between two terms
[8,9,7]. [10] uses content words for domain filtering. [11] extracts instances from free
texts coupled with semi-structured html pages. In [12,5], a group of patterns are used to
determine whether a relation holds.

In our previous work [13], we proposed a term verification method based on text
classification, where a training corpus should be provided in advance. In [14], we con-
sidered hyponymy transitivity. In this paper, we extend the method in [14] and semanti-
cally verify the candidate results by three hyponymy hierarchical characteristics. With
irrelevant terms removed effectively, the system can search iteratively and automati-
cally.

3 Overview of Our Approach

Our approach of “cohesive” hyponymy discovery is an iterative process. Given a root
concept, we do web searching and pattern matching to extract candidate hyponyms
and/or hypernyms. Then HHCs are used to judge whether the candidates are relevant
to the root. Selected candidates are then searched iteratively. Figure 2 illustrates the
overview of our approach and the main steps are listed as follows.

Step 1 We first specify a root term r.
Step 2 We construct a search query by a lexical-syntactic pattern and r. The query is

sent to a search engine. Web snippets returned by the search engine are collected.
Step 3 By matching the lexical-syntactic pattern “A is a|an B”, noun phrases A, B are

extracted as candidate hyponyms.
Step 4 Since a noun phrase is not necessarily a term which represents a common con-

cept in the human mind (e.g., “a well-designed PL”), we verify whether the noun
phrases extracted in Step 3 are terms with a pragmatic method. If A appears in a
pattern “A is a|an”, then A is regarded as at term.

Step 5 Three types of hyponymy hierarchical characteristics are used to verify whether
a term is relevant to r. Irrelevant terms are removed.

Step 6 We search the newly selected terms for both hyponyms and hypernyms on the
web in the next iteration. (Go to Step 2.)

In Section 4, we introduce HHCs in detail. Based on these characteristics we design
our candidate hyponymy verifying method in Section 5.

4 Hyponymy Hierarchical Characteristics

As mentioned in Section 1, the cohesive hyponymy relations under a root term have
some inherent characteristics which can be for term verification. In this paper, we
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Fig. 2. Overview of our approach

propose three types of Hyponymy Hierarchical Characteristics (HHC), namely (1) hy-
ponymy transitivity characteristic, (2) hyponym-hypernym ratio decreasing character-
istic and, (3) hyponym overlapping characteristic.

A complete, well-formed hyponymy hierarchy will exhibit these hyponymy hierar-
chical characteristics, which can be used to evaluate the degree to which a growing
hyponymy hierarchy is well-formed. The characteristics of a growing hyponymy hi-
erarchy tends to be satisfied if the newly discovered term is probably correct. On the
contrary, if an incorrect or irrelevant term is introduced to the growing hyponymy hi-
erarchy, these characteristics tend to be violated to a large degree. We quantify these
characteristics, and use thresholds to judge whether a candidate term should be included
or not, introduced in detail in the rest part of this section.

4.1 Hyponymy Transitivity Characteristic

As we know, hyponymy is a transitive relation. For terms a, b, c, if a� b and b� c, it
can be inferred that a�c. We call this Hyponymy Transitivity Characteristic (HTC).

Since the web contains massive information, these semantically redundant expres-
sions all may stated explicitly on the web, and they can be cross-validated by each other.

In particular, if we want to get hyponyms or hypernyms of a term t, we first get
candidate hyponyms and hypernyms of t. For each candidate c (either c� t or t� c),
we search potential hyponyms and hypernyms of c. In this case, hyponymy transitivity
can be used to verify c. There are four typical scenarios when we verify c. Whether c is
cross-validated by HTC in each scenario is shown in Figure 3 and explained as follows.

Scenario 1: If c is a candidate hyponym of t, and if c is the hyponym or hypernym of
any one of other already selected terms (t excluded), then c is regarded as a relevant
term since it is cross-validated by other hyponymy relations.

Scenario 2: If c is a candidate hypernym of t, and c is a hyponym of some other select
terms, then c is also cross-validated.
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Scenario Initial Searching t Verifying c
Cross-

validated?

1
√

2
√

3 ×

4 ×

Fig. 3. Scenarios when verifying a candidate term by HTC

Scenario 3: In this scenario, c is a candidate hypernym of t, and some other selected
terms are the hyponym of c. If no other hyponymy relations can infer c� r, then c
is not cross-validated.

Scenario 4: If no hyponyms and hypernyms of c have relations with any selected term
(t excluded), then c is not cross-validated.

4.2 Hyponymy-Hypernym Ratio Decreasing Characteristic (RHHDC)

We define Hyponym-Hypernym Ratio (RHH) as follows1.

RHH(t) =
#Hyponym(t) + 1

#Hypernym(t) + 1

where adding one in the equation is a widely used smoothing technique used in many
NLP tasks [15].

For two terms a, b, If a � b, then RHH(a) < RHH(b). This is called Hyponymy-
Hypernym Ratio Decreasing Characteristic (RHHDC).

The above fact can be proven by the definition of hyponymy relation. If a � b, b
inherits all the hyponyms of a. So b has more hyponyms than a. Likewise, a has more
hypernyms than b. Therefore RHH(a) < RHH(b).

Though we cannot get the entire hyponymy relations, the phenomenon still holds true
that when we search a term, a higher level term tends to have more hyponyms and less

1 Hyponym(t) is the hyponyms of t, Hypernym(t) is the hypernyms of t. # refers to the number
of elements in a set.
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hypernyms, and thus has a higher RHH value. A preset threshold is used to determine
whether a candidate term satisfies RHHDC.

Formally, if c� t and RHH(c)>t1·RHH(t), then we say RHHDC is violated, which in-
dicates an anomaly. A typical cause of RHHDC violation is the presence of polysemous
terms. For example, “scheme” is a kind of PL. Meanwhile, “scheme” has many different
meanings, one of which refers to a schema or an outline. Therefore RHH(scheme) may
be much larger than RHH(PL). Terms that violate RHHDC cannot be used for verifying
other terms with hyponymy transitivity (introduced in Section 4.1). Otherwise, a large
number of irrelevant terms might be mis-validated.

4.3 Hyponym Overlapping Characteristic (HOC)

We define Hyponym Overlapping Proportion (HOP) of terms a, b as follows.

PHO(a, b) =
# {Hyponym(a)

⋂
Hyponym(b)}

#Hyponym(a)

In a complete, well-formed hyponymy hierarchy, if a � b, then PHO(a, b)=1, because
Hyponym(a) ⊆ Hyponym(b). Though we cannot extract the complete hyponyms of
a and b, PHO(a, b) is probably high if a � b. This is called Hyponym Overlapping
Characteristic (HOC). A threshold is also used to determine whether HOC is satisfied.

When discovering hyponymy relations under the root term r by iterative searching,
we calculate PHO(c, r) to verify a candidate term c. If PHO(c, r) is greater than a preset
threshold t2, HOC is satisfied, which indicates that t might be a relevant term.

However, because we add new terms to hyponyms of r in each iteration, Hyponym(t)⋂
Hyponym(r) grows larger naturally during the iterations.PHO is not stable in different

iterations. Therefore, we multiply a heuristic regularization factor and extendPHO(c, r)
to the following equation.

PHO(c, r) =
(N + 1) ln(N + 1)

(#Hyponym(c) + 1) ln(S + 1)

Here N = # {Hyponym(c)
⋂

Hyponym(r)}, S is the size of the entire selected hy-
ponyms of r. Adding-one smoothing is also applied for PHO.

Hyponymy overlapping characteristic can deal with the situation where those hy-
ponymy relations are not extracted explicitly from the web. For example, “Turing com-
plete PL (TCPL) � PL” is not stated explicitly on the web. Therefore TCPL cannot
be cross-validated by HTC because none of the known terms is stated explicitly as the
hypernym of TCPL. However, when we examine the hyponyms of TCPL, we find the
majority of them are known hyponyms of PL, e.g., javascript, ruby, matlab etc. So,
PHO(TCPL, PL) is large and TCPL is probably a relevant term to PL.

5 Verifying Candidate Terms Based on Hyponymy Hierarchical
Characteristics

In this part, we explain our method of candidate term verification based on the three
types of HHCs introduced in Section 4.
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Fig. 4. The decision process of verifying a candidate term based on hyponymy hierarchical char-
acteristics

To implement our semantically verification approach, we need to maintain two lists
of terms: Result List (RL) and Cross Validate List (V L). RL is the hy-
ponyms obtained as the result; V L is a subset of RL for which we have higher confi-
dence, and V L is used for cross-validation. These two lists are updated in two iterations.

Figure 4 gives the decision process of candidate term verification. For a candidate
term c, if c is cross-validated by HTC with V L (Scenario 1 and Scenario 2 in Subsection
4.1), c is added to RL. Furthermore, if RHHDC constraint of c is satisfied, i.e.,
RHH(c) < t1 · RHH(c’s hypernym), then c is considered as a relevant term with high
confidence, and is added to VL. If RHHDC constraint of c is not satisfied, c is added to
RL only since it may indicate that c is a polysemous term like “scheme”.

If c is not cross-validated by HTC, but after we obtain the hyponyms of c, if the
hyponym overlapping proportion is large, i.e., HOP(c, r) > t2, this may indicate the
absence of some hyponymy relations. Therefore we regard c as a relevant term and add
c to RL. However, to be on the safe side, c is not added to V L.

For those terms that are neither cross-validated by HTC nor satisfying HOC con-
straint, they are discarded.

There still remains one problem to solve. Since there are no selected terms in the first
iteration, how can we validate candidate terms at the beginning? In our approach, given
the root term r, we get candidate hyponym c, and search c on the web. If r is extracted
as the hypernym of c, then c is selected. This seems trivial, but can effectively remove
some noises caused by html parsing errors, sentence segmenting errors, etc.

6 Experimental Results

We carried out two experiments under the root terms “programming language” and
“algorithm”. The root terms are assigned respectively by human in advance. Then the
system works automatically by our approach.

Our approach needs two parameters t1 and t2, which are set to 3 and 0.1 empirically.
These two parameters are fixed between the two experiments. The number of iterations
is limited to 3.
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Fig. 5. Percentage of correct candidate terms and number of incorrect terms in each iteration in
Experiment I before pruning by HHCs

Fig. 6. TP and TN of term verification in each iteration in Experiment I

6.1 Experiment I

In the first experiment, we discovered hyponymy under the root term “programming
language.” The system has totally accepted 975 terms and discarded 7002 terms. Full
sized evaluation is executed on the system-accepted terms; for those terms that are
discarded by our system, we randomly sample about 100 terms and report the sampling
statistics. Each term is annotated by human, which falls into three categories, namely
CORRECT, INCORRECT and BORDERLINE. Those in BORDERLINE category are not
counted in our result.

Accuracy of Term Verification. In this part, we evaluate our candidate term verifica-
tion approach based on hyponymy hierarchical characteristics.

In Figure 5, we present the percentage of the actual correct terms and the number of
incorrect terms in each iteration. In the first iteration, it achieves 82.11% accuracy for
the candidate terms that are extracted. In the second and third iteration, the accuracy
among the 3000-4000 total candidates is only about 13%. Therefore, the “irrelevant
term explosion” problem is severe in the iterative hyponymy discovery framework. Se-
lecting correct terms is like gold mining — finding small quantities of the wanted among
massive unwanted.

In our approach, candidate terms are verified semantically by hyponymy hierarchical
characteristics. True positive rate (TP ) and true negative rate (TN ) are used to evaluate
accuracy. Figure 6 shows TP and TN in the three iterations. Except for the special
treatment in the first iteration, TN rate is high (over 95%) in the remaining iterations,
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Table 1. Recall against Wikipedia list and TIOBE index

Our results
Standard

Wikipedia List TIOBE Top 20 TIOBE Top 50 TIOBE Top 100
# 693 645 20 50 100

Recall - 30.43% 100% 92% 79%

Fig. 7. Number of terms we get in each iteration in Experiment I

Fig. 8. Precision in each iteration in Experiment I

which ensures the system can work automatically and effectively. TP rate is relatively
low at the first glance, since our candidate verifying approach is very strict. One reason
for the low TP rate is that some programming languages are only mentioned in one
or a few scientific papers, and therefore it cannot be cross-validated by either HTC or
HOC. However, on second thought, it seems reasonable since we as human beings can
hardly confirm a hyponym of PL if it is mentioned only once on the web. Despite the
relatively low TP , the number of selected terms is large and the recall of commonly
used PL is also high.

As seen, the iterative process will introduce a huge number of irrelevant terms as
candidates. Our term verification method can effectively remove the irrelevant terms
before they grow exponentially.

Precision and Recall. In this part, we evaluate precision and recall of our result.
Figure 7 presents the number of new terms in each iteration. Totally, we get 692 cor-

rect hyponym terms under the term PL. We compare the number to two open hyponymy
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Table 2. Number of hyponyms under “programming language” in WordNet, WordNet+40k, and
our result

WordNet WordNet+40k Our result
34 77 692

Table 3. Number of hyponyms under “algorithm” in WordNet, WordNet+40k, and our result

WordNet WordNet+40k Our result
3 8 223

lexicons. In particular, one is WordNet 2.12 ; the other is an automatic enlarging of
WordNet by machine learning approaches [5]3, which adds up to 40,000 concepts to
WordNet. As shown in Table 2, the number of hyponyms we get is much more signifi-
cant than the other two related works.

Figure 8 shows the precision during the iterative searching process. The overall pre-
cision reaches 77.89%.4

Calculating recall is difficult because we can hardly find a complete, authentic gold
standard. WordNet is not suitable to be the gold standard since it suffers from severe
term sparseness. We find two lists that are suitable to compare our results to.

1. Wikipedia list5. Wikipedia reflects the collective wisdom of the online community.
Everyone can edit and contribute to Wikipedia so that this list is comparatively
complete, containing 645 instances of PL.

2. TIOBE index6, which lists top 20/50/100 PLs indexed by TIOBE programming
community. Comparing to TIOBE index, we can see the recall on common pro-
gramming languages.

Table 1 shows the number of concepts in the golden standards, and the recall cal-
culated against these standards. As we can see, more than 30% instances of Wikipedia
lists are recalled; for the TIOBE top 20/50/100 PL index, our recall is 100%, 92% and
79% respectively, which is also high.

This experiment shows our approach has acquired both high precision (77.89% on
average) and high recall against Wikipedia list and TIOBE index.

6.2 Experiment II

In the second experiment, we extract hyponymy relations under the root term “algo-
rithm”. The parameters of our algorithm remains unchanged.

Figure 9 presents the TP and TN of our term verification approach. As shown in
Figure 10, we totally obtain 379 terms under “algorithm” while the average precision

2 WordNet is available on http://wordnet.princeton.edu/
3 This work is available on http://ai.stanford.edu/˜rion/swn/
4 Those terms annotated as BOARDERLINE are not counted.
5 http://en.wikipedia.org/wiki/List_of_programming_languages
6 http://www.tiobe.com/index.php/content/paperinfo/tpci/
index.html

http://wordnet.princeton.edu/
http://ai.stanford.edu/~rion/swn/
http://en.wikipedia.org/wiki/List_of_programming_languages
http://www.tiobe.com/index.php/content/paperinfo/tpci/index.html
http://www.tiobe.com/index.php/content/paperinfo/tpci/index.html
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Fig. 9. TP and TR of term verification in each iteration in Experiment II

Fig. 10. Number of terms we get in each iteration in Experiment II

Fig. 11. TP and TN of term relevance verifying in each iteration in Experiment II

is 71.25%, which is also acceptable. The number of hyponyms is also more significant
than WordNet and WordNet+40k (See Figure3).

This experiment shows that our approach is general applicable since we do not
change the parameters.

From the two experiments, we can see that our approach has extracted a large number
of terms with high recall. Incorrect and irrelevant terms can be removed effectively, so
that the system can work iteratively and automatically.
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7 Conclusion

In this paper, we propose a domain hyponymy discovery approach with term verification
based on hyponymy hierarchy characteristics.

Our approach needs very few human supervision. Only a root concept should be given
in advance. Then the system can search for domain hyponymy relations automatically
and unsupervisedly. At the end of the process, we gain the “cohesive” hyponymy with
relatively high precision and recall, which forms the skeleton of the domain ontology.
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Abstract. The issue of sentence semantic similarity is important and essential 
to many applications of Natural Language Processing. This issue was treated in 
some frameworks dealing with the similarity between short texts especially 
with the similarity between sentence pairs. However, the semantic component 
was paradoxically weak in the proposed methods. In order to address this 
weakness, we propose in this paper a new method to estimate the semantic sen-
tence similarity based on the LMF ISO-24613 standard. Indeed, LMF provides 
a fine structure and incorporates an abundance of lexical knowledge which is 
interconnected together, notably sense knowledge such as semantic predicates, 
semantic classes, thematic roles and various sense relations. Our method proved 
to be effective through the applications carried out on the Arabic language. The 
main reason behind this choice is that an Arabic dictionary which conforms to 
the LMF standard is at hand within our research team. Experiments on a set of 
selected sentence pairs demonstrate that the proposed method provides a simi-
larity measure that coincides with human intuition. 

Keywords: Lexical semantic knowledge, ISO standard, similarity measure, 
sense relations, semantic classes, thematic roles. 

1 Introduction 

Determining semantic similarity measure between sentences  is one of the most fun-
damental and important tasks in the Natural Language Processing (NLP) domain and 
has a wide use in many text applications such as automatic translation, question ans-
wering systems, information extraction, and knowledge acquisition. 

Two sentences are considered to be similar if they are a paraphrase of each other; 
that is, they talk about the same event or idea judging from the common principal 
actors and actions, or if one sentence is a superset of the other. 

As sentence semantic similarity measure is increasingly in demand for a variety of 
applications, enormous achievements have been made recently in this area; which can 
be classified into three major groups: syntactic based methods [1], semantic based 
methods[2, 3] or hybrid methods [4, 5, 6]. These methods, which were proposed pre-
viously, typically compute sentence similarity based on the frequency of a word’s 
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occurrence or the co-occurrence between words. Although these methods benefit from 
the statistical information derived from the corpus, this statistical information is closer 
to syntactic representation than to semantic representation. 

Some authors have used knowledge bases such as WordNet [7] to compute the si-
milarity between two sentences based on synsets. Other authors have highlighted 
syntactic information -i.e. grammar dependency, common part of speech and word 
order -to calculate the semantic similarity between sentences. Most of these methods 
build on statistics corpuses, or lexical databases, such as WordNet, which provide that 
semantic information. 

The main interest of this paper is to propose a novel method for measuring seman-
tic similarity between sentences which takes into account lexical and semantic infor-
mation. The method measures sentence semantic similarity via the LMF (Lexical 
Markup Framework) standard [8]. In fact, the LMF incorporates diversified lexical 
knowledge at the morphological, syntactic and semantic levels. Furthermore, it is 
finely structured, which facilitates access to information. These lexical pieces of in-
formation are interconnected by relationships. For example, the senses can be related 
by semantic relationships such as synonymy or antonymy.  Also, the LMF standard 
identifies the syntactic-semantic relation. The originality of our approach is the hig-
hlighting of synonymy relations, semantic class and thematic role extracted from 
LMF to compute the sentence similarities. 

It is through the applications carried out on the Arabic language that our approach 
proved to be reliable. Two main reasons are behind this choice. The first one is that 
research on measuring sentence similarity for the Arabic language is often deficient 
and the second is that an Arabic dictionary which conforms to the LMF standard is at 
hand within our research team [9].   

The paper is organized as follows. First, we review the works related to our study. 
Next, we describe the new method for measuring sentence similarity. In section 4, we 
explain the experimental evaluation, including a presentation of the Arabic LMF 
standardized dictionary used in this study. Illustrative examples provide experimenta-
tion and experiment results that coincide with human perceptions. We summarize our 
research, draw some conclusions and propose future related works in section 5. 

2 Related Works 

During the last decade, there has been extensive literature on measuring the semantic 
similarity between short texts or sentences.  In this section, we examine some related 
works in order to explore the advantages and the limitations of previous methods. To 
compare the sentences similarity, the semantic and syntactic information is making 
contributions to the meaning of a sentence. Related works usually consider semantic, 
Part Of Speech (POS) and syntactic (word order) information or all of them combined 
to give an overall similarity of two compared sentences. 

Mandreoli et al. [1] proposed a method, adopting the Edit Distance as similarity 
measure between the parts of sentences; it analyzed the sentence contents in order to 
find similar parts. The disadvantage is that the method essentially focuses attention on 
the similarity of syntactic structure.  
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Hatzivassiloglou et al. [2] presented a composite similarity metric of short passages 
which uses only semantic information. The authors measured the semantic distance 
between pair of small textual units from multiple linguistic indicators such as word 
co-occurrence, matching noun phrases, WordNet synonyms, common semantic class 
for verbs and shared proper nouns. 

Mihalcea et al. [3] developed a method to score the semantic similarity of sen-
tences by exploiting the information that can be drawn from the similarity of the 
component words. Specifically, they used two corpus-based and six knowledge-based 
measures of word semantic similarity, and combined the results to show how these 
measures can be used to derive a text-to-text similarity metric, but the syntactic struc-
ture was ignored.  

Yuhua et al. [4] presented another hybrid method that combines semantic and word 
order information. The proposed method dynamically forms a joint word set using all 
the distinct words in the sentences. For each sentence, a raw semantic vector is de-
rived using the WordNet lexical database [7]. Again, a word order vector is associated 
with each sentence, with the assistance of the lexical database. Since each word in a 
sentence contributes differently to the meaning of the whole sentence, the significance 
of a word is weighted by using information content derived from a corpus. By com-
bining the raw semantic vector with the information content from the corpus, a se-
mantic vector is obtained for each of the two sentences. The Semantic similarity is 
calculated based on the two semantic vectors. An order similarity is calculated using 
the two order vectors. Finally, the sentence similarity is derived by combining seman-
tic similarity and order similarity.   

In [5], Xiaoying et al. measured semantic similarity between sentences with the 
Dynamic Time Warping (DTW) technique, which takes into account the semantic 
information, word order and the contribution of different parts of speech in a sen-
tence. 

Islam et al. [6] presented a method for measuring the semantic similarity of two 
texts from the semantic and syntactic information (in terms of common-word order) 
that they contain. The authors used a corpus-based measure of semantic word simi-
larity and a normalized and modified version of the Longest Common Subsequence 
(LCS) string matching algorithm. But, the judgment of similarity is situational and 
depends on time (the information collected in the corpus may not be relevant to the 
present). 

We can see that all of the methods described above exploit insufficiently the sen-
tence information and are not suitable for some applications. However, none of the 
researchers considered the semantic predicate (semantic arguments) of a sentence as 
the factors to be considered to calculate sentence similarity. Furthermore, understand-
ing a sentence depends on assigning its constituents to their proper thematic roles.  
Thus, the idea is to take advantage of the ISO standards proposed in this area, namely 
LMF. (ISO 24613) [8]. 

3 The Proposed Method 

The proposed method consists essentially to measure semantic similarity between 
sentences based on lexical and semantic information using LMF [8] in order to have a 
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semantic similarity score total (see Figure1). Before the measuring semantic similarity 
step between sentence S1 and S2, we perform a pre-processing step which eliminates 
punctuation signs in order to compare the important lexical units. Also, we should 
lemmatize the words of the sentence by reducing the words to their canonical forms 
(lemmas) by deleting all the grammatical inflections and derivations. 

 

Fig. 1. Sentence semantic similarity computation diagram 

Our semantic sentence similarity measure is based on two similarity levels, namely 
the lexical and the semantic ones using the LMF standard [8]. At the lexical level, we 
compare the lexical units constituting the sentences in order to extract lexically simi-
lar words. To compare the sentences lexically, we relied on the number of common 
terms between the sentences to compare. To calculate the degree of lexical similarity, 
which we call SL(S1,S2), using the Jaccard coefficient [10], we used the following for-
mula: 

 SL(S1,S2)= MC/ (MS1+MS2-MC)                            (1) 

Where: 

MC: the number of common words between the two sentences 
MS1: the number of words contained in the sentence S1 
MS2: the number of words contained in the sentence S2 

In the second similarity level, our method dynamically forms the Semantic Vectors 
(SV) based on the compared sentences. The number of entries of SV is equal to the 
number of distinct words in the treated sentences. In fact, we intend to present all the 
distinct words from S1and S2 in a list called T. For example,  if we have the sen-
tences: S1: “RAM keeps things being worked with”; S2: “The CPU uses RAM as a 
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short-term memory store”, then we will have after the pre-processing step T = {RAM, 
to keep, thing, being, to work, CPU, to  use, short-term, memory, store}. The process 
of deriving a semantic vector for S1and S2 is explained as follows: each entry of the 
semantic vector SViis determined by the semantic similarity of the corresponding 
word in T to a word in the sentence. The semantic similarity between words can be 
determined from one of two cases taking S1 as an example: 

Case1:  if Wi(the word at the position i in T)appears in the sentence S1 then SVi is set 
to 1. 

Case2: if Wi is not contained in S1, a semantic similarity score is computed between 
Wi and each word in S2, using the LMF standard. Indeed, the LMF model defines 
many types of semantic relationships (e.g., synonymy, antonymy, etc.) between the 
senses of two or several lexical entries by means of the SenseRelation class (see Fig-
ure2)as opposed to WordNet that defines the semantic relationships between con-
cepts. 

 

Fig. 2. Synonymy relation between two word senses 

Given two words W1 and W2, we need to find the semantic similarity Sim(W1,W2). We 
can do this by analyzing the relations between word meanings as follows: words are 
linked into a semantic relation in the LMF standard (in this paper, we are interested in 
the synonymy relation) and with relation pointers to other synsets. One direct method 
for words similarity calculation is to find the synonymy set of each word so as to 
detect the common synonyms between the two words. For example, the common 
synonyms between the words “stable’ and “constant” are “steady” and “firm” as the 
synonyms of “stable” are {steady, constant, enduring, firm, stabile} while the syn-
onyms of “constant” are {steady, abiding, firm, perpetual, hourly}. 

Once the two sets of synonyms for each word have been collected, we calculate the 
degree of similarity between them using the Jaccard coefficient [10]: 

 Sim(W1,W2)=MC/(MW1+MW2-MC)                            (2) 

Where:  
MC: the number of common words between the two synonym sets  
MW1: the number of words contained in the W1 synonym set 
MW2: the number of words contained in the W2 synonym set 
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Thus, the most similar word in sentence i to the Wi is one that has the highest simi-
larity score δ. If δ exceeds a preset threshold, then Si=δ; otherwise Si=0. 

From the semantic vectors generated as described above, we compute the degree of 
semantic similarity that we note SM(S1,S2)using the Cosine similarity. 

 SM(S1,S2)= V1.V2/(||V1||*||V2||)                            (3) 

Where: 
V1: the semantic vector of sentence S1 
V2: the semantic vector of sentence S2 

 

On the other hand, the semantic class and the thematic role for each semantic ar-
gument of sentence provide information about the relationships between words. The-
reby, the two semantic pieces of information play a role in conveying the meaning of 
sentences. For example, in the sentence "Susan ate an apple", “Susan” is the doer of 
the eating, so she is an agent as thematic role and human as semantic class; the apple 
is the item that is eaten, so it is a patient as thematic role and vegetal as semantic 
class.   Also, there is a variety of semantic classes and thematic roles described in 
linguistics. In our method, these bits of information are extracted from the semantic 
argument class of LMF associated to a semantic predicate (see Figure3).  

 

Fig. 3. Illustration of the semantic predicates and the semantic arguments 

Indeed, LMF standard presents for each sense many semantic predicates that are 
interconnected at the syntactic level via the Predicative Representation class. In our 
method, these semantic predicates are provided by an expert according to the LMF 
structure. The pairs of semantic arguments are considered similar if they have the 
same attributes like thematic role and semantic class. 
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At this level, we calculate the degree of similarity between the two sentences S1 
and S2 from the common semantic arguments between the pair of sentences, which 
we call SSM(S1,S2), using the Jaccard coefficient [10]: 

 SSM(S1,S2)= ASC/(ASS1+ASS2-ASC)                           (4) 

Where: 

ASC: the number of common semantic arguments between the two sentences 
ASS1: the number of semantic arguments contained in the sentence S1 
ASS2: the number of semantic arguments contained in the sentence S2 

 
The combined sentences similarity represents the overall sentence similarity, which 

is the sum of the lexical and semantic similarities calculated as follows: 

 Sim(S1,S2)= λ * SL(S1,S2)+ β * SM(S1,S2)+ γ * SSM(S1,S2)                   (5) 

Where λ, β, γ<1 decides the relative contributions of the lexical and semantic in-
formation to the overall similarity computation. Since the lexical similarity plays a 
subordinate role for semantic similarity processing of sentences, β and γ should be a 
value greater than λ. These coefficients are fixed by an expert.  

After the calculation of the similarity score, we will fix a threshold for judging the 
similarity between sentences. Besides, the threshold varies from one context to anoth-
er and є [0, 1]. The score similarity between two sentences, S1, S2, can be resolved 
from one of two cases: 

Case1: if (Sim(S1,S2)<threshold) then the sentences are distinct. 
Case2: if (Sim(S1,S2)>=threshold) then the sentences are similar. 

4 Case Study on the Arabic Language 

In the experimentation of the proposed method, we used the Arabic LMF standardized 
dictionary [8]. In the following subsections, we will first present the LMF standar-
dized Arabic dictionary. Then, we will show the results of applying the three stages of 
our approach to the chosen two example sentences. And finally, we will evaluate our 
similarity algorithm experimentally on a set of sentence pairs and compare it with 
human perceptions and we will exhibit the performance of the prototype realized. 

4.1 General Features of the LMF Arabic Dictionary 

The Arabic LMF standardized dictionary was developed within our research team 
MIR@CL [9]. It is currently composed of 38423 lexical entries, 28786 semantic rela-
tionships and 8278 semantic predicates. In addition, thanks to the LMF meta-model, 
our dictionary would certainly be finely structured, cover lexical knowledge at the 
morphological, syntactic and semantic level and be an extendable resource that could 
be incremented with entries and lexical properties, extracted from other sources (e.g., 
Arabic lexicons, text corpora, etc.). Figure 4 below shows the principal classes and 
attributes of the Arabic LMF dictionary. 
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Fig. 4. LMF Arabic standardized dictionary model 

4.2 Experimentation 

To illustrate the proposed method on an Arabic sentence pair, we provide below a 
detailed description of two examplesof sentence. 
S1:  بَطْنِيأُحِسُّ بِأَلَمٍ فِي (>uHis¨u bi >alamN fi bat°ny) [I feel pain in my belly]   
S2:ِحَسّأَ بالْوَجَع  (>aHas¨a bi >alwajaEi) [He feels of the ache] 

For the step of pre-processing the sentence pair, we give the set of words as fol-
lows: for S1{ طْنٌأَحَسَّ، بِ، أَلَمٌ ، فِي ، بَ } and for S2 { حَسَّ، بِ ، وَجَعٌأَ }. 

From S1 and S2, the lexical similarity between the two sentences is SL(S1,S2)= 2/6. 
In the second step, the semantic similarity which is derived from the semantic vec-

tors for S1 and S2 is shown in Table 1. 

Table 1. Process for deriving the semantic vectors 

 أَحَسَّ بِ أَلَمٌ فِي بَطْنٌ وَجَعٌ 
V1 2/5 1 1 1 1 1 
V2 1 0 0 2/5 1 1 

In Table1, the first row lists the distinct words T= { ٌأَحَسَّ، بِ، أَلَمٌ ، فِي ، بَطْنٌ,وَجَع}. For 
each word in T, if the same word exists in S1 or S2, the value of similarity is 1. Oth-
erwise, the value of semantic vector cell is the highest similarity value. For example, 
the word “ٌوَجَع” [ache] is not in S1, having the following synonym list 
(Ea*AbN) عَذَاب،(alamN<)أَلَم} وَصَب ،   (waSabN), تَأَوُّه (ta>aw¨uhN)}, the most similar 
word is “ٌأَلَم” [pain] which is the pursuant list synonym { َوَجَع(wajaEN), َابعَذ  
(Ea*AbN), َبوَص  (wasSabN)}, with a similarity of 2/5. 
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From S1 and S2, the semantic similarity between the two sentences is 
SM(S1,S2)=0.65.  

Besides, the similarity between S1 and S2is derived from common semantic argu-
ments. The syntactic-semantic similarity SSM(S1,S2) is  2/3 as the semantic arguments 
for the first  sentence are {{agent, human}, {Force, inanimate}, {location, inani-
mate}} and for  the second sentence are {{agent, human}, {Force, inanimate}}. 

Finally, the similarity between the sentences “أُحِسُّ بِأَلَمٍ فِي بَطْنِي” and “ِأَحَسَّ بِالوَجَع” is 
0.624, using the coefficient 0.2for λ and 0.4 for β and γ. 

This pair of sentences has only one co-occurrence word, “َّأَحَس”, but the meaning of 
the sentences is similar. Thus, the proposed method gives a relatively high similarity. 
This example demonstrates that the proposed method can capture the meaning of the 
sentence independently of the co-occurrence of words. 

4.3 Experiment Results 

In our experiments, we used the Arabic normalized dictionary [9] as the main seman-
tic and syntactic knowledge base to get the synonymy relation between words, seman-
tic class and thematic role of semantic arguments which are linked to semantic  
predicate that is specified to a noun or a verb.  These attributes are considered in 
order to compute the degree of semantic similarity.  

In order to evaluate our similarity measure, we constructed a data set of about 1350 
sentence pairs using Arabic dictionaries such as AlWasit [11], AlMuhit [12] and Lis-
san AlArab [13]. The selected pairs of sentences are categorized as follows: defini-
tions related to one word sense, definitions related to different senses for the same 
word, examples related to one word sense, examples related to different definitions of 
one word, sentences having the same verb or subject or object complement with dif-
ferent contexts and presented respectively in Table 2 below. For each category we 
will give two exemplars. 

Moreover, the threshold of similarity between the selected sentences varies from 
one context to another and should have a value greater than 0.5. In this way, we em-
pirically found a threshold 0.6 for definitions and examples related to one sense, and 
for definitions and examples related to different senses. Also, we have fixed the coef-
ficient 0.2 for lexical similarity and 0.4 for semantic similarity. 

An initial experiment on this data illustrates that the proposed method provides si-
milarity measures that are fairly consistent with human knowledge as shown below in 
Table2. 

Our algorithm‘s semantic similarity measure achieved reasonable results that were 
measured using recall (6) and precision (7) metrics. 

Recall = Number of similar sentences identified /Total number of similar sentences (6) 

Precision= Number of similar sentences identified/ Total number of sentences     (7) 

 



102 W. Wali, B. Gargouri, and A. Ben Hamadou 

 

Table 2. Semantic similarities between Arabic selected sentence pairs 

 
Sentence pair 

 
English translation 

O
ur

 
M

ea
su

re
 

H
um

an
-

si
m

ila
ri

ty
 

(y
es

/n
o)

 

 الْوَقْتُ الْمُمْتَدُّ مِنَ الْفَجْرِ إِلَى غُرُوبِ الشَّمْسِ
[alwaqotualmumotadu mina 
alfajri<lYgurubial$amsi] 

 
مِقْدَارَهُ مِنْ طُلُوعِ الشَّمْسِ إلَى زَمنٌ 

 غُرُوبِهَا
[zamanNmiqodArahu min  
TuluEial$amsi<lYgurubihA] 

The time from dawn to 
sunset 

 
 

Time from sunrise to sunset 

 
 
 

0.76 

 
 
 

Yes 

 أَآَلَ غَدَاءَهُ بِشَهِيَّةٍ
[>akalagadA’ahubi$ahiyatK] 

الحَطَبَأَآَلَتِ النَّارُ   
[>akalatialnArualHaTaba] 

He ate his lunch with ap-
petite 
 
The fire destroyed the wood 

 
 

0.17 

 
 

No 

 حَلَأَ فٌلَانٌ دِرْهَمًا
  [Hala>a fulAnNdirhamF] 

 حَلَأَهُ دِرْهَمًا
[Hala>ahudirhamF] 

Someone gave money 
 

He gave him money 
 

 
0.63 

 
Yes 

مَوْعِدَ الاجْتِمَاعِ إِلَى يَوْم آخَرَأجَّلَ   
[>aj¨lamawoEda 
al<jtimAi<lYyawomK |xra] 

 لاَ تُؤَجِّلْ عَمَلَ اليَوْمِ إِلَى غَدٍ
[La 
tu&aj¨loEamalaalyawomi<lYgd
K] 

The date of the meeting 
has been delayed to an-
other day.  

 
Do not delay today's work 
until tomorrow 

 
 

0.4 

 
 

No 

 مَالَ عَنِ الطَرِيقِ المُثسْتَقِيم
[mAlaEanialTariqialmustaqimi] 

 مَالَتْ السيَارَةُ عنِ الطَرِيقِ
[mAlatoalsay¨AratuEanialTariqi] 

He deviated from the right 
way  
The car deviated from the 
road 

 
0.4 

 
No 

 آتَب له الأرض
[katabalahu al>aroDa] 

له رِسَالَةًآتَب   
[katabalahurisAlatF] 

He gave him the land  
 

He wrote him a letter 

 
 

0.46 

 
 

No 

Table 3 shows respectively the precision and the recall obtained by a prototype that 
is implemented in Java and whose performance was evaluated on a data test set of 
1350 Arabic sentences. 

 



 Using Standardized Lexical Semantic Knowledge to Measure Similarity 103 

 

Table 3. The developed prototype performance 

Recall  0.812 
Precision  0.722 
F-measure  0.764 

The results indicate that the prototype has the capability to detect precisely the se-
mantic similarity between sentences. In addition, the performance of our prototype is 
dependent on the stemming system, syntactical analyzer, synonyms and semantic 
predicates retrieved from Arabic LMF dictionary [9].According to a comparative 
evaluation study of Arabic language stemmers [14] and syntactical analyzers, MADA 
[15] and the Stanford parser [16] achieves the highest accuracy. So, we do not expect 
to increase the performance of our prototype by using other stemmers or syntactical 
parsers. However, using other types of relations such as hyponymy might impact its 
performance. 

5 Conclusion 

In this paper, we have proposed a new method of measuring semantic similarity be-
tween sentences from the LMF standard (ISO-24613). The originality of this ap-
proach lies in the use of a unique, finely-structured source which is rich in lexical and 
conceptual knowledge. The measure of semantic sentence similarity is started with a 
pre-processing phase and is based on lexical information on the similarity between 
words in the pairs of sentences, semantic information on  synonymy relations be-
tween the words composing the sentences and similarity between semantic arguments 
(semantic class+ thematic role) of the words of the sentence. Finally, we have pre-
sented and discussed a series of experiments to demonstrate the effectiveness of our 
method on a large set of Arabic sentences. The results indicate that the prototype rea-
lized has the capability to detect precisely the semantic similarity between Arabic 
sentences. Besides, the proposed approach has proven to be reliable through the ap-
plications carried out on the Arabic language whose choice is explained by two main 
motives. The first one is the great lack of research on measuring sentence similarity 
for the Arabic language and the second is the availability within our research team of 
an LMF standardized Arabic dictionary as well as NLP tools. Currently, we enriched 
a varied sentence pair to compare with human ratings. As for the future perspectives 
to our work, we will improve the algorithm to disambiguate word sense using the 
surrounding words to give a little contextual information. In addition, we will  
ameliorate other types of relationships such as hyponymy. Finally, we will apply ma-
chine learning to determine the good coefficients (λ, β, γ) for computing semantic 
similarity. 
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Abstract. For classification of time series, the simple 1-nearest neighbor (1NN) 
classifier in combination with an elastic distance measure such as Dynamic 
Time Warping (DTW) distance is considered superior in terms of classification 
accuracy to many other more elaborate methods, including k-nearest neighbor 
(kNN) with neighborhood size k > 1. In this paper we revisit this apparently  
peculiar relationship and investigate the differences between 1NN and kNN 
classifiers in the context of time-series data and constrained DTW distance. By 
varying neighborhood size k, constraint width r, and evaluating 1NN and kNN 
with and without distance-based weighting in different schemes of cross-
validation, we show that the first nearest neighbor indeed has special signific-
ance in labeled time-series data, but also that weighting can drastically improve 
the accuracy of kNN. This improvement is manifested by better accuracy of 
weighted kNN than 1NN for small values of k (3–4), better accuracy of 
weighted kNN than unweighted kNN in general, and reduced need to use large 
values of constraint r with weighted kNN. 

Keywords: Time series, Dynamic Time Warping, global constraints, classifica-
tion, k-nearest neighbor. 

1 Introduction 

A time series represents a series of numerical data points in successive order, usually 
with uniform intervals between them. This form of data can appear in almost every 
aspect of human activity including: representing social, economic and natural pheno-
mena, medical observations, results of scientific and engineering experiments, etc. 
Time-series mining is the subfield of artificial intelligence where different data min-
ing methods are applied on time-series data in order to understand the phenomenon 
which generated those time series. These methods include classification, clustering, 
anomaly detection, prediction, and indexing. 
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The choice of appropriate distance/similarity measure is a crucial aspect of time-
series mining since all mentioned methods explicitly or implicitly use distance meas-
ures. These measures should be carefully defined in order to reflect the essential  
similarities between time series which are commonly based on shapes and trends. 
Research in this field yielded several distance measures – from Euclidean distance [1] 
as the most simple and intuitive to the more sophisticated distance measures such as 
Dynamic Time Warping (DTW) [2], Longest Common Subsequence (LCS) [3], Edit 
Distance with Real Penalty (ERP) [4] and Edit Distance on Real sequence (EDR) [5]. 

Unfortunately, the quality of distance measures is usually hard to evaluate since the 
notion of similarity is a very subjective and data-dependent issue. The most common 
approach to the assessment of distance measures in the literature [6,7,8] is through 
evaluation of classification accuracies of distance-based classifiers. The quality of the 
nearest-neighbor based techniques strongly depends on the quality of the used dis-
tance measures, which makes the NN classifier very suitable for distance-measure 
assessment. Furthermore, the simple 1NN classifier is selected in several works [7, 9], 
as one of the most accurate classifiers for time-series data, demonstrating comparable 
and even superior performance than many more complex classification approaches, 
including the k-nearest neighbor classifier with k > 1. 

The main goal or this paper is to provide a more detailed investigation of differ-
ences between 1NN and kNN classifiers in the context of time-series data and DTW 
distance. We will show that the accuracy of kNN can be improved and made superior 
to 1NN when the importance of the first neighbor is taken into account. The rest of 
the paper is organized as follows: next section gives some basic facts and an overview 
of the recent work in this area. Section 3 presents the detailed results of our experi-
ments which are conducted on 46 datasets available from [10]. The final section con-
tains conclusions drawn from the experiments, as well as possibilities for future work. 

2 Background and Related Work 

The advantages of Euclidean distance (easily implementable, fast to compute and  
represents a distance metric) have made it, over time, probably one of the most com-
monly used similarity measure for time series [11,12,13,14]. However, due to the 
linear aligning of the points of the time series it is sensitive to distortions and shifting 
along the time axis [15, 16]. To address this shortcoming, many different elastic simi-
larity measures were proposed. Among them, some of the most widely used and stu-
died are Dynamic Time Warping (DTW) and Longest Common Subsequence (LCS), 
and their extensions, Edit Distance with Real Penalty (ERP) and Edit Distance on 
Real sequence (EDR). 

Implementations of these elastic similarity measures are based on dynamic pro-
gramming: in order to determine the similarity between two time series we need to   
compare each point of one time series with each point of the other one. This can lead 
to pathological non-linear aligning of the points (where a relatively small part of one 
time series maps onto a large section of the other time series) and slow down the 
computations. One way to avoid these adverse effects is to constrain the warping path 
using the Sakoe-Chiba band [17]. 
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It is reported that the elastic measures can have better classification accuracy than 
Euclidean distance and that constraining the warping window can further improve the 
accuracy of these measures [7, 9]. In [18] and [19] we have shown that when the con-
straint parameter is tight enough (less than 15%-10% of the length of the time series), 
constrained versions of the elastic measures (DTW, LCS, ERP and EDR) become 
qualitatively different from their unconstrained counterparts (in the sense of produc-
ing significantly different 1-nearest neighbor graphs). In [9] and [15], based on expe-
riments using a limited number of datasets it is reported that narrow constraints (less 
than 10% of the length of time series) are necessary for accurate DTW and that a  
warping window which is too large may actually deteriorate classification accuracy. 

All mentioned experiments for distance-measure assessment were conducted with 
1NN classifier as it was shown that it gives among the best results (compared to many 
not only distance-based classifiers) with time-series data [7, 9]. This fact strongly 
indicates that the first neighbor has particularly important meaning in the time-series 
datasets. In [20], the reasons and origins of this special behavior of the first neighbor 
are investigated, and related with the observed diversity of class labels in k-
neighborhoods. In this paper, we will compare the accuracies of 1NN and kNN clas-
sifiers when using the DTW time-series distance measure in order to understand the 
special meaning of the first neighbor. Furthermore, we will attempt to improve the 
accuracy of kNN by favoring the first (few) neighbors. 

3 Experimental Results 

Through extensive experiments in this section we will investigate the suggestions and 
findings regarding the influence of the Sakoe-Chiba band on the Dynamic Time 
Warping similarity measure, 1NN and kNN classifiers discussed above. We will ob-
serve the following widths of the warping window: 100% (the unconstrained similari-
ty measure), 90%, 80%, 70%, 60%, 50%, 45%, 40%, 35%, 30%, and all values from 
25% to 0% in steps of 1%. These values were chosen based on reports that the meas-
ures with larger constraints behave similarly to the unconstrained ones, while the 
smaller constraints show more apparent discrepancies [7, 9, 15, 18, 19]. 

We are going to report the minimal value of the warping window that maximizes 
the classification accuracy of the k-nearest neighbor classifier for a large number of 
datasets. This classifier is chosen taking into account that among many classification 
methods (decision trees, neural networks, Bayesian networks, support vector machines, 
etc.) simple nearest-neighbor methods often give the best results when working with 
time series [7, 9]. In addition to that, the quality of distance/similarity measure directly 
influences the accuracy of the NN classifier, which makes it appropriate for dis-
tance/similarity measure assessment. 

To obtain a better insight into the impact of constraining the warping window our 
experiments encompass five different evaluation methods of classification accuracy: 
leave-one-out (LOO), stratified 9-fold cross-validation (SCV1x9), 5 times repeated 
stratified 2-fold cross-validation (SCV5x2), 10 times repeated stratified 10-fold cross 
validation (SCV10x10) and 10 times repeated stratified holdout method (SHO10x) 
using two-thirds of available time series for training and one third for testing. The 
datasets are randomly shuffled in each run. Furthermore, we observe the unweighted 
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and the weighted kNN classifier with the values of parameter k in range from 1 to 30. 
Weights are calculated by the formula 1/d(q,c)2 where d(q,c) denotes the distance 
between the time series q and c [21]. 

The experiments were conducted on 46 datasets from [10], which includes the ma-
jority of all publicly available, labeled time-series datasets in the world (Table 1). In 
addition to that, this collection of datasets is most commonly used for validation of 
different time-series mining concepts. They originate from a plethora of different 
domains, including medicine, robotics, astronomy, biology, face recognition, 
handwriting recognition, etc. The length of time series varies from 24 to 1882 depend-
ing of the dataset. The number of time series per dataset varies from 56 to 9236 and 
the number of classes varies from 2 to 50. 

Table 1. Properties of the data sets 

Data set Size Length Classes Data set Size Length Classes 
50words 905 270 50 mallat 2400 1024 8 

adiac 781 176 37 medicalimages 1141 99 10 

beef 60 470 5 motes 1272 84 2 

car 120 577 4 noninvasivefatalecg_thorax1 3765 750 42 

cbf 930 128 3 noninvasivefatalecg_thorax2 3765 750 42 

chlorineconcentration 4307 166 3 oliveoil 60 570 4 

cinc_ecg_torso 1420 1639 4 osuleaf 442 427 6 

coffee 56 286 2 plane 210 144 7 

cricket_x 780 300 12 sonyaiborobotsurface 621 70 2 

cricket_y 780 300 12 sonyaiborobotsurfaceii 980 65 2 

cricket_z 780 300 12 starlightcurves 9236 1024 3 

diatomsizereduction 322 345 4 swedishleaf 1125 128 15 

ecg200 200 96 2 symbols 1020 398 6 

ecgfivedays 884 136 2 synthetic_control 600 60 6 

faceall 2250 131 14 trace 200 275 4 

facefour 112 350 4 twoleadecg 1162 82 2 

fish 350 463 7 twopatterns 5000 128 4 

gun_point 200 150 2 uwavegesturelibrary_x 4478 315 8 

haptics 463 1092 5 uwavegesturelibrary_y 4478 315 8 

inlineskate 650 1882 7 uwavegesturelibrary_z 4478 315 8 

italypowerdemand 1096 24 2 wafer 7164 152 2 

lighting2 121 637 2 wordssynonyms 905 270 25 

lighting7 143 319 7 yoga 3300 426 2 

 
The Unweighted kNN Classifier. In Fig. 1 we can clearly notice that the relationship 
between the parameter k and the average smallest error rate is almost linear – the 
growth of parameter k leads to the decline of classification accuracy. The highest 
average classification accuracy (88.772%) was achieved with the 1NN classifier and 
the LOO evaluation method and the lowest one (74.536%) with the 30NN classifier 
and the SCV5x2 evaluation method (Table 2). 
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In case of the unweighted kNN classifier the average width of the smallest warping 
window which gives the lowest error rate for DTW varies in the range from 3.783 to 
10.087. We can see that the increase of the parameter k implies the growth of the 
average warping window widths (Fig. 2): we need wider and wider windows to get 
the best accuracy. The smallest average warping window (3.783) was obtained using 
the LOO evaluation method and the 1NN classifier and the largest one (10.087) with 
the SHO10x evaluation method and the 24NN classifier (Table 3). 

 

 

Fig. 1. Average lowest error rates for DTW with unweighted kNN 

Table 2. Minimum and maximum of the average lowest error rates for DTW with unweighted 
kNN 

MIN MAX MAX-MIN 
error k error k 

LOO 11.228% 1 19.317% 30 8.089 
SCV1x9 11.494% 1 19.636% 30 8.142 
SCV5x2 13.628% 1 25.464% 30 11.836 
SCV10x10 11.410% 1 19.701% 30 8.291 
SHO10x 12.471% 1 22.223% 30 9.752 
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Fig. 2. Average smallest warping window widths for DTW with unweighted kNN 

Table 3. Minimum and maximum of the average smallest warping window widths for DTW 
with unweighted kNN 

MIN MAX MAX-MIN 
r k r k 

LOO 3.783 1 7.652 30 3.870 
SCV1x9 4.065 1 8.587 30 4.522 
SCV5x2 4.913 1 9.935 24 5.022 
SCV10x10 4.261 1 8.565 21 4.304 
SHO10x 4.000 1 10.087 24 6.087 

 
The Weighted kNN Classifier. Looking at the chart in Fig. 3 we can see that in the 
case of DTW the use of weights changes the influence of the parameter k on the accu-
racy of classification: instead of 1NN the smallest average error rates were achieved 
with 3NN (or 4NN in the case of SCV5x2 and SHO10x). After a brief decline and 
reaching the minimum value, the error rates begin to grow again, similarly as in the 
case of the unweighted kNN classifier but visibly slower. The attained maximum 
values of the classification errors are more than 1.5 times less than without weights 
(Table 4). The highest average classification accuracy was achieved by LOO and the 
lowest one by SCV5x2. 

Fig. 4 shows that the introduction of weights into the kNN classifier noticeably al-
leviates the growth of the average warping window widths. In this case the largest 
average warping window (6.848) was achieved by the combination of the 8NN  
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classifier and the SCV5x2 evaluation method (Table 5). The smallest average warping 
window (3.783) was obtained using the 1NN classifier and the LOO evaluation me-
thod. The differences between the minimum and maximum average r values are about 
two times smaller than in the case of the unweighted kNN classifier. 

 

Fig. 3. Average lowest error rates for DTW with weighted kNN 

Table 4. Minimum and maximum of the average lowest error rates for DTW with weighted 
kNN 

MIN MAX MAX-MIN 
error k error k 

LOO 10.923% 3 12.256% 30 1.333 
SCV1x9 11.072% 3 12.426% 30 1.354 
SCV5x2 13.468% 4 14.970% 30 1.502 
SCV10x10 11.134% 3 12.412% 30 1.278 
SHO10x 12.177% 4 13.527% 30 1.350 
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Fig. 4. Average smallest warping window widths for DTW with weighted kNN 

Table 5. Minimum and maximum of the average smallest warping window widths for DTW 
with weighted kNN 

MIN MAX MAX-MIN 
r k r k 

LOO 3.783 1 6.087 19 2.304 
SCV1x9 3.935 6 6.370 23 2.435 
SCV5x2 4.913 1 6.848 8 1.935 
SCV10x10 4.109 6 6.043 7 1.935 
SHO10x 4.000 1 6.304 25 2.304 

4 Conclusions and Future Work 

The results of experiments clearly confirmed the special importance of the first 
neighbor in time-series data. As seen in Fig. 1, the error rate of the unweighted kNN 
classifier almost linearly grows as the number of neighbors k grows. The kNN clas-
sifier actually gives the best results for the value k = 1 when considering k neighbors 
without a weighting scheme. On the other hand, when the weighting scheme is intro-
duced (Fig. 3) the situation is changed to some extent. The best results are obtained 
for the value k = 3. Furthermore, the weighting scheme which favors the first neigh-
bor significantly improved the accuracy for all values ok k. 

When observing the value of constraint (Fig. 2 and 4) the introduction of the 
weighting scheme has an important impact. For unweighted kNN, the value of the 
constraint grows as k grows. On the other hand, with the weighting scheme the value 
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of the constraint remains approximately the same for all values of k. In addition, the 
difference between minimum and maximum values of constraints is about two times 
smaller with the weighting scheme. 

All these observations indicate that favoring the first neighbor with a weighting 
scheme improves the quality and stability of kNN. The first neighbor has a special 
meaning in time-series data and taking this fact into consideration can significantly 
improve the quality of kNN for all values of k, by making it even more accurate than 
1NN for some small values of k. 

In future work, it would be interesting to investigate the influence of weighting on 
other popular time-series distance measures like Euclidian distance, LCS, EDR, ERP, 
etc. In addition, the behavior of other weighting schemes [21, 22, 23, 24] we believe 
also warrants further investigation. 
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Abstract. FCM is a popular clustering algorithm and applied in various
areas. However, there are still some problems to be solved including
the selection of weighting exponent m and convergence analysis. In this
paper, we present an efficient method to identify the proper range of
m and convergence rate by a new Jacobian matrix of FCM. A series
of experimental results on both synthetical data and real-world data
validate the proposed theoretical results.

Keywords: FCM, Convergence, Parameter Selection, Jacobian Matrix.

1 Introduction

Clustering analysis is an unsupervised learning method, which aims to partition
data into groups such that the objects in each group share some similarity.
The partitions should be such that patterns are homogeneous within the groups
and heterogeneous between the groups. Clustering analysis has been used as a
knowledge discovery tool or a preprocessing step in various areas [10, 11]. The
existing methods can be roughly divided into two categories: hard clustering and
fuzzy clustering. Among them, fuzzy clustering extends the notion of partition
to associate each point with every cluster using a membership function whose
values span from zero to one [2, 5] . Fuzzy C-means (FCM) is one of the most
important fuzzy clustering algorithms. It has been widely used in various areas
such as pattern recognition, text mining, image processing, bioinformatics, social
computing, and etc.

Even though FCM is popular, there are still some problems to be solved. One
is the selection of weighting exponent m. When m approaches one, the FCM
algorithm is close to hard C-means algorithm, while FCM will output a mass
center of the data set when m approaches infinity. Thus, the weighting exponent
plays an important role in FCM and it is necessary to determine proper value
for m. In the literature, the heuristic strategies are usually used to set m. Pal
and Bezdek [14] showed that it is probably in the interval [1.5, 2.5], and similar
suggestions are given in [4, 6]. Ozkan and Turksen [13] demonstrated that the
upper and lower bounds of fuzziness values are 2.6 and 1.4. Most researchers have
empirically proposed m = 2 in practice. The above recommendations are based
on empirical studies. Yu et al. [16] firstly gave the theoretical rules to select m
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via Hessian matrix of the FCM objective function. However, it is time-consuming
to compute the Hessian matrix.

The other issue is the convergence analysis of FCM clustering process. The
convergence of FCM has been studied in literature [2, 3, 7, 8] which proved that
FCM can converge to a local minimum. The question is how fast FCM can
obtain its optimal solution. Groll and Jakel [7] showed that FCM converges
linearly near a nonsingular local minimum, which is obtained by using the Taylor
expansion of the objective function and its corresponding Hessian matrix. Selim
and Ismail [15] used the Hessian matrix to show the convergence property of
FCM. Recently, Yu et al. [16] adopted Hessian matrix as a criterion to decide
the local optimality of a point for the FCM algorithm. However, the elements
of Hessian matrix have different expressions which increases the difficulty of
studying its properties.

In order to handle these issues, in this work, we adopt a Jacobian matrix
of the FCM algorithm to identify the proper range of weighting exponent m
and provide the convergence rate of FCM at the convergence point. To our
best knowledge, this is the first work to demonstrate the relation between the
convergence rate at the optimal point and the clustering performance of FCM.

The rest of the paper is organized as follows. Section 2 gives the FCM algo-
rithm and the related theoretical result on m selection. In Section 3, we consider
the Jacobian matrix of the FCM and its theoretical analysis. In Section 4, we
conduct a series of experiments to validate our theoretical results. A brief con-
clusion is given in Section 5.

2 The FCM Algorithm

FCM is known to produce reasonable partitionings of the original data in many
areas since Dunn [5] and Bezdek [2] proposed it. The aim of FCM is to find
a fuzzy partition of a data matrix X = {x1, x2, . . . , xn} consisting of n data
points xk ∈ Rs. The fuzzy partition of X forms c clusters (2 ≤ c < n) with
centers V = {v1, v2, . . . , vc} and vi ∈ Rs. The corresponding fuzzy membership
are (c× n)-matrices U from the set

M =

{

U = [uik]c×n

∣
∣
∣
∣∀i, ∀k, uik ∈ [0, 1],

c∑

i=1

uik = 1,

n∑

k=1

uik > 0

}

. (1)

Then the objective function of FCM is defined as

Jm(u, v;x) =

n∑

j=k

c∑

i=1

um
ik‖xk − vi‖2 (2)

where ‖ · ‖ denotes the Euclidean distance between the point xk and the ith
cluster center vi. The parameter m (1 < m < ∞) is the weighting exponent or
fuzzifier.
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The minimization problem in (2) can be implemented by the alternating op-
timization procedure (AO) [2]. Starting with an initial selection of cluster cen-
troids, AO iteratively updates the fuzzy membership U by fixing cluster centers
V , and updates V by fixing Uwith the following equations until the stop condi-
tion is satisfied.

uik =
d

1
1−m

ik
∑c

i=1 d
1

1−m

ik

, (3)

where
dik = (xk − vi)

T (xk − vi),

and

vi =

∑n
k=1 u

m
ikxk∑n

k=1 u
m
ik

. (4)

A detailed description of the classical FCM algorithm and its variants is offered
in [9]. To date, there are several key issues to be solved including the analysis
of convergence, setting the weighting exponent value, the effect of centers ini-
tialization, the influence of the distance measure, and etc. In this paper, we will
limit to highlight the former two issues.

From the solutions (3) and (4) for U and V , it can be seen that choosing a
suitable weighting exponent is very important to obtain final reasonable clus-
tering results. In the literature, m is usually chosen based on empirical studies.
Recently, Yu et al. [16] firstly gave the following two theoretical rules to select
m via Hessian matrix of the objective function (2).

Rule 1: m ≤ min{s,n−1}
min{s,n−1}−1 , if min{s, n− 1} ≥ 3,

Rule 2: m ≤ 1
1−2λmax(FU∗ ) , if λmax(FU∗) < 0.5.

where FU∗ = (fU∗
kr )n×n, fU∗

kr = 1
n

(xk−x)T

‖xk−x‖
(xr−x)T

‖xr−x‖ with x = 1
n

∑n
k=1 xk, and

λmax(FU∗) is the maximum eigenvalue of the matrix FU∗ . However, the Hessian
matrix is too complex to theoretically judge whether or not the FCM algorithm
converges to a local minimum although it can lead to a theoretical range for
weighting exponent. In next section, we will use a new Jacobian matrix of the
FCM alternating optimization algorithm to find the proper range of m and the
convergence rate at the convergence point.

3 Jacobian Matrix Analysis of the FCM Algorithm

In theory, the Hessian matrix of objective function is able to judge whether the
algorithm can converge to an optimal point. In literatures, the Hessian matrix has
been used to show the algorithm convergence properties such as EM algorithm
[12] and FCM algorithm [15,16]. However, the elements of Hessian matrix have
different expressions, which increases the difficulty of studying its properties.
In this section, therefore, we study the Jacobian matrices with respect to fuzzy
membership U and cluster centroids V , and give the theoretical analysis of the
FCM algorithm.
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In order to get a simpler criterion, we choose the symmetrical variable space
for u

Ψ =

{

u = [uik](c−1)×n

∣
∣
∣
∣1 ≤ i ≤ (c− 1), 1 ≤ k ≤ n, uik ∈ [0, 1],

∑c−1
i=1 uik ≤ 1,

∑n
k=1 uik > 0

}

. (5)

and uck = 1 − ∑(c−1)
i=1 uik. Then two variable mapping functions w.r.t u and v

are defined as follows.

u
(t+1)
ik = θik(u

(t)) =

(
d
(t)
ik

) 1
1−m

∑c
i=1

(
d
(t)
ik

) 1
1−m

, (6)

where d
(t)
ik = (xk − v

(t)
i )T (xk − v

(t)
i ), and v

(t)
i is the centroid of the ith cluster in

the tth iteration.

v
(t+1)
i = μi(v

(t)) =

∑n
k=1

(
u
(t+1)
ik

)m
xk

∑n
k=1

(
u
(t+1)
ik

)m , (7)

where u
(t+1)
ik is the fuzzy membership of the kth point to the ith cluster in the

(t+1)th iteration. In the iterative procedure of FCM, if (u, v) converges to some
point (u∗, v∗), then u∗ and v∗ must satisfy

u∗ = θ(u∗), (8)

and
v∗ = μ(v∗). (9)

Lemma 1. Based on the mapping function (8), the convergence rate of FCM at
its local optima is

∂θik
∂ujr

=
uikujk

(1 −m)djk

{
2mum−1

jr∑n
k=1 u

m
jk

(xr − vj)
T (xk − vj)

}

(10)

+
uikuck

(1 −m)dck

{

− 2mum−1
cr∑n

k=1 u
m
ck

(xr − vc)
T (xk − vc)

}

− 2mδiju
m−1
ir uik

(1 −m)dik
∑n

k=1 u
m
ik

(xr − vi)
T (xk − vi)

where δij = 1 if i = j, otherwise δij = 0.

Proof. From (4), we know

∂vi
∂ujr

= δij
mum−1

ir (xr − vi)∑n
k=1 u

m
ik

,
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Then, the element at the (i− 1)× n+ k row and the (j − 1)× n+ r column of

the Jacobian matrix ∂θ(u)
∂u for the variable mapping θ(u) in (6) can be expressed

as

∂θik
∂ujr

=
−(dik)

1
1−m (djk)

1
1−m−1

(1−m)

(
∑c

i=1(dik)
1

1−m

)2

{

− 2mum−1
jr∑n

k=1 u
m
jk

(xr − vj)
T (xk − vj)

}

(11)

+
−(dik)

1
1−m (dck)

1
1−m−1

(1−m)

(
∑c

i=1(dik)
1

1−m

)2

{

− 2mum−1
cr∑n

k=1 u
m
ck

(xr − vc)
T (xk − vc)

}

− 2mδiju
m−1
ir (dik)

1
1−m−1

(1−m)
∑c

i=1(dik)
1

1−m
∑n

k=1 u
m
ik

(xr − vi)
T (xk − vi)

According to (3), (10) can be obtained from (11). �

Lemma 2. Based on the mapping function (9), the convergence rate of FCM at
its local optima is

∂μi

∂vj
=

−2δijm
∑n

k=1 u
m
ik

(xk−vi)(xk−vi)
T

dik
+ 2m

∑n
k=1 u

m
ikujk

(xk−vi)(xk−vj)
T

djk

(1−m)
∑n

k=1 u
m
ik

(12)

where δij = 1 if i = j, otherwise δij = 0.

Proof. From (3), ∂uik

∂vj
can be got via

∂uik

∂vj
= −2δij

uik

(1−m)dik
(xk − vi) + 2

uikujk

(1−m)djk
(xk − vj) (13)

Then, the element at the submatrix at the ith row and the jth column of the

Jacobian matrix ∂μ(v)
∂v for the variable mapping μ(v) can be expressed as

∂μi

∂vj
=

m
∑n

k=1 u
m−1
ik xk

(
∂uik

∂vj

)T

∑n
k=1 u

m
ik

−
m
(∑n

k=1 u
m
ikxk

)∑n
k=1 u

m−1
ik

(
∂uik

∂vj

)T

(∑n
k=1 u

m
ik

)2

According to (4), ∂μi

∂vj
can be further represented by

∂μi

∂vj
=

m
∑n

k=1 u
m−1
ik xk

(
∂uik

∂vj

)T

∑n
k=1 u

m
ik

−
mvi

∑n
k=1 u

m−1
ik

(
∂uik

∂vj

)T

∑n
k=1 u

m
ik

(14)

=
m

∑n
k=1 u

m−1
ik (xk − vi)

(
∂uik

∂vj

)T

∑n
k=1 u

m
ik

By substituting (13) in (14), we can have (12). �
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According to [2, 3], the mass center of the data set, i.e., vi
∣
∣
∀i = x is a fixed

point of FCM for any m > 1. In other words, the mass center vi
∣
∣
∀i = x is the

fixed point of μ(v), and uik

∣
∣
∀i,∀k = c−1 is the fixed point of θ(u). Then, we can

get
∂θik
∂ujr

∣
∣
∀i,k,uik=c−1 = − 2mδij

1−m

(xr − x)T (xk − x)

n‖xk − x‖2 . (15)

and
∂μi

∂vj

∣
∣
∀j,vj=x

=
2m

m− 1
(δij − c−1)

n∑

k=1

(xk − x)(xk − x)T

n‖xk − x‖2 . (16)

Naturally the weighting exponent m contributes to the generation of the un-
certainty in predictions. If the mass center vi|∀i = x is the solution of FCM, the
membership value of each data point to all clusters is c−1 which clearly does not
depend on the level of fuzziness. Thus, the jacobian matrix at mass center point
should be not less than 1 (otherwise, the mass center will be a local minimal
point which is not expected in real application). By (15) and (16), we know that

λmax

[
∂μ(v)

∂v

∣
∣
∀i,vi=x

]

=
2m

m− 1
λmax

(
F
) ≥ 1

where F =
∑n

k=1
(xk−x)(xk−x)T

n‖xk−x‖2 ∈ Rs×s (It can be seen that F is a symmetric

matrix.), and

λmax

[
∂θ(u)

∂u

∣
∣
∀i,k,uik=c−1

]

=
2m

m− 1
λmax

(
η
) ≥ 1

where η =
[
ηkr

]
n×n

=
[
bTr × ak

]
n×n

with ak = xk−x
n‖xk−x‖2 and br = xr −x (It can

be seen that η is a symmetric matrix.). It is easy to know λmax

(
F
)
= λmax

(
η
)
,

we can get m ≤ 1

1−2λmax

(
F
) or m ≤ 1

1−2λmax

(
η
) . As expected, the theoretical

region of weighting exponent is same with the region obtained by Yu [16].

4 Experimental Results

4.1 Clustering Evaluation Methods

The clustering quality is typically assessed using different types of validity mea-
sure. When the true cluster labels are unknown, the internal validity measures,
including Compactness (CP), Davies-Bouldin (DB) and etc., are used to evalu-
ate the goodness of a data partition using only quantities and features inherited
from the data set. including internal and external validity. Given a dataset whose
correct clusters are known, we can assess how accurately a clustering method
partitions the data via the external validity measures including Clustering Ac-
curacy (CA), Adjusted Rand Index (ARI) and etc.. In this paper, we used CP,
DB, CA and ARI to evaluate the clustering results.
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CP measures the average distance between every pair of data points which
belong to the same cluster. More precisely, it is defined as

CP =
1

n

c∑

k=1

nk

(∑
xi,xj∈Ck

d(xi, xj)

nk(nk − 1)/2

)

where c is the number of clusters, nk is the number of data points in the kth
cluster, N is the total number of data points, and d(xi, xj) is the distance be-
tween data point xi and xj . In FCM, d(xi, xj) denotes the Euclidean distance
between points. Ideally, the members of each cluster should be as close to each
other as possible, thus, lower value of CP means better cluster performance.

DB index makes use of the similarity Rij between cluster Ci and Cj which
is defined on the cluster dispersion and dissimilarity between two cluster and
formulated as

Rij =
si + sj
dij

where si =
1
ni

∑
x∈Ci

d(x, vi), di,j = d(vi, vj), vi denotes the center of cluster Ci,
ni is the number of data points in Ci. Following that, the DB index is defined
as

DB =
1

c

c∑

k=1

max
∀j,j �=k

Rkj

DB measures the average of similarity between each cluster and its most similar
one. The lower DB index indicates better goodness of a data partition.

CA measures the number of correctly classified data points of a clustering
solution compared with known class labels. Before computing CA, each cluster
is relabeled with the majority cluster label, which most of data points in that
cluster come from. Let mk is the number of points with the majority cluster
label in cluster k, the CA can be defined as

CA =

c∑

k=1

mk/n.

The CA ranges from 0 to 1. Larger value indicates better clustering performance.
ARI takes into account the number of object pairs that exist in the same and

different clusters, which is defined as

ARI =
n11 − (n11+n10)(n11+n01)

n00

(n11+n10)(n11+n01)
2 − (n11+n10)(n11+n01)

n00

where n10 is the number of object pairs belonging to the same cluster but are in
the different categories (Note, cluster is obtained by FCM, category is predefined
by the ground truth label), n01 indicates the number of object pairs belonging
to the same category but in the different clusters, n11 indicates the number of
object pairs that are in the same cluster and the same category, n00 indicates
the number of object pairs that are placed in the different clusters and the
different categories. The ARI has a value between 0 and 1, with the more the
value approximates to 1 the higher the agreement is.
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4.2 Synthetic Data

For a preliminary comparison study, we test the proposed method on simu-
lated data composed by a variable number of independent, uncorrelated and
randomly distributed Gaussian clusters. The Gaussian model is often regarded
as a benchmark in literature for studying the clustering performance including
the convergence rate. Simulations allow controlling the parameters influencing
cluster recovery performance such as the feature space dimensionality s, the true
number of clusters s, and the separation among clusters α (in standard deviation
units).
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Fig. 1. Demonstration of simulated data sets based on their first two principal com-
ponents

In the experiments, c cluster centers are randomly drawn according to a mul-
tivariate normal distribution in s dimensions:

N

(

0,
α2

2s
Is×s

)

Using α2

2s as scaling factor of the variance, the expectation value of the Eu-
clidean distance between two centers is equal to α2, independently of s. In order
to control the minimum clusters separation, any two cluster centers are closer
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Table 1. FCM results on synthetic data with varying the clusters overlap degree α
and the number of clusters c

c α UpM m λmax

[
∂θ(u)
∂u

∣∣
u∗

]
CP DB ARI CA

1 1.3778 1.20 0.9671 4.0251 2.7719 0.1915 0.5983
2 1.4528 1.10 0.8047 3.9657 2.5173 0.4405 0.7750
3 1.7202 1.15 0.5638 3.7788 1.9961 0.6852 0.8817

3 4 1.8166 1.10 0.4159 3.5687 1.6844 0.8444 0.9450
5 1.8940 1.10 0.2123 3.4910 1.4893 0.9554 0.9850
6 2.2158 1.10 0.1327 3.1940 1.2869 0.9900 0.9967
7 2.5051 1.10 0.0947 3.1532 1.1701 0.9950 0.9983

c α UpM m λmax

[
∂θ(u)
∂u

∣∣
u∗

]
CP DB ARI CA

1 1.3089 1.25 0.9957 3.9024 2.5402 0.0610 0.3670
2 1.4017 1.30 0.9885 3.8665 2.6029 0.2577 0.5480
3 1.5389 1.15 0.8575 3.6804 2.1985 0.4535 0.7300

5 4 1.6837 1.05 0.8046 3.4782 1.9920 0.6468 0.8370
5 1.8419 1.40 0.7505 3.3336 1.9895 0.6487 0.8800
6 1.9882 1.10 0.1044 2.7554 1.0766 0.9875 0.9950
7 2.1261 1.05 0.0814 2.6863 1.0659 0.9900 0.9960

c α UpM m λmax

[
∂θ(u)
∂u

∣∣
u∗

]
CP DB ARI CA

1 1.2928 1.05 0.9682 3.7504 2.2583 0.0221 0.2281
2 1.3465 1.25 0.9651 3.6717 2.2270 0.1968 0.4481
3 1.4585 1.25 0.9495 3.5706 2.1423 0.3709 0.6406

8 4 1.4379 1.25 0.8841 3.4808 2.1113 0.4748 0.7181
5 1.5281 1.10 0.4803 2.9897 1.3823 0.7964 0.8850
6 1.7079 1.50 0.4043 2.8264 1.3379 0.9001 0.9525
7 1.7718 1.45 0.3687 2.7685 1.3226 0.9315 0.9694

than α/2. For each cluster, we generated 200 Gaussian distributed samples with
unit variance. With this strategy, FCM can provide optimal clustering results.

We generated 27 data sets by varying two types of spatial parameters: decreas-
ing the degree of overlap between the clusters (α ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9}), and
increasing the number of clusters (c = {3, 5, 8}) so that data are more structured
and then more complex. To provide an insight into the spatial distribution of
the simulated clusters, the principal component analysis (PCA) is performed to
reduce the dimensionality. Fig. 1 shows the clusters distribution of the 12 data
sets with s = 10 in different clusters as the parameter α spans from 1 to 7. It
can be seen that the clusters are separated with the increasing of α. For α = 1,
the clusters overlap almost completely which results in few chances of recovering
the clustering structure. For α = 7, the clusters touch each other only by a small
amount on the borders which leads to easy identifying the data clusters.
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The data-driven optimal upper bound of the weighting exponent m of each
simulated data set can be calculated as shown in the UpM column of Table 1.
It can be seen that the upper bound of m tends to become smaller with the
increasing number of clusters c or with the decreasing of α. The reason is that
both of them increase the pattern complexity . Especially, as the decreasing of
α, the overlapping of Gaussians in the original mixture becomes larger, i.e., the
identification of hidden cluster structure becomes more difficult.

For each data set, different m values are tested from 1 to UpM with step
0.05 as shown in Fig.2. From this figure, it is interesting that the best clustering
accuracy is obtained at the point where the spectral radius of Jacobian matrix
is smallest, which means that the final optimal is a point with fast convergence
rate. In this case, we can use the spectral radius to select the proper value for
the weighting exponent m.
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Fig. 2. Demonstration of the spectral radius of the Jacobian matrix (λmax(JBM)) and
the clustering accuracy by varying the weighting exponent (m) values on simulated data
sets

Table 1 listed four evaluation metrics CP, DB, ARI and CA. Meanwhile,

the corresponding Jacobian matrix ∂θ(u)
∂u and its spectral radius at the local

optimal point u∗ are computed as shown in the fifth column of Table 1. As
the increasing of α, i.e., as the overlapping of the Gaussians in the original
mixture becomes smaller, the clustering performance becomes better (i.e., CA
and ARI becomes larger, while CP and DB becomes smaller), which indicates
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that it becomes easier for FCM to identify the hidden cluster patterns. The

λmax

[
∂θ(u)
∂u

∣
∣
u∗

]

decreases rapidly with the increasing of α, i.e., it is faster for

FCM to converge to the corresponding local minimum when the overlapping of

the Gaussians becoming smaller. In this case, we confirm that ∂θ(u)
∂u can be used

to estimate the convergence rate of the FCM algorithm.

4.3 Real-World Data

Five real world data sets from the UCI Repository of Machine Learning Databases
[1] are used to verify the theoretical conclusions in last section. Table 2 gives the
detailed information about the data sets. Each data set is standardized via zero-
mean normalization method as follows. If xi stands for the ith point in the data
set, xij indicates the jth feature of xi, then

Xij =
xij −

∑n
k=1 xkj/n

√∑n
k=1(xkj −

∑n
l=1 xlj/n)2/(n− 1)

.

Table 2. Real World Data Sets

Dataset n s c UpM m CP DB ARI CA

Sonar 208 60 2 1.6388 1.6 9.7927 2.4583 0.5243 0.6154
Glass 214 9 6 3.1726 1.35 2.2885 1.1492 0.6834 0.5701
PimaIndiansDiabetes 768 8 2 2.0475 1.95 3.4035 2.1115 0.5918 0.7148
Vowel 990 10 11 1.7787 1.15 3.1803 1.4419 0.8458 0.2677
Waveform 5000 21 3 2.8935 2.85 5.3962 1.5882 0.6820 0.6360

Since the true label of the real-world data is known, the external evaluation
metrics can be computed. By computing λmax

(
F
)
for each data set, the theo-

retical upper bound of weighting exponent m can be given as shown in the last
two columns of Table 2 . It can be seen that the result is same with the result
listed by Yu [16], which further indicates that Jacobian matrix is a useful way
to analyze the property of FCM. For each data set, different m values are tested
in the range of (1,UpM], and the results with the smallest spectral radius of the
Jacobian Matrix at the convergence point are recorded in Table 2.

5 Conclusions

In order to analyze the property of FCM, we introduce Jacobian matrix of the
mapping function in alternative iteration. By analyzing the spectral radius of
the Jacobian matrix at the mass center, a region of weighting exponent m is
theoretically given. The theoretical results are proven by a series of experiments.
In this paper, we provide a new method to judge the convergence rate of algo-
rithm via Jacobian matrix. In the future, more algorithm will be analyzed in
this framework.
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Abstract. In order to alleviate the traffic congestion and reduce the
complexity of traffic control and management, it is necessary to exploit
traffic sub-areas division which should be effective in planing traffic. Some
researchers applied the K-Means algorithm to divide traffic sub-areas
on the taxi trajectories. However, the traditional K-Means algorithms
faced difficulties in processing large-scale Global Position System(GPS)
trajectories of taxicabs with the restrictions of memory, I/O, comput-
ing performance. This paper proposes a Parallel Traffic Sub-Areas Di-
vision(PTSD) method which consists of two stages, on the basis of the
Parallel K-Means(PKM) algorithm. During the first stage, we develop a
process to cluster traffic sub-areas based on the PKM algorithm. Then,
the second stage, we identify boundary of traffic sub-areas on the base
of cluster result. According to this method, we divide traffic sub-areas
of Beijing on the real-word (GPS) trajectories of taxicabs. The experi-
ment and discussion show that the method is effective in dividing traffic
sub-areas.

Keywords: Traffic Sub-Areas, GPS Trajectories, K-Means, MapReduce.

1 Introduction

With the rapid development of urbanization and the explosive growth of vehicles,
traffic congestion becomes a critical problem in metropolis [1]. Most of these
cities spend much money in planning urban traffic for alleviating the traffic
congestion. The strategy of dividing traffic sub-areas[2] is adopted to plan traffic
effectively, control the traffic flows and alleviate traffic congestion. The division
of traffic sub-areas is to divide the whole traffic area into many sub-areas as a
multi-area hierarchical control system, based on a certain extent of similarity and
correlation. Nowadays, traffic sub-areas division has become the significant part
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of traffic planning. Beyond that, traffic sub-areas division is a powerful tool to
analyze complex traffic network. A complete urban traffic system is so large and
complex that it has difficulties in analyzing the traffic problem. We divide the
urban traffic system into different traffic sub-areas and then study each traffic
sub-areas in order to reduce the complexity of analysis, in which case we can
improve the availability, reliability, instantaneity of the traffic system.

The K-Means algorithm is a well-known partition algorithm [3], and is com-
monly used in analyzing the data of GPS trajectories for mining internal rela-
tionships among these data. Lv et al. [4] adopted K-Means algorithm in dividing
traffic sub-areas. The experiment showed that the result of dividing conformed
to the existing traffic sub-areas to some extent. However, with the explosive
growth of GPS trajectories of taxicabs, the traditional K-Means algorithm ex-
ists some bottlenecks in processing massive data, such as high memory cost,
out of memory, high I/O overload, low computing performance, poor scalabil-
ity and reliability and so on. So the K-Means algorithm of the single machine
environment is not suitable for processing massive GPS data of taxicabs.

To meet the requirement of processing large-scale data, some researchers
proposed few parallel K-Means algorithms [5-7], but these algorithms still have
difficulties in processing massive data(e.g., high I/O overload, low computing
performance). In 2006, Apache Software Foundation proposed the Hadoop frame-
work, including Hadoop Distributed File System (HDFS [8]) and HadoopMapRe-
duce [9], etc. As a typical method, the MapReduce framework provides effective
techniques for dividing traffic sub-areas by processing massive data of GPS
trajectories. Nguyen et al. implemented parallel two-phase K-Means algorithm
(Par2PK-means) [10], devoting to overcome the limitations of high consump-
tion and it was divided into two phases which include Mapper and Reducer.
Nonetheless, the algorithm ignored the combine stage. Moreover, Zhou et al.
[11] designed a parallel K-Means algorithm based on the MapReduce frame-
work, and implement automatic classification of large-scale document. However,
he failed to consider fully the choice of initial cluster centers. At the same time,
these methods mentioned above don’t be applied in traffic sub-areas division
based on large-scale GPS trajectories of taxicabs.

In this paper, we present a effective method for dividing traffic sub-areas. The
contributions of this work are summarized as follows:

• We implement the Parallel K-Means(PKM) algorithm in the MapReduce
environment, devoting to solve effectively the existing problems of processing
large-scale data of GPS trajectories. According to the experiments, we find
that the method have a better speedup and a higher efficiency.

• We apply the method based on the Parallel Traffic Sub-Areas Division(PTSD)
to divide traffic sub-areas by using the GPS trajectories of taxicabs in Bei-
jing. Especially, this work can provide helpful suggestion for constructing
the traffic system reasonably.

The remainder of this paper is organized as follows. First, the method of
dividing traffic sub-areas is showed in the Section 2. Then, the process of di-
viding traffic sub-areas is described in detail in Section 3. Next, the discussion
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about the method is presented in Section 4. Finally, the paper is concluded in
Section 5.

2 The Method of PTSD

In this section, the implemented method of dividing traffic sub-area is depicted
in detail.

Cluster by using PKM algorithm

Identify boundary of traffic sub-areas

Fig. 1. The procedure of dividing traf-
fic sub-areas
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Fig. 2. The execution procedure of
PKM algorithm

The process of dividing traffic sub-areas is divided into two steps, as shown
in Fig. 1.

(1)We apply the PKM algorithm to cluster on the basis of GPS trajectories
of taxicab in Beijing.

(2)We divide the traffic sub-areas based on the cluster result.

2.1 PKM Algorithm

The computational work of PKM algorithm is mainly composed of the following
two aspects.

(1) The algorithm assign each data vector to the closest cluster.
(2) The algorithm compute new cluster center.

In this work, we implement the aforementioned steps based on Hadoop using
MapReduce. In the beginning, we select randomly K vectors as the initial cluster
center which are stored in the HDFS as global variables. Then, we update the
cluster centers after iterating. The execution procedure of the PKM algorithm
is depicted in Fig. 2, and the iteration of the PKM algorithm includes Map,
Combine and Reduce stages.

2.1.1 The Map Stage
The Map stage is composed of two steps. First, it calculates distance between
each data object and each cluster center. Then, it assigns data object to the
closest cluster according to the shortest distance, and then generate the output
of a < key, value > pairs.
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Algorithm 1. Map(key, value)

Input:
key: the offset of data, value: the corresponding data, pre centers: the cluster centers.
Output:
< key1, value1 >, key1: the index of the closest center, value1: the data.
1: Get centers from the pre centers;
2: Store vectors from value to an array;
3: min Dis = Double. MAX V ALUE;
4: index = 0;
5: for i = 0 to centers.length do
6: distance = GetEnumDistance (values[i], centers[i]);
7: if distance < min Dis then
8: min Dis = distance;
9: index = i;
10: end for
11: Set index as key1;
12: Set value1 as a string consist of the sum of different dimensions and num;
13: return < key1, value1 > pairs;

The execution of map function is shown in Algorithm 1.

Algorithm 2. Combine(key1, iteration)

Input:
key1: the identifier of clusters, iteration: the vectors assigned to the same cluster.
Output:
< key2, value2 >, key2: the identifier of clusters, value2: the sum of the vector in the
same cluster and the number of number.
1: Record the sum of vector of each dimension in the same cluster to an array;
2: Record the sum of vector number in the same cluster to the variable(sumCount);
3: for i = 0 to iteration.length do
4: The number of vectors plus one;
5: for j=0 to centers [0]. length do
6: Sum up the values of different dimensions of the vector to the array;
7: end for
8: end for
9: Set index as key2;
10: Set value2 as a string consists of vector number and sum of vector;
11: return < key2, value2 > pairs;

2.1.2 The Combine Stage
The Combine stage mainly includes two steps. Above all, it extracts all vectors
from the value which is the output of Map function. Then, it sums up all the
vector extracted, and recorde the number of vectors in the collection.

The execution of Combine function is shown in Algorithm 2.
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2.1.3 The Reduce Stage
The Reduce stage consists of two steps. First of all, it extracts vectors from the
value which is the output of Combine function. Then, it sums up all the vector
and the number of vectors in the same cluster as well as the combine stage.
Finally, it divides the sum of vector by the number of vector.

The execution of reduce function is shown in Algorithm 3.

Algorithm 3. Reduce(key2, iteration)

Input:
key2: the identifier of clusters, iteration: the list of the vector assigned to the same
cluster.
Output:
< key3, value3 >, key3: the identifier of clusters, value3: the new cluster center.
1: Record the sum of the vector of each dimension in the same cluster to an array;
2: Record the sum of the vector number in the same cluster to the variable(sumCount);
3: for i = 0 to iteration.length do
4: The number of vectors plus one;
5: for j=0 to centers [0]. length do
6: Summing up the values of different dimensions of the vector to the array;
7: end for
8: end for
9: Divide the value of the different dimension array by the sum of the vector number
in the same cluster, and then get the new center;
10: Set index as key3;
11: Set value3 as a string consist of the new cluster center;
12: return < key3, value3 > pairs;

2.2 Boundary Identification for Traffic Sub-areas

Since distinguishing the boundary among the different areas by the coordinates
based on the ARCGIS platform is very difficult, we need to divide the boundaries
of each area based on the result of clustering. The method of dividing boundary
consists of three steps, as shown in Fig. 3.

Step 1. We establish the coordinate system, and take (0, 0) as the origin of
coordinates, and then divide equally coordinate system into n parts ,as shown
in Fig. 3(a).

Step 2. We match each center of the cluster to the origin of coordinates, and
the other point is mapped to the coordinate system of the same cluster. And the
farthest point of each part is selected (e.g., the P in Fig. 3(b)).

Step 3. We connect these selected points, and then gain a border area ,as shown
in Fig. 3(c).
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(a) (b) (c)

Fig. 3. The methods of division: (a) The coordinates of N equal, (b)The selection of
boundary point, (c)The connection of boundary point

3 Traffic Sub-areas Division

In this section, we divide the traffic sub-areas of Beijing based on GPS trajec-
tories of taxicabs by using the method of PTSD.

3.1 Data

In this work, we use the GPS trajectories of taxicab in Beijing from datatang1,
which includes 12000 GPS trajectories of taxicab generated in Nov. 2012. After
processing, the data scale is compressed from 50GB to 15.1GB. And the data
is shown as ASCII text with a comma separator (e.g., data item and order: car
single, events, running status, GPS time, GPS longitude, GPS latitude, GPS
speed, direction of GPS, GPS status, and the corresponding records: 123456,
0, 0, 20110414160613, 116.4078674, 40.2220650, 21274, 1 <0x0d0x0a>). In this
work, we extract the latitude and longitude attribute of getting on and off taxi
from the datasets mentioned above, for dividing traffic sub-areas.

3.2 The Results of Cluster

The traffic sub-areas are the collection of nodes with correlation, which can
provide support for the management and planning of urban traffic system.

We apply the PKM algorithm to cluster the GPS trajectories of taxicab, and
divide the overall area of Beijing into one hundred traffic sub-areas. Meanwhile,
we present the results of clustering on the ARCGIS platform based on the road
network of Beijing. The results of clustering are shown in Fig. 4.

In the Fig. 4, each point is the coordinate point of latitude and longitude where
passengers get on or off taxicab, and each area of different colors represents a
cluster. Of course, the different clusters stand for different traffic sub-areas of
Beijing. In the lower right corner of the figure, the green area is a larger version
of the corresponding area on the left.

1 http://www.datatang.com

http://www.datatang.com
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Area A

Fig. 4. The results of clustering

3.3 The Results of Division

We divide the boundary of each traffic sub-areas using the method mentioned
in section 2.2, and the results of partition are shown in Fig. 5.

Area A

Area C
Area B

Area D

Fig. 5. The results of dividing

Compared with the real map, Area B, C and D are the typical areas which
have obvious characteristics of partition area, and the stream of people and
automobile in these areas is high. The area B is a traffic area includes the na-
tional stadium, the area C includes the Beijing exhibition center, and the area
D includes the Village and the workers’ stadium. A traffic sub-areas is shown
particularly in the lower right corner of the figure, which includes Beijing North
Railway Station, Beijing University of Aeronautics and Astronautics, Tsinghua
University, Beijing University of Posts and Telecommunications, Renmin Uni-
versity of China, Zhongguancun, Beijing’s Olympic Sports Center Gymnasium
and so on. According to the analysis of the famous places, we find that the traf-
fic sub-areas have some similarities in the traffic and business. For example, in
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some ways, population of these universities have a consistent travel condition.
Moreover, these area have some similar traffic condition in some extent.

Based on the analysis above, we find that the results of traffic sub-areas divi-
sion are consistent with the traffic condition of Beijing. It indicates that traffic
sub-area division is effective and can provide support for planning traffic.

4 Discussion

In this section, we discuss the reasons for employing the solution to dividing
traffic sub-areas of Beijing. It is equivalent to evaluating the performance of the
solution through several experiments.

In experiment, the Hadoop cluster consists of one master machine and five
slave machines. Meanwhile, all experiments are performed on Intel Xeon (R)
E7-4820 2.00GHz CPU (4-core), 4.0GB Memory, and 150GB Hard Disk.

First, we use three real datasets (Iris, Haberman’s Survival and Ecoil)2 which
are shown in table 1, in order to evaluate the accuracy of the PKM algorithm.
Then, according to the properties of the Iris datasets, we process the real Iris
datasets into 80MB, 160MB, 320MB, 640MB, and 1280MB in the other ex-
periments, for evaluating the performance of the PKM algorithm on feasibility,
speedup[12], scalability[12] and reliability.

Table 1. The detail datasets of evaluating the accuracy

Datasets The number of objects The number of attributes

Iris 150 4
Haberman’s Survival 306 3
Ecoil 336 8

4.1 The Accuracy of PKM Algorithm

The accuracy of algorithm is denoted as R = A/C, where A is the number of
correct cluster objects, and C is the total number of cluster objects. The accuracy
comparison of K-Means algorithm in the single machine and the PKM algorithm
based on MapReduce is shown in Fig. 6.

Figure 6 shows that the accuracy of the PKM algorithm is mostly equal to
the K-Means algorithm in the single machine environment. The experimental
results indicate that the PKM algorithm is effective.

4.2 The Feasibility of PKM Algorithm

Firstly, the K-Means algorithm is executed in the single machine environment
using the five different datasets which are 80MB, 160MB, 320MB, 640MB and
1280MB. Then, PKM algorithm also run on the five different datasets mentioned

2 http://archive.ics.uci.edu/ml/datasets.html

http://archive.ics.uci.edu/ml/datasets.html
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above. Finally, we compare the feasibility of the two different algorithms. The
experimental result is shown in Fig. 7.

According to this experiment, we find the K-Means algorithm based on the
single machine environment has some restrictions in processing large-scale data,
such as high cost of memory and other resources, the degradation of performance.
When the K-Means algorithm processes 640MB datasets, the report “out of
memory” appear in the console window, which means the algorithm can not
work noamally. (So, Fig. 7 does not show the running time of the K-Means
algorithm when the datasets is over 640MB datasets). However, the K-Means
algorithm based on MapReduce environment can preform tasks of computing
effectively in facing large-scale data, which indicates that the PKM algorithm is
feasible.

At the same time, the running time of the K-Means algorithm in the single
machine environment is shorter than the PKM algorithm in processing small
data. In the MapReduce environment, the communication and interaction of each
node consume a certain amount of time (e. g. , the start of Job task and Task
task, communication between NameNode and DataNode), leading the running
time longer than actual computation time. With the gradual growth of datasets
scale, the efficiency of PKM algorithm improve obviously, and the superiority of
processing efficiency is obvious. The analysis shows that the PKM algorithm is
feasible.

4.3 The Speedup of PKM Algorithm

With the number of DataNodes increasing gradually, we evaluate the speedup of
the PKM algorithm on datasets with different sizes. The number of DataNode
vary from 1 to 5. And the size of the datasets increases from 80MB to 1280MB.
The experimental results are shown in Fig. 8.

Figure 8 shows that the running time of the PKM algorithm is proportionally
decreasing with the number of Datanodes increasing. In addition, the PKM
algorithm can efficiently complete the computing tasks in large-scale datasets.
The results indicate that the PKM algorithm has a good speedup.
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4.4 The Reliability of PKM Algorithm

To evaluate the reliability of PKM algorithm, we shut down a node to check
whether the PKM can normally run and obtain the same results. The experi-
mental results are shown in Fig. 9.

In the single machine environment, the K-Means algorithm can’t be executed
successfully when the machine is faulty. So the reliability of the K-Means algo-
rithm in the single machine is very poor.

In the MapReduce environment, although the execution time of PKM algo-
rithm is longer than normal condition with a DataNode stopping, the PKM
algorithm can execute normally and output the same results. It shows that the
cluster of Hadoop has a good reliability and fault tolerance. When a node cannot
execute tasks, the JobTracker will automatically assign failed tasks of the fault
node to other free nodes in the cluster. The analysis mentioned above shows that
the PKM algorithm has a good reliability.

According to the discussion above, it is obvious that the method can find out
accurately and rapidly the result of cluster. Moreover, the mothod can easily
cope with the large-scale GPS trajectories.

5 Conclusion

In this paper, we propose the method of dividing traffic sub-areas which consists
of two stages. Then, according to the method, we divide the traffic sub-areas
of Beijing. Finally, we discuss the performance of the PKM algorithm. The ex-
periment and discussion show that the method is effective in dividing traffic
sub-areas.
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Abstract. The semantic annotation of conceptual visual models per-
mits to leverage the contained semantic information to a machine pro-
cessable level. At the same time the intuitive and non-technical nature
of graphical models can be maintained. Although this leads to direct
benefits in terms of potential analysis functionalities, the addition of
annotations for large model corpora requires quite some effort by the
modelers. In order to contribute to the efficiency when adding semantic
annotations, we propose an approach that links information on semantic
annotations to information available from social network applications. In
this way the addition of semantic annotations can be facilitated in terms
of communication support, economic benefits, and technical opportu-
nities. For the design of the approach we use a specifically developed
modeling method, which allows to reason about the requirements at a
high abstraction level and permits to add more formal specifications, e.g.
to define behavior. A first prototype of the modeling method has been
implemented using the freely available ADOxx meta modeling platform
based on the SeMFIS toolkit.

Keywords: Semantic annotation, Conceptual Model, Social Network
Application, Meta Modeling, ADOxx.

1 Introduction

In the past, several areas in information systems research and practice have made
use of conceptual visual models. Prominent examples can be found in the field
of requirements analysis and engineering [30], business process management and
business-IT alignment [25] as well as in software engineering and IT architecture
management [26]. Among their many applications they are used to support the
communication between developers and users [30], to help analysts understand
and evaluate a domain by simulating certain behavior [19], for documenting re-
quirements and for the configuration and the engineering of IT systems, e.g.
to realize model-driven-architectures. A core aspect of these types of models is
that they are directed towards supporting human communication and under-
standing and do not aim for an entirely machine processable representation of a
domain [27]. They are thus based on a formal syntax that is complemented by

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 138–149, 2014.
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formal semantic defintions where needed. In this way the models can be used
by domain experts in an intuitive way and then gradually enriched with formal
semantics depending on the required machine processing capabilities.

One particular type of such enrichments are semantic annotations that offer
a way to make unstructured natural language information contained in models
processable [15]. The main idea hereby is to add mappings to formal semantic
schemata without changing the original structure and purpose of conceptual
models but to provide semantic processing functionalities as needed. Especially
in business process management where conceptual models are used extensively in
many companies, several approaches have been described for applying and using
semantic annotations. Besides tasks such as semantic similarity matching of
models [6], the user-centric visualization of process views [15], or the automation
of processes using web services [18], semantic annotations have recently also been
used to conduct complex process analysis, e.g. for risk management [10].

Despite the potential advantages the effort for adding this specific semantic
information is still very large. It is therefore of particular interest to enhance
this process and thus increase its efficiency. Although several techniques have
been developed for suggesting annotations based on natural language processing
or context-based similarity matching, the user still needs to select the correct
annotation based on his or her knowledge. Another direction to enhance the
process is by supporting human annotators in a way that they can perform the
annotations more efficiently. Besides organizational measures, also the use of
crowd-sourcing mechanisms that distribute the annotation tasks to a multitude
of people may offer potential benefits for this purpose. However, to realize such
approaches and ideally combine them with the automated techniques for bringing
up suggestions for possible annotations, the appropriate technical foundations
have to be established and made available to the community.

Following ideas presented in [16], we describe an approach that integrates the
information provided by social network applications with semantic annotations.
In particular we build upon the SeMFIS approach for conducting loosely-coupled
semantic annotations of arbitrary conceptual models using separate annotation
models [11]. By integrating information on actors, resources, and groups from so-
cial network applications, additional functionalities for supporting the definition
of semantic annotations can be provided. This concerns in particular function-
alities for supporting the collaboration on annotation tasks and for the person-
alization of the user experience. In addition, the integration of social network
applications provides technical opportunities through re-using services such as
the workflows for user authentication. In order to analyze the requirements and
dependencies of such an approach, we extend the SeMFIS modeling method and
present a first implementation on the ADOxx meta modeling platform.

The remainder of the paper is structured as follows: In section 2 we will
briefly discuss some foundations for our approach. Subsequently, in section 3 the
approach itself is presented which is then discussed in section 4. The paper ends
with a conclusion and an outlook in section 5.
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2 Foundations

In order to clarify some of the terms we are going to use within the scope of this
paper in regard to conceptual models, their semantic annotations, and social
network functionalities, we will briefly outline these three areas.

2.1 Conceptual Visual Models

For characterizing the core constituents of conceptual models we refer to a frame-
work that has been been described by Karagiannis and Kuehn [23]. In this frame-
work the top level concept are modeling methods which consist of a modeling
technique and mechanisms and algorithms. The modeling technique is further
specialized by a modeling language and an according modeling procedure. The
modeling language is then defined by its syntax, semantics, and visual nota-
tion and the modeling procedure by its steps and results. In contrast to other
approaches - as e.g. described in [17] - the notation of the modeling language
defines the graphical representation of the syntax and may thus also be modified
independently of the syntax [9].

The semantics of the modeling language is assigned to the syntax by mapping
the elements of the syntax to a semantic schema. This schema may be natural
language or may be some formal semantics, e.g. when using a formal schema
such as an ontology. The mechanisms and algorithms of the modeling method
can be specialized by generic, specific, and hybrid mechanisms and algorithms.
Thereby, generic mechanisms and algorithms can be applied to any modeling
language, specific mechanisms and algorithms only to a particular subset of mod-
eling languages and hybrid mechanisms and algorithms can be parameterized to
be applicable for several modeling languages.

The syntax of a modeling language can be further specialized by an abstract
syntax, which may be represented by a meta model, and the concrete syntax,
which is represented by the resulting model instance. The meta model is thus a
model that defines the language for expressing a model. The model is then the
concrete realization using this language.

2.2 Semantic Annotation of Conceptual Models

Based on these definitions we can now detail the notion of semantic annotations.
The grammars of conceptual models traditionally give their users a large degree
of freedom when it comes to describing their content. Therefore, the labels and
attached comments of the elements and relations are often expressed in natural
language. It may however be beneficial to be able to process the information con-
tained in these descriptions at a later stage. To make the information contained
in these descriptions machine processable one approach is to add mappings to
formal semantic schemata [8]. Thereby, the semantic information can be raised
to a machine processable level without requiring a modification of the original
modeling language. This has two particular advantages. The first is that the
consistency to other models that are based on the original specification of the
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modeling language is ensured. It also means that any algorithms that were based
on the original state of the language do not need to be adapted. The second ad-
vantage is that these annotations and according processing capabilities can also
be added ex-post, i.e. after the conception of the modeling language and after
the creation of according model instances. It is thus not necessary for the user to
deal with formal semantic definitions at first hand and only add them as needed.

For the representation of the formal semantic schema it is common to use
ontologies which define the vocabulary used to describe and represent an area of
knowledge. They are usually expressed in a logic-based language that permits to
make fine, accurate, consistent, sound, and meaningful distinctions among the
elements of the ontology [29]. Furthermore, ontology languages may permit to
conduct reasoning tasks to ensure the consistency of the ontology and automate
the classification of new terms [20]. Today it can be chosen from a wide variety
of ontology languages including W3C standards such as OWL or RDF.

Several benefits have been described by using semantic annotations. During
the stage of model creation the ontologies can be used to check whether the
attributes of the model elements are valid [1] or to provide auto-completion
functionalities for increasing the efficiency of modelling [2]. For the analysis of
models semantic annotations have been described to measure the similarity be-
tween process models [6] and to validate models against formal specifications [22].
The benefits for the execution of processes using semantic annotations have been
described for the case of semantic web services by [5].

2.3 Social Network Based Applications

In the last years several social network sites have emerged. They are commonly
defined as ”web-based services that allow individuals to (1) construct a public
or semi-public profile within a bounded system, (2) articulate a list of other
users with whom they share a connection, and (3) view and traverse their list
of connections and those made by others within the system” [3][p. 211]. Due to
their enormous participation rates they have achieved so far, they have been an
attractive subject for researchers as well as the advertising and media industry.

More recently, the opportunities of social network based applications have
been investigated [28]. These are software applications that access the data of
social network sites either by using proprietary protocols such as the Facebook
Graph API [7] or open source third-party APIs. The data provided by the social
network sites can then be used to retrieve information about a user’s personal
profile as well as information about the profile of his or her fellows and other
resources.

Depending on the social network site and also which information the user is
willing to share, this includes for example information about the user’s age, spo-
ken languages, home town, current workplace or his or her interests in literature,
philosophy or music. In addition, several of the social network sites allow users
to form special interest groups or to group together by expressing that they like
a particular resource on the social network such as a fan page. This data can then
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be analyzed and used for scientific analyses [24], e.g. for determining subgroups
with similar properties [21].

3 Social Network Based Semantic Annotation of
Conceptual Models

With the foundations presented in the previous chapter, we can present our
approach as a synthesis of a. conceptual models, b. their semantic annotations
with ontologies, and c. social network applications. The core idea as shown in
figure 1 is to use the information provided through social network applications
in conducting semantic annotations. In order to add semantic annotations to
conceptual models, additional knowledge needs to be provided by human actors.
These human actors in turn - exemplarily numbered from 1 to 7 in the figure
- have connections to other actors and other social network ressources, e.g. in
the way of subscriptions to information feeds in the network. These connections
are made explicit by the data structures provided by the social network appli-
cations. This information therefore be used to support the tasks in conducting
the annotations.

Social Network

Conceptual 
Models

Semantic 
Annotations Ontologies

Group BGroup A

1

2

3

4

5

6

7

R1 R2

Fig. 1. Major Components of the Proposed Approach

For detailing the relationships between conceptual models, semantic anno-
tations, ontologies and social network data we will use in the following a semi-
formal, model-based representation [4,23]. This will not only permit us to discuss
how the three parts interact in detail and which information is accessed by each
part. It will provide a foundation for subsequently specifying how to process the
contained information in a formal way.

3.1 Model-Based Representation

To represent the information about the linkage of conceptual models, semantic
annotations, ontologies, and social network applications we designed a specific
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modeling language as an extension of the SeMFIS modeling language [11] - an
excerpt of its meta model is shown in figure 2. To illustrate the application
to particular conceptual models, this modeling language contains a simplified
version of the BPMS modeling language for business processes [13] – shown in
the upper left of figure 2. It provides elements for representing the information
flow and the control flow of a business process as well as the according sequence
flow relations.
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Fig. 2. Excerpt of the Alignment between a Business Process, an OWL Ontology, a
Semantic Annotation, and a Social Network Meta Model

Furthermore, to represent ontologies that can be later used for the semantic
annotations of the conceptual models, an OWL ontology meta model is added
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for representing ontologies in the web ontology format – see the upper right cor-
ner in figure 2. The meta model does not provide any formal semantic definition
for the OWL ontologies. It is assumed that a consistent and sound representa-
tion of an OWL ontology is available, e.g. by using an import from an ontology
management toolkit such as Protégé [12]. For the representation of the anno-
tations, the meta model provides an annotation element. This is specialized in
the form of a model reference, an ontology reference, and an annotator element.
Thereby, the annotation can be specified independently both of the used concep-
tual modeling language and the used ontology language. The annotation can be
further detailed by specifying an annotation type, e.g. to express is-broader-than
or is-narrower-than relationships.

For integrating the information from social network applications, the meta
model is complemented by a social network element and its specializations. These
are used to represent the core concepts of social network websites. Thereby
the following relations can be represented: Between social network actors by
using the connected relation, between social network actors and social network
resources by using the likes relation, and between social network actors and
social network groups by using the part of relation. Additionally, each social
network element can have key/value pairs assigned to it. These can be used to
integrate the range of attributes that are available for detailing the entities in the
social network, e.g. the personal data of the actors or the description of a group.
To integrate the semantic annotations and the social network entities, a reference
relation (INTERREF ) is shown between the social network element and the
annotator element. This permits to express that an annotation is conducted by
an actor in the social network.

The meta model has been implemented as an extension of the SeMFIS toolkit
on ADOxx - see figure 3 [11,13]. Based on this implementation concrete model
instances of the meta model elements can be created and used as input for the
development of algorithms for processing this data. Thus, semantic model an-
notations respectively the information provided by social network applications,
can be represented and linked using the references as defined by the meta model.
In addition to the early analysis of these relationships, the meta model serves as
a starting point for further implementations.

3.2 Addition of Behavior

With the information structures provided by the semi-formal meta models, more
formal specifications can be realized. For example, the behavior can be specified
using a rule-based approach as shown in the following. Based on the linkage of
semantic annotations of model contents with the actors in the social network,
it could be of benefit to identify other actors in the network who engage in
similar annotation tasks. Thus, several additional scenarios can be realized. E.g.,
it could be searched for actors who possess similar knowledge based on their
annotations to incite communication between actors with similar interests; or,
existing semantic annotations could be proposed for review and evaluation to
other actors for quality or correctness assessments. Another scenario would be to
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Fig. 3. Implementation of the Meta Models on the ADOxx Meta Modeling Platform

propose the membership in a group of the social network for actors with similar
interests.

In the following we outline a formal definition of rules based on the structures
in the meta model - a more thorough formal foundation may be achieved with
the FDMM formalism but is omitted here due to limited space [14]. At first, we
define the antecedent that has to be met. The rules thus requires the existence of
two social network actors a, b who engage in semantic annotation tasks on pro-
cess elements p1, p2. The annotations are specified by model references m1,m2,
ontology references r1, r2 and annotator elements t1, t2. It is assumed by the rule
that one common ontology element o from an OWL ontology is used, as shown
in equation 1.

∃a, b, p1, p2, o,m1,m2, r1, r2, t1, t2

SocialNetworkActor (a) ∧ SocialNetworkActor (b)∧
ProcessElement (p1) ∧ ProcessElement (p2)∧

OWLElement (o) ∧ModelReference (m1) ∧ModelReference (m2)∧
OntologyReference (r1) ∧OntologyReference (r2)∧

Annotator (t1) ∧Annotator (t2) (1)

The linkages between the elements can then be defined by interref , isInput ,
and refersTo predicates as shown in 2.
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interref (m1, p1) ∧ interref (m2, p2) ∧ interref (r1, o)∧
interref (r2, o) ∧ isInput (m1, t1) ∧ isInput (m2, t2)∧

refersTo (t1, r1) ∧ refersTo (t2, r2) ∧ interref (t1, a) ∧ interref (t2, b) (2)

Finally, we can refer to the connections between the two social actors via the
connectedWith predicate and define different variants for consequents of the rule
based on the antecedents defined in 1 and 2. In the first variant in equation 3 it is
assumed that the actors were not connected before and are now being connected
based on their annotation activity. In equation 4 it is shown how an existing
connection between the two actors leads to their inclusion in the socical network
group g for bringing together actors with similar interests based on their common
usage of the ontology concept o for their annotations.

(1) ∧ (2) → connectedWith (a, b) (3)

(1) ∧ (2) ∧ connectedWith (a, b) → ∃g,SocialNetworkGroup (g) ,

partOf (a, g) , partOf (b, g) (4)

However, from a more practical perspective it would be desirable not to force
actors in the social network into groups automatically or connect them with
other actors. Rather, a less deterministic approach may be more appropriate
that gradually increases the likelihood of the consequents to become effective. We
show this formally in the following via the function recommendConnection that
maps to a real number. The consequent of the rule is thus modified as shown in 6,
where a modification factor β is added each time the rule fires. In this concrete
case this means that whenever two actors refer to the same ontology concept
in their annotations, the likelihood of connecting them is increased. Based on
the attainment of a threshold value θ, as in equation 7, the actual connection is
established in 8.

recommendConnection : (a× b) → [0 . . . 1] (5)

(1) ∧ (2) → (recommendConnection(a, b) + β) (6)

relevantConnection (a, b) =

{
true if recommendConnection(a, b) ≥ θ

false if recommendConnection(a, b) < θ

(7)

(1) ∧ (2) ∧ relevantConnection (a, b) → connectedWith (a, b) (8)

4 Discussion

With the above descriptions we can now discuss the benefits and limitations
of the chosen approach. In particular we will refer to three aspects that have



On the Social Network Based Semantic Annotation of Conceptual Models 147

been proposed in [16] for using social network information in the collaborative
formalization of semantics. These are: communication support, economic benefits,
and technical opportunities.

Regarding communication support, the major advantage of the approach is
that it enables the collaboration on annotation tasks while at the same time
preserving existing conceptual model and ontology handling interfaces. A user
who does not want to engage in the annotations but is just interested in modeling
tasks is not affected by the new annotation functionalities. By integrating the
functionalities offered by the social networking websites, new possibilities for
interaction emerge: Not only can it be shared with connections in the social
network, which annotations an actor has conducted by making this information
public on the social network. This opens the potential for integrating a multitude
of users in the sense of crowd-sourcing for the annotation tasks, which leads to
economic benefits in terms of reduced effort for annotations by a single user.
In contrast to other annotation solutions it can be easily communicated and
made visible to other users which annotation tasks have already been conducted
and where additional information is required. Besides the information about the
semantic annotation also the content of the models and the ontologies can be
shared. At the same time of course privacy aspects may constitute a limitation
that needs to be specifically considered.

The second characteristic of the proposed approach is that it allows to per-
sonalize the user experience in regard to semantic annotations. By accessing the
social network information together with the information about the annotations,
new ways for suggesting annotations to users can be designed. This has already
been shown by the descriptions in section 3.2. It could be further extended by
specifying a number of additional rules, e.g. to suggest connections based on
commonly used social network resources, commonly used model references, on-
tology references or more detailed subsets of these elements such as elements
of the information and control flow of business processes. Furthermore, addi-
tional information available in the social network that can be stored using the
key/value pairs can be accessed. This concerns for example information about
the work experience of actors or common professional interests.

From a technical side, many social network applications provide single-sign-on
functionalities that can be easily re-used for implementing semantic annotation
applications. Due to the central handling of the user authentication, all imple-
mentation effort that usually has to be devoted to creating separate authenti-
cation services can be omitted. This concerns also the workflows for password
changes, retrieving forgotten passwords or changes in the user profile. There-
fore, additional economic benefits may be reaped through less implementation
effort. Nevertheless it may be additionally necessary to restrict the access to
the information to certain groups of the social network. However, these group
policies may be handled using the social network’s functionalities, e.g. based on
the administrative rights for the groups.
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5 Conclusion and Outlook

With the presented approach we could show how information from social net-
work applications can be integrated with the semantic annotation of conceptual
models. Furthermore, based on the semi-formal definition of the according meta
models, more formal specifications for the behavior could be added using a rule-
based approach. The next steps will include the further implementation of the
approach by adapting and extending existing tools for conceptual modeling and
ontology handling. Based on such an implementation it can then be investigated
which of the many options for combining social network information, conceptual
models, ontologies and the annotations best meets the user requirements for
conducting efficient annotations. For the future it is planned to integrate more
information from social network applications in the domain of conceptual mod-
eling, e.g. by analyzing statements from social network actors made in natural
language and transferring them to the domain of conceptual models.
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Abstract. In today’s service economy, the evaluation of interaction between 
service providers and different consumer segments/target groups is an important 
topic. In context-sensitive settings, the service provider adapts the interaction 
with the consumer by selecting a fitting design pattern, also including mechan-
isms for validation and evaluation. In current service evaluation models, the  
extraction of dynamic characteristics of consumers poses a challenge, as simpli-
fication of methods for externalization of patterns is needed to enable an  
improved understanding of consumer types. The paper at hand aims for a con-
tribution on visualization of the service interaction for each consumer 
type/pattern supported. A prototypical visualization approach has been imple-
mented using meta-modelling concepts and technologies as an realization envi-
ronment, validated in case studies from the food service industry.  

Keywords: Service evaluation, Customer interaction modeling, Modelling,  
Meta-modelling. 

1 Introduction 

1.1 Background 

Continuous improvement through evaluation loops and aligning operations to feedback 
gathered as a means to increased productivity, quality, performance, is a well-
established and researched discipline, supported by various lifecycle-driven ap-
proaches (see for example Deming's PDCA - Plan - Do - Check – Act [16], or CMMI 
Capability Maturity Model Integration by Carnegie Mellon University [17]). The 
common baseline of all these approaches is to successively monitor, evaluate and 
improve the quality of service/product provision through pre-structured phases feed-
ing back to the design, operation and also evaluation phases of the system. 

The servicing economy faces similar issues, but has to consider that the process to 
deliver a specific service to the consumer is “value co-creating”. This means, that in 
addition to realizing provider internal mechanism, also the consumer perspective has 
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to be considered. Different consumer expectation and experience levels – summarized 
as the service literacy of the consumer – need to be analyzed and dynamically com-
bined with the provider’s view. Dimensions with respect to service literacy relate to 
the consumer maturity, the interaction situation/objective as well as the frequency of 
service usage. 

A comprehensive evaluation approach can be constructed through a combina-
tion/integration of these dynamic aspects on consumer side with the providers' envi-
ronment. Within this paper we focus on the development of a visualization approach 
for such a system. Contextualized service interaction processes are the baseline for the 
visualization approach developed; these processes are analyzed with the aim to enable 
a continuous improvement cycle of consumer satisfaction. As a realization technique, 
meta-modeling concepts and technologies are introduced to support multiple repre-
sentations of views within the visualization approach.  

1.2 Research Question and Objective 

The work presented in this paper is motivated by the research question how to combine 
design level representation on provider and consumer side for service interaction and 
evaluation. Different representation formats for evaluation/analysis and visualization 
are considered, realizing a comprehensive, view-based environment for continuous 
service (consumer satisfaction) improvement. The evaluation model as presented in  
[5] is extended with an adaptive approach on consumer processes and visualization 
support. This extension results in a proposal how the combination between the service 
processes (from different viewpoints and including additional, contextual consumer 
characteristics) and service evaluation can be established. 

1.3 Approach 

The system under study is presented in Figure 1 as the “service enterprise”, defining 
the system boundaries whereas a distinction is made between the consumer and pro-
vider aspects. Both aspects result in views, constructed using model-based realiza-
tions. Each view and the related models are briefly introduced below: 

• Service Enterprise View: as an overview representation of the service enterprise 
from an organizational perspective, setting the boundaries of the system under 
study in the model-based environment. 

• Consumer-Oriented Service Process View: as a representation of the consumer 
interaction processes, developed following a bottom-up, data-driven approach ac-
complished by ethnographical acquisition techniques. This view and its models 
represent the foreground for the work presented in this paper. 

• Provider-Oriented Service Process View: as a representation of the service provid-
er level (how a service is provided, what interactions are foreseen, etc.), typically 
constructed following a top-down approach based on the service enterprise’s strat-
egy. This view and its models are underpinned by pre-existing background. 
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These updates are considered as instances of the abstract level and present feed-
back to understand the consumer heterogeneity and dynamic aspect of their characte-
ristics. The review platform itself integrates with the evaluation view and provides 
statistical assessments/visualization for assessment of service value dimensions. 

3.2 Service Interaction Views 

The definition of the service process presents a complex challenge due to the high 
variability and complexity to define them including different views (customer vs. 
provider perspective) within the same knowledge base. 

In order to understand the characteristics of the service process from the provider 
perspective, 2 alternative representations have been developed and presented in [10]. 
A distinction is made between context-free and context-dependent service processes. 
The first model structure does not consider adaptation or heterogeneity of consumers 
whereas the second structure enables the definition of models that are adaptive to 
consumer groups and their characteristics. 

Context-Free Service Model 
The context-free service model enables the definition of static service processes. The 
model provides concepts to define nodes; their order/control flow and input to service 
evaluation using fixed nodes and pre-set references to the evaluation view. Service 
evaluation is enabled using static evaluation questionnaires with the dimensions of 
satisfaction, expectation, and gap of expectation. 

Context-Dependent Service Model 
The context-dependent service model uses a hybrid structure for service processes. 
The structure enables the pre-design of default models including adaptation patterns 
that react to the actual instantiation information for different types of consumers. 

The interaction models are developed and presented from a consumer’s viewpoint 
with a focus on the dialectic provider – the customer interaction in a highly contextual 
setting. To evaluate the customer's variety and adaptation, we construct an integrated 
approach from three perspectives (see Figure 3): a) the customer attribute, b) service 
evaluation and c) customer communication perspective. An understanding of the cus-
tomer's variety is realized by linking the customer evaluation and their context infor-
mation accordingly. 

Customer Attribute Model 
The Customer Attribute Model represents the characteristics of the customers. Cus-
tomer's criteria change depending on their circumstances, context and experience; e.g. 
the consumer is a beginner, repeater or expert user of the service. 

Evaluation Visualization Model 
The Evaluation Visualization Model defines the evaluation of the overall service 
process. The individual service evaluation are connected with concrete service 
processes taking into account the customer attribute model, for instance, a beginner 
and experts of one service evaluates the service with score “5” in five-scale customer 
satisfaction survey. We represent the difference of the two evaluations based on the 
service process. 
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4.1.3   Service Communication Model 
The prototypical implementation supports the decomposition of service processes into 
different levels of abstraction and granularity. On an initial level the overall service 
process is presented in phases, further detailed on decomposition levels as concrete 
steps and tasks of the interaction process. For the context-free model a direct mapping 
is used; for the context-dependent an adaptive mapping approach is applied. 

Figure 6 shows an example representation within the prototype including the men-
tioned decomposition capabilities. The service process is translated to a set of ques-
tions focusing on quantitative data for a) customer satisfaction, b) expectation and c) 
modified expectation. In the case presented above a 5-point evaluation scale is ap-
plied. Additionally, as qualitative data, open questions and comments for each node 
are foreseen. 

For the example in Figure 6, the decomposed model is build following a pre-
designate method, foreseen for the context-free model introduced in [10]. Adaptive 
sub-process binding, e.g. for the context-dependent model, could be realized through 
rule-based or semantic reasoning approaches. 

 

 

Fig. 6. Decomposition of Service Processes 

4.2 Case Study: Service Interaction Models for Food Services 

In this section, the case studies to validate the approach are introduced. Two cases are 
constructed to present the static, context-free structure on one hand and the adaptive, 
context-dependent structure on the other. With respect to the validation of the context-
free structure, the "Fast Food" case has been developed, for the context-dependent, 
the "Edomae Sushi Restaurant" case is introduced based on the outcomes of the Japa-
nese Creative Services (JCS) project [9]. For the sushi case, we focus on "Okonomi" 
style, where the consumer of the service is the decision maker during the service and 
a pre-design of the model is therefore only partially possible. 
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4.2.1   Case Study: Fast Food Restaurant 
The "Fast Food" case (as shown in a mockup in Figure 7) presents the design of a 
service interaction process in a "one-size-fits-all" manner, targeting a scaling model 
on a global basis for any type of consumer. Independent of the consumer’s expe-
rience/service literacy, the service is offered and consumed. The interaction process is 
static and does not adapt to contextual characteristics. 

 

Fig. 7. Context-Free Service Model: Fast Food Case 

4.2.2   Case Study: Edomae-sushi Restaurant 
In contrast to the initial case, the “Edomae Sushi Restaurant” presents highly contex-
tual and adaptive requirements to the model structure. 

In Japan, high-end sushi service restaurant (as shown in a mockup in Figure 8) re-
quire a certain knowledge level of the service by the consumer [2].  

The sushi chef understands the consumer knowledge in a first impression during 
the ordering process for drinks. The chef modifies the service process based on con-
sumer interaction and decisions taken throughout the interaction. A clear understand-
ing and analysis on the communication and interaction patterns is integrated in this 
view to provide evidence for pattern selection and application on type and instance 
level (see Figure 9 for potential patterns to select from on communication level). 

 
 
 



 Development of an Evaluation Approach for Customer Service Interaction Models 159 

 

 

Fig. 8. Context-Dependent Service Model: Edomae Sushi Case 

 

 

Fig. 9. Communication/Interaction Model: Edomae Sushi Case 

For this flexible service process, the service provider decides on a pattern-basis on 
steps to perform as the service process considering consumer reaction. The evaluation 
of the service quality is performed along the line of this evolving service process in 
the form of dynamically constructed questions. 



160 H. Masuda, W. Utz, and Y. Hara 

 

5 Implication 

A main implication and outcome of the research performed relates to the visualization 
of contextual consumer/provider interaction patterns. Following this approach we are 
able to construct the consumer context on a theoretical level. The visualization ap-
proach enables us to understand the interaction process (including the consumer cha-
racteristics and their communication processes) as an adaptive to changing consumer 
groups and their demands. Means to create understanding on the consumer and their 
behavior to flexibly react/adapt to changes in current economy settings are regarded 
an important challenge. 

6 Conclusion 

The dynamic approach for service interaction process design, evaluation and visuali-
zation in an integrated way allows us to extend existing continuous improvement and 
feedback loop mechanisms by including the consumer perspective in the assessment 
of service value and quality. The proposed visualization approach contributes to allow 
an easy understanding of the dynamics of customers' variety in the service economy 
sector. As further steps of our research we aim to develop mechanisms for dynamic 
web/mobile questionnaire creation, utilizing the adaptive service process modeling 
approach for collecting data of the customer service interactions. Empirical research 
will be conducted based on proposed model to get further insights in the consumer 
categories and used/applied patterns, also investigating in different cultural set-
tings/communication models within increasing global economics.  

Acknowledgment. Empirical research of Japanese Sushi restaurant was performed by 
Dr. Yutaka Yamauchi as a baseline for our development presented in this paper. We 
appreciate comments and input from his research. 
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Abstract. There are multiple ways one can pursue when developing conceptual 
modeling tools. The most common are the ones where modeling tool engineers 
implement by using multiple graphical editors and various programming lan-
guages to realize the requirements of a modeling method. In this case, imple-
menting artifacts such as abstract and concrete syntax or algorithms is linked to 
a specific technological platform. This motivated us to develop a DSL for this 
area, which entailed designing, specifying and implementing it. In this paper we 
propose a domain-specific language (MM-DSL) based on a metamodeling  
approach, which gives us the ability to be technology independent. With MM-
DSL a specification for a conceptual modeling tool is programmed on an ab-
stract level. The code can be compiled and executed on different metamodeling 
platforms. We tested the MM-DSL 1.0 using a prototype-based evaluation.  

Keywords: MM-DSL, metamodeling platform, conceptual modeling tool.  

1 Introduction 

During the last couple of decades of applied research in metamodeling approaches and 
technologies many meta-metamodels (meta2models) have emerged, some of them very 
complex, the others very simple and easy to use, but typically created for the same 
purpose: to capture the requirements imposed on them by the modeling domain. 
Initially, most of the meta2models have been designed to be instantiated in a single 
domain. For example, EMF Ecore is mostly used in the development of Eclipse 
applications, GME primarily in the area of electrical engineering, ConceptBase [1] for 
conceptual modeling and metamodeling in software engineering, and ADONIS was 
designed for describing and simulating business processes. However, over time it has 
been discovered that they are also applicable in similar domains. A good example is 
the extension of the ADONIS meta2model, which later became the ADOxx 
meta2model. The ADOxx meta2model and the ADOxx metamodeling platform have 
until today been used for the realization of a myriad of domain-specific modeling 
methods. A couple of dozen of implemented modeling tools can be found on the 
OMiLAB web site [2]. Another very successful example is the GOPPRR meta2model 
employed by the MetaEdit+ language workbench, which has been used in many 
industrial projects during the last decade [3]. 

Meta2models are typically joined together with a metamodeling tool (Ecore comes 
with EMF and Eclipse IDE, ADOxx comes with its own metamodeling platform,  
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MetaEdit+, ConceptBase, and GME as well), which makes them available for use out-of-
the-box. A brief comparison of meta2models and their accompanying tools is compiled in 
[4].  

As we can see, metamodeling approaches have been applied in many real world 
scenarios, like functional and non-functional requirements definition in software 
engineering, social modeling for requirements engineering [5], as well as modeling 
tool development, where metamodeling platforms have become a very popular go-to 
software. The answer behind the metamodeling platform attractiveness lies within the 
fact that one gets the meta2model and the tools that work with it for free. What is left 
for developers to do is: (1) instantiate the meta2model and (2) apply the platform’s 
functionality to bring a modeling method to life. This process is explained in more 
detail in [6] and [7]. 

A notable difference between MM-DSL and metamodeling platforms is in their way 
of tackling with the development of conceptual modeling tools. MM-DSL provides 
domain-specific functionality which is not linked to a specific technological platform. 
Developing by using only a metamodeling platform is very technology-specific. One 
has the entire platform’s functionality out-of-the-box and the possibility to reuse and 
extend it. However, this comes with a drawback of locking in the future development 
only to one platform. There is, in most cases, no way of reusing any developed artifacts 
(e.g., code, files, etc.) on another metamodeling platform. This is one of the primary 
issues MM-DSL tries to address. 

In the next section (section 2) related work and its influence on MM-DSL is dis-
cussed. Section 3 focuses on the design and specification of MM-DSL. In section 4 
we evaluate our DSL by implementing a pseudo modeling method. This paper con-
cludes with advantages MM-DSL brings to the modeling tool development process 
and further evaluation plans (section 5).  

2 Related Work 

There are dozens of DSLs designed to describe a metamodel of a modeling language, 
the most significant being KM3 [8], HUTN [9], and Emfatic [10]. KM3 is designed 
particularly for specifying the abstract syntax. HUTN (Human Usable Textual 
Notation) is an OMG standard for specifying a default textual notation for each 
metamodel, developed with a purpose of solving the problem of the XMI/XML (XML 
Metadata Interchange) format, which is intended to be processed by the machine, 
therefore it is neither succinct, nor easily readable or writable. Emfatic is a language 
used to represent EMF Ecore models in a textual form. There exist even more DSLs 
that specialize in model processing, most of them connected with the Eclipse 
community and EMF. Epsilon [11], for example, is a family of languages and tools for 
code generation, model-to-model transformation, model validation, comparison, 
migration and refactoring that works out-of-the box with EMF and other types of 
models. FunnyQT [12] is a querying and transformation DSL embedded in JVM-based 
Lisp dialect Clojure. FunnyQT primarily targets the modeling frameworks JGraLab 
and EMF. GReTL [13] is an extensible, operational, graph-based transformation 
language, which allows specifications of transformations in plain Java using the 
GReTL API. 



164 N. Visic and D. Karagiannis 

 

Among all of these different languages and frameworks, there are two similar to  
our approach: Graphiti [14] and XMF (Xmodeler) [15]. Graphiti is an Eclipse-based 
graphics framework that allows the development of graphical editors from domain 
models typically specified with EMF. It is a significant productivity improvement 
when compared to Eclipse GMF. XMF is a meta-programming language with an OCL-
like syntax that allows construction of an arbitrary number of classification levels. 
Xmodeler is a metamodeling platform developed around XMF. Both of these 
technologies try to improve the productivity of modeling tool development, and both of 
them suffer from the same issues: platform independency and complexity. Graphiti 
currently only supports Eclipse. XMF only supports Xmodeler and it is relatively hard 
to learn for domain experts with limited programming knowledge. The mentioned 
technologies are specialized in realizing modeling languages as modeling tools, but 
none of them fully covers the realization of modeling methods (e.g., possibility to 
implement all the essential parts: abstract syntax, concrete syntax, and algorithms that 
can be executed on models). 

In addition to the related research, the work at hand is mostly influenced by the 
following concepts and technologies: Language Oriented Programming [16], Language 
Driven Design [17], Model Driven Architecture [18], Software Factories [19], 
Language Workbenches [20], and Metamodeling Platforms [21]. All of them are used 
to ease the development of various kinds of software (e.g., systems, applications, tools) 
by providing the means to define custom programming or modeling artifacts and code 
generation facilities. 

3 MM-DSL 

The Modeling Method Domain-Specific Language (MM-DSL) has been designed to 
simplify the realization of modeling methods. It is a platform independent language for 
describing modeling methods – their abstract syntax, concrete syntax, and algorithms. 
MM-DSL is supported by an integrated development environment (MM-DSL IDE) 
which provides several helpful features: (1) compile time error checking, (2) code 
suggestions and auto completion, (2) code templates which can be extended, (3) and 
code highlighting. The MM-DSL IDE is built upon Eclipse technology and can be 
easily modified and extended with new features. 

3.1 Clarifying Design Decisions 

The requirements for MM-DSL have been gathered using a top-down and bottom-up 
approach. In top-down approach several modeling methods have been analyzed. The 
inspected modeling methods are compiled in [22]. The purpose was to determine the 
most commonly used concepts and to establish their appropriate abstractions (e.g., 
“class” is an appropriate abstraction for concept “actor”). The bottom-up approach 
gave insight on how are metamodeling technologies applied for realization of model-
ing methods. Several meta2models have been carefully examined to determine their 
building blocks. Abstractions of concepts extracted with top-down approach have 
been matched with meta2model concepts. In this process the backbone for abstract 
and concrete syntax of the MM-DSL has been formed, as well as mechanisms that 
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allow compilation to different metamodeling technologies. The MM-DSL abstract 
syntax is conforming to the already established modeling method generic framework 
[21]. The chosen concrete syntax (e.g., language keywords) was adopted from the 
modeling community our research group belongs to (see the ADOxx meta2model 
depicted in Figure 1). 

The similarity between meta2models is what MM-DSL compilers take advantage 
of. By leveraging this property new compilers do not need to be implemented from 
scratch, but configured from the same template. Figure 1 shows similarities between 
meta2models. The concept of an “attribute” is highlighted with a rectangle, the con-
cept of a “class” with an ellipsis, and the concept of a “model type” with a round-
rectangle. These highlighted concepts are all singletons (consist only of one element). 
However, there exist concepts that are represented with multiple elements, such as 
“relation”. Relation in ADOxx is represented through Relation Class and its two End 
Points. In GOPPRR it is represented with elements: Relationship, Binding and Con-
nection. In Ecore and GME relation is a single element: EReference, respectively 
Reference. From this observation, it is clear that most of the concepts described with 
different meta2models are semantically identical (or at least very similar). 

 

Fig. 1. Meta2model Comparison (adapted from [4]) 

Additionally, the overall design of the language was driven with the idea of mini-
mizing the lines of code, in other words: to reduce the programming effort and raise 
productivity. This is the reason we decided to introduce concepts such as inheritance 
(transmission of characteristics from parent object to child object) and referencing 
(reusing previously defined objects by passing their identifier to other objects). How 
these concepts work in practice is demonstrated in section 4 (see Figure 4). 
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3.2 Specification  

In this section, we will briefly elaborate the syntax and semantics of the most relevant 
program statements that can be used in MM-DSL. Keep in mind that the current 
specification is a work in progress and is susceptible to changes. 

Table 1. Excerpt from the MM-DSL's Grammar Specification in EBNF 

Statement Name Statement Specification in EBNF 
Root root ::= methodname embedcode* method 
Method Name methodname ::= 'method' name 
Embed embedcode ::= 'embed' name '<' name-embedplatformtype (':' name-

embedcodetype)? '>' 'start' embeddedcodegoeshere 'end' 
Method method ::= enumeration* symbolstyle* symbolclass* symbolrelation* metamodel 

algorithm* event* 
Enumeration enumeration ::= 'enum' name '{' enumvalues+ '}' 
Metamodel metamodel ::= class+ relation* attribute* modeltype+ 
Class class ::= 'class' name ('extends' name-class)? ('symbol' symbolclass)? '{' (attribute | 

insertembedcode)* '}' 
Relation relation ::= 'relation' name ('extends' name-relation)? ('symbol' name-

symbolrelation)? 'from' name-class 'to' name-class '{' (attribute | insertembedcode)* 
'}' 

Attribute attribute ::= 'attribute' name ':' type ('access' ':' acesstype)? 
Access acesstype ::= 'write' | 'read' | 'internal' 
Type type ::= simpletype | enumtype 
Simple Type simpletype ::= 'string' | 'int' | … 
Enumeration Type enumtype ::= 'enum' name 
Model Type modeltype ::= 'modeltype' name '{' 'classes' name-class+ 'relations' ('none' | name-

relation+) 'modes' ('none' | name-mode+) '}' 
Mode mode ::= 'mode' name 'include' 'classes' name-class+ 'relations' ('none' | name-

relation+) 
Class Symbol symbolclass ::= 'classgraph' name ('style' name-symbolstyle)? '{' (svgcommand | 

insertembedcode)* '}' 
Relation Symbol symbolrelation ::= 'relationgraph' name ('style' name-symbolstyle)? '{' 'from' 

(svgcommand | insertembedcode)* 'middle' (svgcommand | insertembedcode)* 'to' 
(svgcommand | insertembedcode)* '}' 

SVG Command svgcommand ::= (rectangle | circle | ellipse | line | polyline | poligon | path | text) 
symbolstyle 

Symbol Style symbolstyle ::= 'style' name '{' 'fill' ':' ('none' | fillcolor) 'stroke' ':' strokecolor 'stroke-
width' ':' strokewidth ('font-family' ':' fontfamily)? ('font-size' ':' fontsize)? '}' 

Algorithm algorithm ::= 'algorithm' name '{' (algorithmoperation | insertembedcode)* '}' 
Event event ::= 'event' name-event '.' 'execute' '.' name-algorithm 

 
Every program starts with a keyword method (also known as the method name 

statement), followed by the user defined name of a modeling method (e.g., method 
CarParkModelingLanguage). The statements that can be used afterwards are specified 
by the language’s grammar (Table 2 contains the compressed overview in EBNF). The 
most relevant statements, their brief description and a simple usage example are given: 

─ enumeration statement, which starts with a keyword enum, and allows the defini-
tion of user defined data types: 

enum EnumParkType { "car" "truck" "motorcycle" "bicycle" } 
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─ class statement, which starts with a keyword class, supports inheritance through 
optional keyword extends, association with graphical symbols through optional 
keyword symbol, and can contain attributes: 

class Car extends Vehicle symbol CarGraph {} 

─ relation statement, which starts with a keyword relation, supports inheritance, 
association with graphical symbols, and can contain attributes: 

relation isParked symbol IsParkedGraph from Vehicle to Park {} 

─ attribute statement, which starts with a keyword attribute, supports the ability to 
define attribute name, data type, and access type (write, read, or internal) that the 
user has to the attribute value: 

attribute lenght:int access:write 

─ model type statement, which starts with a keyword modeltype, contains references 
to classes, relations, and allows the definition of various modes (or views) on the 
contained objects: 

modeltype CarPark {  

classes Car Truck Motorcycle Bicycle ParkingLot ParkingGarage  

relations isParked  

modes none } 

─ class graph statement, which starts with a keyword classgraph, supports referenc-
ing to styles, and contains the sentences describing the primitive graphical objects, 
like circle, or rectangle: 

classgraph CarGraph style Blue { rectangle x=-10 y=-10 w=20 h=20 } 

─ relation graph statement, which starts with a keyword relationgraph, contains the 
same possibilities as class graph statement with an addition of structuring sen-
tences for primitive graphical objects in three sections – from, middle, and to: 

relationgraph IsParkedGraph style Black {  

from rectangle x=-2 y=-2 w=4 h=4  

middle text "is parked in" x=0 y=0  

to polygon points=-2,2 2,0 -2,-2 } 

─ scalable vector graphics (SVG) statements, which is a group of statements for 
defining primitive graphical objects: rectangle, circle, ellipse, line, polyline, poly-
gon, path, and text, with an option to include style definitions: 

polygon points=-20,20 0,20 -20,0 style Red {fill:red stroke:black 

stroke-width:1} 
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─ symbol style statement, which starts with a keyword style, and describes the gen-
eral style of a graphical object, including the stroke color and width, fill color, font 
size and font family: 

style Blue { fill:blue stroke:black stroke-width:1 } 

─ algorithm statement, which starts with a keyword algorithm, and can contain 
multiple algorithm operation statements: 

algorithm MyAlgorithm { model.create MyModel CarPark } 

─ algorithm operation statements, which is a group of statements supporting vari-
ous operations on a modeling method data structure: 

model.discard MyModel 

─ event statement, which starts with a keyword event, followed by the event type 
and event action, is a statement that triggers algorithms based on the events hap-
pening in the modeling tool: 

event.AfterCreateModelingConnector.execute.MyAlgorithm 

─ embed statement, which starts with a keyword embed, is used in embedding of 
external code to the program, which can later be referenced by other statements us-
ing the insert sub-statement: 

embed ADODrawRoundRectangle <ADOxx:GraphRep>  

start "embedded code goes here" end 

─ insert statement, which starts with a keyword insert, is used for referencing the 
parts of foreign code embedded using the embed statement: 

insert ADODrawRoundRectangle 
 

The statements in this list have been used while implementing a modeling tool for 
the Car Park Modeling Method (see section 4), with an exception of the algorithm 
specific statements (algorithm, algorithm operation, and event statements) and the 
embedding statements (embed, and insert statements). Algorithm specific statements 
allow us to describe generic functionality of a modeling tool (open, edit, close and 
delete models, modify attribute values, create modeling objects, etc.) in MM-DSL 
itself. Whether the defined algorithms can be realized depends on the execution 
platform. If the platform does not support it, the compiler will throw a warning and 
skip that part of the code. As with any other programming artifacts in MM-DSL, a 
programmer can extend the existing set of algorithm operations and events. Embedding 
is an important concept allowing a developer to insert a platform-specific code directly 
into the MM-DSL program. An example would be a code for a complex graphical 
representation, which one does not want to reimplement. Embedding of external code 
is possible through the special embed statement. Referencing of the embedded code in 
various parts of the program is done by using the insert statement. For more details and 
additional examples see the specification available in [2]. 
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4 A Prototype-Based Evaluation 

4.1 A Pseudo Modeling Method: Requirements 

For the evaluation purpose an exemplary modeling method has been designed and 
implemented with MM-DSL. The pseudo modeling method, named “Car Park 
Modeling Method”, is a representative example, which comprises of the most 
important modeling method building blocks. 

 

Fig. 2. The Car Park Modeling Method Requirements 

The elements with the graphical representation are: Car, Truck, Motorcycle, Bicycle, 
Parking Lot, Parking Garage, and is parked. These are the ones we can model with. 
The rest of the elements are either abstract (e.g., Vehicle and Park) or do not have any 
kind of graphical representation (e.g., City, and belongs to). Together they form the 
metamodel of the Car Park Modeling Method. The UML Class Diagram notation has 
been used to specify the metamodel. The metamodel on the right side of Figure 3 
shows the relations between various modeling method elements: Vehicle is associated 
with Park with a relationship is parked; Park is associated with City with a relationship 
belongs to; Parking Lot and Parking Garage are specializations of Park; Car, Truck, 
Motorcycle and Bicycle are specializations of Vehicle. 

4.2 An Implementation Using the MM-DSL 

In this section we will see how successfully MM-DSL can be applied in the develop-
ment of modeling tools. The pseudo modeling method is used to illustrate the devel-
opment process. 
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Fig. 3. Using MM-DSL for Modeling Tool Development 

 

Fig. 4. The Car Park Modeling Method Implementation in MM-DSL 

The modeling tool development using MM-DSL, depicted in Figure 3, is structured 
in the following steps: (1) code a modeling method, (2) compile the code to one or 
more execution environments (typically metamodeling platforms), (3) continue adding 
finishing touches using the functionality provided by execution environments, and (4) 
generate a modeling tool. Step (3) is optional. Continuing the development on the 
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execution platform is only necessary if one requires features that are not covered with 
MM-DSL. In step (1) one works with MM-DSL IDE. The IDE discovers bugs and 
code errors before compilation. After the code has been compiled to the specific 
execution environment, future modifications inside the execution environment can no 
longer be debugged with the support of MM-DSL IDE. However, most of the 
metamodeling platforms provide the debugging support by themselves, which can be 
used in step (3). 

There is no particular order in coding the modeling method with MM-DSL. One can 
start by defining a metamodel (abstract syntax), then structuring it in model types. 
Afterwards, graphical representation (concrete syntax) can be defined. Or vice versa, 
start with graphical representation, and then code the metamodel part. Nonetheless, 
some of the elements of a modeling method (e.g., classes, relations, attributes) need to 
be already present in the code before algorithms can be realized, because most of the 
algorithms require some sort of input. In our case, inputs can be any modeling 
elements and their values (attribute values, class or relation instances). 

Looking at the code, it can be noted that enumerations have been defined first, fol-
lowed by definition of styles. These artifacts need to be defined before they can be 
referenced. For example, IsParkedGraph is referencing Black style, and class Park 
contains attributes that are of type EnumParkType and EnumPayment. We can define 
styles inside class symbol and relation symbol statements as well. For example, style 
Orange is defined inside class style ParkingLotGraph. Symbols also need to be de-
fined before they can be referenced by classes or relations. Concept of inheritance is 
used in definition of classes Car, Truck, Motorcycle and Bicycle. In the current ver-
sion of MM-DSL inheritance only works for the structure. For example, attributes 
defined in the class Vehicle will be inherited by the class Car. However, if Vehicle 
had a symbol associated with it, it would not be inherited by the class Car. This was a 
design decision which helps in differentiating abstract and concrete classes (concrete 
classes always have a symbol assigned to them). There is one more relevant concept 
that needs addressing – model types. They are used to aggregate modeling elements 
into a diagram used inside a modeling tool. These elements are also visible inside a 
modeling tool tool-box (see Figure 5). For example, model type CarPark contains 
several classes, one relation, and only a default sub-view (indicated by modes none 
command). Modes or sub-views allow selecting which from the existing modeling 
elements in a diagram we want to show. There can be multiple modes in one model 
type. Resulting modeling tool is shown in Figure 5. 

 

 

Fig. 5. The Resulting Modeling Tool 
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5 Conclusions and Further Evaluation Plans 

There are three main concerns one needs to tackle with when implementing modeling 
tools for modeling methods: abstract syntax, concrete syntax, and algorithms. Here is a 
brief overview on how a metamodeling platform handles these issues, and how are 
those issues handled with MM-DSL: 

─ Before one can start with the development of a modeling tool, a metamodel of a 
modeling method needs to be designed. This is what represents the abstract syntax 
of a modeling method. How will this abstract syntax be implemented on a meta-
modeling platform depends on the underlying meta2model. Because MM-DSL is a 
language and can be freely extended, there is no dependency on a particular me-
ta2model. 

─ Secondly, graphical representation or concrete syntax needs to be specified. The 
realization of graphical representation depends on the functionality provided by the 
platform. Some of the platforms can only work with images (e.g. bitmaps), while 
the others have mechanisms for drawing vector objects. MM-DSL has SVG-like 
commands, which is a familiar (SVG is an open standard developed by W3C) and 
expressive approach for creating graphical objects.  

─ Thirdly, algorithms working on modeling elements need to be specified. Most of 
the metamodeling platforms use general purpose programming languages (e.g., Ja-
va, C++) to tackle with this issue. The minority has dedicated DSLs. MM-DSL in-
cludes concepts specialized for development of modeling algorithms, as well as 
commands for model manipulation. 

The key advantages of using MM-DSL to code a modeling method and compile it 
into a modeling tool are: (1) independence from the execution platform, (2) modeling 
method concepts coded in MM-DSL can always be reused with or without 
modifications, and (3) reduced development effort. Because of the mentioned 
advantages, MM-DSL is best suited for (1) fast prototyping and (2) when support for 
multiple platforms is needed (write once, run everywhere principle). 

Currently, MM-DSL usability and expressivity is being tested by implementing 
modeling tools for several modeling methods published in [22]. Further evaluation 
steps include a study where participants will have the opportunity to describe a  
modeling method with MM-DSL by using the provided language specification and 
modeling method requirements. No IDE will be provided, because we want to test 
understandability and learnability of the language. The IDE’s usability will be tested 
in an exercise-like environment, where testers will have to extend the given MM-DSL 
code and compile it to a modeling tool.  
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Abstract. Knowledge management (KM) is nowadays a relevant topic of inter-
est for numerous reference disciplines and involved parties in research and 
practice. Considering KM-literature, a fast-growing and heterogeneous collec-
tion of content exists, including various theories, topics, keywords and models 
which are discussed and used to handle KM-related problems and topics. The 
consequence is the absence of a common understanding and harmonization in 
KM. The paper presents a first approach towards a normative and scientifically 
evidenced corporate KM-framework that supports highlighting unexplored KM-
topics and contributes to a common understanding of terminology, concepts and 
methods used in KM. The framework in this study focuses on KM-systems and 
is the result of the integration of most cited classification approaches. It serves 
as a starting point to consolidate the topics of the KM-discipline and helps in 
obtaining an overview of relevant topics to successfully address KM issues in 
research and praxis. 

Keywords: Corporate knowledge management, Knowledge management 
framework, Design science research, Knowledge management systems. 

1 Introduction 

In recent years knowledge management (KM) became an increasingly important dis-
cipline [1]. The literature considering KM offers a fast-growing collection of insights 
consisting of various theories, concepts or topics. Depending on the relevant context 
and the underlying reference discipline this content might be quite heterogeneous or 
can be seen as inconsistent. Furthermore, different orientations are proposed for KM. 
In addition to the different reference disciplines and design possibilities, various con-
cepts, attitudes and schools exist, which justify and explain KM. Moreover, it can be 
noticed that research and practice discuss and handle KM-related problems and topics 
differently. In conclusion, it seems that a common unified understanding of the dis-
cipline KM is lacking [2, 3]. 

The preceding overview illustrates how heterogenous KM is, both as a research 
discipline as well as from a practical perspective. Therefore, a main challenge in re-
search will be to consolidate and order the various streams and trends of this discip-
line and to seek a common understanding of KM. Research will thereby be able to 
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gain a base for the systematic comparison and classification of research results. Prac-
titioners can rely on consistent methods and approaches when implementing KM-
related activities and will be able to make the right decisions at the right time in the 
right place.  

The paper presents a first approach towards a normative and scientifically evi-
denced corporate KM-framework that supports highlighting unexplored KM-topics 
and contributes to a common understanding of terminology, concepts, activities and 
methods used in KM. 

The remainder of this paper is structured as follows: In Section 2 we shed some 
light on different streams of literature. Section 3 provides an overview of the research 
objectives and the research design followed by this paper. Subsequently we present a 
framework proposal for the corporate knowledge management beginning with Know-
ledge Management Systems (KMS). Finally we conclude with a summary of main 
results, limitations of the study and some directions and implications for future. 

2 Literature Review 

During past years, several attempts have been made, to consolidate and reorder the 
huge collection of findings in the KM-discipline e.g. by presenting a separate frame-
work. These frameworks address and pick up special issues of KM and through the 
analysis of literature we could recognize four major streams of frameworks. Besides, 
the distinction according to these four streams of frameworks is one possible classifi-
cation and does not claim the exclusive assignment of one referenced work to only 
one of the streams due to the multidimensionality and the different perspectives which 
could be adapted by the referenced papers.  

Some of the studies conducted a meta-analysis of a huge number of KM-papers, 
whereas others outlined specific frameworks and models used in KM and classify 
them. Also, several studies examined and proposed frameworks for KMS or handled 
and discussed KM-related themes and frameworks in general. To date, it is widely 
accepted, that there is no generally and globally established consensus about these 
different KM-classifications [4]. This literature review builds on the above mentioned 
four streams and explains the main results according to them. 

Studies of the first steam were carried out in form of a meta-analysis and investi-
gate general issues and topics concerning KM such as most frequently used defini-
tions of knowledge, often used research methodologies and most cited related work or 
productivity rankings of e.g. authors and countries. For instance, Nie et al. [5, 6] pub-
lished a meta-analysis to answer questions about the importance of KM, actions and 
operations in the KM-field, the factors that enable the birth of KM, ways to imple-
ment and to support KM and applications of KM. Another example is an attempt of 
Heisig [2] to harmonize KM-frameworks. The author applied the method of content 
analysis to compare and analyze 160 frameworks with regard to the following catego-
ries: source (in the sense of title, author and year), origin according to country and 
region, type, knowledge definitions, frequently mentioned KM-activities and critical 
success factors.  

Into the second stream fall studies, that examined and classified models, perspec-
tives, schools of thought and approaches for KM. Some papers discussed KM models 
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and approaches in terms of related processes and activities as in the study of Vorakul-
pipat and Rezgui [1], who examined and evaluated different models, which fall into 
the category of knowledge category models. Other researchers proposed general own 
classification schemas or taxonomies to classify existing models and frameworks (cf. 
[4] or [7]). Lloria for example [4] reviewed seven different classifications of ap-
proaches, schools and models in this discipline. One of these approaches is that one of 
Nonaka and Takeuchi [8], who stated the following: whereas European countries are 
interested in the process of measuring knowledge, American ones manage knowledge 
and Japan is associated with the creating of knowledge. On the other side, Earl [9] 
specified three schools of KM: the technocratic school with its subdivisions into the 
system, the cartographic and the engineering school, the economic school and the 
behavioral school with its subdivisions into the organizational, the spatial and  
the strategic school. After reviewing these approaches they were integrated in an own 
classification proposal.  

The third stream handled frameworks for KMS and contains, depending on the 
intended use, a variety of different classification proposals. Some approaches de-
scribed KMS according to their support for the processes in the knowledge lifecycle 
or the SECI-model (e.g. [10–12]). Other approaches followed a strategy-oriented 
perspective and classified KMS according to their support for strategy [13] or accord-
ing to different KM-perspectives like the transactional KM, the process-based KM or 
the analytical KM [14]. Besides, there exist some more technology-oriented [15, 16] 
or context-oriented approaches [17]. Nevertheless this diversity of different orienta-
tions may sometimes be helpful, depending on the considered context and application.  

A representative of the fourth stream is the global KM-framework of Pawlowski 
and Bick [18]. The authors stated the absence of a clear task understanding of KM in 
praxis. In addition, it is often unclear, how benefits could be reached through the rea-
lization and implementation of KM. The global KM-framework is described in its 
core by processes differentiated according to knowledge processes, business 
processes and external processes. These processes are in relation with several other 
components like strategies, stakeholders, culture and instruments and results in out-
comes like performance or valuable knowledge.   

The collection of all these frameworks enables researchers and practitioners to get 
an overview of existing related work. Thus, the choice for a suitable approach or 
model is simplified and can be carried out faster.  

3 Research Objectives of the Study and Research Design 

The general purpose of our study is contributing to a common view of relevant re-
search topics in KM and identifying gaps between research and practice including: 

• Attainment of a common understanding of terminology, concepts and methods 
used in the field of KM 

• Identification of white spots on the landscape of KMS (with no research activities 
or low number of studies) 

In this paper, we present the results of a preliminary study starting with the reflection 
of KMS as a subdomain of KM and addressing the following research questions: 
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1. Does a core consensus or dissent exist about already available KMS-frameworks?  
2. What are key areas addressed by academic research and which topics are seen as 

relevant by practice? 

The study is following a design science oriented approach [19]. According to this 
approach, first the problem needs to be identified. Based on that, solution objectives 
should be identified, followed by the steps of design and development, demonstration, 
evaluation and communication of the results.  

The first step of this approach is represented here by the demonstration of the over-
all importance and relevance of this work to the KM-field which is described in the 
introduction section. The steps 2-4 correspond to the presentation of a first draft of a 
framework for corporate KM focusing in particularly on KMS. The evaluation phase 
will take place in form of discussions within the KM-community in order to evaluate, 
validate and improve the framework suggested here.  

First of all, a structured literature review was conducted aiming to examine and 
analyze already existing KM-frameworks in literature. This review follows a taxono-
my presented by Cooper and adjusted by vom Brocke et al. [20, 21]. Besides papers 
in different high ranking scientific journals related to KM (e.g. “Knowledge Man-
agement Research and Practice” or “Journal of Knowledge Management”), also rele-
vant conference papers were taken into consideration. Forward and backward search 
was performed too by running through the references of relevant papers and looking 
for further interesting papers respectively looking for papers citing these of our sam-
ple. This procedure helped us to find further papers of relevance which were included 
into our sample. The literature was searched based on relevant keywords such as 
“Knowledge Management” or “Knowledge Management Systems” in conjunction 
with “Meta-Analysis”, “State of the Art”, “Review” and “Framework”. These key-
words were used for the automated search of electronic databases e. g. AiSEL, 
Science Direct and journal websites. Initial hits were reduced by analyzing their titles 
in a first step. In a second synthesizing step, abstracts of the initial hits were analyzed 
in-depth by checking their relevance to the objectives of this paper. The resulting hit 
list consisted altogether of 24 relevant papers. A summary of the review results was 
already discussed in section 2. 

4 First Results – Corporate KM-Framework 

In this section we present a first approach towards a normative and scientifically evi-
denced KM-framework that contributes to a common understanding of terminology, 
activities, concepts and methods used in KM. 

The divergence and heterogeneity of the existing classification approaches under-
lines the need for a common understanding but also the need to consolidate and har-
monize the different frameworks.  

This study can be seen as a first step towards this consolidation by suggesting and 
creating a normative framework. We understand this normative framework as a con-
ceptual consolidation of already existing classification approaches that serves as a 
starting point for further analysis in our research. In the future, we will build on this 
framework, to empirically test its validity and improve it.  



178 N. Fteimi and F. Lehner 

 

Table 1. Overview of reviewed publications according to the four categories of KM research 

 

The creation of the normative framework is based on the analysis and aggregation 
of already existing frameworks, which were identified in scientific journals ex ante 
(cf. section 2). The classifications (table 1 gives an overview of reviewed classifica-
tions with their categorization according to the four streams mentioned in section 2) 
were extracted and integrated into a mind map. The choice of this design format made 
it possible to visually illustrate the collection of classification approaches and thus to 
obtain an overall picture of the state of the art. Subsequently we started the aggrega-
tion process by looking for similar or related classifications, which could be inte-
grated into a new classification schema. In this stage of progress, we had some  
discussions within our team, to ensure the validity of the aggregations. Finally we 
build new main categories, which include the integrated classifications.   

Subject matter of this study is a normative approach starting with KMS. Despite of 
the fact that KMS are one of the basic and important fundaments of KM, no broad 
agreement about the term KMS exists [17]. A popular definition of KMS is related to 
Alavi and Leidner who proposed the following: “KMS refer to a class of information  
 

Publication Category 
M A/M KMS G 

Scholl et al. (2004)  [22] x    
Serenko & Bontis (2004) [23] x    
Nie et al. (2007), Nie et al. (2009)  [5, 6] x    
Heisig (2009) [2] x x   
Serenko et al. (2009) [24] x    
Lee and Chen (2012) [25] x    
Alavi & Leidner (2001) [10]   x x 
Binney (2001) [14]   x x 
Tyndale (2002) [16]   x  
Liao (2003) [15]   x  
Jennex (2006) [17]   x  
Saito et al. (2007) [13]   x  
Becerra-Fernandez & Sabherwal (2011) [11]   x  
De Carvalho & Ferreira (2011) [12]   x  
Holsapple & Joshi (1999) [7]  x   
McAdam & McGreedy (1999) [26]  x   
Kakabadse et al. (2003) [27]  x   
Asl & Rahmanseresht (2007) [28]  x  x 
Vorakulpipat & Rezgui (2008) [1]  x   
Lloria (2008) [4]  x   
Jafari et al. (2009) [29]  x  x 
Moteleb and Woodman (2007) [30]    x 
Pawlowski (2012) [18]    x 
M : Meta-Analysis; A/M : Approaches/Models; KMS : Knowledge Management Systems; G: General  
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systems applied to managing organizational knowledge. That is, they are IT-based 
systems developed to support and enhance the organizational process of knowledge 
creation, storage/retrieval, transfer, and application” [10].  

 

Fig. 1. Mind map of KMS classification approaches 

Figure 1 illustrates the mind map of nine main KMS-classifications according to 
different authors, who propose or reflect our findings namely: Alavi and Leidner [10], 
Jennex [17], Saito et al. [13], Binney [14], Fernandez and Sabherwal [11], Liao [15], 
Tyndale [16], Carvalho and Ferreira [12]. 

The analysis of the mind map uncovers some noticeable aspects: 

• KMS can be applied and adopted for a wide range of knowledge processes such as the 
generation, identification, structuring, storing and distribution of knowledge. Innova-
tions in the field of information technologies offer new possibilities to support the or-
ganizational knowledge base as well as the tasks and processes of KM. This involves 
less the automated management of big data than the linkage between human and me-
chanical skills. This could be enhanced by the increasing integration and the combina-
tion of technologies, which could be used in an integrated or isolated manner. 

• Some classification approaches follow a strategy oriented perspective and classify 
KMS according to their support of either codification or personalization strategy. 
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These classifications take into account the concept of the enterprise architecture with 
its distinction between several enterprise levels such as the strategic or the operational 
level. 

• A final group of classification schemas characterize KMS differentiating between 
different task processing modes and the context of system use. This includes for 
example the distinction whether the task has been performed in an integrative or in 
an interactive manner but also the distinction between the task coordination in a 
distributive or collaborative working environment. 

Based on the preceding analysis, the normative framework with its multidimen-
sional categories and subcategories has been created. The design of this framework is 
based on the adaption and visualization of generally used classification schemas or 
classification schemas, which were discussed and mentioned frequently by more than 
one paper in literature. The framework presented here is an attempt to reflect and 
summarize already existing KMS classification schemas highlighting the consensus 
and dissents between them. The new integrated KM-framework will be created in the 
next steps and can be used to categorize research papers in the field of KM. As men-
tioned before this study is preliminary and describes only a part of the overall frame-
work by focusing on KMS. Multidimensionality means here, that it is possible to 
assign elements within the framework to more than one single category. For example 
the element “social web” could represent a subcategory of a category “KM-
processes”, but it could also be assigned to a category named “Strategy oriented 
KMS” or to other suitable categories.  

Figure 2 (cf. figure 2) shows the proposed framework structure for KMS. The ini-
tial framework consists of three main categories: 

- Category 1: Process orientation 
- Category 2: Strategy orientation 
- Category 3: System type orientation   
 
The decision for choosing these three categories reflects the three main classifica-

tion approaches that can be found in the relevant literature.  
The “process”-category subsumes approaches, which describe KMS according to 

their support of processes in the knowledge life cycle. Naming this category as the 
process oriented refers to the selected sources in the literature review. The authors of 
these sources investigate several KMS in terms of their support to the processes in the 
knowledge chain or activities as named in the well known life cycle model according 
to Probst et al. [31]. Advocates of this approaches are e. g. [10, 11] and [32] Based on 
the classification schemas we suggest to split this category into four subcategories 
according to the SECI Model [33]. The resulting subcategories (Socialization, Exter-
nalization, Combination and Internalization) could be refined by assigning suitable 
knowledge- or KM-processes such as sharing, transferring, distributing or storing of 
knowledge. These processes are tagged in the relevant literature by different key-
words which are often used synonymously but describe the same process. To group 
and identify the process oriented keywords, a content analysis [34] on a sample of 
research articles of the Journal of Knowledge Management was done. The sample  
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Fig. 2. Partial normative framework proposal for knowledge management systems 

consists of 394 articles (time span 2005 to 2013) obtained from the abstract and cita-
tion database scopus (www.scopus.com). We decided to focus only on the abstracts 
and keywords during the content analysis because the summary contains the main 
aspects. Focusing only on parts of the papers like title, keywords and abstracts is a 
common procedure when doing a content analysis based upon literature. The abstracts 
and keywords of the sample were tagged and a word frequency count resulted in a list 
of 34 knowledge life cycle processes. In a synthesizing step these keywords were 
assigned to the four main categories by Alavi and Leidner [10]. The decision for 
choosing this categorization as a benchmark is motivated by the popularity and cita-
tion index of the author’s publication (cf. table 2).  

For example, all the processes of assimilating, recombining, generating and pro-
ducing knowledge could be summarized as processes, in which new knowledge is 
created. On the other side, when sharing, diffusing or exchanging knowledge, a trans-
fer of knowledge is taking place. 
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Table 2. Knowledge life cycle processes categorization (Basis sample (n= 394): Journal of 
Knowledge Management 2005-2013) 

Knowledge 
creation 

Knowledge 
storage / retrieval 

Knowledge 
transfer 

Knowledge 
Application 

Assimilation 
Generation 
Production 
Recombine 
 

Access 
Accumulation 
Acquisition 
Capture 
Collection 
Documentation 
Harvesting 
Maintaining 
Preservation 
Retention 

Diffusion 
Dissemination 
Distribution 
Exchange 
Sharing 
 

Appropriation 
Attrition 
Conversion 
Exploration 
Exploitation 
Integration 
Obtaining 
Recycling 
Utilization 
Validation 
 

 
Based on the categorization in table 2, the four main knowledge life cycle 

processes were assigned to the SECI-model (cf. figure 2). The stage of socialization 
could be characterized for example by the transfer and retrieval of knowledge,  
whereas the externalization phase could be described by the storage and retrieval of 
knowledge. In addition, whilst combining knowledge, new knowledge is created, 
transferred, stored and applied later on. In the internalization stage, most of the activi-
ties focus on the storage and application of knowledge.  

Finally each one of these processes could be facilitated or supported by the use of 
several technologies. Social web based systems e.g. facilitate the processes of sharing, 
storage and transfer of knowledge, whereas databases fit best for storing and retriev-
ing knowledge. 

The strategy oriented categorization, as proposed by Saito et al. [13] classifies KMS 
according to their support of a certain strategy into a technology oriented or human-
oriented approach. The first approach represents the codification of knowledge and 
puts the focus on technology support for KM-related tasks especially the creation and 
transfer of knowledge. The human-oriented approach focuses primarily on the persona-
lization strategy and on creating and transferring knowledge between individuals. Saito 
et al. distinguished between component technologies, KM-applications and business 
applications and propose that each one of these technologies could be supported by 
special collaboration-, dissemination-, discovery- and repository technologies.  

Last but not least the system type can be used as the third main category in the 
normative framework. According to Zack [35] some technologies support doing and 
processing tasks integrative, whilst others are suitable for those tasks that deliver the 
best outcomes when being executed interactively. Park and Jeong [36] present a cor-
responding approach distinguishing between distributive KMS and collaborative 
KMS according to integrative and interactive KMS. Integrative oriented KMS are for 
example data warehouse systems, data mining systems and databases, whereas 
groupware and instant messaging systems need to be used interactive in order to de-
liver the requested results. 
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5 Concluding Remarks and Limitations of the Study 

In this paper we presented a first approach towards a corporate KM-framework by 
addressing two main research questions: 

1. Does a core consensus or dissent exist about already available KMS-frameworks?  
2. What are key areas addressed by academic research and which topics are seen as 

relevant ones for practice? 

Focusing on KMS, we reviewed and analyzed the most cited classification approaches 
to identify similarities and differences in the proposed frameworks. Based on the ana-
lyses we combined three common classification approaches and built a new normative 
framework. The resulting schema sheds light on key areas of interest for research and 
practice. In the future we will build on these results to extend the framework by 
enabling elements and categories covering the KM discipline as a whole and not only 
KMS in particular.  

Concluding, our study has some limitations that should be mentioned at this point. 
At the moment our framework is restricted to KMS and needs to be extended by inte-
grating the missing topics but also the relationships and dependencies between the 
categories. This task will be done in the next steps as continuation of this study. Even 
though the first discussions and validations within our team have shown the applica-
bility of the framework, we are aware, that our results still needs additional and scien-
tific validation. The framework is normative and represents the result of a mainly 
conceptual work. Anyway, the idea is to set up this framework as a starting point of 
an iterative process until reaching the expected and desired final and common KM-
framework. This includes qualitative research in form of an extensive content analy-
sis, but also interviews within the community to test and evaluate the results.   

We contribute to research by presenting a first step towards consolidation and ob-
taining a single common understanding of the KM-discipline. A unified view helps to 
reflect the research field with its core values, assumptions and attitudes, and supports 
a cumulative research process in this field. The systematic comparison and the pro-
posed classification schema can be used as a starting point for further research in 
order to get an overview of the state of the art and to classify new research projects. 
With regard to the practical impact, businesses get help for introducing and imple-
menting KM within the company.  
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Abstract. Our research project develops an intranet search engine with concept-
browsing functionality, where the user is able to navigate the conceptual level 
in an interactive, automatically generated knowledge map. This knowledge map 
visualizes tacit, implicit knowledge, extracted from the intranet, as a network of 
semantic concepts. Inductive and deductive methods are combined; a text ana-
lytics engine extracts knowledge structures from data inductively, and the en-
terprise ontology provides a backbone structure to the process deductively. In 
addition to performing conventional keyword search, the user can browse the 
semantic network of concepts and associations to find documents and data 
records. Also, the user can expand and edit the knowledge network directly. As 
a vision, we propose a knowledge-management system that provides concept-
browsing, based on a knowledge warehouse layer on top of a heterogeneous 
knowledge base with various systems interfaces. Such a concept browser will 
empower knowledge workers to interact with knowledge structures. 

Keywords: knowledge technology, knowledge engineering, concept extraction, 
enterprise ontology, enterprise search, concept browsing. 

1 Introduction 

Today’s organizations are increasingly connected to knowledge work, dealing with 
new problems, complex decisions and unforeseen situations. Knowledge work re-
quires creating, managing, exchanging and finding relevant information. Intranet 
search engines help make explicit information accessible. The information is stored 
e.g. in the file system of a company, in emails, in database systems or in corporate 
wikis. However, often, the relevant search terms are not known in advance, so the 
desired information cannot be found. Accordingly, much of the know-how and the 
stored information remain inaccessible.  

When relevant keywords for a successful search are not known, it is often helpful 
to get a general idea of the higher-level concepts (i.e. the big picture), thereby creating 
semantic relationships between concepts and existing resources. A conventional 
search engine does not provide such an overview. This is because the relationships 
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between concepts, as well as the relationships between concepts and resources, are 
not explicitly represented. This paper proposes an approach towards the development 
of a search engine that provides the following functionality: The user is able to navi-
gate the conceptual level in a visual, interactive, auto-generated knowledge map. 

1.1 Sublimating Data to the Conceptual Level 

In the Stanford Encyclopedia of Philosophy (SEP), concepts are defined as “the con-
stituents of thoughts” [1]. For knowledge extraction from text, for reasons of simplici-
ty, we define concepts as equivalence classes of particular signs. Thus, two equal 
strings that occur in different locations are different particular pieces of information; 
nevertheless, they can be thought of as belonging to the same universal concept, de-
fined as the class of not identical, but equal, and thus equivalent, signs. Essential for 
the representation of knowledge as abstract concepts is the structural embedding of 
concepts in an ontology [2], i.e. a semantic network that represents associations be-
tween concepts. In this sense, knowledge technology enables the user to interact with 
abstract concepts and their associations directly.  

One possible solution is to automatically create the concept level, not by users, but 
by algorithms that provide automated knowledge extraction. Humans are unable to 
fully grasp the abstract implicit concept structure in the flood of available documents 
without manually working through them; this is not possible when dealing with big 
data. Therefore, our approach is to automatically extract a conceptual structure from 
the existing document base. This structure is intersubjective by nature and is based on 
machine-made belief-propositions and justifications from the given data (cf. section 
3). As a result, the users can focus on creating linear, thematic documents. Mean-
while, a shared semantic concept structure is created by artificial intelligence as an 
emergent semantic network. 

1.2 Vision 

In the project Lokahi, we are developing a prototype of a semantic intranet search 
engine that allows users to browse and edit implicitly existing knowledge structures. 
The users will be able to get an overview of the relevant issues in the organization and 
corresponding documents and resources. Also, the users will be able to explicitly add 
and edit their own contextual knowledge in the concept network. As an integral part 
of the software, the search engine will provide the users with a knowledge map, 
which serves two purposes: (A) visualization of intranet knowledge and (B) interac-
tion with this knowledge. 

The concept of an intranet search engine is extended in order to allow the users to 
browse within concepts and their relationships. In this vision, semantic relationships 
between concepts, as well as between concepts and resources, are automatically ex-
tracted and visualized. The user can browse the knowledge landscape visually in a 
semantic network, and thereby find related resources from various sources of infor-
mation.  
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1.3 The Lokahi Approach to Knowledge Engineering 

The Hawaiian word "lokahi" stands for unity, unification and harmony. In the project 
Lokahi, knowledge technology brings together approaches for bottom-up and top-
down knowledge engineering. 

Top-down knowledge engineering applies existing ontologies to deduce structure 
from an ontology and apply it to existing data. These methods project a predefined 
structure from the concept level to the document level by deduction. For example, 
software tools, such as ontology editors, allow the user to model a semantic concept 
model and to allocate resources accordingly. However, these tools rely heavily on the 
manual entering of conceptual knowledge structures or deduction rules in order to 
assign data to concepts. 

In contrast, bottom-up knowledge engineering generates ontologies from data. 
These methods induce a concept structure by sublimating concepts and their relation-
ships from the document level to the concept level. These methods apply automated 
information extraction to draw conclusions about semantically relevant concepts and 
relationships through induction from the set of electronic information resources of an 
organization. However, pure bottom-up approaches do not incorporate readily availa-
ble contexts and knowledge structures, such as employees, organizational units, or 
ongoing projects. 

The Lokahi approach unifies and combines these two knowledge engineering  
methods to use synergies of the advantages of both methods. The aim is a partially 
automatic creation of a knowledge map. Automatically extracted knowledge is struc-
tured by manually created ontologies. 

2 Related Work 

Oesterle et al. [3] outlined the discipline of a design-oriented information systems (IS) 
research. Similar to behaviorist IS research, the object of investigation are sociotech-
nical information systems, per se, that involve humans, technology, and organizations. 
However, while the behaviorist approaches study IS empirically as given phenomena, 
the design-oriented approach aims at creating and evaluating innovative designs for 
information systems that provide some advantage or benefit. The research process 
involves analysis, artefact design, artefact evaluation, and diffusion. Accordingly, 
following a design-science oriented approach to informatics, we present a blueprint 
scheme that is being implemented in an ongoing research and development project. 
The field of application of our design is knowledge technology, by which we intend to 
blend emergent semantics and enterprise ontologies for knowledge engineering. 

2.1 Knowledge Technologies 

Preece et al. [4] proposed applying knowledge engineering methods to improve 
knowledge management. The authors describe knowledge engineering as a process 
that builds conceptual models and constructs a knowledge base. They suggest  
applying these processes to build a knowledge map that provides an organizational 
knowledge model. Knowledge engineering is embedded in the larger spectrum of 
knowledge technologies [5], defined by Milton et al. [6] as methods and tools that are 
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specifically oriented towards knowledge, supporting creation, mapping, retrieval und 
use of knowledge, thereby acting as a bridge between people and information tech-
nology. 

The knowledge warehouse has been proposed by Yacci [7] as a central repository 
for storing knowledge components, providing different views on knowledge and sup-
porting queries for knowledge retrieval; this has been described as a specialized form 
of inference by Frisch [8]. Nemati et al. [9] described the knowledge warehouse as an 
extension of the data warehouse, which incorporates implicit knowledge that has not 
been captured explicitly in databases. The authors point out the use of artificial intel-
ligence techniques to enhance knowledge creation, similar to the use of data mining in 
data warehouses. Our design envisions such a knowledge warehouse system; this 
system integrates heterogeneous knowledge sources, similar to a data warehouse, 
extracts implicit knowledge structures, and provides the knowledge content to the 
user. 

Nilsson & Palmér [10] designed a concept browser as a paradigm for user interac-
tion in knowledge-based systems. In a concept browser, the user can interact with 
knowledge structures in a graphical way. The browser presents a visual and interac-
tive representation of ontology to the user, thereby facilitating knowledge retrieval. 
Accordingly, the user interface of our knowledge warehouse system will incorporate a 
concept browser that empowers the knowledge workers to query the knowledge com-
ponents graphically. 

2.2 Emergent Semantics for Knowledge Engineering 

In knowledge engineering, as well as in robotics, there are deductive approaches, 
based on methods of formal reasoning. However, in robotics, there are also informal 
approaches involving design for emergence (see [11]  pp. 124), in which the deriva-
tion of new knowledge from existing knowledge-structures emerges by an interaction 
of a computer with the environment. These approaches are based on the assumption 
that intelligence is not achieved by deducing from a rule base but by inducing a rule 
base from interactions with the real world. Inspired by emergent robotics, we propose 
a similar approach to knowledge engineering, by which ontologies are not entirely 
predefined by experts but are learned by interaction of the system with the dynamic 
knowledge base and its users. 

Our research is based on a connectionist approach to cognitive science, namely, the 
view that knowledge is based on self-developing network structures (see [12], p. 299). 
Analogous to McClelland & Cleeremans [13], we hypothesize that complex know-
ledge representation and processing can be modeled with a very large number of very 
simple units and their connections. Learning and knowledge discovery can be imple-
mented as changes in the association weights between the units. The working hypo-
thesis is that meaningful knowledge automation, including semantics, can emerge 
from such adaptive network structures (emergent semantics [14]). 

Portmann & Pedrycz [15] proposed to automatically extract a concept graph from 
data and presented to the user interactively. Approaches for extracting ontologies 
from data have been proposed e.g. by Maedche & Staab [16] and by Parameswaran et 
al [17]. Existing approaches for extracting concept graphs are e.g. latent semantic 
indexing [18], computing a distance between latent concepts in multidimensional 
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space, and formal concept analysis [19], which can derive a hierarchy of concepts 
from a corpus. Portmann, Kaufmann & Graf [20] proposed a method of bottom-up 
knowledge extraction and visualization of knowledge for web-scale knowledge re-
trieval. This method inspired the design in this paper for the application to enterprise 
search. 

2.3 Enterprise Ontologies 

An enterprise ontology is a formal description of the organizational structure of an 
enterprise in machine readable format. Information in an organization is embedded in 
structures. Hinkelmann et al. [21] showed how semantic metadata, derived from the 
enterprise architecture description, can improve the exploitation of information. An 
attempt to directly link the world of enterprise ontologies and the world of enterprise 
architecture frameworks is ArchiMEO [22]; this is a formalization of a generic enter-
prise architecture in the form of an enterprise ontology, which is based on the Archi-
Mate framework [23]. As an Upper Ontology, ArchiMEO can be adapted to specific 
organizational contexts and domains (c.f. e.g. [24] for its extension to software inte-
gration projects).  

Since the manual extension and adaptation of ontologies to specific organizational 
contexts and domains is time-consuming and laborious, an automatic method is 
needed. In her dissertation, Thönssen [25] developed a method in order to automati-
cally generate metadata for information objects from the information infrastructure of 
a company (such as registries or file system structures) in order to add it to the ma-
nually created ontology. In the Lokahi project, the resulting enterprise ontology is 
based on the ArchiMEO framework. The enterprise ontology is used to steer the bot-
tom-up concept extraction. Thus, our research prototype incorporates an enterprise 
ontology as a backbone for bottom-up knowledge extraction. 

3 Artefact Design 

In the project Lokahi, a semantic intranet search engine with interactive visual con-
cept browsing is being developed. The intention is to help the users quickly find mea-
ningful relationships, thereby making it easier to find relevant resources and content 
in the intranet of an organization.  

The goal of the knowledge extraction component is creating a weighted concept 
graph by automatic extraction of semantic relationships in existing documents and 
data. The extraction functionality analyzes the implicit and cross-document concept 
associations by (A) analyzing document contents (i.e. bottom-up approach) and (B) 
by incorporating the corporate context (i.e. top-down approach).  

Methods of information extraction and semantic technologies are used to achieve 
the following: 

• (A) In a bottom-up approach, substantive correlations between concepts (i.e. rele-
vant n-grams as granules) are extracted from documents and data through an analy-
sis of their contents. The result of this analysis is a concept graph that consists of 
concepts, concept associations, and concept-association weights. 
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• (B) In a top-down approach, enterprise ontologies are applied in order to deduce 
structure and project it onto the concept graph. Explicit top-down structuring of the 
knowledge landscape (e.g. organizational units, projects, employees, computer sys-
tems, etc.) is made available in order to complement the bottom-up extraction with 
a top-down backbone structure of the concept graph. 

 

Fig. 1. Target vision of the proposed knowledge management system: automated knowledge 
extraction (A) structured by enterprise ontologies (B) enables concept browsing (C) on top of a 
heterogeneous enterprise knowledge base  

The project focuses on the intranet file storage as a source of information. In case of a 
successful first prototype, the plan is to include further information, such as mail 
servers, customer relationship management systems (CRM), document management 
systems (DMS), or wikis. The final vision is a knowledge warehouse layer that inte-
grates the whole of the heterogeneous enterprise-knowledge base of an organization 
(Figure 1). The knowledge warehouse will provide a standard interface for data index-
ing that is identical for all knowledge sources. For each one of the heterogenous 
knowledge sources, an individual adapter satisfying the knowledge warehouse inter-
face will have to be implemented. 

The user interface of the knowledge warehouse is an interactive visualization of the 
concept graph. This presents concepts and associations graphically to the users in the 
concept browser interface, allowing the users to interactively explore and edit seman-
tic relationships between subject areas (concept browsing), as well as to display the 
resources (documents and data records) relevant to the respective concepts. This 
overview of the knowledge landscape enables the users to quickly identify resources 
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that are associated with thematic concepts. The intent is to create a tool that empowers 
knowledge workers by giving them overview, guidance, structure and efficient access 
to available resources. 

3.1 Bottom-Up Knowledge Extraction from Data 

Although the definition of knowledge is controversial [26], Shadbolt [5] defined 
knowledge simply as useful information. According to Shi & Griffith [28], induction 
represents an adequate model for neuropsychological learning. In this sense, know-
ledge (i.e. useful information) can be automatically extracted from data in the same 
way our brain does. That biomimetic stance is the main difference to existing methods 
such as latent semantic indexing (LSI)  [18], which is rather algebraic and geometrical 
in nature. A drawback of LSI is that its concepts are represented as a vector matrix 
without labels. To address that, our approach determines concepts that have a speci-
fied label in the form of a document keyword. 

First, our procedure extracts the set of concepts. For every document, its keywords 
are extracted using Lucene [30] and its MoreLikeThis class. Every term (i.e. n-gram) 
that results as a document keyword is then considered important enough to be added 
to the set of concepts. Thus, the concept granularity is determined. The number of 
keywords that are extracted per document can be specified as a parameter. That mod-
ulates the size of the set of concepts.  

Secondly, for every concept pair, the degree of association is analyzed. After the 
extraction of the set of concepts from the corpus, sufficiently frequent concept pairs ,  are extracted as frequent 2-itemset in the sense of [31]. In his dissertation, 
Kaufmann [29] has developed a formula for inductive membership function induc-
tion. We can measure the degree of membership of object  in  by the measure of 
normalized likelihood ratio (NLR In the project Lokahi, this measure is applied for 
calculating the weight of association between concepts. Fuzzy concept map mining is 
an instance of inductive fuzzy classification of concept pairs. Therefore, by counting 
the contingencies of keyword pairs in the corpus, the degree of membership of key-
word  in keyword , denoted as  , can be induced. The degree of association 
of two concepts can then be computed by 

 
|| |   . (1) 

In Formula (1), |  denotes the (sampled) probability that a document in the 
corpus contains term  under the condition that it contains term , and |  is the 
probability that a document contains  if it does not contain . Thus, the strength of 
concept association is measured by a normalization of the likelihood ratio. This pro-
cedure results in a bottom-up concept graph of document keywords, with concepts as 
vertices and association strengths as edges. 

3.2 Top-Down Structuring of the Concept Graph Using Enterprise Ontologies 

In a top-down structuring of the knowledge landscape of an organization, concepts, 
such as processes, organizational units, users, and contacts, are predefined (either by 
enumeration or by rule base) and are provided manually; existing data resources, such 
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as documents and records are assigned to them a posteriori. The definition of concepts 
is usually done implicitly, e.g., by drawing organizational charts or by setting up the 
file system using descriptive filenames and semantically appropriate structures. Also, 
there are research approaches to model enterprise structures explicitly in the form of 
semantic enterprise ontologies [22]. 

Our approach utilizes enterprise ontologies to provide top-down structure to the 
bottom-up concept graph that has been extracted using the procedure described in the 
previous section. According to Thönssen [25], the upper ontology ArchiMEO is an 
enterprise ontology that is based on ArchiMate Standard [23], resulting in a formal, 
computer-readable description of the organizational context. The enterprise ontology 
is defined manually or semi-automatically by metadata extraction from databases. 
This representation of the enterprise ontology, adapted to the organization, serves as 
the backbone for the bottom-up extraction of the concept graph. In the user interface, 
this will provide a well-known structure of objects of the organizational context, such 
as employees, organizational units, and projects, to the user. 

3.3 Integration of Bottom-Up and Top-Down Approaches to Knowledge 
Engineering 

The aim of the project Lokahi is to bring together bottom-up and top-down approach-
es to knowledge engineering in order to generate a knowledge map of a company 
automatically. This can be used for concept browsing in a semantic intranet search 
engine. To utilize synergies, we propose a combined approach. On the one hand, the 
domain ontology is emergent and self-organizing, as it is extracted automatically from 
data (bottom-up), and thus, it is efficient. On the other hand, the extraction of the 
domain ontology is regulated and structured by a predetermined enterprise ontology 
(top-down), serving as the underlying structure of the knowledge graph; this incorpo-
rates existing organizational context in the emergent structure.  

The enterprise ontology (EO) is intended to be used as the base structure or back-
bone. This backbone graph is expanded and refined by bottom-up extraction: In the 
EO, every concept is given by a plain text identifier, while concepts in the bottom-up 
concept graph are represented by extracted document keywords. A simple text match-
ing provides the link between the unified resource identifier (URI) in the formal on-
tology and the keyword concept in the bottom-up concept graph. Thus, Formula (1) 
can provide a sorted list of bottom-up concepts associated with a top-down URI in the 
formal ontology. 

To illustrate, an employee could be identified in the EO by the URI 
“http://example.com#Sandra+Meyer”. If there are documents having the 2-gram 
“Sandra Meyer” as an extracted keyword, then there is a concept with the same name 
in the bottom-up concept graph. This graph then also contains concepts that are induc-
tively associated with that keyword; e.g. the term “knowledge management”, because 
Sandra Meyer is a knowledge manager, and she has more frequently written docu-
ments containing her name together with that keyword than with other keywords. 

Thus, using a gradual strength of association, the bottom-up concept graph  
provides a fuzzy set [32] of associations to concepts in the predefined top-down on-
tology, thereby extending it gradually. 
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3.4 User Interface for Interactive Concept Browsing 

Classic intranet search engines provide information-oriented user interfaces, which 
list the resources found for search terms, sorted by relevance. In contrast, the user 
interface in project Lokahi visualizes the knowledge structures of a company at the 
abstract concept level as a knowledge map. The user interface also displays the cor-
responding resources associated with the concepts. In addition, the user will be given 
the opportunity to browse this knowledge map; to search the knowledge map by key-
word; to change the knowledge map; and to view the concept’s associated resources. 

 

Fig. 2. The user interface includes a concept browser. The user can enter a search term, and the 
interface displays a knowledge map with associated concepts and their associations, together 
with corresponding resources from different data sources. 

The graphical user interface of a concept browser provides both a visualization of the 
concept graph as a knowledge map and the ability for the user to interact with that know-
ledge map. The user interaction with the concept browser does not only concern the pres-
entation of a knowledge map and accessing related resources (e.g. by browsing, zooming, 
panning), but also the ability for the user to edit the concept graph directly.  

The resulting user interface for the search engine (Figure 2) will provide the user 
with a search field; a knowledge map that displays concepts and associations related 
to the search terms; and a resource display that provides documents and data records, 
related to the user’s navigation in the knowledge map. Entering a search term  
provides a concept map with concepts associated to the search term based on our 
proposed methods; as well as resources that are relevant the search term (based on 
conventional Lucene indexing). Clicking on a concept in the concept browser results 
in a graph of associated concepts, as well as a list of associated resources, where link 
between the knowledge map and the resources is determined using classical full text 
search in the document base using the concepts as keywords. 
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In the Project Lokahi, the basic functionality of visualization of the concept graph, 
search functionality and visual resource allocation, as well as a simple browse func-
tionality (e.g. by "panning") are implemented. The user interface is designed with 
focus on extensibility, so that it can be further developed after the successful comple-
tion of the project. The final vision of a concept browser will enable the following 
interactive browsing modes in the knowledge map:  

• (A) The panning functionality allows the user to change the focus of the displayed 
section, thereby navigating in the map, e.g. by clicking on a concept node; 

• (B) The zoom functionality makes it possible to change the scope and level of de-
tail of the presentation of the knowledge map; 

• (C) The drill-down and roll-up functionality allows the user to display more or less 
details of the concept map by changing the relevancy threshold set for the associa-
tion weight; 

• (D) The edit functionality allows the user to change the map by adding new or 
reviewing existing concepts and concept associations. Thus the user can extend the 
knowledge map with his or her tacit knowledge directly in the user interface. 

4 Conclusions 

We have presented a design for an enterprise search engine with an interactive con-
cept browser. The technical solution implements a knowledge warehouse system that 
involves enterprise-ontology based knowledge extraction, as well as concept brows-
ing, based on that system.  

Automated knowledge extraction from data could become essential in coping with 
exponential information growth. According to a study by Hilbert & Lopez [33], the 
amount of stored information on earth has increased annually by 28% from 1986 to 
2011, which corresponds to duplication every three years. A progression of this trend 
is likely and will demand creative solutions sooner or later. This trend means that 
knowledge in relation to the available information is becoming increasingly scarce, 
and knowledge is therefore becoming more and more valuable. To cope with the fu-
ture information explosion, knowledge engineering can help the user with the auto-
matic extraction of potential knowledge from the flood of information.  

To evaluate our artefact design, we plan two complementary approaches: To eva-
luate the feasibility of the design, a demonstration in silico in the form of an imple-
mented of a prototype, which is ongoing. To evaluate the usefulness of the design, a 
qualitative case study within a software enterprise will be conducted. The resulting 
prototype will be implemented and deployed at FIVE Informatik AG.  

The strength of that approach is that the designed artifact can be tested in a real en-
terprise environment. However, it is difficult to formally evaluate the resulting artifact. 
So far, only qualitative evaluation of the resulting system is intended. The qualitative 
evaluation will be based on subjective feedback from the users of the system. If the 
results are promising, the research prototype could lead to product development.  

As an outlook, we believe that knowledge extraction is essential for the future of 
knowledge technology research. The present approach is tested in a small data envi-
ronment of a software company. If the approach is successful, we intend to apply a 
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similar design to the Web as a whole (web knowledge engineering). In this case, a 
concept graph will be extracted from the Web, and presented to the Web user as a 
concept browser for Web content. 
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Abstract. The domain-specific modeling method SIMchronization was origi-
nally developed to analyze and optimize industrial maintenance supply chains. 
The use of graphical models extended with behavior-describing rules and com-
bined with discrete simulation, reveals the dynamic interactions of supply chain 
elements, IT-systems, and the resulting information and material flows. 

This paper presents the basic meta-model and mechanisms of the modeling 
method and proposes a modeling procedure to achieve comprehensible supply 
chain models. Furthermore, this approach incorporates model verification, as 
the simulation algorithm requires syntactically correct and input-wise complete 
models, and the graphical flow animation enables practical verification by do-
main experts. A proof of concept illustrates the practicability of the approach 
which is discussed in a SWOT analysis. 

Keywords: Domain Specific Modeling Language, Modeling Procedure, System 
Analysis, Simulation, Supply Chain. 

1 Introduction 

The work presented in this paper is based on the assumption that animated graphical 
models which show the flow of objects through the system are better understood than 
static diagrams alone by business oriented domain experts [1-3]. Animated models 
can help to foster system insights, especially by revealing “the minute spatial-
temporal actions of components” [2]. Thus, the quality of system descriptions, the 
understanding of dependencies and chronological sequences within a system and the 
evaluation of change proposals could be improved. 

With the development of the SIMchronization method [4, 5] we already followed 
this consideration and defined a basic notation and technique to analyze the informa-
tion and material flows in supply chain networks. This method was initially developed 
to study the various effects of new technologies on maintenance supply chains [6, 7]. 

While evaluating this method in collaboration with maintenance practitioners, we 
recognized that the application of SIMchronization leads to a comprehensible presen-
tation of supply chains which works well both for documentation and training purpos-
es and deals furthermore as a robust basis for improvement initiatives. 
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The structure of the paper is as follows: After this introduction, we provide back-
ground and the problem statement in Chapter 2. Chapter 3 outlines the conceptualiza-
tion of the SIMchronization method, and Chapter 4 presents the concepts for the  
dynamization of the model. The modeling procedure is proposed in the next chapter, 
which is followed by a proof of concept. This paper closes with the results of a 
SWOT analysis in Chapter 7. 

2 Problem Statement and Background 

2.1 The Maintenance Supply Chain 

Supply chain management focuses on the optimization of material and information 
flows through one or more companies to reduce costs and lead time. Additionally, in 
the maintenance domain a supply chain must ensure that a maintenance engineer with 
relevant knowledge, required tools and spare parts is on location in time. Furthermore, 
in the maintenance domain demands can arise from regular planned checkups or sto-
chastically influenced failures. This results in a need for a supply chain that reacts 
immediately, in contrast to better predictable customer-induced demands for produc-
tion or logistic processes. Therefore a highly efficient and synchronized coupling of 
information and material flows is required. A more detailed description of the do-
main-specific requirements and the reasons for the development of a new method can 
be found in [5]. 

2.2 Problem Positioning 

The description of a system as a graphical model is helpful to explain and foster un-
derstanding of the basic relations between elements within the system. As many ex-
amples show this works very well for business processes as most modeling notations 
(BPMN, EPC, BPMS [8, 9]) use as the main flow-defining relation the logical se-
quence of tasks. However, in a supply chain network the interactions of supply chain 
elements, actors, IT-systems, and the resulting information and material flows can 
cause a highly dynamic interplay of actions and reactions which is due to the occur-
rence of stochastic events and changing demands not easily predictable. A static 
graphical model like a process model is not adequate to describe all the possible alter-
native system statuses. Obviously, beside the modelling notation’s capability to 
represent such networks there is also a structured approach needed to acquire and 
formalize subject matter expert’s knowledge in comprehensible models.  

2.3 Proposed Solution 

We are proposing a modelling procedure as an integral part of the SIMchronization 
method to utilize model simulation and animation as a mean to improve the quality of 
the documentation of maintenance supply chains. The use of behavior describing 
rules leads to a more precise documentation as text alone and can syntactically be 
checked by the simulation algorithm and semantically by the domain expert studying 
the animation.  
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2.4 Related Literature 

This paper is part of our ongoing research to conceptualize a method for analyzing 
and optimizing maintenance supply chains. Related maintenance domain-specific 
literature can be found in [4, 5]. 

Our work shares some ideas with the Exemplary Business Process Modeling 
(eBPM) approach, which is described in Breitling et al. [10]. eBPM is a graphical 
modeling method that supports domain-specific information gathering of processes, 
objects, and involved actors, such as humans or IT-systems [11], for an object-
oriented software application design. eBPM is usually used to depict business 
processes, whereas SIMchronization is intended for supply chains. Another important 
difference is that eBPM follows a scenario-based approach. Therefore, resulting mod-
els do not include case differentiation; they are exemplary, which means they describe 
just one specific scenario. A SIMchronization model describes the environment-
related behavior of supply chain objects in a dynamic setting. Therefore, different 
scenarios can be incorporated into one model. The eBPM method is realized by using 
the meta-modeling platform ADOxx® [12]. The software provides a manually-
triggered process stepper that allows a stepwise walk-through following the chrono-
logical control flow. An integral part of SIMchronization is discrete simulation and 
token flow animation, which visually display material and information flows. 

The three major approaches in simulation engineering [13] are System Dynamics 
(SD), Discrete Event Simulation (DES), and Agent Based Simulation (ABS). There is 
no definite decision framework for selecting a suitable method, but Borshchev and 
Filippov  [13] offer guidelines and Lorenz and Jost [14] developed an orientation 
framework. After applying these frameworks on our problem statement, we con-
cluded that System Dynamics does not allow observing the flow of individual entities 
throughout the process and is therefore not suitable. Both DES and ABS provide this 
level of detail, but in ABS individual entities, called agents, are active, which means 
they control their behavior and way through the system independently. Maintenance 
supply chains are usually centrally planned and controlled and therefore Discrete 
Event Simulation suits best. 

Numerous papers describe graphical modeling methods that support the design of 
Computation Independent Models in Model Driven Architecture (MDA) [15]; includ-
ing: UML Activity Models, Interaction Diagrams, Use Case Models, Business 
Process Modeling Notation (BPMN), Event-Driven Process Chains (EPCs), and 
ADONIS Business Process Management Systems (BPMS) [8, 16], to name just a few. 
These modeling languages are widely used to model business process-oriented mod-
els, in order to foster insights or to define software requirements. However, they do 
not depict supply chain networks well because they are not able to model interactions 
between information and material flows expressed in the behavior of temporary ob-
jects, such as physical item movements or sent and received information objects. In a 
structured literature study, we analyzed 17 modeling methods [5], but just two of 
them - Petri Nets and Queuing Networks - were able to fulfill this requirement. How-
ever, as these methods are not domain-specific and therefore quite hard to understand 
for practitioners, we decided to develop a new modeling method for this approach. 
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3 Conceptualization of a Domain-Specific Modeling Method 

Karagiannis and Kühn’s approach [5] was chosen as the underlying framework for the 
development of the modeling method. Contrary to many other Method Engineering 
methods [17], their method comprises beside the modeling language and the modeling 
procedure also mechanisms & algorithms which are applied to the models. A core 
aspect of SIMchronization is the dynamization of static models using simulation and 
animation; thus, these algorithms are an integral component of our modeling method. 
Moreover, the approach supports for the operationalization of domain-specific me-
thods using a meta-modeling platform, which is used to evaluate the research results 
by implementing a tool and testing practical examples. A modeling procedure for 
SIMchronization will be proposed later in this paper. 

3.1 Modeling Language Requirements 

In a supply chain items are transported between processing stations, stores, suppliers, 
and customers. To understand a system and its interactions, it is necessary to observe 
the status of production stations, inventory levels, fulfillment rates of customer orders, 
etc. On the other hand, since a specific order is necessary for each item movement and 
production run, and since coordination between this information and material flows is 
vital for an efficient system, it is important to track these flows over time. To get a 
full picture of the items in a system, the modeling method must combine static and 
dynamic views of the system.  

While the static model contains all objects that exist during the entire observation or 
analysis period, the dynamic model depicts the motion and transformation of physical 
items and information objects. The static model contains resident entities, whereas the 
dynamic model adds transient entities, which are a temporary result of the simulation. 

Resident entities do not change their position within the network and their relations 
to neighboring nodes are permanent throughout the entire analysis period [18], which 
is at least as long as the duration of the simulation. Even if temporary instances of 
resident entities can be created during the simulation the type of the entity stays resi-
dent as the inherited attributes and relations to other resident entities are the same. For 
example, resident entities could be modeling objects depicting production processes, 
storage processes, or IT-services. Each resident entity type has a type-specific-
behavior, which can be influenced, to a certain extent, by the modeler.  

Transient entities usually travel through the system and only stay for a certain period 
within the system. Transient entities get produced, transformed, and consumed by 
resident entities, and their properties and/or location are subject to change. Transient 
entities can be physical items, such as spare parts, or immaterial information objects, 
such as orders or inventory levels.  

3.2 Metamodel 

To describe the static model of a supply chain network, we adopt the ‘Source,’ 
’Make,’ ‘Deliver,’ and ‘Plan’ processes of the widely used Supply Chain Operations 
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Reference model (SCOR) [19] to name the respective modeling classes. Additionally, 
we studied a variety of supply chain specific ontologies [5] to define the metamodel 
for resources and components. To facilitate reusability we structured the metamodel 
using three model types: 

─ The Supply Chain Network Model depicts information and material flows 
─ The Resource Model describes resource objects as a repository 
─ The Component Model contains the definition of transient objects 

 

Fig. 1. Metamodel of SIMchronization based on [5] 

3.3 Resided Modeling Classes and Relations 

A graphical notation, syntax, and semantics define a modeling language [20]. Table 1 
presents the visualization of all modeling classes for resident objects of Supply 
Chain Network Models. Each has a multitude of attributes containing quantita-
tive and qualitative data that are useful for reports, more detailed requirement descrip-
tions, references to supporting IT-systems, or rule expressions. The description of 
these attributes is not part of this paper. 

The transient information object and its specializations - Messages and Calls -  
cannot be used directly by the modeler, but are a result of the dynamization of the 
model. 
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analysis, we suggest the following modeling procedure. To put this approach into 
practice, there are at least two necessary roles: the role of a subject matter expert, who 
has deep knowledge and experience in the respective domain, and the role of a Busi-
ness Analyst, who applies the method, processes the domain expert’s input, and inter-
prets and communicates the output. 

 

Fig. 3. Steps in modeling a supply chain network model 

 
The following modeling procedure describes the basic steps in creating a supply 

chain network model for documentation and training purposes using SIMchronization. 
The most important steps of the modeling procedure are illustrated in Fig. 3. 

1. Identify System Boundaries: Depending on the objective of the analysis bounda-
ries of the supply chain, such as the start and end points of the material flow, the 
level of modeling detail and the simulation’s time period have to be defined. 

2. Mapping the Static Models: Supply Chain Network Models, Re-
source Models and Component Models. In a business process model, ob-
jects are arranged according to their chronological sequence, following a control 
flow. In contrast, a static supply chain model is built up by defining all scope-
relevant resident objects, such as Store, Make, Plan, or Deliver, first and 
connecting them afterwards, according to their real ability to exchange items or in-
formation, by using respective channels (see Fig. 3, step 1). Whether these Ma-
terial or Information Flow Channels are actually used during a simu-
lation run depends heavily on the behaviors of each resident object, which is de-
fined by its behavior-describing rules formulated in the next step of this approach. 

3. Enrich the Static Model by Adding Verbal Descriptions: Subject Matter Ex-
perts describe verbally the interactions of supply chain elements, triggering events 
and dependencies. They use their domain-specific terminology and a business-
oriented description. This information is stored in designated text attributes of  
objects and relations and can be visualized (see Fig. 3, step 2). 
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4. Transform Verbal Descriptions in Behavior Describing Rules: The Business 
Analyst transforms these non-formatted texts into production rules. For example, 
Fig. 3, step 2 describes inventory policy: “In case the inventory level is smaller 
than 5, we produce 3 items; …” This corresponds to the following rule in the Order 
attribute of the Make-object (see Fig. 3, step 3): 

  cond (get(INFOIN1, "Level") < 5, 3, 0) 

5. Prepare Model for Simulation: Ensure syntactically correct and input-wise com-
plete models which are executable by the simulation algorithm.  

6. Run the Simulation and Animation: The flow animation presents the material 
movements and exchanged information within the static supply chain network in 
chronological order to the domain expert (see Fig. 3, step 4). This provides a good 
overview of the dynamics within the network and potential effects of system 
changes. The animation supports the domain expert’s understanding and allows to 
compare the animated model with the domain expert’s practical experiences. 

7. Verify the Model: In case a domain expert recognizes model deficits, necessary 
verbal descriptions and the associated rules can be adapted immediately or reveal 
the necessity of iteration. If the simulation of the model operates as conceived, the 
domain experts will approve the model. The Business Analyst uses the static and 
dynamic model and their rules for documentation and communication purposes or 
as a solid basis for supply chain improvement. 

Especially the usage of domain specific terminology and modelling classes and the 
possibility to annotate verbal descriptions enable Subject Matter Experts to map, at 
least for other domain experts, comprehensible models using SIMchronization’s mod-
elling notation (step 1-3). However, as soon as the models have to fulfill syntactical 
correctness as an input for a simulation algorithm and rules engine a modelling expert 
is necessary to ensure that the simulation is executable and delivers correct results. 

6 Proof of Concept 

To evaluate the approach, a prototype was implemented by using the meta-modeling 
platform ADOxx® (ADOxx® is a registered trademark of BOC Information Technol-
ogies Consulting AG). The modeling classes and their attributes were created within 
the software, and combined with a simulation and animation algorithm. 

We tested the approach by modelling an extract of a supply chain which could be 
improved by the implementation of RFID (Radio-frequency identification) technolo-
gy. After applying the proposed modeling procedure, simulation and animation we 
were able to stepwise follow the chronological movement of items and information 
objects within the system. The animation presented us with a full picture of resident 
and transient objects for each point of the simulation period. This snapshot could be 
easily transformed into UML Interaction Diagrams (Fig. 4) to provide IT specialists 
with a modeling notation they are used to work with. 
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Fig. 4. Dynamic Supply Chain Network Model and Corresponding UML Interaction Diagram 

The upper part of Fig. 4 shows a supply chain fragment of the item preparation for 
a paint shop. The depicted model shows interactions during a specific period of time. 
Each incoming item is equipped with an RFID tag; the central ‘Product Database’ 
stores the information on whether one specific item gets a red or blue finish.  

After the grinding process, the item passes a Reader (Step 1) which reads the 
‘Electronic Product Code (EPC)’ out of the RFID tag and sends this information to 
the ‘Reader/Switch Controller’ (Step 2). Next, the controller sends a ‘Request’ (Step 
3) to the ‘Production Database’ and gets the ordered color for this specific item as an 
immediate ‘Reply’ (Step 4). The controller processes this information and sends a 
message to the Switch that the item has to be directed through Material Flow 
Channel ‘1’ (Step 5). Subsequently the item will be put into the Store “Red 
Finish” (Step 6). The lower part of Fig. 4 shows the corresponding UML Interaction 
Diagram which depicts just the information flow and involved modelling objects. 

7 Conclusive SWOT Analysis 

In this paper, we presented the SIMchronization method and proposed a modeling 
procedure to create supply chain models. The application of the method leads to  
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comprehensible supply chain network models which can be simulated and animated 
uncovering the interactions of information and material flows. A conducted SWOT 
analysis resulted in the conclusions below: 

Strengths: The modeling procedure suggests the usage of the domain-specific model-
ling notation and to enhance the graphical model with unstructured, but for the busi-
ness easy understandable, verbal descriptions. The outcome can therefore be re-used 
for documentation, communication, and training purposes. As the verbal descriptions 
get manually transformed in structured rules the approach incorporates model verifi-
cation and applies integrity rules [22]. Both the simulation algorithm and the rules 
interpreter require syntactically correct and input-wise complete models and the 
graphical flow animation enables practical verification by domain experts [23]. 

Weakness: The usage of a dedicated rule language comes with the disadvantage that 
special knowledge is necessary to transform the verbal description in correct rules. 
For this task a specialist has to be involved which increases the effort of model crea-
tion. Further evaluation of the proposed approach is necessary. So far we have shown 
the practicability of this approach by implementing the method on a meta-modeling 
platform. Some practical examples were modeled, simulated, animated, and discussed 
with domain experts, Business Analysts and IT specialists. A major goal for the next 
research step is an evaluation based on bigger real-life examples. 

Opportunities: Based on the method proposed in this paper many application scena-
rios of this approach are conceivable. For example, the defined rules could be directly 
re-used in productive rule engines which control the real supply chain. This would 
shift the focus of the method to an IT System Analysis Tool which could be used for 
prototyping, test case generation or e-learning. 

Threats: To our knowledge SIMchronization is currently the only simulation algo-
rithm in this domain, which shows the flow of the physical items and information 
objects such as messages or calls in an animation. Commercial simulation tools as 
Arena provide already powerful functionalities to influence the behavior of supply 
chain elements by implementing additional functions, but are currently focusing on 
the material and logical control flow. 
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Abstract. Geographical information extraction is a special case of information 
extraction. In this paper, we present a practical method of extracting both names 
of geographical entities and their relations from the Web. The method is com-
posed of three major phases. First, we manually designed a list of 493 Chinese 
lexico-syntactical patterns for matching Web page excerpts which contain names 
of geographical entities and their relations; second, we developed a knowledge 
extractor for extracting those names and relations to generate a geographical 
graph whose nodes are entities, and edges represent relations of the entities; third, 
we developed several methods for handling problems or errors in the generated 
graph. Experimental results show that the OMKast-Googling system has a sa-
tisfactory performance both in the entity name extraction and relation extraction.  

Keywords: Geographical entity, geographical relation, knowledge acquisition 
from text, lexico-syntactical pattern. 

1 Introduction 

Geographical information extraction from text (GIET) is an important area in the 
current information extraction practice. In GIET, there are two basic tasks: extracting 
names of geographical entities (or geo-entities for short) and extracting their relations 
(or geo-relations for short). 

In recent years, much work has been reported on the first task. For example, Nissim 
et al. presented an off-the-shelf maximum entropy tagger for recognizing location 
names for recognizing geo-entity name in Scottish historical documents [12]. Dutta et 
al. implemented a prototype for extracting geographical terms (i.e. geo-entity names) 
from Hindi text based on the Hindi syntax, linguistic rules, and a dictionary-based term 
normalization process [4]. Wang et al. proposed several methods for detecting pro-
vider, content and serving locations from Web resources to meet users’ loca-
tion-specific information needs [15]. 

As for the second task of GIET, to our knowledge, little attention has been paid on it. 
Fortunately, there is much work on general relation extraction [1,2,13]; and works in 
specific relation extraction such as is-a relations [9,10], part-whole relations [6,7,8], 
and coreferencing relations [14] offer some insights into extraction of geo-relations. 
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In this paper, we introduce a pratical method of extracting both geo-entities and 
geo-relations from the Web. Geo-relations are a kind of common relations in real 
applications. For example, situated-in-the-south(v, v’) represents a location relation 
that v is situated in the south part of v’, and borders-in-the-south(v, v’) represents a 
neighborhood relation that v borders v’ in the south. 

We developed a system called the OMkast-Googling system. It consists of two 
major subsystems: OMKast and Googler. The Googler is relatively simple, and it 
extracts Web page excerpts from search results by using Google and instantiated lex-
ico-syntactical patterns as search queries. The OMKast provides a programming lan-
guage, called EKEL (Executable Knowledge Extraction Language), for knowledge 
engineers to write knowledge-extraction agents to extract both geo-entities and their 
relations from Web page excerpts [16]. 

The paper is organized as follows. Section 2 outlines the OMKast-Googling system. 
Section 3 introduces our methods for collecting an initial set of geo-entities from 
Chinese publications and an initial set of geo-relations, and also describes methods for 
iteratively expanding this initial sets, based on an offline Chinese corpus. Section 4 
focuses on methods for iteratively expanding neighorhood relations of geo-entities. 
Section 5 introduces the methods for checking possible problems in the generated 
geo-graph. Section 6 concludes the paper. 

2 The OMKast-Googling System 

The OMkast-Googling system consists of two subsystems: OMKast and Googler. The 
Googler is relatively simple, and it extracts Web page excerpts from the Web using 
concrere lexico-syntactical patterns. The OMKast provides a programming language 
(i.e. EKEL) for knowledge engineers to write knowledge extraction agents to extract 
geo-entities and their relations from the obtained excerpts, and it also provides 
checking functions which will be discussed in Section 5. 

An EKEL knowledge-extraction agent has two major components: a task-specific 
syntax and semantic operations. 

In this work, the task-specific syntax is for extracting geo-entities and their relations, 
and we designed 493 Chinese lexico-syntactical patterns for matching Web page ex-
cerpts. these patterns are classified into two categories: relation-specific patterns, and 
entity-specific patterns. Relation-specific patterns are further subclassified into 
neighbor-relation patterns which are specifically designed for extracting neighborhood 
relations of geo-entities, and location-relation patterns which are specifically designed 
for extracting location relations of geo-entities. 

Two typical Chinese location-relation pattern are <geo-entity> 地处(is situated in) 
<loc>, and <geo-entity> 位于(is located in) <geo-entity>. With the input 南京地处华
东地区 (Nanjing is situated in the Huadong Area), one parse tree can be generated, as 
depicted in Fig.1(a). 

Two typical Chinese neighbor-relation pattern are <geo-entity> 东邻(borders in the 
east) <geo-entity>, and <geo-entity> 西邻(borders in the west) <geo-entity>. With the 
input 南京东邻苏州 (Nanjing borders Suzhou in the east), one parse tree can be 
generated, as depicted in Fig.1(b). 
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Fig. 1. Three Parse Trees 

There are many geo-entity-specific patterns. For example, verbs of movement may 
be associated with a geo-entity. For example, In the input 他飞往南京 (He went to 
Nanjing by plane), Nanjing is a geo-entity, and the whole parse tree is depicted in 
Fig.1(c). We will further discuss lexico-syntactical patterns in Sections 3 and 4. 

The OMKast subsystem is a parser with three additional functions. First, it generates 
parse trees, and three examples are depicted in Fig. 1.  

Second, it uses a list of semantic operations to transform parse trees into a geo-
graphical graph (or geo-graph for short), and an example is depicted in Fig.2. This 
process makes use of the semantics of lexico-syntactical patterns; that is, the OMKast 
knows where the geo-entities and geo-relations are in the input text, and extract them 
properly (for more details see [16]). 

 
Fig. 2. An Example of Geo-graph 

The third function is to check the geo-graph for various problems or errors, and we 
will discuss the checking function in detail in Section 5. In the next two sections, we 
will discuss how to use the OMKast-Googling system to iteratively extract geo-entities 
and their relations from the Web. 

3 Building Initial Sets of Geo-Entities and Geo-Relations 

In this section, we present methods for building an initial set of geo-entities (GV0) and 
an initial set of geo-relations (GR0). These are the basis for our iteractive extraction. 
GV0 is from two sources - Chinese publications and an offline Chinese corpus, and GR0 
is from the offline Chinese corpus. 
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3.1 Manually Collecting Geo-Entities from Chinese Publications 

There are a lot of Chinese publications which contains geo-entities. We made use of 
four famous publications with different significance. The first publication is Military 
Thesaurus of People’s Liberation Army, which contains 6,078 names of world-wide 
geo-entities with military significance.  

The second publication is The Dictionary of World-Wide Place Names, which is 
downloadable from http://www.xzqh.org/suoyin/sjdm/, and it contains about 10,480 
international geo-entity names. 

The third publication is the column of Foreign Administrative Zones from the formal 
website of the Minitry of Foreign Affairs of China (http://www.fmprc.gov.cn), and it 
contains more 4000 items, including all names of countries and their first-level ad-
ministrative zones. 

The forth publication is the Chinese Administrative Zones, a Chinese standard pub-
lished in 2002, which is downloadable from http://www.xzqh.org. It contains 3501 
names of Chinese provinces, cities, counties, and urban districts. 

From the above publications, we totally collected a set of 16,339 world-wide names 
of geo-entities, and we denote this set by GVinit. 

3.2 Generating GV0 and GR0 from GVinit Using the OMKast-Googling System 

In this subsection, we use GVinit as a starting point, and generate GV0 and GR0 using the 
OMKAST-Googling system on an offline Chinese corpus of 1.2TB Web pages. 

Now, we introduce the four types of lexico-syntactical patterns we used in the ex-
periments. The first type of patterns is related to verbs of movement, such as 飞往 (go 
to by plane), 前往 (head for) and 驻守 (garrison). The basic form of such patterns is 
<subject><verb-of-motion><geo-entity>, and we collected all the Chinese verbs of 
motion. The second type of patterns is related to phrases of Chinese adjectives which 
modify geo-entities. In the sentence 泰山风光秀丽, for instance, 风光秀丽(scenic) is 
an adjective, and 泰山 (Mt. Tai) is most likely to be a geo-entity. 

The third type of patterns is related to terms of various social or political positions. 
For example, 市长 (mayor) is associated with a city or town, like in 北京市市长 
(Mayor of Beijing). We have manualy summarized 31 common positions which are 
geographically meaningful. The form of these lexico-syntactical patterns is 
<geo-entity><position>, where <position> can be one of 总统  (president), 主席 
(chairman), 总理 (PM), 市长 (mayor), 总裁 (CEO), and so on. 

The final but more powerful type of patterns is related to location relations and 
neighborhood relations as mentioned in Section 2. The basic forms of location-relation 
patterns are <geo-entity><is situated in><geo-entity>, and <geo-entity> <is located 
in><geo-entity>. Of course, there are other forms of patterns which we omit here. 

Neighbor-relation patterns describe neighborhood relations of geo-entities, and the 
basic form of such patterns is <geo-entity><direction><borders><geo-entity>, where 
<direction> can be 东 (east), 南 (south), 西 (west), 东南 (south-east), and so on, 
and <boders> can be 邻 (neighbors), 接 (borders), 靠 (borders), and so on. 
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We then used the OMKast-Googling system to use the patterns above to match the 
offline Chinese corpus, and obtained a set of 219,594 world-wide geo-entities. A ma-
nual examination of 1000 randomly selected geo-entities shows that the system 
achieves a precision rate of 94.3%. 

Adding the 16,339 geo-entities from GVinit to the extracted geo-entities, and re-
moving repetitions, we obtained an initial name set of 223,716 geo-entities1. This set is 
henceforth called GV0. At the same time, we extracted a set of 78,650 location relations 
and neighbor relations (henceforth called GR0). A manual examination of randomly 
selected 500 relations indicated that the OMKast-Googling system has a precision rate 
of 90.88%.  

Table 1. GV0 and GR0 

 No. elements Precision 
GV0 223,716 94.3% 
GR0 78,650 90.88% 

3.3 Iteratively Expanding GV0 and GR0 by the OMKast-Googling System 

To expanding GV0 and GR0, we designed a few types of search queries, let Googler use 
these queries to extract Web page excerpts from the Web, and then invoked the OM-
Kast subsystem to extract the geo-entities and geo-relations from the excerpts. This 
process was iterated seven times, and terminated with a satisfactory result. In the fol-
lowing, we only discuss the ways of designing the search queries. 

For each geo-entity p in GV0, we defined two forms of queries: “p地处” (p is si-
tuated in) and “p位于” (p is located in). For example, suppose that p=南京(Nanjing). 
Using the queries “南京地处” or “南京位于”, we can extract from the Web page 
excerpts like 南京地处华东地区 (Nanjing is situated in the Huadong Area). 

Note that, in our experiments, the Googler retains, for each concrete query, the first 20 
excerpts of Web pages returned by Google. Here, the number 20 was obtained through 
several preliminary tests. Generally, the first 10 excerpts suffice since the head word p and 
the relational words (i.e. 位于 and 地处) are fixed. However, in order to identify and 
handle possible hyponymic geo-entities, we decided to obtain more excerpts. 

Another two forms of search queries are “地处p” (is situated in p) and “位于p” (is 
located in p). These forms of queries aim to extract Web page excerpts which tell what 
geo-entities are situated in p. For example, suppose that p=华东地区 (Huadong Area). 
Using the concrete queries “地处华东地区” or “位于华东地区”, the Googler can 
extract from the Web excerpts like 苏州地处华东地区 (Suzhou is situated in the 
Huadong Area).  

For each concrete query, the Googler retains the first 300 excerpts of Web pages 
returned by Google. The reason is that in such search queries, p is usually a larger 
geo-entitiy (e.g. Huadong Area), and many smaller geo-entities may be described in 
relation to p. 

                                                           
1 This means that 4,122 geo-entity names from the four publications were not extracted by the 

OMKast-Googling from the corpus.This justifies the significance of our manual labor. 
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We use GVi+1=OMKast(GVi) to denote the result of the (i+1)-th iteration. After 
seven rounds of iteration, GV7=OMKast(GV6) almost converses in the sense only 24 
new geo-entity names were extracted based on GV6. Table 2 summarizes the results of 
all the iterations. In Table 2, GR0 contains only location relations,; that is, the neigh-
borhood relations were not participated in the interactive process. Another point is that 
we did considered the 4122 geo-entities when calculating the sum of GV0 to GV7, 
because they were manually collected (see footnote 1). 

Table 2. Interative Growth from GV0 and GR0 

 
GVi 

No. new geo-entities 
extracted 

 
GRi 

No. new relations 
extracted 

0 223,716 0 39,977 
1 231,494 1 209,095 
2 95,271 2 81,692 
3 16,376 3 9,498 
4 2,085 4 1,050 
5 376 5 309 
6 80 6 96 
7 24 7 8 

  Total 565,300       341,725 
                             

Now, we obtain a much bigger set of geo-entities and a big set of location relations. 
Based on Table 2, we define two new sets: GV7 = GV0∪GV1∪GV2∪ 
GV3∪GV4∪GV5∪GV6∪GV7, where |GV7| = 565,300, and GR7 = GR0∪GR1∪ 
GR2∪GR3∪GR4∪GR5∪GR6∪GR7, where |GR7| = 341,725.  

Manually verifying 1000 geo-entities and geo-relations of GV7 and GR7, we ob-
tained their precision rates, respectively (see Table 3). 

Table 3. GV7 and GR7 

 No. elements Precision 
GV7 565,300 93.11% 
GR7 341,725 89.68% 

It is worthwhile to compare Table 1 and Table 3. When starting from GV0 to extract 
geo-entities and their relations from the Web, more errors can be introduced to GV7 and 
GR7. 

4 Extracting Neigborhood Relations for Geo-Entities in GV7 

In the previous section, we mainly focused on extracting and expanding location rela-
tions for geo-entities, and now we focus on extracting neighborhood relations for 
geo-entities in GV7. 
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To describe the neighbors of a geo-entity in Chinese, one may use eight directions: 
东 (east), 西 (west), 南 (south), 北(north), 东南 (southeast), 东北 (northeast), 西南
(southwest), and 西北(northwest). The use of directions in describing geo-entities in 
Chinese is quite different from English. For example, 东(east) can be used in “the east 
of” and “to the east” in English. But in Chinese, directional words are used as adverbs, 
as in 东连 (borders … on the east) and 南接 (adjacent to … in the south). We also 
must consider the types of geo-entities in designing search queries. For example, when 
q is a water body, we generally use “p东濒q”, rather than “p东邻q”.  

A preliminary experiment showed that lexico-syntactical patterns, such as “p东邻” 
and “东邻q”, work poorly in extracting neighborhood relations for geo-entities. One 
experimental result showed that when we used these patterns on 100,000 geo-entities, 
we generated 800,000 concrete queries, but only about 20,000 neighborhood relations 
were extracted from the Web. The reason is that when people describe a geo-entity in 
Chinese, they tend to first describe where it is situated using words like 位于 (be 
located), and then describe its neighbors using sentences in which the subject (i.e. the 
geo-entity name) is generally omitted. 

After the considerations above, we designed, for each geo-entity name p in GV7, a 
concrete query with three conjuncts: 

(1) “p地处” OR “p位于” 
(2) “东 OR 西 OR 南 OR 北 OR 东南 OR 东北 OR 西南 OR 西北” 

      (3) “濒 OR 邻 OR 临 OR 接 OR 靠” 

Through a test, we found that the second conjunct above results in much redun-
dancy. In fact, when a geo-entity p is described, some of its east, northeast, southeast, 
west, southwest, and northwest neighbors are generally described. We therefore used a 
simplified search pattern composed of “p地处” OR “p位于”, “东 OR 西”, and “濒 
OR 邻 OR 临 OR接OR 靠”. 

 
 
 
 
 
 
 
 
 

 

Fig. 3. A Web Excerpt Using the Form of Query (8C) for Nanjing 

Using the geo-entities in GV7, we obtained 565,300 concrete queries. Running the 
Googler with such queries, we collected 291,748 excerpts from the Web. Fig. 3 gives 
an excerpt from http://www.cctv.com/science/special/C16334/20060906/103122. 
shtml. 

  南京地处长江下游的宁镇丘陵山区，总面积6597平方公里。南京东连富饶的 

长江三角洲，西靠皖南丘陵, 南接太湖水网, 北接辽阔的江淮平原。 

(Nanjing is situated in the hilly areas of Nanjing and Zhenjiang in the lower reaches  

of Yangtze River, and its total area is 6597 square kilometers. It borders with the Yang- 

tze River Delta to the east and the hilly areas of South Anhui to the west, adjacent to the 

water network of Taihu Lake in the south and the Jianghuai Plain in the north.) 
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From the 291,748 excerpts, 120,313 new relations and 73,022 new geo-entities are 
extracted using the OMKast-Googling system. The new relations are either location or 
neighbor relations of the geo-enities in GV7. A manual examination of 500 relations 
showed that the OMKast-Googling system achieves a precision rate of 88.27% for 
relation extraction. Similarly, a manual examination of 1000 new geo-entity names 
shows that the OMKast-Googling system achieves a precision rate of 91.27%. 

5 Geo-Graph Checking in the OMKast-Googling System 

The GV and GR generated by the OMKast-Googling system are transformed into a 
geo-graph, where geo-entities are nodes and geo-relations are edges. In the following, 
we use G=(GV, GR) to denote the graph. In this section, we summarize a few types of 
common problems or errors in G, and present a few methods of handling them in the 
OMKast-Googling system. 

5.1 Name Decontextualization 

A common type of errors is that, in an extracted relation, we may find a generic name. 
These errors are hard to identify. In the relation borders-in-the-east(大学, 上海), for 
example, 大学 (the university) refers to a specific university from the context of the 
Web page it appears in, but the specificity may be lost during the extraction process. 

To identify such errors, we used a heuristic rule and Google-based verification 
method. First, we checked whether a term is a suffix for at least α geo-entities. If so, we 
consider the term is generic. For example, 大学 is the suffix for many universities such 
as 上海大学 (Shanghai University) and 华东师范大学 (Huadong Normal Univer-
sity). In the OMKast-Googling system, we set α be to 50. 

When the heuristic rule above fails for a geo-entity , we used a pattern “等name” 
(i.e. “name such as”) as a search query, because the pattern indicates a potential 
hypernymy relation. If there are at least β Web pages returned by Google, we consider 
the name is generic. In our experiment, we chose β=1000 as the threshold. 

Once generic names are identified, all relations contained these names are removed 
from the geo-graph. For example, the two relations borders-in-the-east(大学, 上海) 
and is-situated-in(大学, 南京) are removed from the geo-graph, since 大学 is a ge-
neric name. 

5.2 Geo-Entity Name Verification 

For extracting geo-entities from Web page excerpts, the OMKast-Googling system 
adopted a general-purpose term extraction system developed by Yu [17]. It segments 
and POS-tags input excerpts during syntactical analysis, and uses both statistical 
analysis and linguistic heuristics to extract and verify geo-entities. The system achieves 
precision rate of 86.1% on average. In this work, we enhanced Yu’s system with a few 
geography-specific extensions. 
 



218      C. Cao, S. Wang, and L. Jiang 

 

One major extension is that we collected a list of 388 Chinese suffixes of 
geo-entities from a geographical standard of China (i.e. GB/T13923-92) and a geo-
graphical handbook [11], including 国(nation), 省(province), 州(state), 市(city), 县
(county), 大学 (university), 中学 (middle school), 小学 (primary school), 公司
(company), 山(mountain), 沙漠(desert), and 岛(island). Although the list of suffixes 
might be not exhaustive, it covers almost all geo-entities in our experiments. 

5.3 Sink Node Handling 

In the geo-graph G=(GV, GR), a node v is a sink node if it points to no other nodes. In 
general, a sink node v in the geo-graph is problematic: The v is generally famous or 
with some significance, and therefore there should be Web pages which also offer 
geopraphical information about v. This implies v can not be a sink node. 

We introduced a heuristic to handle sink nodes: If v is a sink node, and there are at 
least γ geo-entities which are described in relation to v, then we remove v and its as-
sociated relations from the graph. Based several tests, we set γ to 2 in our experiment. 

5.4 Hyponym Handling 

In the geo-graph G=(GV, GR), there may be hyponyms; that is, different geo-entities 
may have an identical name. For example, in relations is-situated-in(狮子山, 丽江) 
and is-situated-in(狮子山, 南京下关区), the two 狮子山 (Mt. Lion) actually refer to 
two different mountains. Hyponyms may be misleading in the geo-graph, and therefore 
need to be identified and split properly. 

To facilitate hyponymic analysis, we need two important notions: context of rela-
tions, and equivalence classes of relations. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Illustrating Context and Full Context of 东 连 ( 南 京 ,长江三角洲), i.e. bor-
ders-in-the-east(Nanjing, Yangtze River Delta) 

南京
(Nanjing)皖南丘陵

宁镇丘陵山区

西靠

地处

江淮平原

长江三角洲
东连

太湖水网

南接

北接

ctxP(东连(南京, 长江三角洲))={宁镇丘陵山区,皖南丘陵,太湖水网,江淮平原}
fctxP(东连(南京, 长江三角洲))={南京,长江三角洲} ∪ ctxP(东连(南京, 长江三角洲))  
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First, we define the context of a relation r(v1, v2) in G=(GV, GR). Suppose that r(v1, 
v2) is extracted from a paragraph P (see Fig. 3 for an example). The context of r(v1, v2) 
with respect to P, denoted as ctxP(r(v1, v2)), is defined to be the set of geo-entity names 
in P with v1 and v2 being excluded. Let us take Fig.3 as an example. Suppose r(v1, v2)=
东连(南京, 长江三角洲), i.e. borders-in-the-east(Nanjing, Yangtze River Delta). The 
context of r(v1, v2) is ctxP(r(v1, v2)={宁镇丘陵山区,皖南丘陵,太湖水网,江淮平原} 
({Hilly Areas of Nanjing and Zhenjiang, Hilly Areas of South Anhui, Taihu Lake, 
Jianghuai Plain }). 

For convenience, we also need the notion of full context. The full context of r(v1,  
v2) with respect to P, denoted as fctxP(r(v1, v2)), is the union of {v1, v2} ∪ctxP(r(v1,  
v2)). For example, suppose r(v1, v2) = borders-in-the-east(南京, 长江三角洲). Then,  
as shown in Fig. 6, fctxP(r(v1, v2))={南京, 长江三角洲, 宁镇丘陵山区, 皖南丘 

陵,太湖水网,江淮平原}, i.e. fctxP(r(v1, v2))={Nanjing, Yangtze River Delta, Hilly Areas 
of Nanjing and Zhenjiang, Hilly Areas of South Anhui, Taihu Lake, Jianghuai Plain}. 

It is worth noticing that all relations extracted from the same paragraph P are as-
sumed to have the same full context. For example, all relations extracted from Fig.3  
have the same full context as shown above. 

Now, we define a relation ◇ over the edge set GR: for r(v1, v2)∈GR and r’(v3, 
v4)∈GR, r(v1, v2)◇r’(v3, v4) if the following two conditions hold: 

(1) v1=v3 or v2=v3, and 
(2) |fctxP(r(v1, v2)) ∩ fctxP (r’(v3, v4))| > 1. 

From the definition above, it can be verified ◇ is an equivalence relation over GR, 
and two relations r(v1, v2) and r’(v3, v4) in each equivalence class have at least two 
common elements in their full context. Therefore, the identical name in r(v1, v2) and 
r’(v3, v4), i.e. v1 or v2, very likely refers to the same geo-entitiy. 

Based on the discussion above, we designed a method for identifying hyponyms in 
the geo-graph G. When hyponyms are identified, they are split into different copies, as 
described in step 4 in Fig. 5. 
 

1. G=(GV, GR) be a geo-graph, and V=GV 
2. If V is empty, stop; 
3. Let v be any node in V, and C1, …, Ck be the set of equivalence classes 
under ◇; 
4. Make k copies of the node v in G, say v1, …, vk, which have the label as v,  
and replace v in Ci with vi; 
5. V:=V \ {v}, and remove v from the node set GV; 
6. Goto 2. 

Fig. 5. Hyponym Identification and Splitting 

5.5 Consistency Handling 

Two edges or relations r(v, v’) and r’(v, v’) in the geo-graph may be inconsistent about 
v and v’. For practical reasons, we divided inconsistencies into two categories: strong 
inconsistencies and weak inconsistencies.  
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To check strong inconsistencies for the geo-graph, we defined for each relation a list 
of consistency checking rules. For example, for the relation borders-in-the-south(v, v’), 
we defined the following 5 rules, where the predicate s-incon(v,v’) means strongly 
inconsistent: 

(1) borders-in-the-south(v,v’) & borders-in-the-east(v,v’)→s-incon(v,v’) 
(2) borders-in-the-south(v,v’) & borders-in-the-west(v,v’)→s-incon(v,v’) 
(3) borders-in-the-south(v,v’) & borders-in-the-north(v,v’)→s-incon(v,v’) 
(4) borders-in-the- south(v,v’) & borders-in-the-northwest(v,v’)→s-incon(v,v’) 
(5) borders-in-the-south(v,v’) & borders-in-the-northeast(v,v’)→s-incon(v,v’) 

When the relations are found to be strongly inconsistent in the geo-graph, we re-
move both relations from the graph. There are two special cases of inconsistencies. As 
one may notice, each relation r in the geo-graph is asymmetric, and both r(v’, v) and r(v, 
v’) can not occur in the geo-graph at the same time. Therefore, we defined another rule, 
i.e. r(v, v’) & r(v’, v)→s-incon(v, v), for verifying such asymmetricity. When r(v, v’) 
and r(v’, v) appear in the geo-graph, we remove both edges from the graph. 

Similarly, it is easy to verify that each relation r in the geo-graph is irreflexive. For 
example, we can not say borders-in-the-south(Nanjing, Nanjing). Therefore, we also 
defined a rule r(v, v)→s-incon(v, v) to handle these cases. 

A weak inconsistency is a situation where two relations r(v, v’) and r’(v, v’) have 
certain “information” in common, while their other information is inconsistent. For 
example, borders-in-the-south(v, v’) has the direction 南(south) in common with 
borders-in-the-southeast(v, v’) and borders-in-the-southwest(v, v’), although the three 
relations are inconsistent about the neighborhood relations of v and v’.  

For each relation r, we defined a few rules for checking weak inconsistencies. For 
example, for the relation 南邻 (borders-in-the-south), we defined the following 2 
rules, where the predicate w-incon(v,v’) means weakly inconsistent:  

(6) borders-in-the-south(v,v’) & borders-in-the-southeast(v,v’)→w-incon(v,v’) 
(7) borders-in-the-south(v,v’) & borders-in-the-southwest(v,v’)→w-incon(v,v’). 

In the system, we retain weakly inconsistent relations. 

6 Conclusion 

The paper presented a practical method of extracting geo-entities and their geo-relations 
from the Web. The method contains more than 493 Chinese lexico-syntactical patterns.  

Starting from an initial set of geo-entities, our knowledge extractor (i.e. OM-
Kast-Googling system) uses the patterns to extract geo-entities and geo-relations from 
the matched Web excerpts, where the nodes represent geo-entities, and edges represent 
geo-relations of the entities. Large-scale comprehensive experiments show that 
638,322 geo-entity names and 462,038 geo-relations are extracted from the Web. For 
extracting geo-entity names, the OMKast-Googling system achieved an average pre-
cision rate of 93.43%, where 93.43% = (94.3%+93.11%+92.87%)/3, and for 
geo-relations, the system achieved an average precision rate of 89.22%, where 89.22% 
= (90.88%+89.68%+88.27%)/3. 
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Abstract. Backtracking search algorithm is a novel population-based stochastic 
technique. This paper proposes an improved backtracking search algorithm for 
constrained optimization problems. The proposed algorithm is combined with 
differential evolution algorithm and the breeder genetic algorithm mutation op-
erator. The differential evolution algorithm is used to accelerate convergence at 
later iteration process, and the breeder genetic algorithm mutation operator is 
employed for the algorithm to improve the population diversity. Using the supe-
riority of feasible point scheme and the parameter free penalty scheme to handle 
constrains, the improved algorithm is tested on 13 well-known benchmark prob-
lems. The results show the improved backtracking search algorithm is effective 
and competitive for constrained optimization problems. 

Keywords: constrained optimization, backtracking search algorithm, differen-
tial evolution algorithm, breeder GA mutation operator, mutation. 

1 Introduction 

Decision science and the analysis of physical system attach great importance to opti-
mization techniques. Optimization problems can be mathematically formulated as the 
minimization or maximization of objective functions subject to constraints on their 
variables. Recently, nature-inspired meta-heuristic algorithms designed for solving 
various global optimization problems have been changing dramatically, e.g. genetic 
algorithm (GA) [1], differential evolution algorithm (DE) [2], ant colony optimization 
algorithm (ACO) [3], particle swarm optimization algorithm (PSO) [4,5], artificial 
bee colony algorithm (ABC) [6], social emotion optimization algorithm (SEOA) 
[7,8,9,10,11], bat algorithm (BA)  [12], firefly algorithm (FA) [13], harmony search 
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algorithm (HS) [14], biogeography-based optimization algorithm (BBO) [15], group 
search optimizer (GSO) [16], and backtracking search optimization algorithm (BSA) 
[17]. 

BSA, a new nature-inspired algorithm proposed by Civicoglu, is effective, fast and 
capable of solving different numerical optimization problems with a simple structure. 
It has been proved that BSA can solve the benchmark problems more successfully 
than the comparison algorithms e.g. PSO, CMAES, ABC and JDE [17]. To our know-
ledge, no one has so far attempted making research on the BSA algorithm for  
constrained optimization problems. In light of this, we propose an improved BSA 
algorithm for constrained optimization problems, called IBSA. IBSA divides the evo-
lutionary process into two phases. In the first phase, the proposed algorithm employs 
the mutation and crossover operators used in the standard BSA to take advantage of 
information gained from previous population. In the second phase, the mutation and 
crossover operators employed in the standard differential evolution algorithm is used 
to accelerate convergence and guide algorithm to find the optimal solution. In addi-
tion, the breeder genetic algorithm mutation is utilized to improve the population 
diversity with a small probability in the later phase.  

The remainder of this paper is organized as follows. Section 2 describes general 
formulation of constrained optimization problem and constraint handling method. 
Section 3 introduces improved backtracking search algorithm. Results are presented 
in Section 4 and the concluding remarks are made in Section 5. 

2 Constraint Problem and Constraint Handling Method 

2.1 Constraint Problem 

In the field of decision science and the analysis of physical system, there are a bundle 
of constrained optimization problems. Generally speaking, a constrained optimization 
problem can be described as follows (without loss of generality minimization is con-
sidered here). 

 min =min{ ( ) | }f f x x ∈ Ω  (1) 

Feasible region： 

 { | ( ) 0 , ( ) 0 , , 1,... 1,..., }n
i j m m mx g x h x l x u for i p j q mΩ = ∈ ≤ = ≤ ≤ = = ∀  (2) 

In the above equations,  
1 2( , ,..., )Dx x x x S= ∈ Ω ⊆

  is a D-dimensional vector. Each variable  

xm subjects to Lower bound lm and upper bound um. f(x) is the objective function, gi(x) 
is the i-th inequality constraint, hj(x) is the j-th equality constraint. We divide con-
straints into four categories broadly, linear inequality constraints, nonlinear inequality 
constraints, linear equality constraints and nonlinear equality constraints. Most con-
straint handling techniques tend to deal with inequality constraints only. Consequent-
ly, we transform equality constraints into inequality constraints of the form |hj(x)-δ|≤0, 
where δ is the constraint violation tolerance (a small positive value close to zero). 



224 W. Zhao et al. 

 

2.2 Constraint Handling Method 

There are lots of constrained handling methods used in constrained optimization prob-
lems, but the penalty function has been used most widely. The basic penalty function 
can be formulated as follows: 

 ˆ ( ) ( ) ( )f x f x R G x= + ×  (3) 

 
1

( ) max[0, ( )]
s

q
j

i
G x R g x

=
=   (4) 

where R is the penalty parameter, and f̂  is called an exact penalty function. 

The superiority of feasible points (SFP) scheme is based on the static penalty me-
thod but includes an additional term in formulation (1). The purpose of this additional 
function is to ensure that infeasible points always have worst fitness values than feas-
ible points. Eq.(1) can be rewritten as follows, where Tk is the population composed of 
trial individuals vi at the k-th iteration. 

 ˆ ( ) ( ) ( ) ( ),k k k k k k
i i i k i if v f v R G v v v T= + × + Θ ∈  (5) 

 
0

( )
k k

ik
k i k k

i

if T or v
v

if T and vα
 ∩ Ω = Φ ∈ ΩΘ = 

∩ Ω ≠ Φ ∉ Ω
 (6) 

The value α is calculated by: 

 
\( )

max[0 , max ( ) min min [ ( ) ( )] ]
k kk z T Tv T

f v f z R G zα
∈ ∩Ω∈ ∩Ω

= − + ×  (7) 

The method of parameter free penalty (PFP) scheme is a modification of the SFP 
Scheme. The most significant feature is the lack of a penalty coefficient R. The fitness 
function in the PFP scheme is as follows:  

 ˆ ( ) ( ) ( ) ( ),k k k k k k
i i i k i if v f v G v v v T= + + Θ ∈  (8) 
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k

k
i

k k k
k i i

k k k k
i i i

y T

if v

v f v if T

f v f v if T and v
∈ ∩ Ω

 ∈ ΩΘ = − ∩ Ω = Φ
− + ∩ Ω ≠ Φ ∉ Ω

 (9) 

3 Improved Backtracking Search Algorithm 

3.1 BSA 

BSA is a population-based iterative evolutionary algorithm designed to be a global 
minimizer. BSA maintains a population of N individual and D-dimensional members 
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for solving bound constrained global optimization. Moreover, BSA possesses a mem-
ory in which it stores a population from a randomly chosen previous generation for 
use in generating the search-direction matrix [17]. To implement BSA, the following 
processes need to be performed. 

BSA initials current population and history population according to Eq.(10) and 
(11) respectively where U is the uniform distribution. 

 , ~ ( , )i j j jP U l u  (10) 

 , ~ ( , )i j j joldP U l u  (11) 

At the start of each iteration, an oldP redefining mechanism is introduced in BSA 
through the rule defined by Eq.(12) and (13), where a, b~ U(0,1) is satisfied.  

 
,

,

P a b
oldP

oldP otherwise

<
= 


 (12) 

 : ( )oldP permuting oldP=  (13) 

BSA has a random mutation strategy that uses only one direction individual for 
each target individual. BSA generates a trial population, taking advantage of its expe-
riences from previous generations. F controls the amplitude of the search-direction 
matrix. The initial form of the trial individual ui is created by Eq.(14). 

 ( )i i i iu P F oldP P= + × −  (14) 

Trial individuals with better fitness values for the optimization problem are used to 
evolve the target population individuals. BSA generates a binary integer-valued ma-
trix called map guiding crossover directions. Eq.(15) shows BSA’s crossover strategy. 

 
, ,

,
,

, 1

,
i j i j

i j
i j

P map
V

u otherwise

== 


 (15) 

At this step, a set of vi which has better fitness values than the corresponding xi are 
utilized to renew the current population as next generation population according to a 
greedy selection mechanism as shown in Eq.(16). 

 
( ) ( ),

.
i i inext

i
i

v if f v f p
x

x otherwise

≤
= 


 (16) 

3.2 Differential Evolution 

Differential evolution (DE) is proposed by Storn and Price in 1995. So far, more than 
six mutation strategies have been proposed [18, 19] owing to its simple yet efficient 
properties. Compared with original DE mutation, “Rand-to-best” [18] mutation is able 



226 W. Zhao et al. 

 

to improve population convergence, guiding evolution towards better directions. 
“Rand-to-best” mutation strategy is introduced as follows: 

 1 2( )best r riu x F x x= + × −
   

 (17) 

Where 1r , 2r  are integers randomly selected from 1 to N, and satisfy 
1 2r r≠ . The 

scaling factor F is a real number randomly selected between 0 and 1. bestx


 is the best 
individual in the current population, and 

iu
  is the mutant vector.  

Subsequently, the crossover operation is implemented to generate a trial vector vi 
shown by Eq. (18). Where Ii is an integer selected randomly from 1 to D, rj is selected 
randomly from 1 to 0 and j denotes the j-th dimension. The index k is the number of 
iteration, and Cr is the crossover control parameter. 
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i j r ik

i j k
i j
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x otherwise

 ≤ == 


 (18) 

3.3 Breeder Genetic Algorithm Mutation Operator 

 

15

,
0,

,

2 1/
, 1,...,

s
i j i s

si j

i j

x rang rand D
v j D

x otherwise

α −

=

 ± × <= =



  (19) 

 6( ( ) ( )) (1 _ / _ )irang u i l i current gen total gen= − × −  (20) 

Improved version of breeder genetic algorithm mutation operator proposed in [20, 21]  
intends to produce a highly explorative behavior in the early stage and ensures the 
global convergence in the later stage. Where U(0,1) is the uniform random real num-
ber generator between 0 and 1. The plus or minus sign is selected with a probability of 
0.5, and {0,1}sα ∈  is randomly generated with expression ( 1) 1 /16sP α = = . Current 

generation number is denoted as current_gen, and total generation number is denoted 
as total_gen. Individuals in the interval [ , ]i i i ix rang x rang− +  are generated after IBGA 

mutation.  

3.4 IBSA 

BSA has a powerful exploration capability but a relatively slow convergence speed, 
since the algorithm uses historical experiences to guide the evolution. Focusing on 
excellent convergent performance of “Rand-to-best” mutation, it is combined with 
BSA. Meanwhile, IBGA is utilized to expand population diversity. Pseudo–code of 
IBSA can be present as follows:  

Step 1: Initialize population size N, mutation probability pm, stage control parameter 
rate, crossover probability Cr, total number of iteration IterMax and penalty coeffi-
cient R if SFP is used. 
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Step 2: Initialize population P, and historical population oldP using Eq.(10) and 
Eq.(11), respectively. 

Step 3: Evaluate the population P using Eq.(5) or Eq.(8). 

Step 4: k=0; 

Step 5: Update the historical population oldP using Eq.(12) and Eq.(13). 

Step 6: if k<IterMax*rate then perform mutation and crossover operators according to 
Eq.(14) and Eq.(15), and goto Step 8. 

Step 7: if pm<=0.05 then perform mutation operator using Eq.(19), else perform mu-
tation and crossover operators according to Eq.(17) and Eq.(18), where the factor F is 
generated from the range of [-1,-0.4] and [0.4,1] uniformly. 

Step 8: Evaluate the population P using Eq.(5) or Eq.(8), and select the best individual 
Xbest. 

Step 9: k=k+1, if k<IterMax goto Step 5. 

Step 10: output Xbest. 

4 Experiments 

We use a set of 13 benchmark problems [22] in this paper to evaluate the performance 
of BSA, which were tested widely in evolution computation domain to show the per-
formance of different algorithms for constrained optimization problems. The objec-
tive functions can be divided into 6 classes: quadratic, nonlinear, polynomial, cubic, 
linear, and exponential. Main characteristics of these functions are summarized in 
Tab.1. 

Table 1. Main properties of benchmark functions(n: number of variables, |F|/|S|: the ratio of the 
feasible region to the given box constrained area, LI, NE, NI: number of linear inequality, 
nonlinear equality, and nonlinear inequality, a: number of active constraints at optimum) 

 known optimal n Min/Max type f(x) type |F|/|S| LI NE NI a 

G01 -15 13 Minimum quadratic 0.011% 9 0 0 6 

G02 0.803619 20 Maximum nonlinear 99.90% 1 0 1 1 

G03 1 10 Maximum polynomial 0.002% 0 1 0 1 

G04 -30665.539 5 Minimum quadratic 52.123% 0 0 6 2 

G05 5126.4981 4 Minimum cubic 0.000% 2 3 0 3 

G06 -6961.8139 2 Minimum cubic 0.006% 0 0 2 2 

G07 24.306291 10 Minimum quadratic 0.000% 3 0 5 6 

G08 0.095825 2 Maximum nonlinear 0.856% 0 0 2 0 

G09 680.630057 7 Minimum polynomial 0.512% 0 0 4 2 

G10 7049.25 8 Minimum linear 0.001% 3 0 3 3 

G11 0.75 2 Minimum quadratic 0.000% 0 1 0 1 

G12 1 3 Maximum quadratic 4.779% 0 0 93 0 

G13 0.0539498 5 Minimum exponential 0.000% 0 3 0 3 
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Additionally, for each problem, 30 independent runs were performed. Other para-
meters are given in Tab.2. 

Table 2. Parameter values 

 N IterMax Cr pm rate R DIM_RATE 

values 80 10000 0.9 0.05 0.6 1050 1 

Table 3. Results for IBSA using SFP 

  optimal best mean worst std 

G01 -15 -15 -15 -15 0 

G02 0.803619 0.803614 0.788434 0.761742 0.009713 

G03 1 1.012555 1.011447 0.992238 0.003785 

G04 -30665.539 -30665.539 -30665.539 -30665.539 0 

G05 5126.4981 5126.484154 5126.484154 5126.484154 0 

G06 -6961.8139 -6961.8139 -6961.8139 -6961.8139 0 

G07 24.306291 24.306209 24.306214 24.306279 0.000015 

G08 0.095825 0.095825 0.095825 0.095825 0 

G09 680.630057 680.630057 680.630057 680.630057 0 

G10 7049.25 7049.248021 7049.248039 7049.248158 0.000037 

G11 0.75 0.7499 0.7499 0.7499 0 

G12 1 1 1 1 0 

G13 0.0539498 0.053942 0.053942 0.053942 0 

Table 4. Results for IBSA using PFP 

 optimal best mean worst std 

G01 -15 -15 -15 -15 0 

G02 0.803619 0.803615 0.789926 0.75071 0.013549 

G03 1 1.01256 1.010525 0.972599 0.007409 

G04 -30665.539 -30665.539 -30665.539 -30665.539 0 

G05 5126.4981 5126.484154 5126.484154 5126.484154 0 

G06 -6961.8139 -6961.8139 -6961.8139 -6961.8139 0 

G07 24.306291 24.306209 24.306213 24.306235 0.000007 

G08 0.095825 0.095825 0.095825 0.095825 0 

G09 680.630057 680.630057 680.630057 680.630057 0 

G10 7049.25 7049.248021 7049.248051 7049.248432 0.000081 

G11 0.75 0.7499 0.7499 0.7499 0 

G12 1 1 1 1 0 

G13 0.0539498 0.053942 0.06679 0.439383 0.070372 
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4.1 Results of the Proposed Method (IBSA) 

Table 3 and Table 4 list the experimental results of the IBSA algorithm using SFP and 
PFP respectively. They include the known optimal solution for each test problem and 
the obtained best, mean, worst and standard deviation values. The best obtained by 
IBSA, which are same to or better than the known optimal, are marked in boldface. 

As seen from Table 3, the IBSA using SFP algorithm can find the global optimal 
solutions for 12 problems except G02 in terms of the best results. However, result for 
problem G02 is very close to the optimal. The standard deviations for G01, G04, G05, 
G06, G08, G09, G11, G12 and G13 are zero, so we consider IBSA-PFP algorithm is 
under stable condition. G07 has found better solution than the known optimal solu-
tion. G03, G05, G11 and G13 are obtained better solutions as well, as a result of δ 
settings. 

Table 4 shows the IBSA using PFP algorithm can also find the global optimization 
for 12 problems except G02 which is very close to the optimal. Within the allowed 
equality constraints violation ranges, better solutions have been found than the known 
optimal solutions such as G3, G5, G10, G11 and G07.As for problem G13, there are 
29 out of 30 times finding better solution than the optimal. 

Table 5. Results for BSA using SFP 

  best of IBSA best mean worst std 

G01 -15 -15 -15 -15 0 

G02 0.803614 0.80358 0.79666 0.785462 0.00506 

G03 1.012555 1.012298 1.002612 0.954234 0.016466 

G04 -30665.539 -30665.539 -30665.539 -30665.539 0 

G05 5126.484154 5126.4967 5198.319116 5415.4138 77.85568 

G06 -6961.8139 -6961.8139 -6961.8139 -6961.8139 0 

G07 24.306209 24.306242 24.321343 24.343854 0.018588 

G08 0.095825 0.095825 0.095825 0.095825 0 

G09 680.630057 680.630057 680.630057 680.630057 0 

G10 7049.248021 7049.2555 7049.617975 7052.634 0.633024 

G11 0.7499 0.7499 0.749901 0.749918 0.000003 

G12 1 1 1 1 0 

G13 0.053942 0.055766 0.633725 0.999993 0.305339 

4.2 Comparison with BSA Using Penalty Function 

We compare results of IBSA using penalty functions from Table 3 and Table 4 with 
BSA using penalty functions from Table 5 and Table 6 respectively. It can be found 
that IBSA performs far superior to BSA when solving problem G2, G3, G05, G07, 
and G10.When it comes to problem G13, IBSA successfully finds global optimization 
29 times in 30 runs. However, there is only once that BSA finds the optimal. Im-
proved strategies on BSA enhance the stability of the algorithm. 
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Table 6. Results for BSA using PFP 

  best of IBSA best mean worst std 

G01 -15 -15 -15 -15 0 

G02 0.803615 0.803599 0.798024 0.792409 0.005266 

G03 1.01256 1.012417 0.993189 0.899105 0.031189 

G04 -30665.539 -30665.539 -30665.539 -30665.539 0 

G05 5126.484154 5126.496714 5215.3329 5477.3847 114.543 

G06 -6961.8139 -6961.8139 -6961.8139 -6961.8139 0 

G07 24.306209 24.306244 24.323931 24.343783 0.018832 

G08 0.095825 0.095825 0.095825 0.095825 0 

G09 680.630057 680.630057 680.630057 680.630057 0 

G10 7049.248021 7049.257983 7049.394 7049.7464 0.11844 

G11 0.7499 0.7499 0.7499 0.749901 0 

G12 1 1 1 1 0 

G13 0.053942 0.069471 1.01215 13.782101 2.428104 

Table 7. Comparison results with other algorithms using penalty function 

 optimal IBSA MGSO SAPF OPA 

G01 -15 -15 -15.000 -15.000 -15.000 

G02 0.803619 0.803615 0.803457 0.803202 0.803619 

G03 1 1.012555 1.00039 1 0.747 

G04 -30665.539 -30665.539 -30665.539 -60,665.401 -30,665.54 

G05 5126.4981 5126.484154 5,126.50 5,126.91 5,126.50 

G06 -6961.8139 -6961.8139 –6,961.8139 –6,961.046 –6,961.814 

G07 24.306291 24.306209 24.917939 24.838 24.306 

G08 0.095825 0.095825 0.095825 0.095825 0.095825 

G09 680.630057 680.630057 680.646 680.773 680.63 

G10 7049.25 7049.248021 7,052.07 7,069.98 7,049.25 

G11 0.75 0.7499 0.7499 0.749 0.75 

G12 1 1 1 1 1 

G13 0.0539498 0.053942 0.058704 0.053941 0.447118 

4.3 Comparison with Other Algorithms Using Penalty Function 

Constraint handling method highly affects the performance of intelligent algorithm 
for constrained optimization. To test the performance of the IBSA, we compare it 
with other algorithms. 
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The three algorithms are based on penalty function, such as modified group search 
optimizer algorithm with penalty function (MGSO) [23], genetic algorithm (GA) with 
a self-adaptive penalty function (SAPF) [24], over-penalty approach (OPA) [25]. 
Comparison results are summarized in Table 7. The best optimum values are listed. 

As seen from Table 7, the performance of IBSA is much better than MGSO, SAPF, 
OPA on problems G03, G05, G07, G09 and G10 according to the best results ob-
tained from algorithms with penalty function. Problem G01, G08, G11, G12 can be 
also solved successfully by IBSA. For problems g04, and g06, MGSO, OPA, and 
IBSA show the similar performance in terms of the best optimum, and better than 
SAPF. In all, using penalty function for handling constraint, IBSA shows better per-
formance than other three algorithms for most problems. 

4.4 Comparison with Other Algorithms Using Different Constraint Handling 
Methods 

We employs three competitive evolutionary algorithms to further compare IBSA with 
other algorithms with different constraint handling methods, which were stochastic 
ranking (SR) method [22], improved stochastic ranking (ISR) [25] evolution strategy, 
and the simple multimember evolutionary strategy (SMES) [26]. Comparison results 
are summarized in Table 8.  

Table 8. Comparison results with other algorithms using different constraint handling methods 

  optimal IBSA SR ISRES  SMES  

G01 -15 -15.000 -15.000 -15.000 -15.000 

G02 0.803619 0.803615 0.803516 0.803519 0.803601 

G03 1 1.012555 1 1.001 1.000 

G04 -30665.539 -30665.539 -30,665.539 –30,665.539 -30,665.54 

G05 5126.4981 5126.484154 5,126.50 5,126.50 5,126.60 

G06 -6961.8139 -6961.8139 –6,961.814 –6,961.814 –6,961.814  

G07 24.306291 24.306209 24.306 24.306 24.327 

G08 0.095825 0.095825 0.095825 0.095825 0.095825 

G09 680.630057 680.630057 680.63 680.63 680.632 

G10 7049.25 7049.248021 7,049.25 7,049.25 7,051.90 

G11 0.75 0.7499 0.75 0.75 0.75 

G12 1 1 1 1 1 

G13 0.0539498 0.053942 0.053957 0.053957 0.053986 

As seen from Table 8, Problem G01, G03, G04, G06, G08, G11 and G12 can be 
found optima by these four algorithms. IBSA performs better when dealing with G03, 
G05 and G13. For problems G07, G09 and G10, IBSA, SR, and ISRES show the 
similar performance in terms of the best optimum, and better than SMES. 
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5 Conclusion 

This paper proposes an improved version BSA algorithm, called IBSA, which is very 
effective for solving constrained optimization problems. The proposed algorithm 
employs BSA operations, variant DE operations, and IBGA mutation at different 
stages. IBSA has better performance than BSA using PFP and SPF, and other three 
algorithms using penalty function to handle constraints according to experimental 
results. Comparing with other algorithms with different constraint handling methods, 
the results show that IBSA is comparable with its competitors. As a consequence, the 
effect of constraint handling methods on the performance of IBSA algorithm can be 
investigated in future works. Another direction is to improve algorithm to enhance 
accuracy of finding global optimum on some problems including equality constraint, 
such as G03 and G13. 
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Abstract. Sentiment analysis is an emerging technique that caters for
semantic orientation and opinion mining. It is increasingly used to anal-
yse online product reviews for identifying customers’ opinions and atti-
tudes to products or services in order to improve business performance
of companies. This paper presents an innovative approach to combining
outputs of sentiment classifiers under the framework of belief functions.
The approach is composed of the formulation of outputs of sentiment
classifiers in the triplet structure and adoption of its formulas to combin-
ing simple support functions derived from triplet functions by evidential
combination rules. The empirical studies have been conducted on the
performance of sentiment classification individually and in combination,
the experimental results show that the best combined classifiers made by
these combination rules outperform the best individual classifiers over
the MP3 and Movie-Review datasets.

Keywords: Sentiment analysis, opinion mining, triplet belief functions
and combination rules.

1 Introduction

In a sense sentiment analysis can be regarded as a special text categorization
technique that focuses on formulating a label assignment process as a binary
decision making problem - identifying the polarity of opinions or attitudes to
products. Views and opinions on the quality, services and various offerings about
some products are currently proliferated on e-commerce web sites, they collate
timely feedback about products and they are a key source of helping companies
monitor customers’ opinions and business behaviors in addition of aiding cus-
tomers to make purchasing decision. A popular product could normally receive
reviews in the hundreds and in various forms of expressions which are often af-
fected by domain authorities. As a result opinions contained in the reviews might
be difficult to precisely explain and identify, there is uncertainty in determining
the decision boundary of sentiment polarity. This study develops an evidential
reasoning approach to modelling such uncertainty and incorporates it into the
process of sentiment polarity classification.

Text categorization methods are usually built on supervised machine learning
approaches, which are focused on aspect/topic-based multi-class classification

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 234–245, 2014.
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tasks. A typical approach is to use labeled text corpora to train classification
models and then apply them to assign new text documents with the pre-defined
topic/class labels. Sentiment analysis is aimed at determining a sentiment po-
larity against the opinions to aspects/topics in the positive or negative form.
It can take a supervised learning approach, but the requirements on labeling
opinionated texts and classification decision are different from the conventional
supervised learning. Aspects or topics in text categorization are often identifiable
by keywords alone, in contrast sentiments are expressed in a more subtle man-
ner that requires more semantics and context understanding in addition to that
the polarity labels classified may be used simply for summarizing the content of
opinionated texts on an aspect/topic - whether it be positive or negative.

In recent years online reviews are rapidly growing in social media, much work
on sentiment classification has been published in the literature [1]. The three su-
pervised machine learning methods of Naive Bayes, Maximum Entropy and Sup-
port Vector Machines (SVM) were employed to sentiment classification based on
traditional topic-based categorization in [2]. The empirically comparative stud-
ies demonstrated that accuracies on the sentiment classification problem were
not comparable to those reported in standard topic-based categorization. In [3],
a classifier for product feature extraction and binary classification was devel-
oped by applying various machine learning methods. The authors compared a
uni-gram model with more complex models exploiting linguistic substitutions,
greater n-grams, thresholding, smoothing of feature probabilities, scoring, and
reweighting. The results showed greater n-grams outperform uni-grams. As la-
belled review data is not always available, an unsupervised approach was used
to identify sentiment in [4] [5]. The authors determined the morphological char-
acteristics of words and semantic orientations of sentences through the part-of-
speech tagging in conjunction with sets of seed words. The advantage of this
approach is that it makes use of the context of sentences, thereby gaining a
better understanding of particular aspects reflected in the reviews.

Although over 7,000 articles have been published on the sentiment analysis
related topics in the past decade [1], research on sentiment classification by infor-
mation fusion based approaches is still very limited. In [6] the authors discussed
domain adaptation problems that involve two domains: source domain and tar-
get domain. They used opinionated texts from the source domain to train a
classification model and applied it for classifying texts from the target domain.
A similar work was documented in [8], in which an online algorithm was pro-
posed for multi-domain learning that could be directly applied to multi-domain
sentiment classification tasks. A more recent work was concentrated on investi-
gating how to make multiple domains aid each other in sentiment classification
when each domain only has partially labeled training data in [7]. In that study
each domain data were used to train one classifier and the results on test data
drawn from one domain were combined by using fixed rules in terms of sum and
product rules in conjunction with two dynamic meta-learning rules. The exper-
imental results demonstrated that the two simple fixed combination rules give
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comparative performance, and the weighted sum rule significantly outperforms
the simple fixed rules and the meta-learning rule.

Building on our previous studies [9], this work develops an evidential ensemble
approach by formulating sentiment classification results in the triplet evidence
structure [10]. A sentiment polarity classification normally involves predicting
opinionated texts to a category in the form of positive, negative or neutral.
However the neutral categorymay not be a case in which customers are interested
for online reviews. Meanwhile when a classifier is trained by using the labelled
opinionated text corpora, the neutral category cannot be directly outputted by
standard supervised machine learning algorithms, but alternatively it can be
handled through designing a membership function.

In this study, we define positive and negative categories as binary mutually ex-
clusive propositions making up a frame of discernment and use the frame to rep-
resent the neutral situation in terms of ignornace. In such a way we can employ
the triplet function to represent sentiment polarity classifier outputs. Further-
more we tailor the computational formulas derived for combining multiple triplet
functions by the three combination rules of Demspter’s rule of combination [11],
and adapt them for the Transferable Belief Model(TBM) conjunctive rule [12]
and the cautious conjunctive combination rule [13]. To evaluate the performance
of the proposed approach, we carry out two experiments by using eight machine
learning algorithms in conjunction with the three combination rules over the
MP3 and Movie-Review review datasets, the experimental results show that on
both of the datasets, the best combined classifiers by the three rules outperform
the best individual classifier. Due to the limited space, more mathematic formu-
las and comparative studies with the normalized cautious conjunctive and linear
sum rules have been included in the sister paper [14].

2 Basics of Belief Functions

This section briefly introduces some essential concepts and formulism used in
this study. Given a frame of discernment, denoted by Θ that consists of mutually
exclusive propositions, for any subset A ⊆ Θ, the Dempster-Shafer (DS) theory
of evidence uses a numeric value within the range of [0, 1] to represent the degree
of support for A, denoted by m(A), which is called a Basic Belief Assignment
(BBA) [11]. It has two conditions:

(1) m(∅) = 0; (2)
∑

A⊆Θ

m(A) = 1

where A is called a focal element or focus if m(A) > 0, and it is called a singleton
if A contains only one element with m(A) > 0.

Notice that m(A) represents the measurement of a support degree that one
commits exactly to the subset A, rather than the total support committed to
A. To obtain the measurements of the total support committed to A and of
other situations, the DS provides three other evidential functions in terms of
belief function (bel), plausibility function (pls), and commonality function (q).
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Particularly the computation of a commonality function for subset A ⊆ Θ by a
mass function is given as follows:

q(A) =
∑

B⊇A

m(B) (1)

In practice, evidence sources may not be entirely reliable. Support degrees
derived from such sources need to be discounted to truly reflect the reliability
of the sources. The DS theory provides a discount mechanism by the following
formula.

mr(A) =

{
(1 − r)m(A), if A ⊂ Θ
r + (1− r)m(Θ), if A = Θ

(2)

where r represents the discounting rate within the range of [0, 1]. When an
evidence source is completely reliable, r takes on the value of 0. As oppose to
this, if the source is completely unreliable, r takes the value of 1.

Definition 1. Letm1 andm2 be two mass functions on the frame of discernment
Θ, and for any subset A ⊆ Θ, the orthogonal sum of two mass functions on A,
denoted by ⊕, is defined as follows:

m1 ⊕m2(A) =

∑
X∩Y=A m1(X)m2(Y )

1−∑
X∩Y=∅ m1(X)m2(Y )

(3)

where X,Y ⊆ Θ and 1 −∑
X∩Y=∅ m1(X)m2(Y ) is a normalization factor, de-

noted by K. The orthogonal sum is also called Dempster’s rule of combination, it
allows two mass functions to be combined into a third mass function. The above
definitions are based on the notations given in [11]. In the framework of the
Transferable Belief Model (TBM) [12], Smets lifts the restriction on m(∅) = 0
and removes the normalization operation in Equation (3), resulting in a TBM
conjunctive combination rule (Smets’s rule for short), denoted by ∩©. Both com-
bination rules have been employed in the cautious conjunctive combination rule
recently developed in [13].

Definition 2. Let m1 and m2 be two non dogmatic mass functions on the frame
of discernment Θ. The cautious conjunctive combination of m1 and m2, denoted
by m1 ∧©2 = m1 ∧©m2, is defined on the basis of a weight function below:

w1 ∧©2(A) = w1(A) ∧ w2(A), ∀A ⊂ Θ (4)

and then

m1 ∧©m2 = ∩©A⊂ΘA
w1(A)∧w2(A). (5)

where Aw(A) denotes a simple mass function m such that m(A) = 1 − w(A)
and m(Θ) = w(A), and the weight w(A) can be obtained from the commonality
values by the following formula:

w(A) =
∏

B⊇A

q(B)(−1)|B|−|A|+1

(6)
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if the conjunctive operation ∩© in Equation (5) is replaced by the Dempster
orthogonal sum

⊕
, then the revised Equation (5) has to be divided by the

normalization factor of K = 1−m1 ∧©m2(∅), resulting in a normalized version of
the cautious rule as follows:

m1 ∧©m2 =

⊕
∅	=A⊂Θ Aw1(A)∧w2(A)

K
. (7)

As indicated in [13] that m1 ∧©m2 = 1 never holds as ’the cautious combination
of two non dogmatic BBAs can never be dogmatic (i.e. Θ is not a focal set)’.

3 Triplet and Binary Structures

This study treats sentiment polarity classification simply as a special case of
topic-based categorization with the polar topics of positive and negative senti-
ments. In such a case, a categorization algorithm is provided with a training
data set made up of D×C = {〈d1, c1〉, · · · , 〈d|D|, cq〉} (1 ≤ q ≤ |C|) for deriving
a classifier denoted by ϕ. Instance di ∈ D is characterized by the bag of words
of (ωi1 , · · · , ωin) where ωij is a score of keyword, C is composed of positive sen-
timent (c) and negative sentiment (c̃), i.e. C = {c, c̃}, and a classifier output on
a new text document d is denoted by ϕ(d) = C × [0, 1]. Given classifier output
ϕ(d), we can formulate it as a piece of evidence in the form of triplet below.

Definition 3. Let Θ = {x1, x2, ..., xn} be a frame of discernment and ϕ(d) =
{m({x1}),m({x2}), ...,m({xn})} be mass probabilities derived from classifier
outputs, where n ≥ 2. An expression in the form of A = 〈A1, A2, A3〉 is defined
as a triplet, where A1, A2 ⊂ Θ are singletons, A3 is the whole set Θ and they
satisfy

m(A1) +m(A2) +m(A3) = 1

These elements are obtained by a focusing operator σ on m, and denoted by mσ

as follows:

A1 = argmaxm({x1}),m({x2}), ...,m({xn}) (8)

A2 = argmaxm({x} | x ∈ {x1, ..., xn} −A1) (9)

A3 = Θ,mσ(Θ) = 1−mσ(A1)−mσ(A2) (10)

We refer to mσ as a triplet mass function or as a two-point mass function.
When n = 2, the frame of discernment Θ is composed of only two focal elements,
denoted by {x} and {x̃}, i.e. Θ = {x, x̃}, such that a triplet mass function defined
on Θ also satisfies the following condition:

m({x}) +m({x̃}) +m(Θ) = 1

the new support degrees for {x}, {x̃} and Θ can be obtained by using the
discounting Equation (2).
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4 Combinations of Triplet Mass Functions by Using the
Evidential Combination Rules

In this section, we formulate the combinations of two mass functions committed
to binary focal elements by using Dempster’s rule, Smets’s rule and the cautious
conjunctive rule, which can be tailored to compute the combinations of any
number of triplet functions.

Definition 4. Let Θ = {x, x̃} be a frame of discernment and m1, . . . ,mn be
triplet mass functions with the following condition:

mi({x}) +mi({x̃}) +mi(Θ) = 1

for any two triplet mass functions mi and mj , by using Smets’s rule, we have a
new mass function below:

m({x}) = mi({x})mj({x}) +mi({x})mj(Θ) +mi(Θ)mj({x}) (11)

then Equation (11) can be rewritten as Equation (12) with a normalization factor
as combined by Dempster’s rule below

m({x}) = 1− (1−mi({x}))(1−mj({x}))/K (12)

where K = 1 − (1 − mi({x}))(1 − mj({x})) + (1 − mi({x̃}))(1 − mj({x̃})) −
mi(Θ)mj(Θ).

Likewise we have new mass functions for {x̃} and Θ:

m({x̃}) = 1− (1−mi({x̃}))(1−mj({x̃}))/K (13)

m(Θ) = mi(Θ)mj(Θ)/K (14)

In respect of combining any two triplet mass functions mi and mj by using
the cautious conjunctive rule, it involves three steps [13]. The first step is to
compute the commonality functions qi and qj from mi and mj by Equation (1);
the second is to compute the weight functions wi and wj using Equation (6) and
then generate (inverse) simple mass functions in the form of Aw1(A)∧w2(A), for
all A ⊂ Ω such that w1 ∧ w2(A) �= 1; and finally compute m1 ∧©2 = m1 ∧©m2 on
these simple mass functions by using Smets’s rule. Following the first two steps,
we thus have,

{x}wi({x})∧wj({x}) = {x}min({ mi(Θ)

mi({x})+mi(Θ)
,

mj(Θ)

mj({x})+mj(Θ)
})=w

{x̃}wi({x̃})∧wj({x̃}) = {x̃}min({ mi(Θ)

mi({x̃})+mi(Θ)
,

mj(Θ)

mj({x̃})+mj(Θ)
})=w̃

with w and w̃, we can generate two (inverse) simple mass functions as follows,

m1
ij({x}) = 1− w;m1

ij(Θ) = w.
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m1
ij({x̃}) = 1− w̃;m1

ij(Θ) = w̃.

From the last step above, we have

m({x}) = m1
ij({x})m2

ij(Θ). (15)

m({x̃}) = m2
ij({x̃})m1

ij(Θ). (16)

m(Θ) = m1
ij(Θ)m2

ij(Θ). (17)

Repeatedly using Equations (12)-(17), we can combine all multiple triplet
mass functions defined on the binary frame of discernment.

5 Empirical Study

To evaluate the effectiveness of sentiment ensemble classifiers made by using
Dempster’s rule of combination, the TBM conjunctive combination rule and
the cautious conjunctive rule, we conducted the experiments with eight ma-
chine learning algorithms for generating base classifier over the MP3 and Movie-
Review datasets. These learning algorithms are directly taken from the Waikato
Environment for Knowledge Analysis (Weka) version 3.6 and briefly described
in Table 1 and detailed description of these algorithms can be found in [15].
For our experiments parameters used for each algorithm were set at the default
settings.

The MP3 dataset contains MP3 digital camera and player reviews collected
in Amazon.com [16]. Each of review consists of short sentences and labeled with
a five star scale. The reviews with 1 and 2 stars are considered very negative
and negative, respectively, whereas reviews with 4 and 5 stars are considered
positive and very positive, and reviews with 3 stars are regarded as neutral.
On the other hand, the Movie Review dataset were drawn from the IMDB’s
archive of rec.arts.movies.reviews newsgroup [17]. The reviews were rated in
either a five star scale or numerical scores and were converted into one of three
categories: positive, negative, or neutral. For the work described in this paper,
we concentrated only on discriminating between positive and negative polarity
sentiment and the reviews with neutral are discarded for our experiments. As
a result the MP3 dataset used in our experiments contains 21519 positive and
6390 negative text reviews and the Movie-Review consists of 1000 positive and
1000 negative movie reviews.

To reflect the performance of the ensemble sentiment classifiers faithfully and
to avoid overfitting to some extent, the experiments were conducted using a
ten-fold cross validation. The performance of classifiers in individuals and com-
binations was measured by the F-measure that is commonly used in text catego-
rization area. For construction of ensemble classifiers by the three combination
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Table 1. A brief description of eight machine learning algorithms

No Classifier Description

1 NaiveBayes The Naive Bayes classifier using kernel density estimation over
multiple values for continuous attributes, instead of assuming
a simple normal distribution

2 IBk A instance-based learning algorithm. It uses a simple distance
measure to find the training instance closest to the given test
instance, and predicts the same class as this training instance

3 KStar The K instance-based learner using all nearest neighbors and
an entropy-based distance

4 DecisionStump Building and using a decision stump, but it is not used in con-
junction with a boosting algorithm

5 J48 Decision tree induction, a Java implementation of C4.5
6 RandomForest Constructing random forests for classification
7 DecisionTable A decision table learner
8 JRip A propositional rule learner - a a Java implementation of Rip-

per. It repeats incremental pruning to produce error reduction

Table 2. The accuracies of best individual classifier, best ensemble classifiers con-
structed by Dempster’s rule, Smets’s rule and the cautious conjunctive rules on MP3
and Movie-Review (MR) datasets

Datasets Best individual Demspter’s rule Smets’s rule Cautious rule

MP2 79.52% 81.99% 82.32% 81.74%
MR 75.17% 77.61% 76.49% 76.57%

Av 77.34% 79.8% 79.41% 79.16%

rules, all combinations of eight classifiers were exhaustively permuted. In other
words, we first combine any two classifiers, denoted by C2, and combine the
resulting combination of two classifiers with a third classifier, denoted by C3,
and the result with a fourth classifier, denoted by C4, until combine all eight
classifiers, denoted by C8.

Table 1 presents the accuracies of the best individual and best ensemble classi-
fiers constructed by the three combination rules on the two datasets. On average,
the best accuracies increase by 2.5% compared with the best individual on the
MP3 dataset, and increase by 1.72% on Movie-Review. These give a totally av-
eraged 2.1% increase on these datasets. The details of each of the experimental
results are depicted below.

Figure 1 shows the averaged accuracies of different ensemble classifier groups
on MP3, where C1 on the x-axis represents the averaged accuracy of eight clas-
sifiers, C2 represents an averaged accuracy of all accuracies of the ensemble
classifiers that are comprised of two classifiers by using three combination rules
respectively, C3 represents an averaged accuracy of all accuracies of the ensem-
ble classifiers made up of three classifiers, and so forth. This figure illustrates
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Fig. 1. Averaged accuracies of different groups combination of classifiers using the
three combination rules over the MP3 dataset

that the averaged accuracies of different groups of ensemble classifiers gradually
increase with adding more classifiers into classifier ensembles. It can be seen
that the averaged performance of the combined classifiers by Smets’s rule is very
similar to that by Dempster’s rule, and the ensemble classifiers made by both
rules outperform those constructed by the cautious rule. Specifically compared
with the averaged accuracy of eight base classifiers, the averaged accuracy of all
ensemble classifiers made by the cautious rule is 4.69% better, by Dempster’s
rule 5.32% better and by Smets’s rule it is 5.36% better.

Fig. 2. The best accuracies of different groups combination of classifiers using the three
combination rules over the MP3 dataset
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Figure 2 shows the accuracies of the best ensemble classifiers among the re-
spective groups of ensemble classifiers on MP3, where C1, C2, . . ., C8 on the
x-axis represent the best individual accuracies among each of the ensemble clas-
sifier groups, respectively, which are contrast with the averaged accuracies shown
in Figure 1. Unlike the trends embodying in Figure 1, the best accuracies in-
crease from the combination of two classifiers to four classifiers and then drop
down with including more classifiers into ensemble classifiers. It can be found
that the ensemble classifiers made by Smets’s rule perform best, Dempster’s rule
perform in the second position and both rules outperform the cautious rule. The
best accuracy drawn from all the ensemble classifiers made by Smets’s rule is
2.8% better than the accuracy of best individual classifier, and the accuracy of
combined classifier by Dempster’s rule is 2.47% better than that of the best base
classifiers, the cautious rule is 2.22% better than the best individual classifier.

Fig. 3. Averaged accuracies of different groups combination of classifiers using different
combination rules over the Movie Review dataset

Figure 3 presents a similar analysis as depicted in Figure 1 on Movie-Review
instead. Compared with the analysis results with those in Figure 1, the general
performance trend of the ensemble classifiers built by Dempster’s and Smets’s
rules increases with some fluctuations, which is broadly similar to that reflected
on MP3, that is the averaged accuracies increase with more classifiers being
combined. However the trend of the ensemble classifiers made by the cautious
rule is opposite to what the cautious rule conducts on MP3. Specifically the
averaged accuracy of all ensemble classifiers constructed by the cautious rule
is 0.79% less than that of the averaged eight base classifiers, but by Smets’s
rule it is 1.51% better and by Dempster’s rule it is 2.46% better than that of
the averaged eight base classifiers. Additionally, the difference margins of the
averaged accuracies on Movie-Review is smaller than those on MP3.
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Fig. 4. The best accuracies of different groups combination of classifiers using different
combination rules over the Movie Review dataset

In correspondence with the results shown in Figure 2, Figure 4 shows the best
accuracies among each of the ensemble classifier groups denoted on the x-axis for
the Movie-Review dataset. The performance trends of the ensemble classifiers
made by the three combination rules are roughly embodied in a decreasing man-
ner. The best accuracies achieved are among the combinations of two or three
classifiers cross three groups of ensemble classifiers made by the three combi-
nation rules. From the experimental results, it is found that Dempster’s rule
performs best, the accuracy of best ensemble classifier among seven groups of
ensemble classifiers is 2.45% better than that of the best individual classifier, for
Smets’s rule and the cautious rule they are 1.33% and 1.4% better than the best
individual classifier, respectively.

6 Conclusions

In this paper we propose to use the triplet function to represent polarity senti-
ment classification outputs and tailor the formulas developed for triplet functions
to combining multiple triplets in the form of simple support functions by using
Dempster’s rule of combination, Smets’s rule and the Cautious rule. The evalu-
ation demonstrates that Smets’s rule performs better than Dempster’s and the
Cautious rules on the MP3 dataset, whereas Dempster’s rule performs better
than Smets’s and the Cautious rules on Movie-Review, but on average Demp-
ster’s rule performs the best over these two datasets. From a further examination
on the characteristics of MP3 and Movie-Review, it is noticed that the former
consists of more instances than the latter, but the latter is a balanced class
dataset being made up of the same number of positive and negative instances.
Therefore these results conjecture that the ensemble classifiers made by Demp-
ster’s rule prefer more over balanced datasets than unbalanced datasets. More
analysis results and theoretical aspects can be refereed to the sister paper in
[14].
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Abstract. In this paper we propose a sentiment classification method for the cat-
egorization of tourist reviews according to the sentiment expressed. We also give
the results of the application of our sentiment analysis method on a real data set
extracted from the AmFostAcolo tourist review Web site. In our analysis we were
focused on investigating the relation between the opinion holder and the accuracy
of the review sentiment with the review score. Based on our initial experimental
results we concluded that specific characteristics of the opinion holder, like for
example his or her reputation, might relate to the accuracy of the opinions ex-
pressed in his or her reviews.

Keywords: sentiment analysis, natural language processing, intelligent tourism.

1 Introduction

A great interest was shown during the last 15 years to the application of intelligent infor-
mation technologies for the development of intelligent or smart tourism business [1, 2].
Recent developments in semantic technologies, dynamic pricing, information extrac-
tion, recommender systems and sentic computing are at the forefront of the field. A lot
of efforts are currently spent on the application of text mining and natural language pro-
cessing for improving the quality of tourism information services. Tourists will benefit
of advanced IT systems for knowledge and information management to assist them in
making decisions with less effort and in shorter time.

There are so many information sources containing tourist reviews and opinions about
tourist destinations like for example: post-visit experiences, tourist advertisements,
descriptions of tourist attractions, tourist highlights and advices, recommendations,
photos, etc, addressing various aspects like accommodation, trips, historical places,
landscape, sightseeing, food, shopping, entertainment, local attractions, a.o. Tourist in-
formation is most often presented as reviews or comments expressed in natural language
that describe customer opinions or experiences about various tourist destinations. This
information is usually poorly structured, can be more or less focused on a tourist entity
or aspect, and can be multi-lingual, Collecting, aggregating and presenting it in a mean-
ingful way can be very difficult by posing cognitive challenges to the users, as well as
technical challenges to the computational methods employed.

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 246–257, 2014.
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Following [3], “sentiment analysis or opinion mining is the computational study of
people’s opinions, appraisals, attitudes, and emotions toward entities, individuals, is-
sues, events, topics and their attributes.”. Typical usage scenarios of opining mining
are: (1) detection of good or bad aspects about a certain target object that needs to be
evaluated, (2) detection of sudden changes in sentiment, or (3) automatic interpretation
of large amounts of opinionated data.

Our initial task was to extract and classify tourist reviews according to the sentiment
expressed in three categories: positive, negative or neutral. We employed an unsuper-
vised sentiment classification method and we present the results of its application results
to tourist reviews. We focused on a real data set that we extracted from AmFostAcolo1

– a Romanian Web site having a similar purpose as IveBeenThere2.
We have developed an enhanced term-counting method built primarily on exploiting

parsing techniques from natural language processing for detecting dependency links
between the words of a text, as well as considering the contextual valence shifters [4].
Our proposed term-counting method has the advantage that it does not require training,
so it can be applied to reviews where training data is not available.

In this paper we present the results of the application of our sentiment analysis
method on a real data set extracted from the AmFostAcolo tourist review Web site.
In particular, our analysis was focused on investigating the relation between the opin-
ion holder and the accuracy of the review sentiment with the review score. Based on
our initial experimental results we concluded that specific characteristics of the opinion
holder, like for example his or her reputation (expressed as user class on AmFostAcolo
Web site), relate to the accuracy of the opinions expressed in his or her reviews.

The paper is structured as follows. We start with an overview of related works in
Section 2, then in Section 3 we present the data set preparation and preprocessing. We
follow in Section 4 with the introduction of our sentiment analysis method. Then we
present and discuss the experimental results of the application of our method on the
real data set extracted from AmFostAcolo Web site. In the last section we conclude and
point to future research and developments.

2 Related Works

Sentiment analysis and opinion mining, in particular focused on the analysis of cus-
tomer reviews in the tourism industry, attracted a lot of research interest during the
last decade. The efforts on mining opinions can be roughly divided into two directions:
sentiment classification and sentiment related information extraction. The first task is
to identify positive and negative sentiments from a text, while the second focuses on
extracting the parts composing a sentiment text. Most of the researches reported in the
literature were devoted to results obtained on the sentic analysis of documents expressed
in widely spread natural languages, for example English, Chinese and Spanish, while
less efforts were dedicated to other languages, like for example Romanian [5, 6].

A number of works take the effort of firstly creating an opinion lexicon [7–9]. A
simple method is to manually decide the degree of positivity and negativity of words,

1 http://amfostacolo.ro/
2 http://www.ive-been-there.com/

http://amfostacolo.ro/
http://www.ive-been-there.com/
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and then to define a procedure to calculate the sentiment for each sentence or whole text
based on the values of the words [4]. This can of course be tricky because it is difficult
to set a sentiment value on a simple word, since many words can be both positive and
negative depending either on the context or situation or on their Part-Of-Speech (POS).
This is a problem of text mining rather than pure opinion mining. Considering word
phrases and some forms of word disambiguation, as well as capturing syntactic relations
and dependencies between words, can improve the results of sentiment analysis.

Reference [10] reports results obtained by applying machine learning classifiers for
opinionated sentence detection and opinion target extraction based on manually anno-
tated blog articles in the tourism domain. So, this work is more related to opinion-related
information extraction, rather than opinion polarity detection. Moreover, the approach
is different, as it involves manual text annotation which is a tedious activity.

Reference [11] describes the Nebular system that addresses the problem of classi-
fying tourist reviews extracted from Web 2.0 sites related to tourism, as well as the
detection of their sentiment polarity – positive or negative.

Reference [12] presents the BESAHOT system that helps hoteliers by providing
them with summaries of the textual comments posted by users about their hotel(s) on
the web. This system performs a mixed processing of the analyzed comments for text
segmentation, statistical polarity detection of text segments and linguistic information
extraction of review topics and their aspects.

Reference [5] introduces Sentimatrix – a system for extracting opinions with regard
to named entities. The system uses language resources for name entity recognition and
extraction, as well as for sentiment identification.

Reference [13] describes the Post-via system that combines semantic technologies
and recommender systems for improving Customer Relationship Management to en-
hance tourist loyalty by capturing and management of after-visit tourist experiences.

Reference [14] is focused on enhancing opinion mining of tourist reviews with intu-
itive visualizations using Google Maps. The paper is more focused on human-computer
interaction aspects, rather than the computational methods employed.

References [15, 16] introduce the OpinionZoom system for the analysis of opinions
expressed by tourists on various Web sites. The system was designed to experiment with
aspect-oriented opinion mining algorithms inspired by Liu’s approach [3]. The authors
also proposed an extension of Liu’s approach to be applied to the tourism domain.

Last but not least, paper [6] addresses opinion identification from news and social
media. The proposed method uses machine learning and a manually annotated corpus.

3 Data Set: Preparation and Preprocessing

3.1 Data Set Preparation

The initial source that we chose as basis for building our data set was the AmFostAcolo
Web site. It provides a large semi-structured database with information describing post-
visit tourist reviews about a large variety of tourist destinations covering specific aspects
of accommodation, as well as general impressions about geographical places.

There are basically two different formats in which reviews are given on tourist sites.
The format “pro and cons” describes separately the positive (“pro”) and negative
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Fig. 1. AmFostAcolo – Percentage of the
reviews number posted by users of a given
type from the total number of reviews

Fig. 2. AmFostAcolo – Average number of
words per review for each user type

(“cons”) opinions (Booking.com3 uses this format). The other “free format” does not
separate pros and cons, and the reviewer can write freely his or her comments. This
format is used by several sites, including AmFostAcolo.

The information of the data source can be conceptualized as a tree-structured index
according to the destination, region, section and location. Most often a destination rep-
resents a country, for example Romania, while sometimes it can be a continental region
including several countries, for example Caucaz or Central America. Each destination
contains several regions. For example, a region of Romania is Oltenia. A section most
often represents a locality (for example Craiova or Runcu) or a more general category
of locations, like for example “MĂNĂSTIRI din Oltenia” (En. “Monasteries of Olte-
nia”). A location can represent an accommodation unit or general impressions about
the locality and surroundings, for example “Descoperă zona Runcu (Gorj)” (En. “Dis-
cover Runcu area (Gorj)”). Finally, each location is a container of tourist impressions
or reviews written by users registered at AmFostAcolo. Each user has associated a trust
score that is calculated based on his or her activity and feedback received on the site.

Our data set contains: 423 male users and 662 female users; 2521 reviews; 45 coun-
tries destinations; 161 regions among which there are 16 country subregions and 145
other regions (not country subregions); 529 sections among which 489 localities (cities,
towns or villages) and 40 other sections (not localities); 1420 tourist locations among
which 534 accommodation units (cottages, pensions, hotels, houses or villas) and 886
sections (not accommodation units).

When crawling AmFostAcolo, 2521 reviews were extracted and the accuracy of the
original reviewers scores for each topic of interest was calculated based on a positive /
negative / neutral term-counting method for sentiment analysis. From the total number
of reviews we found 2280 positive reviews, 234 negative reviews and 7 neutral reviews.

The data set contains also information about the users that posted reviews on the
AmFostAcolo Web site. This information contains: the user identifier, the age interval
(one of 20-30 years, 30-40 years, 40-50 years, and 50-60 years), sex, geo-location, and
user type (also called “statut” (in Romanian).

3 http://www.booking.com/

http://www.booking.com/
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Fig. 3. Hotels on Romanian seaside with positive (in green), negative (in red) or neutral (in yel-
low) reviews

Very interesting is the user type that actually represents a qualitative score that
in our opinion characterizes the user reputation [17]. It is determined by a method
that is succinctly described on the AmFostAcolo Web site. The method is based on
defining a user activity portfolio (including posting tourist impressions, uploading hol-
iday photos, posting replies to comments, and answering questions posted by other
users) for which the user receives a number of points. Clearly, the larger and better
is the user portfolio, the higher is the number of points received by the user. Based
on the number of points, the user is assigned into one of the following ordered set of
user types: UCENIC < JUNIOR < S ILVER < GOLD < PREMIUM < S ENIOR <
PART ENER < S ENATOR < PRETOR.

Moreover, based on the data extracted from the Web site, we also identified another
user type called CHIBIT and we suspect that this is a transition type. The user will
receive the lowest type UCENIC only after he or she acquired a number of points larger
than a given minimum threshold. Figure 1 displays the amount of reviews in percents
that were posted by each set of users of a given type in our data set while Figure 2
presents the partitioning of reviews depending on their words size. It can be seen that
users of highest types (SENIOR, PARTENER, SENATOR, PRETOR) posted the largest
reviews (more than 1000 words).

We have also developed an intuitive visualization of the data set items. For exam-
ple, Figure 3 presents the result of visualizing hotels on the Black Sea Coast region
according to the explicitly provided user review scores.

3.2 Data Set Preprocessing

The text content of the reviews extracted from the Web site was preprocessed and orga-
nized as a corpus by adopting a simplified form of the XCES standard [18]. The words
of the resulted corpus were annotated with syntactic data as it will be further detailed.
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<S id="1">
<W DEPREL="det." HEAD="2" ID="1" LEMMA="un" POS="ARTICLE">un</W>
<W DEPREL="ROOT" HEAD="0" ID="2" LEMMA="hotel" POS="NOUN">hotel</W>
<W DEPREL="a.subst." HEAD="2" ID="3" LEMMA="cu" POS="ADPOSITION">cu</W>
<W DEPREL="det." HEAD="5" ID="4" LEMMA="un" POS="ARTICLE">o</W>
<W DEPREL="prep." HEAD="3" ID="5" LEMMA="gradină" POS="NOUN">gradină</W>
<W DEPREL="a.adj." HEAD="5" ID="6" LEMMA="superbă" POS="NOUN">superbă</W>

</S>

Fig. 4. Corpus snapshot

By running an automatic processing chain that includes sentence segmentation, to-
kenisation, POS-tagging and lemmatization [19], the boundaries of the reviews sen-
tences were marked and each word got attached its part of speech data and lemma.
We need lemmas as the method of counting positive and negative terms requires the
mapping of comments words into their base forms. The word tokens of the reviews
sentences were automatically annotated for their head-words and the corresponding de-
pendency relations by running a Dependency Parser4.

The corpus resulted from preprocessing of the text extracted from the tourist reviews
contains 91966 sentences and 2242841 word tokens. The corpus notations are expressed
in XML, as shown in Figure 4. Basic layers of annotation include: borders of each sen-
tence (marked as <S></S> elements, and identified by unique IDs) and words (marked
as <W></W>) and including unique IDs, part of speech (POS), lemma (LEMMA) and de-
pendency information (dependency relation DEPREL and head - HEAD).

4 Sentiment Analysis Use Case

Here we present our proposed sentiment analysis method. We conclude with discussing
experimental results obtained on a realistic data extracted from AmFostAcolo.

4.1 The Sentiment Analysis Method

In our approach we rely on lexical information combined with the syntactical infor-
mation obtained by running a Romanian automatic pre-processing chain available as a
Web Service5 and a Dependency Parser on the textual reviews contents. However, for
this study, lexical information implies a list of keywords that must be lookup in the re-
views and based on which, the analysis can be implemented, as well as a list of negative
and positive words upon which the sentiment value of a review can be “calculated”.

The features that contribute to increase the accuracy of sentiment analysis are the
words in the lists of positive and negative terms [8]. The idea of counting positive and
negative terms or expressions was firstly proposed by Turney [21]. We note that the
term-counting method has the advantage that it does not require training, so it can be
applied to reviews where training data is not available.

4 At the Faculty of Computer Science of the “Alexandru Ioan Cuza” University of Iaşi, a De-
pendency Treebank for the Romanian language was built by the NNLP Group [20]. We have
used this resource in the training and evaluation stages of the Dependency Parser.

5 The WSDL specifications are available at
http://nlptools.infoiasi.ro/WebPosRo/

http://nlptools.infoiasi.ro/WebPosRo/
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We used an English lexicon of positive and negative terms6 that was firstly re-
ported in [9]. In order to be used on Romanian texts, we translated it using an English-
Romanian dictionary7. By removing duplicates and by taking care that the intersection
of the two lists of terms must be empty (otherwise the senses cancel each-other), we
obtained 1943 terms with positive senses and 4678 terms with negative senses. Most of
them are adverbs and adjectives in base form with no plurals and other inflected forms.

We augment the considered term-counting method by taking into account contextual
valence shifters. Valence shifters are terms that can change the semantic orientation
of another term, by increasing or decreasing its qualification or even by changing the
sentiment of positive or negative terms in the sentence into its contrary.

As most of the terms used to define the sentiments in human communication are
adjectives, we must pay attention to the modifiers that can affect the qualification ex-
pressed by this kind of words. The morphological means used for intensification are
adverbs but not necessarily. Following [4], we consider as modifiers the negatives and
intensifiers terms. In [8] also diminishers were taken into account (the language under
their study is English), but we limited the valence shifters to negations and intensifiers
as we did not get any improvements by taking also the diminishers into account.

Negations are terms that complement the sentiment of the word they modify. Exam-
ples are: “nu” (En. “not”), “nici” (En. “nor”, “neither”), “niciodată” (En. “never”), “ni-
cidecum” (En. “noway”), “deloc” (En. “none”), “nimeni” (En. “nobody”), “niciunul”
(En. “none”), “niciun” (En. “no”), “nimic” (En. “nobody”), “nicăieri” (En. “nowhere”).

Intensifiers increase the intensity of a positive/negative term. Examples of intensi-
fiers: “super”, as in “super frumos” (En. “super nice”), “extrem de” (En. “highly”),
“extraordinar de” (En. “extraordinary”), etc.

Our proposed approach is based on counting the positive and negative terms in a
review that are related to aspects of the object under discussion (these aspects or facets
are presented in what follows). In this approach, a review is considered positive if it
contains more positive than negative terms, and negative if there are more negative
than positive terms. A review is neutral if it contains (approximately) equal numbers of
positive and negative terms.

4.2 Knowledge Representation

In many applications, sentiment opinions are related to entities, but more frequently
to particular aspects of the entities under discussion. For example, a negative review
does not necessarily mean that everything mentioned in the comment is negative. There
can be some positiveness regarding a particular aspect or facet. Likewise for a positive
review. To obtain such detailed results we have to deepen our analysis at the sentence
level and extract the relevant features.

We analyzed and evaluated the tourist reviews based on the aspects that are usually
debated in such comments: accommodation, kitchen, services, etc. We performed an
accurate sentiment analysis of the tourist opinions based on their specific aspects. The
goal of this level of analysis was to discover general sentiments on entities based on

6 The lexicon is currently maintained at address
http://www.cs.uic.edu/˜liub/FBS/sentiment-analysis.html

7 The dictionary can be found at www.mcolhon.ro

http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
www.mcolhon.ro
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the sentiments of their specific aspects. The more positive (or negative) aspects has an
entity, the stronger will be the positive (or negative) general opinion for that entity.

For example, the sentence “The hotel is good, but the restaurant is poor” evaluates
two aspects, the accommodation quality and the kitchen quality, of the entity “hotel”.
The sentiment on hotel quality is positive, but the sentiment on its restaurant is negative.
The accommodation and kitchen qualities of the entity under discursion (that is, the
hotel) are called aspects or facets. Because we have a positive opinion and a negative
opinion, the overall sentiment opinion on the hotel entity is neutral.

In the evaluation process we exploit the fact that all the reviews on the AmFostA-
colo Web site can be uploaded only by registered users. Thus, we could focus also on
analyzing the possible correlation between the source of an opinion, i.e. the user itself
and the accuracy of the reviews posted by this user (by comparing the scores obtained
in the evaluation of the proposed SA method with the user provided scores).

Following [3] in our proposed sentiment analysis method, the entities are formalized
as tuples of the form (entity, f acet, sentiment,opinion holder) where:

- an entity can be an accommodation unit (hotels, apartments, villas, etc.), as well as
a tourist place or region. According to the entity type, some facets can not be used to
properly describe an entity aspect8.
- the f acets under discussion on AmFostAcolo are services, accommodation, kitchen,
landscape, entertainment and GENERAL9. The reviewers can grade them separately.
- sentiment can be positive, negative or neutral.
- opinion holder denotes the user−id that posted the review.

With this representation, a structured opinion analysis about entities and their aspects
can be produced, which turns unstructured text to structured data which can be further
used for all kinds of qualitative and quantitative analysis.

The evaluation of the opinion sentiment towards a specific facet rather than the whole
review is not an easy task. To determine a sentiment towards a specific facet of an entity,
we have to find correlations between the corresponding facet and the textual content
of the review. According to this, we built five sets of so-called seeds, each set being
determined to belong to a certain facet enumerated before.

We relate the positive and negative terms with the seeds under investigation by means
of the grammatical relations generated by the Dependency Parser on the reviews sen-
tences and by investigating the terms present around seeds using the following context
window-based approach. We lookup to match the reviews words with the selected seeds.
For each occurrence of seed s in the text:
- We select all positive and negative terms that are in a dependency relation with s.
- By applying the bag-of-words principle, we consider a fixed-size context-window
around the seed10. We select all the positive and negative terms within the window
that are not in a dependency-based relation with other seeds.

8 For example, hotels as customer-based units are greatly described by the services scores. This
is not the case for tourist regions for which, usually, the services scores have 0 as value.

9 The GENERAL aspect denotes the entity itself as a whole and not a particular facet.
10 The window is considered to include maximum 8 words immediately before and after the seed,

being properly resized not to exceed the seed’s sentence.
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- The positive/negative score for s is set to the number of selected positive/negative
terms. Then we map the obtained sentiment scores of s to the corresponding facet.

One argument to support the correctness of the scores resulted by the application of
this proposed Sentiment Analysis algorithm (S A in what follows) is that the positive-
ness and negativeness of the terms found in reviews are considered only if they affect
the facets’ seeds of the evaluated entities.

4.3 Results and Discussions

On the AmFostAcolo Web site, the tourist entities under discussion (hotels, regions,
etc.) are described by five facets which receive scores ranging from 0 (maximum neg-
ative) up to 100 (maximum positive). Even though it is not explicitly specified on the
site, we suspect that sometimes the 0 score assigned to a facet in a review means that its
text does not describe anything related to that facet rather than assigning the maximum
negative opinion to the facet. But there is another issue related to this score: we suspect
that the default value for a score is 0 and if the user forgets to explicitly set it, the score
remains assigned with the erroneous 0 value. The 0 scores of reviews that do not match
with 0 scores obtained by the application of our S A algorithm (i.e. our algorithm obtains
nonzero positive and/or negative values) will be named in what follows 0-scores.

We evaluated the resulted sentiment analysis scores by dividing the data set into pos-
itive, negative and neutral rankings. For a scale from 0 to 100, we consider that:
- A negative comment on a certain topic means that the score given by the user is be-
tween [0,40). In order to be considered correct, our algorithm must obtain a greater
negative score than the positive one: negative score > positive score
- A positive comment on a certain topic means that the score given by the user is be-
tween (60,100]. In order to be considered correct, our algorithm must obtain a greater
positive score than the negative one: positive score > negative score;
- A comment is considered neutral if the user’s score is between [40,60]. In order to be
considered correct, our algorithm must obtain approximately equal positive and nega-
tive scores, which means | positive score - negative score | ≤ threshold11.

Evaluation is performed by comparing the initial user reviews scores with the scores
calculated by our S A algorithm. We evaluate all the reviews and separately the reviews
about accommodation units (called in what follows as hotel reviews) in terms of the
standard measures of Precision (P), Recall (R) and F − score.

In what follows R is the set of reviews, and R0−scores− f acet is the set of reviews with
0-scores for the f acet category. The evaluations are considered in several cases:

– upon each specific f acets:

P( f acet) =
matched(R f acet−related)

| R f acet−related \R0−scores− f acet | ;R( f acet) =
matched(R f acet−related)

| R |
where R f acet−related is the set of facet-related reviews and f acet ∈ { services, ac-
commodation, kitchen, landscape, entertainment }.

11 Following [8], for the neutral comments we allow a maximum threshold value for the differ-
ence between positive and negative scores instead of asking for a strict equality between these
values (in this approach we take threshold = 1).
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Table 1. Evaluation of reviews per facets and per sentiments

Facets Precision Recall F-score
accommodation 0.90 0.65 0.75
entertainment 0.70 0.58 0.63
kitchen 0.81 0.65 0.72
landscape 0.75 0.68 0.70
services 0.72 0.61 0.66

Reviews Precision Recall F-score

Positive
Negative
Neutral

ALL

Corrects Total Score
1981 2280 0.87
11 18 0.61
2 7 0.29

1994 2305 0.87

Corrects Total Score
1981 2280 0.87
43 234 0.18
2 7 0.29

2026 2521 0.80

0.87
0.27
0.29

0.83

Table 2. Evaluation of reviews facets upon user types

User type Precision Recall F-score

CHIBIT
UCENIC
JUNIOR
SILVER
GOLD
PREMIUM
SENIOR
PARTENER
SENATOR
PRETOR

Corrects Total Score
27 74 0.36
667 993 0.67
946 1256 0.75
884 1166 0.76
1725 2209 0.78
1392 1773 0.79
527 682 0.77
789 963 0.82
704 838 0.84
105 132 0.80

Corrects Total Score
27 75 0.36
667 1025 0.65
946 1355 0.70
884 1300 0.68
1725 2615 0.66
1392 2250 0.62
527 910 0.58
789 1315 0.60
704 1215 0.58
105 195 0.54

0.36
0.66
0.72
0.72
0.72
0.70
0.67
0.69
0.68
0.64

– upon each sentiment category

P(sent) =
matched(Rsent)

| Rsent \R0−scores−GENERAL | ; R(sent) =
matched(Rsent)
| Rsent |

where sent ∈ {pozitive,negative,neutral}. We have:

P(ALL) =
matched(R)

| R \R0−scores−GENERAL | ; R(ALL) =
matched(R)
| R |

because R = Rpozitive∪Rnegative∪Rneutral. In this case, the facet under investigation
is GENERAL.

– F-score in all cases is calculated with the formula: F-score = (2× Precision×
Recall)/(Precision+Recall).

where matched(R) is a function that returns the number of scores obtained by the S A
method by processing the reviews of R for which the scores obtained by our algorithm
match the reviewers scores provided by users.

Generally, we achieved a Precision of 87% for positive reviews, i.e. a very good
score. Our algorithm performs slightly worse for negative reviews (≈ 60%) and neutral
reviews (≈ 20%). Nevertheless, the overall Precision score remains 87% as the number
of positive comments is larger compared to the negative and neutral comments.

It is well known that generally NLP is a difficult task. Moreover, analyzing texts for
the facets level of detail is harder. Still, if we look in Table 1 at the Precision scores of
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the facets classification one can note that it varies from 70% to 90% (i.e. high values),
while values of Recall are much smaller (from 58% to 68%). The big difference between
Precision and Recall means that there are many reviews with 0-scores for facets that do
not match with the scores obtained by the algorithm for those facets.

We grouped the evaluation scores according to the user type of the opinion holder.
We noticed that the highest Precision scores are obtained for the reviews of the users
classified higher in the hierarchy: SENIOR, PARTENER, SENATOR and PRETOR while
the smallest scores matched with the “beginners” – users of CHIBIT type.

Another interesting observation results by analyzing the scores of Table 2: the re-
views posted by more reputable users got also the smallest Recall scores. We believe
that the difference between Precision and Recall scores can be explained by the fact
that the largest reviews posted on the Web site correspond to the categories of more
reputable users: SENIOR, PARTENER, SENATOR and PRETOR (as it is clearly illus-
trated in Figure 2 from Section 3.1). This is the reason why the Recall scores are so
small: more reputable users tend to provide larger descriptions in their comments with
many positive or negative terms that are not well related to the facets seeds. This type
of behavior can be interpreted as the result of these users getting more “freedom” in
writing their comments, according to their higher reputation value.

5 Conclusion and Future Work

In this paper we investigated the application of opinion mining on real data extracted
from a travel review site. We presented the results of a sentiment analysis algorithm
for the textual reviews contents at several levels of details (facets). In our analysis we
focused on investigating the relation between the opinion holder and the accuracy of
the review sentiment with the review score. Our initial experimental results showed that
specific characteristics of the opinion holder, like his or her reputation, can be related to
the accuracy of the opinions expressed in user reviews. Note that our proposed approach
is domain independent. The utilized sets of features can be configured for use with data
sets from other application domains. On the short term we plan to strengthen our results
by investigating the correlation between other user characteristics (like sex, age interval,
and geo-location) and the accuracy of the review sentiment. Moreover, we intend to
investigate the application of our proposed opinion mining techniques to the analysis of
changes and evolution of opinions.
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Abstract. Airborne airworthiness certification DO-178C software re-
lease proposes a higher safety and reliability demands of airborne soft-
ware. This raises great challenges to airborne software modeling and
verification. In order to achieve airborne software high-level requirements
objectives, we propose a formal method of modeling high-level require-
ments based on knowledge graph. The method gives a formal language
to describe knowledge graph and constructs knowledge graph collabora-
tively. Then we represents high-level requirements by causal model and
formal modeling of high-level functional requirements and non-functional
requirements by knowledge graph. These improve the requirement trace-
ability, namely these are helpful to trace the high-level requirements to
system requirements so as to achieve high-level requirements’ traceability
objective that DO-178C demands. Additionally, we provide the modeling
tool for domain experts to construct knowledge graph collaboratively and
realize their high-level requirements modeling. We also give some high-
level requirements verification. These are significant to generate safe,
reliable, accurate and high-quality airborne software.

Keywords: Formal modeling, High-level requirements, Airborne soft-
ware, Knowledge graph, DO-178C.

1 Introduction

With sharply increasing software scale and complexity, development of avion-
ics software faces huge challenges including rising safety requirement, increasing
verification cost and shortening time to market demands [1]. In order to ensure
airborne software safety, it is necessary to provide adequate safety certification
for software before put into use. The verification criteria currently used are avi-
ation airworthiness certification standards DO-178B [2] and DO-178C [3] which
are made by The Radio Technical Commission for Aeronautics, RTCA. DO-
178C [3] proposes that system requirements, hardware interfaces, system archi-
tecture from system life cycle process and software development plan, software
requirement standard from software plan process are inputs of the model. When
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conversion rules are determined, these inputs will be used to develop high-level
requirements. The output of the process is software requirement data.

Current main modeling languages of airborne software are AADL [8], UML,
UML MARTER [9] and so on. The main requirement modeling approach is
use case diagram and use case description of UML. However, UML has some
drawbacks [4]. First, UML lacks of process guidance. It is not a method but a
modeling language and does not define process guidance. Then we cannot develop
a really good system and guarantee the quality of the software only by UML.
Second, UML is too complicated. Third, there is not an effective and rigorous
method to verify and test software system modeled by UML. At the same time,
lack of accuracy will reduce software quality. Also, requirement documents are
tedious in traditional and high-level requirements traceability is hard to achieve.
Thus leads workload and can’t guarantee accurate traceability to meet the need
of high quality software.

We apply knowledge graph approach to high-level requirements modeling of
airborne software. The inputs of system requirements are perception concepts
and the outputs of system requirements are actuation concepts. How to get
actuation concepts from perception concepts is a black box problem. Knowledge
graph turn the black box problem into white box problem and get high-level
requirements. Traceability can be improved and formal modeling of high-level
requirements is helpful for us to verify our high-level requirements.

This paper makes the following contributions:

a. It proposes a new formal method of high-level requirements modeling of air-
borne software calledRMKG(RequirementModeling based onKnowledgeGraph).

b. It displays requirements traceability which is beneficial to trace the system
requirements from high-level requirements .

c. Its visual knowledge graph modeling is intuitive and helpful for domain
experts to communicate when constructing knowledge graph.

The rest of this paper is organized as follows. Some related work is given in
Section 2. We give detailed description of knowledge graph in section 3. Section
4 describes the high-level requirements modeling and verification. Section 5 con-
tains experimental results to evaluate our modeling tool. We draw conclusions
and propose our future work in section 6.

2 Related Work

Knowledge graph is used to represent an idea, event, situation or circumstance
described by a trend graph, which consists of nodes to represent concepts and
links to represent the conceptual relationships which is an instrument that rep-
resents some knowledge as a way to represent the logical structure of knowledge
described in natural language [5]. Nguyen-Vu Hoang proposes a representation of
the knowledge on relationships existing between symbolic objects in a collection
of images. They present a graph based representation of this knowledge and its
associated operations and properties [6]. While we apply knowledge graph and
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knowledge inference to our requirements modeling. Harry S. Delugach apply con-
ceptual graphs to acquiring software requirements. They use conceptual graphs
to represent requirements knowledge, repertory grids to acquire requirements
knowledge and formal concept analysis to form requirements concept [7]. But
they left some problems such as requirement traceability which we’ll improve in
this paper.

3 Knowledge Graph

3.1 Formal Description of Knowledge Graph

Definition 1: Causal model summarizes the interaction between environment
and computer system, identifies the relationship between the initial concept and
other concepts based on the first-order logic and collections to get the architec-
ture of a system.

Definition 2: Causality is defined as < xi, xi+1, ..., xj , yi >. Output yi is cal-
culated by internal behavior of the system based on the inputs xi, xi+1, ..., xj .
Such even forms a causality.

Definition 3: In airborne system, output data must be calculated by input
data and intermediate data got by input data. Therefore, there exists a causal
chain like < xi, xi+1, ..., xm, r >< xm+1, ..., xj , r, s >< s, t >< t, y > which
can describe how to get output data from input data and intermediate data.
The causal chain and causality < xi, xi+1, ..., xj , yi > satisfy dependency. For
each causality in the causal chain, there exists a new causal chain satisfying its
dependency, or the causality can be mapped to a precise mathematical formula
or algorithm.

Domain knowledge of airborne software can be expressed as < x1, ..., xn, ym >
by mathematical formula or algorithm. xk and ym are concepts.< x1, ..., xn, ym >
represents that < x1, ..., xn > has relationship with ym. < x1, ..., xn, ym > is a
knowledge unit satisfying causality, that is we can get ym from x1, ..., xn through
mathematical formula or algorithm. In airborne software domain knowledge, the
attribute of things can be expressed as a concept and the relation between con-
cepts can be expressed as a relationship. In this way, airborne software domain
knowledge can be formed into knowledge graph.

Definition 4: We introduce the triple N=(C,F,R) known as a directed graph.
Where C represents knowledge concept set and its attributes such as perfor-
mance, safety and security. F represents rule such as mathematical formula or
algorithm. R represents the knowledge relationship. The structure is shown in
Figure 1.

For example, velocity v = at, mileage s = vt. Then the concept v is generated
by the acceleration concept a and time concept t, the concept s can be generated
by concept v and time concept t. These based on causal model.
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Fig. 1. Knowledge graph structure, Sequence < C1, C2, F1, C3 > represents C3 is
generated by C1 and C2 according to F1 and it is a relationship

Such model has the following properties:

1. Reachability. If you can reach a concept from initial concept, then the
concept is reachable. N=(C,F,R), if there exists f ∈ F makes C[f ] → C1, then
C1 can be reached from C directly. If there exists a sequence f1, f2, ..., fk−1 and
C1, C2, ..., Ck makes C1[r1] → C2[r2]...C(k − 1)[rk−1] → Ck, then Ck can be
reached from C1.

2. No Deadlock. This model is established on the causality . Perform a se-
quence can ultimately lead to any other sequence, then it will not have deadlock.

3. Reversibility. Any concept reached from the initial concept can go back to
the initial concept.

There are some advantages when adopt this model. First, model is described
in a graphic way and it is easy to understand. At the same time, it supports
mathematical analysis to improve the accuracy of semantic description. Second,
the formal method can realize concurrency, synchronization, resource sharing
modeling of the system although not discussed in this paper. Third, it is helpful
to analysis and verify requirements. This can be analyzed in section 4.

Although the model represented by figure is intuitive, it is poor normative
and not identified in other systems. Then we propose XML to represent domain
knowledge model in order to make up the defects.

3.2 XML Representation Framework of Knowledge Graph

Our knowledge graph includes three model elements: concept, relationship and
rule. The concept describes attributes of knowledge. It has an identified ID and
Name, performance attributes, safety-related attributes and interface descrip-
tion. The specific model structure of concept is shown in the left of Figure 2.
The relationship describes the relation between concepts. Each relationship has
an identified ID and Name, inputs section Variables, outputs section Depen-
dentVariables and corresponding rule section Description. The specific model
structure of relationship is shown in the right of Figure 2. The rule is mainly
formulas. We adopt MathML tool to express it. Each rule corresponds to an
XML document. An example is shown in Figure 3.
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Fig. 2. Left is concept model structure, right is relationship model structure

Fig. 3. An example of the rule represented by MathML

Fig. 4. Left is the complete domain knowledge graph model structure of airborne soft-
ware, right is a detailed XML description of element ’Body Pitch Rate’
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Finally, the complete knowledge graph model structure is shown in the left
of figure 4. Element represents a knowledge. Each Element has an identified ID
and Name. VariableDess represents a collection of knowledge and correspond rule
which the knowledge depends. VariableDes represents single knowledge and cor-
respond rule it depends. Variables represents knowledge which the knowledge de-
pends. Conception represents a single knowledge. Formula represents correspond
rule like mathematical formula or algorithm. DependentVariables represents a
collection of knowledge which depends on the Element. DependentVariable rep-
resents single knowledge which depends on the Element. An example of specific
knowledge graph XML description is shown in the right of Figure 4.

4 Formal Modeling of High-Level Requirements Based
on Knowledge Graph(RMKG)

Due to the high safety and reliability features of airborne software, coupled with
the importance of requirement analysis, high-level requirements modeling and
verification is critical. The paper describes high-level requirements formally in
order to verify conveniently and it generates high-level requirements by knowl-
edge reasoning. Through an effective mechanism it converts non-functional re-
quirements such as safety, security and real-time into related non-functional
requirements of high-level requirements to ensure airborne software’s safety and
reliability at high-level.

4.1 Formal Description of High-Level Requirements

Definition 1: High-level requirements representation is a functional assertion
structure formed by matching knowledge graph based on initial concept and
terminate concept sets. It can be expressed as < x1, ..., xn, r, ym > formally and
it means ym is calculated by formula r based on the inputs x1, ..., xn. Single
high-level requirements XML representation is shown in Figure 5.

Fig. 5. An example of XML description of a single high-level requirements
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The TaskOutput indicates the generated knowledge, TaskInput represents
knowledge inputs and Rule represents rules such as mathematical formulas and
so on which the generated knowledge depends on. Each high-level requirements
only has one clear and unified interpretation and it is unambiguous and not in
conflict with others. Using our formal representation, High-level requirements
possess accuracy, consistency and concurrency.

4.2 Generation of High-Level Requirements

After the knowledge graph data structure has been determined, domain experts
build knowledge graph by input knowledge through modeling tool. When the
knowledge graph is generated, find and match knowledge graph. We use knowl-
edge reasoning techniques to get all paths sets from the initial inputs to terminate
outputs. Then we get high-level requirements. Shown in Figure 6. We can see
given the initial inputs C1, C2, C3, terminate outputs C8, C9, C10 and knowl-
edge graph, we’ll get high-level requirements < C1, F1, C4 >< C4, F6, C8 >,<
C2, F2, C4 >< C4, F6, C8 >,< C1, F1, C4 >< C4, F7, C9 >,< C2, F2, C4 ><
C4, F7, C9 >,< C2, F3, C5 >< C5, F7, C9 > and < C3, F4, C5 >< C5, F7, C9 >. <
C3, F5, C6 > means initial input C3 can’t get terminate outputs. < C7, F8, C10 >
means terminate output C10 can’t be derived from initial inputs. So they are
not included into high-level requirements.

Fig. 6. High-level requirements formation process according to initial inputs and ter-
minate outputs in system requirements

Requirement conversion is querying and inferring knowledge graph to obtain
high-level requirements when given initial inputs and terminal outputs in the
system requirements. We first use backward reasoning to get the causal chain
of high-level requirements based on given outputs. For the redundant inputs we
apply forward reasoning to achieve the causal chain of high-level requirements.
Then we get all high-level requirements sets when given system requirements. On
the one hand we reuse domain knowledge by querying and inferring mechanism.



Formal Modeling of Airborne Software High-Level Requirements 265

On the other hand, we extend and improve knowledge graph while querying and
inferring. Therefore, as the domain knowledge become diverse increasingly, the
success rate of subsequent requirements matching can improve significantly.

We adopt improved breadth-first traversal in our backward and forward
reasoning. According to our given complete knowledge graph model structure
in section 3.2, our algorithm’s variables correspond to the element name of
the structure. mapV ariable is the knowledge and its variabledess mapping.
mapdependV ariable is the knowledge and its dependvariables mapping. In back-
ward reasoning, for each given output, we first judge that the dependent inputs
variabledess of given output are all initial inputs or initial inputs and intermedi-
ate nodes or all intermediate nodes. If they are initial inputs, then we determine
whether they are in given inputs, if they are intermediate nodes, we will recur-
sively call backward reasoning algorithm. The backward reasoning algorithm is
as follows.

Algorithm 1. BackwardTraversal Algorithm

1: Input ⇐ outputknowledge, variabledess
2: Output ⇐ stack
3: for each variables ∈ variabledess do
4: if judge(variables)==1 then
5: if IsInGivenInput(variables) then
6: addToStack(variables)
7: continue
8: end if
9: else if judge(variables)==2 then
10: for each variable in variables do
11: if IsInitialInput(variable) then
12: if IsInGivenInput(variable) then
13: addToStack(variable)
14: end if
15: else
16: addToStack(variable)
17: BackwardTraversal(variable,mapV ariable[variable],stack)
18: end if
19: end for
20: else
21: for each variable ∈ variables do
22: addToStack(variable)
23: BackwardTraversal(variable,mapV ariable[variable],stack)
24: end for
25: end if
26: end for

In forward reasoning, for each remaining input and its dependent output sets
dependvariables which is a collection of arrays, we get the knowledge variabledess
for each element conception in array of dependvariable, an element in depend-
variables. For each element variable in array variables which is an the element
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in variabledess, we judge whether it is an intermediate node or an initial input.
If it is an intermediate node and not in the intermediate nodes which backward
reasoning generates, we call BackwardTraversal algorithm. If it is an initial input
and not in the given inputs, then the path is interrupted. If all the element in
array variables are in given inputs or in the generated nodes, we add it to stack.
Then judge whether the conception is final output or not. If conception is not
final output, we will recursively call forward reasoning algorithm. The forward
reasoning algorithm is as follows.

Algorithm 2. ForwardTraversal Algorithm

1: Input ⇐ inputknowledge, dependvariables
2: Output ⇐ stack
3: for each dependvariable ∈ dependvariables do
4: for each conception ∈ dependvariable do
5: variabledess = mapVariable[conception];
6: for each variables ∈ variabledess do
7: for each variable ∈ variables do
8: if IsIntermediateNode(variable)&&!InGeneratedNodes(variable) then
9: BackwardTraversal(variable,mapV ariable[variable],stack)
10: else if IsInitialInput(variable)&&!InGivenInput(variable) then
11: break
12: end if
13: end for
14: if IsAll(variables) then
15: addToStack(variables)
16: end if
17: end for
18: arr = mapdependVariable[conception]
19: if arr!=null or arr.length!=0 then
20: ForwardTraversal(conception,arr,stack);
21: end if
22: end for
23: end for

The improved breadth-first traversal can get all high-level requirements from
system requirements. Because of reachability of our knowledge graph model, we
can judge whether the initial inputs can reach the terminate outputs. As the
model is alive, there’s no dead loop in our algorithms. The model is reversible,
so we can use backward reasoning to judge whether the terminate outputs can
be got from initial inputs.

High safety and reliability is significant to airborne software. As the perfor-
mance, safety and other attributes of concepts in knowledge graph may not meet
the demands proposed in system requirements, We propose a reliable conversion
mechanism to transfer non-functional requirements such as safety, security and
real-time of system requirements into corresponding non-functional high-level
requirements.
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Non-functional Requirements Conversion Mechanism: For airborne soft-
ware safety, assign the highest safety level to each node of high-level requirements
according to output safety level given by system requirements. Namely, if the
highest safety level of the given output is 5, then the safety level of each node
in the high-level requirements is 5. Only when the safety level of each node in
the high-level requirements is 5, the safety level of output we obtain can be 5.
For airborne software security, assign the highest security level to each node
of high-level requirements according to input security level given by system re-
quirements. Namely, if the highest security level of the given input is 7, then
the security level of each node in the high-level requirements is 7. Because the
security level of input is the highest, then the security level of each node in the
high-level requirements generated based on the input must be the highest. For
airborne software real-time, assign the highest real-time to each node of high-
level requirements according to system requirement. If the highest real-time in
system requirements is sample once every 10ms, then each node of the high-level
requirements also sample once every 10ms. Only in this way can we get the
highest real-time system requirements.

Our conversion mechanism allocate safety, security and real-time according to
the highest level, so the high-level requirements we get own the highest safety,
security and real-time. Ensure the related requirements such as safety, security
and real-time of airborne software are developed into high-level requirements,
we start to monitor non-functional requirements from high-level requirements,
which plays an important role in forming high safe and reliable airborne software
finally.

5 Experimental Results

In this section, we present some experiments. The knowledge graph is built based
on atmospheric data calculation, flight control and flight management which air-
borne software use. There are 73 concepts, 37 relationships and 47 mathematical
formulas. We provide modeling tool for domain experts to construct knowledge
graph collaboratively. When domain experts input xml files of concepts or re-
lations, knowledge graph built according to the input xml files. If they search
knowledge, the knowledge graph of the relevant knowledge will be shown. When
expert modifies the knowledge graph, other experts will receive the modified
message in the Latest News column. Experts can also decide whether to modify
the knowledge by online conversation, you can see in the Figure 7.

When experts input system requirements files, the system will presents a
graphical display of high-level requirements to experts. Experts can see how
system requirements are turned into high-level requirements clearly. They will
eventually get written documents of high-level requirements. We give some ver-
ification information from the aspect of integrity, consistency, correctness and
traceability. When conflicts are detected among the graphs, the source can be
identified and the problem can be clearly specified. Some verification information
is given in the Latest News column finally. We give two examples in the Figure
8, when input different system requirements, the results are different.
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Fig. 7. An example of collaboration based on online conversation

Fig. 8. Examples of high-level requirements formation and verification
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6 Conclusions and Future Work

In this paper we have presented a new approach of high-level requirements mod-
eling of airborne software. Formal description of knowledge graph is helpful to
analysis and verify requirements. Formal description of high-level requirements
makes it have accuracy, consistency and concurrency. Ensure the safety, security
and real-time of airborne software at high-level requirements makes it important
to form high safety and reliability software. We realize a modeling tool for ex-
perts to construct knowledge graph collaboratively, and complete the conversion
from system requirements to high-level requirements based on knowledge graph.
Our tool realize traceability automatically which can only be achieved manually
in traditional methods and we obtain pretty good results in our experiments.
Further, we firstly do more theoretical research. Moreover, we will improve our
experiment to support the following airborne software architecture design.
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Abstract. Semantic data analysis tasks benefit much from rule inference, which
derives implicit knowledge from explicit information. Recently, available seman-
tic data from the Web, sensor readings, semantic databases and ontologies ex-
ploded drastically. However, most of the existing approaches for semantic rule
inference are either centralized, which cannot scale out to infer big semantic data;
or rule-specific, which hinder their wildly use. In this paper, we propose a scal-
able approach for Horn-like rule inference of semantic data based on MapReduce,
which can evaluate domain- and application-specific rules, and can be easily ex-
tended to evaluate RDFS and OWL ter Horst semantic rules. We first introduce
a general rule-evaluation mechanism, which translates a Horn-like rule to one or
more MapReduce jobs. To improve rule-evaluation performance, two optimiza-
tion policies job-parallelization and job-reusing are then introduced. Using a large
semantic data set generated by the LUBM benchmark, we give a detailed experi-
mental analysis of the scalability and efficiency of our approaches.

Keywords: Sematic Web, Horn-Like Rule, MapReduce, Semantic Inference.

1 Introduction

Semantic inference, deriving implicit knowledge from explicit information, is one of
the key steps of semantic data analysis tasks, such as automatic question-answering
[1], consistency checking of semantic data [2], quality assessing of knowledge base
[3], and so on. Over the recent years, large volumes of data have been published in
Semantic Web format , including data in many different fields. Moreover, for the high
computational complexity of semantic inference, even the state-of-the-art single-node
inference engine will spend more than tens of seconds in reasoning less than one million
facts [4]. Such big semantic data raise the challenges of scalable inference. Scalable
rule-based inference is one of the best approach for reasoning Web-scale semantic web
data [5], by expressing latent semantic with rules, matching the facts in a cluster with
rules, and conducting new facts with matched facts.

A MapReduce-based RDFS rule inference method is first introduced in [9]. The
authors exploit the fact that all the RDFS rules require a join between one schema
triple and one instance triple, it is reasonable to load all the schema triples into the
memory of each computing node in advance, to make their algorithms scalable. While

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 270–277, 2014.
c© Springer International Publishing Switzerland 2014



Scalable Horn-Like Rule Inference of Semantic Data Using MapReduce 271

some rules in OWL ter Horst rule set do not respect to this pattern; e.g., rules that
contain ”owl:sameAs”, ”owl:someValuesFrom” and ”owl:allValuesFrom”, the authors
then design special algorithms to cover these rules in [5]. Unfortunately, the approaches
introduced in [5],[9] are not applicable for domain- and application-specific rule infer-
ence, because these rules may contain no schema triple and it is unreasonable to design
MapReduce algorithms for each rule. Domain- and application-specific rules can be
naturally expressed as Horn-Like rules [10]. While there are two significant challenges
in scalable Horn-Like rule inference based on MapReduce: (1) One is generalizing the
rule evaluation mechanism of Horn-Like rules and separating rule representation and
rule evaluation. (2) The other is optimizing the job execution.

In this paper, we focus on automatic scalable Horn-Like rule inference using MapRe-
duce, and propose a novel approach based on three observations. First, According
to the Horn-Like rule evaluation process, inference result is generated by joining all
the facts that matches the antecedents of the rule. For special rules that contains
”owl:allValuesFrom”, ”owl:sameAs” and ”owl:allValuesFrom” in OWL ter Horst rule
set, we can use the optimized methods introduced in [5] in preparing stage. Second,
considering the evaluation of a rule may not achieve in one MapReduce job. A naive ap-
proach to translate it to MapReduce jobs is joining the antecedents one by one. Then all
the facts will be loaded from the disc for each join. Obviously, duplicated data-loading
can be avoided. Finally, it is common that different rules may share same antecedents,
and then different rules can share the result of the same MapReduce job.

The contributions of this paper include: we first introduce a scalable Horn-Like rule
evaluation mechanism based on MapReduce, which can be easily extended to inference
RDFS, OWL ter Horst semantic rules. Add then we design several policies to optimize
the rule evaluation. Based on the policies we proposed, less MapReduce jobs are gener-
ated, and less time is used. Finally, we implement our approach on a 10-nodes Hadoop
cluster, and give detailed experimental analysis.

The rest of this paper is organized as follows. In section 2, we give a formal definition
of Horn-Like rule and describe the basic process of rule-evaluation using MapReduce.
Section 3 gives the overall process flow of our approach, and depicts Horn-Like rule
inference using MapReduce in detail. In section 4, we propose the job-reduction and
job-reusing algorithms to optimize the rule evaluation. We analyze the scalability and
efficiency experimentally in section 5 and review the related work in section 6; Section
7 concludes the paper with a summary and outlines the future work.

2 Preliminaries

2.1 Horn-Like Rule

Definition 1. [Horn-Like rule, HLR] A Horn-Like rule is a definite Horn clause [6],
in which all the propositions are in the form of RDF triples and only allow variables in
subject position and object position.

HLR = {{antecedent1, antecedent2, . . . , antecedentn}, {consequence}} (1)

antecedenti ∈ (US ∪ V )× US × (US ∪ LS ∪ V ) (2)



272 H. Wu et al.

onsequence ∈ (US ∪ V )× US × (US ∪ LS ∪ V ) (3)

Here, V refers to a set of variables. US refer to the URL set and LS to the literal set.

2.2 Rule Evaluation on MapReduce Framework

When programming on MapReduce, users specify a map function that processes a
key/value pair to generate a set of intermediate key/value pairs, and a reduce func-
tion that merges all intermediate values associated with the same intermediate key. To
evaluate a rule on MapReduce framework, all the triples in the input data set should be
taken to match each antecedent of the rule. Taking rule ’?s rdf : type ?X&?X rdfs :
subClassOf ?Y ?s rdf : type ?Y ’ as an example, and giving three triples: tr1〈c1rdf :
typeC〉, tr2〈c2rdf : typeC〉, tr3〈Crdfs : subClassOfS〉, tr1 and tr2 will match the
first antecedent, tr3 will match the second antecedent. When tr1 joins tr3, a rule execu-
tion result will be produced. When tr2 joins tr3, another result will be produced.

3 Horn-Like Rule Inference Using MapReduce

3.1 Process Flow Overview

The overall process flow of our approach is summarized in Fig. 1. It comprises four
components: rule parser, rule-job translator, rule-evaluation job scheduler and rule eval-
uator. Rule parser parses a raw rule, stored in a file as a string, to antecedents and
consequences. For the results, we identify all the consequence-variables and antecedent-
variables, as well as the dependency between them. In the rule-job generator, variables
that appear in more than one antecedent will be taken as MapReduce keys, which corre-
spond to MapReduce jobs. When a MapReduce job is executing, the input facts match
each antecedent of the rule in the map stage. If all of the triples succeed in matching,
the rule is triggered, and then intermediate result is generated. Once the last job of a
rule is finished, new facts are produced. The output facts are merged into the input facts
and taken as the input of the succeeding rule evaluation. More details will be given in
the next several sections respectively.

3.2 Rule-Job Translation

Definition and Notation. Before evaluating rules using MapReduce as described in
section 2.2, map keys should be identified in advance to emit key-value pairs in map
stage, and then consequence-antecedent dependency information is used to generate
results in reduce stage. For better illustration, several notations are defined:

Definition 2. [Rule-Key, RK] Given a rule R with more than one antecedent, the an-
tecedent set of R is denoted as ASR, and then a antecedent-group(AG) of R refers to
a subset of ASR. Rule-Key RK includes a variable that exists in more than one an-
tecedent, and a set of antecedent-groups which have the variable in their antecedents.
RK = (v, {ag1, ag2, , agn}), v will taken as map output key when rule is evaluated on
a Mapreduce framework.
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Fig. 1. Overall process flow of Horn-Like rule inference

Definition 3. [Consequence-Antecedent Dependency, CAD] A CAD is a 4-tuple that
comprises information a consequence-variable depends: CADi = (Vi, V Positioni,
DTi, DPositioni). Here, Vi is a variable in the consequence of the rule; V Positioni

indicates the position where the variable sites in the consequence; DTi indicates which
antecedent does the variable depends on, and dPositioni indicates the position where
the dependent variable sites in the antecedent.

Definition 4. [Rule-Evaluation Job, REJob] A Rule-Key RKi corresponds to a
MapReduce job, the output of the MapReduce job is produced using the CAD infor-
mation of RKi : REJobi = (RKi, CADRKi)

Rule-Job Translation Algorithm. Rule-Job translation aims at transforming a Horn-
Like rule to a set of REJobs. To identify the rule-keys of each REJob, all the variables
in the rule are extracted, and then the variables just exist in one antecedent are fil-
tered out, the rest variables are used to generate RKs. The complete picture is shown in
Algorithm. 1.

3.3 Rule Evaluation

One-REJob Rule Evaluation. With the rule parsing result and the REJob information,
facts will be split to computing nodes to trigger rules and conduct new facts. For rules
translated into one REJob, rule evaluation will be finished in two stages. In map stage,
input facts are taken to compare with the antecedent of the AGs. If all the corresponding
elements, except for variables, between an input fact and an antecedent are equal, the
map function will emit a key-value pair (elementRK; oldFact, AGid). elementRK

refers to the element of the input fact that corresponds to the variable of the RK. In
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Algorithm 1. Rule-Job Translation
Require:

The set of rule antecedents, RAS; The set of Rule-Evaluation jobs, RCS;
Ensure:

set of Rule-Evaluation jobs, RJS;
1: RKS = Φ, CADS = Φ;
2: for each RA ∈ RAS do
3: if RA.element is variable then
4: if RA.element is variable && RKS contains RA.element then
5: RKS.get(RA.element).addAG(RA)
6: else if RA.element is variable then
7: create a new RK and add it to RKS; RKS.get(RA.element).addAG(RA)
8: end if
9: end if

10: end for
11: for each RC ∈ RCS do
12: if RC.element is variable then
13: create a new CAD, and add it to CADS
14: end if
15: end for
16: for each RK ∈ RKS do
17: create a new REJob for RK if RK.getAG().size > 1, and add the REJob to RJS
18: end for
19: return RJS;

reduce stage, values with same elementRK will be sent to the same reduce node. The
reduce function of the REJob groups these values into Value-Groups according to their
AGid. If the size of AG is less than the size of the Value-Groups, no inferred fact will
generated for elementRK . Otherwise, an inferred fact can be produced by taking one
value from each Value-Group, according to the CADs.

Multi-REJob Rule Evaluation. Rules that translated to more than one REJob
cannot be finished in one shot. In any single REJob of such rule, only part of
the antecedents are covered, then the reduce function will not conduct any new
fact. The output of such REJob is temporary data, which is in the form:Tuple =
(newAGid, {ant1, ant2, . . . , antn}). Here, newAGid is the id of a new AG that pro-
duced by the rule-result generator. This AG contains all the antecedents in the rule-key
of the REJob. After the REJob completes, the rule-key of the REJob will be removed
from the RK set, the AGs of the rest RKs will be replaced by the new AG, on condition
that their antecedents are included in the new generated AG.

4 Job Parallelization and Reusing

4.1 Job Parallelization

In naive multi-REJob rule evaluation, a REJob is generated to produce temporary data,
for each RK in RK set. In the last REJob, new facts are produced according to the
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CADs. In this way, Rule1 can be abstracted as a REJob chain. In this REJob chain, not
all the REJobs have data dependency on their pre-REJobs. It is possible to explore the
potential of this REJob chain to improve the rule inference performance, by transform-
ing it to a DAG and parallelizing the REJob evaluation. Data dependency is caused by
sharing RK between antecedents. In other words, it is caused by sharing antecedents
between RKs. Then to parallelize the REJobs is to find out an RK set, the intersection
of which is a empty set.

Rule1 : ?x rdf : type Professor, ?x worksFor ?d, ?y rdf : type Professor,

?y worksFor ?u, ?d subOrgnizationOf ?u →?x workmateOf ?y

Rule2 : ?x rdf : type Professor, ?x worksFor ?d, ?d subOrgnizationOf ?u

→?x worksFor ?u (4)

4.2 Job Reusing

In some use-cases, two Horn-Like rules may share antecedents. After the Rule-Job
Translation stage, different REJobs in these rules can be matched by the same facts and
output the same intermediate result or inference result. Obviously, only one of these
REJobs is necessary to be executed. We identify these duplicated REJobs by compar-
ing RKs in different rule. If all the AGs of a RKKi are contained by another RKKj , the
REJob corresponding to Ki will be removed from the job schedule list, and the output
result of Kj will be used as that of Ki . Taking Rule2 as an example, antecedents in
Rule2 are completely included in Rule1. Definitely, all the RKs are contained in the
RK set of Rule1. When executing the REJobs of Rule1, inferred fact of Rule2 can be
conducted by pass.

5 Evaluation

5.1 Experiment Setting

We have implemented our approach on a 10-nodes Hadoop cluster (1 master, 9 slaves).
Each node has 4 cores and 16G memory. LUBM is a widely used benchmark for se-
mantic reasoning, which can generate semi-realistic data sets of arbitrary size. For ex-
periments, we generate more than 200 million RDF triples. The semantic rule set of
specific-application is in constant evolution. Thus, to evaluate our approach of scalable
Horn-Like rule inference, we create a rule set(Table. 1) according to LUBM ontology.

5.2 Experiment Result

Scalability. We evaluate the scalability of the approach introduced in this paper in
two indices: (1) elapsed time increase linearly as the linear increasing of the input data
size; (2) speedup with increasing number of computing nodes. We generated 10 data
sets using LUBM benchmark, the size of which ranges from 20 million to 200 million.
After evaluating the rules in Table. 1, we show our experimental results in (a) and (b)
of Fig. 2. We can see that our approach can scale linearly as the size of the input data
increase, and speed up when adding computing nodes.
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Table 1. Rule set

ID Antecedents Consequence
R1 ?x rdf:type FullProfessor; ?x worksFor ?d; ?d subOrganizationOf ?u ?x worksFor ?u
R2 ?x rdf:type FullProfessor; ?x worksFor ?d; ?d subOrganizationOf ?u; ?x workMateOf ?u

?y rdf:type FullProfessor; ?y worksFor ?u
R3 ?p publicationAuthor ?x; ?p publicationAuthor ?y ?x coauthor ?y
R4 ?x takesCourse ?c; ?c rdf:type GraduateCourse
R5 ?x takesCourse ?c; ?y takesCourse ?c; ?c rdf:type GraduateCourse ?x grateClassMate ?y
R6 ?x rdf:Type Student, ?x advisor ?p, ?y rdf:Type Student, ?x fellow ?y

?y advisor ?p, ?p rdf:Type Professor
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Fig. 2. Scalability of Horn-Like rule evaluation

Performance on LUBM Benchmark. From (c) of Fig. 2, a naive approach to eval-
uate the rule set will generate 14 MapReduce jobs. Based on naive approach, Job-
Parallelization and Job-Reusing methods can reduce 5 and 4 jobs respectively. If using
both methods, we can reduce the number of jobs to 7. The reduction of job numbers
corresponds to the reduction of elapsed time is shown in (d) of Fig. 2.

6 Related Work

Existing works about scalable semantic inference concentrate on RDFS and OWL ter
Horst semantic rule set. Urbani, J .et first introduces MapReduce-based RDFS rule in-
ference in [9]. They exploit the fact that all the RDFS rules require a join between one
schema triple and one instance triple, and load all the schema triples into the memory
of each computing node in advance, to make their algorithms scalable. To tackle the
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rules that contain ”owl:sameAs”, ”owl:someValuesFrom” and ”owl:allValuesFrom”,
they then design special algorithms in [5]. Liu [11] also pay some attention to scalable
RDFS reasoning on MapReduce, but they focus on annotated RDFS reasoning. Some
challenges, such as unnecessary derivation and fixpoint calculation in scalable anno-
tated RDFS reasoning are proposed, and but the authors do not describe their solutions
in detail. These optimizations for RDFS and OWL rule inference are not applicable for
domain- and application-specific rule inference.

7 Conclusion and Future Work

In contrast to standard rules e.g. RDFS and OWL ter Horst rules, Horn-Like rule can be
used to express domain- and application-specific rule naturally, and is widely used in
semantic-based applications. In this paper, we introduce a scalable Horn-Like rule exe-
cution mechanism based on MapReduce. Besides, we present optimization algorithms
such as job-reusing and job parallelization to improve the performance of rule evalua-
tion. In future work, we intend to perform an extensive experimental evaluation to verify
the performance for different input data set morphologies. We also plan to extend this
approach to inference semantic data incrementally.
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Abstract. In this paper a hierarchical Markov model is proposed for
the temporal analysis of periodic stochastic systems. For analyzing the
system behavior, an interval linear temporal logic, ipLTL, is presented,
which is an LTL with linear inequalities on the probability mass func-
tions (pmfs) as an atomic proposition. We prove that the proposed model
converges to a steady state which enables us to develop an algorithm to
determine the bound of the system execution time and check the specifi-
cation written in ipLTL. Some properties of the manufacturing systems
are analyzed and verified to illustrate the efficiency of our methods.

Keywords: Markov chain, model checking, linear temporal logic, con-
vergency, probability mass function, linear inequalities.

1 Introduction

Markov chains are good models for analyzing the behaviors of embedded and
distributed systems that are stochastic and memoryless. Many interesting re-
searches about probabilistic logic and associated model checkers have been de-
veloped. In particular, PRISM[1] is a synthesized tool that can model check
Discrete Time Markov Chain (DTMC), Continuous Time Markov Chain (CTMC)
and Markov decision procedure for specifications written in PCTL∗[2] or CSL[3].
An advantage of using Markov chains is that we can directly model a system
by estimating the probabilistic mass functions (the distributions) over time. In
a regular Markov chain, over a large time, there exists a unique limiting distri-
bution. iLTLChecker[4,5] is a model checker, which can check regular Markov
chain for the properties of the probabilistic mass functions. Different from regu-
lar Markov chains, periodic Markov chains will cycle, moving through different
distributions, which have no unique limiting distributions (steady states). We
develop an algorithm for model checking the behavior of systems modeled by
periodic Markov chains of order k, of which in each transition, behaves nonde-
terministically either as a periodic Markov chain or as a periodic Markov chain
of order k. We prove that the constructed model converges to a steady state
from the initial states.

Under the convergence property, we develop an algorithm for checking Markov
chains with period d and order k against the temporal properties in ipLTL, which
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can express the expected reward of the system. A predicate about an expected
reward on the interval execution of the periodic system can be expressed, as
instance, the expected number of messages in the buffer in a periodic network
with time delay transitions, or the expected profit and loss of a manufacturing
system with interval time delay control.

The main contribution of this paper are: (1) construct a periodic Markov
chain of order k, and prove that our model is converged which captures the
long-run behavior of systems; (2) present ipLTL, which specify the temporal
logic about the predicate of pmfs; (3) carry on the bounded feasibility checking
through a variant Büchi automata. The rest of this paper is organized as follows:
The proposed (k, d)-Markov chain is presented and the long-run convergence
properties of our Markov model is demonstrated in Section 2. In Section 3, we
firstly present the interval probability temporal logic and its operators, secondly
provide the underlying foundation needed to check the temporal properties of
the period stochastic system, and finally give the model checking of feasible
checking. We do some experiments on a manufacturing system in Section 4, and
conclude the paper in Section 5.

2 Extended Markov Chain Model

In this section, we first introduce the extended Markov chain model with pe-
riod d and order k ((k, d)-Markov chain), and then demonstrate the long-run
convergence properties of our Markov model.

2.1 Extended Markov Chain Model

In this part, based on discrete-time Markov chain (DTMC), periodic Markov
chain and Markov chain of order k, we presented the extended Markov chain
model with period d and order k ((k, d)-Markov chain).

Let S be a countable set of states and let P = (Ω,F ,P) be a probability space,
where Ω is a sample description space, F ⊆ 2Ω is a Borel σ field of events, and
P : F → [0, 1] is a probability measure. A Discrete Time Markov Chain([6]) is a
function X : N ×Ω → S satisfying the following memoryless property:

P[X(t) = st|X(t− 1) = st−1, ..., X(0) = s0]

= P[X(t) = st|X(t− 1) = st−1],

where P [X(t) = s] stands for P (ζ ∈ Ω : X(t, ζ) = s).
We represent the STD TX(S,M) for a Markov process X where S = s1, ..., sn

is a set of states and M ∈ Rn×n is a probability transition matrix such that
Mij = Pr(Xt = si|Xt−1 = sj). To simplify the explanation, we define a proba-
bility mass function x : N → Rn×1 such that x(t) = [Pr(Xt = s1) ... P r(Xt =
sn)]

T . A discrete-time Markov chain is a deterministic model that once the initial
probability vector x(0) is given, the rest x(t), t ≥ 1 are determined, concisely
as x(t) = M · x(t− 1) = Mt · x(0).



280 L. Zhang, Q. Meng, and G. Luo

For a Markov chain X = (X0, X1, X2, ...) with countable state space S and
transition probability matrix M, the period [6] of state s ∈ S is

d(s) = gcd{n ∈ N+ : Mn(s, s) > 0}

Thus, starting in s, the chain can return to s only at multiples of the period d,
and d is the largest such integer. State s is aperiodic if d(x) = 1 and periodic
if d(s) > 1. Suppose that s ∈ S. If M(s, s) > 0, then x is aperiodic. A Markov
chain is aperiodic if every state is aperiodic. An irreducible Markov chain only
needs one aperiodic state to imply all states are aperiodic.

A periodic Markov chain model [7] is a tuple DX = (S,M), where S andM has
the same definition of the discrete Markov model TX , moreover M is a periodic
probabilistic matrix with period number d.

Consider that there exists a Markov chain with period d. Given an arbitrary
initial probabilistic mass function, we have limt→∞ x(t+ d) = limt→∞ x(t)).

A Markov chain of order k (or a Markov chain with memory k)[6], where k
is finite, is a process satisfying

Pr(Xn = sn|Xn−1 = sn−1, ..., X0 = s0)

=Pr(Xn = sn|Xn−1 = sn−1, ..., Xn−k = sn−k) for n > k

In other words, the future state depends on the past k states. When applied
memory k affects the pmfs, we have x(t) = f(x(t − 1),x(t − 2), ...,x(t − k)),
where f is an appropriate function. In the following model, we consider f as a
linear combination of past k pmfs.

Based on the above models, we now present the Markov chain extended with
period d and order k ((k, d)-Markov chain).

Definition 1 ((k, d)-Markov chain). Consider that there exist accidental or-
der k (or memory k) transitions on a d-period Markov chain. Formally, the gen-
erated structure (k, d)-Markov chain ((k, d)-MC) is denoted by a tuple ADX =
(DX ,−→α ) where

– DX = (S,M) is a Markov chain with period d;

– −→α is a k dimension positive coefficient vector satisfying that
∑k

i=0 αi=1,
where αi is the ith element of −→α which represents the memory contribution
of the last ith pmf to the current pmf.

From the above structure ADX = (DX ,−→α ) for a periodic Markov chain X
with accidental k memory transitions, we can construct a nondeterministic model
for the evolution of pmfs extended with d periodicity and k memory, in which
there exist two kinds of transitions:

– one is the transition on pmf of periodic Markov chain applying x(t) = M ·
x(t− 1);
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– the other is accidental k memory transition. The simple k memory transition
is a linear combination of past k pmfs that hold the following constraint

x(t) =
∑|−→α|

i=1 αix(t− i)

Given a (k, d)-MC ADX , we use pmf x(t) of Markov chain to describe system
state at time instant t. At start of the system, we have one possible initial pmf
x(0). Then the system passes at least an interval of |−→α |− 1 time instants during
which evolve under periodic Markov chain as x(t) = Mx(t− 1). After that, the
system may make a memory transition at tI1 . We get a periodic interval I0 =
[tI0 , tI1 ] from the initial state to the memory state. From the above definitions, we
can use (k, d)-MC to model a discrete stochastic linear system with probabilistic
distribution.

Definition 2 (Paths constraint of ADX ). Given a (k, d)-MC ADX , where
DX = (S,M) and −→α is k-memory coefficient vector, one path of ADX is

σ = x(0)
τ0−−→ x(1)

τ1−−→ ...

where τi is the transition from x(i) to x(i + 1). We constrain that if τi is a
memory transition for i ≥ (k − 1), then ∀j ∈ (i − k, i − 1) ⇒ τj is a transition
for which the behaviors are expressed as the periodic Markov chain DX .

Definition 3 (Interval trace of ADX ). Given a path σ of ADX , an interval
trace of path is

σI = σ0
I

τI1−−→ σ1
I

τI2−−→ ...

where τIi is the ith memory transition and Ii ⊆ N is time-interval between the

ith and (i+ 1)
th

memory transition during which there exist |Ii| transitions on
the periodic Markov chain.

After giving the definitions to model a discrete stochastic linear system with
(k, d)-Markov chain, in this part, we define the reward of (k, d)-Markov chain.
By introducing a reward Markov model, we can augment the Markov process
with reward (or cost) information about which a predicate can be expressed by
linear inequality.

A Markov reward model([8]) is a Markov chain extended with a reward func-
tion that associates reward values with states. The reward associated with a
state can be regarded as an earned value when a process visits that state. We
represent a Markov reward model as a triple (S,M, r), where (S,M) is a STD
of a DTMC and r : S → R is a reward function. In this paper, we consider only
the constant rewards which can be represented by a row vector r ∈ R1×|S| as
follows:

r = r(si) for i = 1, ..., |S|.
The expected reward at time t can be written as

E[r](t) =
∑

si∈S

r(si) ·P[X(t) = si] = r · x(t).
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By introducing a reward Markov model, we can augment the Markov process
with reward (or cost) information about which a predicate can be expressed
by linear inequality. Simply, we can define an average unit time accumulated
expected reward in an interval. So, we define the atomic proposition (ap) as

ap ::=
1

|Ii|+ 1

|Ii|∑

j=0

r · x(tIi + j) < b, (1)

where Ii is the ith interval, tIi is the beginning time instant of the interval, and
|Ii| is the interval length.

2.2 Long-Run Convergence

In this part, we demonstrate the long-run convergence properties of our ex-
tended Markov chain for the temporal analysis of the period stochastic system
with memory. After a large time, the successive possible pmfs become periodic
repeated vectors. Given a (k, d)-MC ADX , we use pmfs x of Markov chain to
describe system states. At the memory time instant, system transition matrix is
transient aperiodic. Pmfs converge by a linear memory transition.

Theorem 1. Given a (k, d)-MC ADX = (DX ,−→α ) such that DX = (S,M) if

- |−→α | > 1,
- The memory transition is fired infinitely along the path,

then x(∞) = π such that π = Mπ.

Proof. As constrained by the valid path, when a time delay transition is taken,

x(t) =

|−→α |∑

i=1

αix(t− i)

=

|−→α |∑

i=1

αiM
(d+1−i)x(t− 1)

= (
d−1∑

j=0

βjM
j) · x(t− 1)

where βj =
∑

αi and (i− 1) mod d ≡ j (1 ≤ i ≤ |−→α |).
Since there may be infinite delay transitions along the path, and multiplication

of polynomials of singular matrix M is commutative, so

lim
t→∞x(t) = lim

t→∞,g→∞(

d−1∑

i=0

βiM
i)g · (Mt−gx(0)) = lim

t→∞,g→∞(
−→
β
−→
MT )g(Mt−gx(0))

where MD =
−→
β
−→
MT is an matrix computed by the inner product of

−→
β (β0 > 0)

and
−→
M = (I,M, ...,Md−1). Since β0 is multiplied by I, diagonal elements of MD
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are positive, and then MD is aperiodic. If M is irreducible, then as we do not
remove existing transitions at STD structure, the result is that MD is aperiodic
and irreducible if the original matrix M is irreducible. Then there exists unique
final distribution probabilistic vector π from arbitrarily initial pmf x(0), such
that

lim
t→∞x(t) = lim

g→∞(
−→
β
−→
MT )gx(t′) = π

where x(t′) = Mt−gx(0).

We have proved that, in the long run, x(∞) converges to unique π. However,
in terms of being affected by the periodic multiplication component x(t′), we
care more about whether the successive x(t) converges at the same time in the
same interval, i.e., x having the same convergence rate in the same period. A
n-dimension square matrix P is doubly stochastic [9] if both its row vectors and
column vectors are stochastic distribution vectors.

Lemma 1. Assume that P is a n × n doubly stochastic matrix, as t → ∞, Pt

is converging to [ 1n ]n×n.

Theorem 2. Given initial d-periodic pmfs X0 = (x(0), ...,x(d − 1))T , in the
long-run convergence, the same periodic pmfs Xj = (x(0+d·j), ...,x(d−1+d·j))T
converge at the same rate.

Proof. Define Xj as the column vector of the periodic pmf at the jth period
after j times long-run converge. Then Xj+1 = P · Xj , where P is a d × d
doubly stochastic matrix. P1 is the first row of P as (β0, β1, ..., βd−1), and P2

as (βd−1, β0, ..., βd−2), and so on. Then we have the following: limj→∞ Xj =
P · Xj = Pj · X0 = [ 1d ]d×d · X0 = [π ... π]T from which we can conclude that
pmfs of same period converge at the same rate.

We use pmfs x of the (k, d)-MC ADX to describe system states. After a large
time, the successive possible pmfs become periodic repeated vectors. At the
memory time instant, system transition matrix is transient aperiodic. Pmfs con-
verge by a linear memory transition. After the moment, an interval begins and
continues until the next encountered memory transition instant, and generate
successive intervals as I1, I2, ... that is infinite. From the above definitions, we
can use (k, d)-Markov chain to model a discrete stochastic linear system with
probabilistic distribution, accidental memory and long run stability.

3 Verification of (k, d)-Markov Chain

In this section, we firstly present the interval probability temporal logic and
its operators, secondly provide the underlying foundation needed to check the
temporal properties of the period stochastic system, and finally give the feasible
checking.
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3.1 IPLTL: Interval Probability Linear Temporal Logic

We now describe the syntax and the semantics of ipLTL. ipLTL has the same
logic and temporal operators as linear temporal logic [10]. With ipLTL, we can
specify the average of the accumulated expected rewards about the interval trace
Ii, in which the interval length is denoted by |Ii| for the ith interval.

Syntax. We use ipLTL as the specification logic where the atomic propositions
of the ipLTL are linear inequalities about the interval accumulated reward of
pmf x(t). The syntax of ipLTL formula ψ is as follows:

ψ ::= � | ⊥ | (ψ) | ap | ¬ψ | ψ ∨ ψ | ψ ∧ ψ | XIψ | ψUIψ | ψRIψ

where r ∈ Rn, b ∈ R, ap defined as (1). As usual, →, GI and FI are defined as
ψ → φ ≡ ¬ψ ∨ φ, GIψ ≡ ⊥RIψ, FIψ ≡ �UIψ.

Given the (k, d)-Markov chain ADX = (DX ,−→α ), the average accumulated
expected reward that σI is in interval Ii is given by

E[r](Ii) =
1

|Ii|+ 1

|Ii|∑

j=0

r · x(tIi + j)

=
1

|Ii|+ 1
rM

∑i−1
n=0 |In|(MD)i ·

|Ii|∑

j=0

Mjx(0)

where M is the period Markov Chain transition matrix and MD is the polyno-
mial of periodic matrix M.

Semantics. A binary satisfaction relation � over tuples of an interval trace σI

of (k, d)-MC ADX and an ipLTL formula is recursively defined as follows:

σ0
I � �, σ0

I � ⊥, σ0
I � ap ⇔ 1

|I|+ 1

|I|∑

j=0

r · x(tI + j) < b

σ0
I � ¬ψ ⇔ σ0

I � ψ

σ0
I � ψ ∨ φ ⇔ σ0

I � ψ or σ0
I � φ

σ0
I � ψ ∧ φ ⇔ σ0

I � ψ and σ0
I � φ

σ0
I � XIψ ⇔ σ1

I � ψ

σ0
I � ψUIφ ⇔ there is j ≥ 0 such that σj

I � φand σi
I � ψ for i = 0, ..., j − 1

A binary satisfaction relation � over tuples of a (k, d)-MC ADX and an ipLTL
formula is define as follows:

ADX � ψ iff for all initial pmf x(0) = Mdx(0), σ0
I � ψ,
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where ADX may take either the period transition matrix or convergence tran-
sition matrix at every time instant under valid path semantics. Although both
the initial pmf and the evolved interval trace are infinite, we can still construct
a model checking method for the above satisfaction relation.

3.2 Feasible Checking

In this part, we provide the underlying foundation needed to check the temporal
properties of the period stochastic system, and then do the feasible checking.

We have proved that the compositional Markov process has a stationary final
pmf x(∞), when infinite time interval delays apply to Markov matrix MD.
Furthermore, since x(t) is a pmf, 0 ≤ xi(t) ≤ 1 for all t. This constraint on
the initial pmf and the final stationary pmf leads to bounding functions within

which left-hand side of the inequalities, 1
|Ii|+1

∑|Ii|
j=0 r ·x(tIi + j) < b, will remain

for tIi ≥ 0. So, for the set of inequalities of a given specification, there is a
number N after which the truth values of the inequalities become constant for
every initial pmf x(0). This can guarantee the termination of the model checking
procedure.

Theorem 3. Let MD be a matrix that is diagonalizable with eigenvalues |λi| < 1
for i = 2...n and λ1=1 [11,12], and let x(t) ∈ [0, 1]n×1 be the pmf at the ith

interval. Then for all inequalities 1
|Ii|+1

∑|Ii|
j=0 r · x(tIi + j) < b of a given ipLTL

formula ψ, if 1
|Ii|+1

∑|Ii|
j=0 r · x(∞) �= b, then there is an integer N such that for

any integer N ′ ≥ N ,

1

|IN ′ |+ 1

|IN′ |∑

j=0

r · x(tIN′ + j) < b iff
1

|IN + 1|
|IN |∑

j=0

r · x(tIN + j) < b.

In order to check the model ADX against a specification of ipLTL formula
ψ, we first build a labeled generalized Büchi automaton [13] by the expansion
algorithm. An LGBA is a tuple B = (Q,Σ,L,Δ,Q0,F), where Q is a set of
states, Σ is an alphabet consisting of all atomic propositions AP , Δ : Q → 2Q

is a transition relation, Q0 ⊆ Q is a set of initial states, F = {Fi ⊆ Q} is a set
of sets of accepting states, and L : Q → 2AP is a labelling function that returns
a set of inequalities that a state should satisfy. Let w = a0a1... be an ω-word
over the alphabet Σ. ρ = q0q1... is a run of B on the word if q0 ∈ Q0, and for
each i ≥ 0, qi+1 ∈ Δ(qi) and ai ∈ L(qi). B accepts exactly those runs in which
inf(ρ) ∩ Fi �= ∅. We say a run accepts an interval trace στ

I if x(tIτ ) satisfies all
inequalities of L(qτ ) for τ ≥ 0. An LGBA B accepts an interval trace σ0

I if there
is an accepting run of B that accepts σ0

I .
We define a set of states F+={qi: a run of B ρ = q0...qi...qk... accepts σ

∞
I , and

qk is cycled by a accepting run of B}. Note that any state in F+ is reachable to
an accepting run of B. So, we check only those search paths of length N that
end with a state in F+.
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Theorem 4. Let B be an LGBA (Q,Σ,L,Δ,Q0,F) for a specification ψ, let
ADX be with period matrix M and matrix MD, and let a set of inequalities

Ineq(ρ) for a run ρ be Ineq(ρ) = { 1
|Ii|+1r·M

∑i−1
n=1 |In|(MD)i·∑|Ii|

j=0 M
jx : 1

|Ii|+1r·
∑|Ii|

j=0 M
jx ∈ L(qi), i ∈ [0, N ]} where N is the bound computed in Theorem 3.

An interval trace σ0
I is accepted by B iff there is a run ρ = q0q1...qω of B with

qN ∈ F+ and x(0) is a feasible point of Ineq(ρ).

Proof. →: Since B accepts σ0
I , there is an accepting run ρ of B that accepts

σ0
I . In other words, x(tIk ) satisfies all inequalities in L(qk) for k ≥ 0. Since
1

|Ii|+1r · ∑|Ii|
j=0 M

jx(tIi ) < b ≡ 1
|Ii|+1r · M

∑i−1
n=0 |In|(MD)i · ∑|Ii|

j=0 M
jx(0) < b,

x(0) is a feasible point of Ineq(ρ).
Let ρN be the suffix of ρ after the first N states. Since ρN is an accepting run

of B with infinite length over a finite set of states, there is a loop in the run that
includes at least one state of Fi for all Fi ∈ F . Since some states of the loop
are cycled by an accepting run of B , and since qN is reachable to those states,
qN ∈ F+.

←: Since x(0) satisfies all inequalities of Ineq(ρ), ρ accepts σ0
I , and since

qN ∈ F+, ρ is an accepting run of B. Hence, B accepts σ0
I .

Let B¬ψ is an LGBA of negative ipLTL formula ¬ψ. Since B¬ψ accepts exactly
those runs that satisfy ¬ψ, if there is a feasible solution for Ineq(ρ) of a run ρ of
B¬ψ with qN ∈ F+ then σ0

I � ¬ψ. Hence, x(0) is a counterexample of the original
specification ψ. The feasibility can be checked by solving a linear programming
problem with artificial variables. However, since we check the feasibility by linear
programming [14], we have a problem of inequality. For example, ¬(a > b) will
be translated as −a < −b instead of −a ≤ −b. However, for continuous values,
precise equality is not meaningful. Instead, we can check properties such that
|a − b| < ε or |a − b| > ε. Note that ¬(a < b) is converted to the inequality
−a < −b while finding the negation normal form of ψ.

4 Experiment

We consider a manufacturing system as the experiment object. The manufactur-
ing system has three successive procedures, with the two steps of Produce, Test
in each procedure. In each Test step, the product has a probability that fails the
test and turn back to the prior procedure Test step. For example, in the proce-
dure 1,if the Test 1 fail, then it will turn back to the Test 3, else it will proceed
to the Product 2. As production resources may be limited and profit must be
maximized at each step, we want to check whether some interval resource limits
and profit demands could be satisfied in the long run for the whole system.

The manufacture system can be simplified as periodic DTMC model is shown

in Fig. 1. We assume memory effect vector
−→
β is (0.5, 0.3, 0.2). Reward vector

represent cost of production resource a,b and unit profit at each state as ra :
(10, 5, 5, 1, 1, 1), rb : (1, 5, 1, 10, 5, 1), and rpro : (1.0,−1.0,−1.0, 1.0,−1.0, 1.0),
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Prod 1

Test 1 Test 3

Prod 2 Test 2 Prod 3
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Fig. 1. Periodic Markov chain for the manufacture system

respectively. We assume an interval between delays lasts for 5 time instant and
|I| = 4. We define the proposition that

– P1 : GI(
∑|I|

j=0 ra · x(tI + j) < 17), always in an interval, accumulated cost
of resource a is less than 17;

– P2 : FI(
∑|I|

j=0 rb · x(tI + j) < 19.45), eventually in an interval, accumulated
cost of resource b is less than 19.45;

– P3 : FIGI(
∑|I|

j=0 rc · x(tI + j) < −0.9), eventually always in an interval,
accumulated profit is less than −0.90;

– P4 : ¬(∑|I|
j=0 ra ·x(tI+j) < 17)UI(

∑|I|
j=0 rpro ·x(tI+j) < −0.9), accumulated

cost of resource a is not less than 17 until profit becomes less than −0.9;

– P5 : GI [(
∑|I|

j=0(rb − ra) ·x(tI + j) < 0) → FI(
∑|I|

j=0 rpro ·x(tI + k) < −0.9)],
always if accumulated cost of a is more than b, then eventually profit becomes
less than −0.9.

We implement feasibility checking methods, construct Büchi automata by
the expansion algorithm, and get inequalities for negative ipLTL formula as
described above. By the simplex method, we get the resulting initial pmfs that
satisfy the inequalities and are the counterexamples of temporal properties to
those of the original formula.

– P1 is not satisfied and a counterexample initial pmf is (0.028229, 0.494350,
0.000001, 0.000001, 0.054476, 0.422944);

– P2 is not satisfied and a counterexample initial pmf is (0.114460, 0.176970,
0.191294, 0.144981, 0.220887, 0.151408);

– P3 is not satisfied and a counterexample initial pmf is (0.287844, 0.084431,
0.000001, 0.000001, 0.555488, 0.072236);

– P4 is not satisfied and a counterexample initial pmf is (0.000000, 0.526011,
0.013627, 0.010328, 0.000001, 0.450031);

– P5 is satisfied.

Fig.2 shows how the accumulated expected reward evolves along the interval
path of three different reward vectors as ra and rb − ra when the initial pmf of
the counterexample in P1. By the interval delay effect, we can conclude that the
original periodic DTMC has the property of long-run convergence. After about
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Fig. 2. Values of interval accumulated reward of (a) ra and (b) (rb − ra)

6 intervals (30 time instants), the reward vector becomes stable and is the truth
value of the atomic proposition constant.

5 Conclusions

An extended Markov model has been presented for the temporal analysis of pe-
riodic stochastic systems with memory. The model is constructed based on a d-
period Markov chain with memory k, which is known as the (k, d)-Markov Chain
((k, d)-MC). We checked the (k, d)-MC for the properties written in ipLTL,
shorted for interval probabilistic linear temporal logic. Using ipLTL, we can
express the predicate about the expected interval behaviors of the system evo-
lution expressed by the probabilistic mass functions. Since the interval pmfs of
the (k, d)-MC converge, we can find a bound for the system execution time, after
which the predicate about the interval pmfs (the inequality) becomes constant.
Hence, feasibility checking is enabled.

Manufacturing systems are practical systems. We model checked some proper-
ties about profit and loss of one such system to illustrate the use of our method.
We are currently conducting additional research, and we plan to use our model
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checking method in other large-scale applications. In this paper, we only focused
on the same interval. In future work, we want to investigate the properties of
different intervals by introducing the partial order reduction [15] technique.
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Abstract. Recently, ranking-based semantics is proposed to rank-order argu-
ments from the most acceptable to the weakest one(s), which provides a graded
assessment to arguments. In general, the ranking on arguments is derived from the
strength values of the arguments. Categoriser function is a common approach that
assigns a strength value to a tree of arguments. When it encounters an argument
system with cycles, then the categoriser strength is the solution of the non-linear
equations. However, there is no detail about the existence and uniqueness of the
solution, and how to find the solution (if exists). In this paper, we will cope with
these issues via fixed point technique. In addition, we define the categoriser-based
ranking semantics in light of categoriser strength, and investigate some general
properties of it. Finally, the semantics is shown to satisfy some of the axioms that
a ranking-based semantics should satisfy.

Keywords: abstract argumentation, ranking semantics, graded assessment,
categoriser function, fixed point technique.

1 Introduction

The field of computational models of argumentation [1] aims at reflecting on how hu-
man argumentation utilizes incomplete and inconsistent knowledge to construct and
analyze arguments about the conflicting options and opinions.

The most popularly used framework to talk about general issues of argumentation
is that of abstract argumentation [2], which provides a unifying and powerful tool for
the study of many formal systems developed for common-sense reasoning. In the past
nearly 20 years, several different kinds of semantics for abstract argumentation system
have been proposed that highlight various aspects of argumentation [3, 4, 5]. Those se-
mantics partition the set of arguments into two classes: extensions and non-extensions.
Each extension is a set of arguments, which is able to “survive together” and represents
a coherent point of view. In order to reason with a semantics one has to take either a
credulous or skeptical perspective. In other words, an argument is ultimately accepted
with respect to a semantics if it belongs to every extension; an argument is rejected
if it dose not belong to any extension; and an argument is undecided if it is in some
extensions and not in others.
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However, those semantics may exhibit a variety of problematic aspects such as empti-
ness, non-existence, multiplicity [6] when encountering cycles, and are not suitable
for practical applications in some scenarios. Considering an argument system whose
grounded extension is empty, for example, if one must make a choice, then the grounded
semantics is unavailable since all arguments are unacceptable in this case.

Recently, [7] introduces a new family of semantics, which provide a graded assess-
ment to arguments, i.e., it ranks arguments from the most acceptable to the weakest
one(s). In fact, this line of thinking has been mentioned in [8], in which two approaches,
generic local valuation and global valuation, are proposed to evaluate the strength of an
argument, and then a preordering (ranking) on arguments is induced by those strength
values. In particular, the authors show that the approach for local valuation generalizes
the categoriser function [9], and enables to handle cycles, then the strength valuation is
the solution of second-degree equations. However, there is no detail about the follow-
ing questions: Does there exist a solution for these equations? If it exists, is it unique or
multiple and how to find them?

In this paper, we expect to tackle these issues by fixed-point technique. In addition,
a ranking-based semantics, called categoriser-based ranking semantics, is defined in
the light of categoriser valuation, and some of its properties are investigated. Lastly, we
prove that the semantics satisfies some of the axioms, proposed by [7], which a ranking-
based semantics should satisfy. The remainder of this paper is structured as follows.
In Section 2, we briefly recall some backgrounds on abstract argumentation and the
ranking-based semantics for argumentation frameworks. In Section 3, we employ the
fixed-point technique to analyze the categoriser strength valuation for argumentation
system, and the categoriser-based ranking semantics is defined. We relate the semantic
with [7] in Section 4 and conclude in Section 5.

2 Preliminaries

2.1 Abstract Argumentation Framework

Abstract argumentation frameworks [2] convey a very simple view on argumentation
since they do not presuppose any internal structure of an argument. Here, the interac-
tions among arguments are attack relations, which express conflicts between them.

Definition 1 (Abstract Argumentation Framework). An argumentation framework
is a pair AF = 〈X ,R〉 where X is a finite set of arguments and R ⊆ X ×X is a binary
relation on X , also called attack relation. (a, b) ∈ R means that a attacks b, or a is a
(direct) attacker of b. Often, we write (a, b) ∈ R as aRb.

We denote by R−(x) (respectively, R+(x)) the subset of X containing those argu-
ments that attack (respectively, are attacked by) the argument x ∈ X , extending this
notation in the natural way to sets of arguments, so that for S ⊆ X , R−(S) � {x ∈
X : ∃y ∈ S such that xRy} and R+(S) � {x ∈ X : ∃y ∈ S such that yRx}.

A set S ⊆ X is conflict-free iff S ∩R−(S) = ∅. Let F : 2X 	→ 2X be the character-
istic function of an argument system such that F(S) = {x ∈ X : R−(x) ⊆ R+(S)}.
We define the defenders of an argument x, denoted by D(x), are the attackers of the
elements of R−(x). Formally, D(x) = {y ∈ X : y ∈ R−(R−(x)

)}.
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To define the solutions of an argument system, we mean selecting a set of arguments
that satisfy some acceptable criteria. Let S ⊆ X be conflict-free, then, S is admissible
iff S ⊆ F(S); S is a preferred extension iff it is a maximal (w.r.t. ⊆) admissible set; S
is a complete extension iff S = F(S); S is a grounded extension iff it is the minimal
(w.r.t. ⊆) complete extension (or, alternatively, it is the least fixed point F); S is a stable
extension iff R+(S) = X\S.

Example 1. Let us consider the abstract argumentation framework illustrated in Fig-
ure 1, in which vertices represent arguments and direct arcs correspond to attacks (i.e.
elements of R). For this example, {x1, x3} is the preferred, complete and grounded
extension, however, there exist no stable extensions at all.

x4

x1

x3

x2

x5

Fig. 1. A simple example of argumentation framework

From the above example, it is shown that an abstract argumentation framework can
be represented as a digraph, known as attack graph. One of the often-used ways is to
represent a digraph as 0-1 matrix for computational purposes. For an argumentation
system AF = 〈X ,R〉 with X = {x1, x2, · · · , xn}, we define the attack matrix of AF
as the n× n matrix D = [dij ] such that dij = 1 if xjRxi; otherwise, 0.1 For instance,
the attack matrix of the argument system in Example 1 is

D =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 0 1 0
0 1 0 1 1
0 0 0 0 0
0 0 1 0 1
0 1 0 0 1

⎤

⎥
⎥
⎥
⎥
⎦

Moreover, we denote the i-th row of D by Di�, which can indicate some information
about the direct attackers of argument xi, e.g., the sum of Di∗ shows the number of
attackers of xi.

2.2 Ranking-Based Semantics for Argument System

In order to provide a graded assessment to arguments, [7] proposes ranking-based se-
mantics which rank-order the set of arguments from the most acceptable to the weakest
one(s). This novel approach is distinct from the already existing semantics which assign
an absolute status (accepted, rejected and undecided) for each argument. It compares
pairs of arguments in the light of their respective sets of attackers, and states which
arguments is more acceptable than another.

1 In fact, the attack matrix of an argumentation framework is the transpose of the adjacency
matrix of its corresponding attack graph.
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Before proceeding let us first formally characterize what we mean by the statements
“ranking” in light of linear orderings [10].

Definition 2 (Ranking). Let T be some set. A ranking � on T is a binary relation on
T such that:

– � is total (i.e. for all x, y ∈ T , x � y or y � x);
– � is transitive (i.e. for all x, y, z ∈ T , if x � y and y � z, then x � z).

Let R(T ) be the set of all rankings on T .

In this paper, we give x � y the meaning that x is at least as acceptable as y. This
may be more intuitive than that of [7], in which the meaning of x � y is just the
opposite. Formally, x � y if and only if x � y and y � x, which means x and y are
equally acceptable. Moreover, x  y, means x is strictly more acceptable than y, if and
only if x � y but not y � x.

Definition 3 (Ranking-based Semantics). Let GX be the set of all argument systems
with finite argument set X . A ranking-based semantics is a function Γ : GX 	→ R(X ).

In other words, for a given argumentation framework AF = 〈X ,R〉, the ranking-
based semantics Γ will transform X into a ranking �AF

Γ ∈ R(X ).
Generally, the ranking on arguments is induced by the strength values of the argu-

ments. One of the most common approaches is categoriser function [9], which assigns
a strength value to each argument. We will discuss it in the next section.

3 Argument Ranking with Categoriser Function

3.1 Categoriser Function for Strength Valuation

“Categoriser” function is originally used for “deductive” arguments, where an argument
is structured as a pair 〈Φ, φ〉, where Φ is a set of formulae, called premise, φ is a
formula, called claim, and Φ entails φ. The attack relation considered here is canonical
undercut and cycles are not allowed. The notion of an “argument tree” captures a precise
and complete representation of attackers and defenders of a given argument, root of
the tree. Then, categoriser function assigns a value to a tree of arguments. This value
represents the relative strength of an argument (root of the tree) given all its attackers
and defenders. The categoriser function, denoted by C, is defined as

C(xi) =

{
1 if R−(xi) = ∅
1

1+C(x′
1)+···+C(x′

n)
if R−(xi) �= ∅ with R−(xi) = {x′

1, · · · , x′
n} (1)

Intuitively, the larger the number of defeaters of an argument, the lower its value. The
larger the number of defenders of an argument, the larger its value.

Note that, in the work of [9], categoriser function solely handles acyclic graphs.
However, Cayrol et al. reveal that the categoriser function is an instance of their generic
local valuation [8], thus making it possible to cope with cycles. In this case, the strength
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values are the solution of non-linear equations. Specifically, let 〈X ,R〉 be an argu-
ment system with X = {x1, x2, · · · , xn}, and its attack matrix be D, and suppose the
strength values of all arguments be column vector v, of which the i-th component, de-
noted by vi or v(xi), represents the strength value of xi, then the strength values are
the solution of the following n equations:

vi = 1/(1 +Di∗ · v), i = 1, 2, · · · , n (2)

Remark 1. (2) exactly expresses the categoriser functions in (1) irrespective of whether
R−(xi) is empty or not, as the item Di∗ · v exactly indicates the sum of the strength
values of all attackers of xi.

Remark 2. We merely consider all strength values as nonnegative real numbers, i.e.,
vi ≥ 0 for all i. Combining with (2), we can easily know vi ∈ [0, 1] (actually vi ∈
(0, 1]). This means that if the solution of (2) exists, it must be in [0, 1]n.

3.2 Fixed Point Schema for Categoriser Equations

In [8], the authors show a simple example to evaluate arguments in a isolated cycle with
categoriser valuation by solving second degree equations. For a complex argumentation
system, however, no details are available about these questions: Do these equations al-
ways exist solutions in the reals and how many real solutions exist? If the real solutions
exist, how should we find them? In this subsection, we will address these questions
through fixed-point techniques.

Firstly, let us transform the equations into the fixed-point form [11]:

v = F (v) = [f1(v), f2(v), · · · , fn(v)]T (3)

where function F maps [0, 1]n into [0, 1]n, and the function fi from [0, 1]n to [0, 1],
called the coordinate function of F , is defined by the categoriser function, i.e.,

fi(v) = 1/(1 +Di∗ · v) (4)

Intuitively, F (0) = 1, where the bold 0 (respectively, 1) is an appropriately dimen-
sioned column vector of all 0’s (respectively 1’s). Sometimes, we also write fi(v) as
the function of v and Di∗, i.e.,

fi(v) = f(v,Di∗) (5)

Clearly, the function f(v,Di∗) is a non-increasing function with respect to v and Di∗.
Note that f(v,0) = 1 for any v ∈ [0, 1]n.

We convert the original problem into a fixed point problem. Then, finding the solu-
tions of the categoriser equations is equivalent to finding the fixed-points of F . In other
words, a fixed-point of F is a solution of (2). Now, let us give the following theorem,
which shows that the solution of categoriser equations always exists.

Theorem 1 (Existence of categoriser valuation). For any argumentation framework
AF = 〈X ,R〉 with X = {x1, x2, · · · , xn}, the categoriser valuation defined in (2) has
at least one solution in [0, 1]n.
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Proof (Sketch). We prove the equivalence result that function F has at least one fixed
point. The proof uses Brouwer’s fixed point theorem [12, Thm 2.14, pp. 24] and the
observation that [0, 1]n is homeomorphic to a closed ball (closed, bounded, connected
and without holes) and function F is continuous on it. ��

The previous theorem is of utmost importance if we are to widely use categoriser
valuation, since one would be turned away from an argumentation system that is not
capable of assigning meaningful strength values (real solution) to arguments in all case.

Next we focus on the existence of a unique valuation. Assigning multiple solutions
to an argumentation framework may be more interesting from a theoretical perspective,
but we look forward to the kind of users of this framework to expect a unique valuation.
One intuitive application of a unique categoriser valuation is that it may help removing
ambiguity on argument ranking. We will show that for every argumentation system
there always exists a unique categoriser valuation, and the valuation can be calculated
by fixed point iteration.

Theorem 2 (Uniqueness of categoriser valuation). Let AF = 〈X ,R〉 be an argu-
ment system with X = {x1, x2, · · · , xn}. Then, the categoriser equations defined in
(2) has a unique solution v∗ ∈ [0, 1]n, which is the limit of the sequence of {v(k)}∞k=0,
defined from an arbitrarily selected v(0) in [0, 1]n and generated by

v(k) = F (v(k−1)), for each k ≥ 1 (6)

Proof. Let u(0) = 0, u(1) = F (u(0)) = 1 and u(k) = F (u(k−1)) for each k ≥ 2.
Then, we can easily know that

u(0) ≤ u(2) ≤ u(1) (7)

and that there exists 0 < ϕ < 1 such that

ϕu(1) ≤ u(2) (8)

Since F is non-increasing (i.e., for any u,v ∈ [0, 1]n, if u ≤ v then F (u) ≥ F (v)),
by applying F on (7) and by induction, it is easy to see that

0 = u(0) ≤ u(2) ≤ · · · ≤ u(2k) ≤ · · · ≤ u(2k+1) ≤ · · · ≤ u(3) ≤ u(1) = 1 (9)

On the other hand, from (8) and (9), we find ϕu(2k−1) ≤ u(2k) for each k ≥ 1. Letting
πk = sup{π : πu(2k−1) ≤ u(2k)}, then πku

(2k−1) ≤ u(2k) and 0 < ϕ ≤ π1 ≤ · · · ≤
πk ≤ · · · ≤ 1. In the following, we prove that limk→∞ πk = 1.

Note that fi(πu) = 1
π+fi(u)(1−π)fi(u) for all i ∈ {1, 2, · · · , n}, then there exists

0 < α < 1 and a continuous function ψ(π) = 1
π+α(1−π) such that

F (πu) ≤ ψ(π)F (u), ∀π ∈ [ϕ, 1),u ∈ [ϕ, 1]n (10)

Then, by (9), (10) and the non-increasing property of F , we have

u(2k+1) = F (u(2k)) ≤ F (πku
(2k−1)) ≤ ψ(πk)u

(2k) ≤ ψ(πk)u
(2k+2) (11)
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Algorithm 1. Fixed-point iteration for categoriser valuation
Input: Dn×n: attack matrix; ε: prescribed tolerance;
Output: v(k): the approximate solution of the categoriser equations

1 begin
2 k ←− 0; v(0) ←− 1;
3 repeat
4 k ←− k + 1;

5 v
(k)
i = f(v(k−1),Di∗) for each i ∈ {1, 2, · · · , n};

6 until ‖v(k) − v(k−1)‖ � ε;

7 return v(k);
8 end

which implies that πk+1 ≥ 1
ψ(πk)

= πk + α(1 − πk). So,

1− πk+1 ≤ (1− α)(1 − πk) ≤ · · · ≤ (1− α)k(1− π1) ≤ (1− α)k(1 − ϕ) (12)

As 0 < α < 1, thus by (12) we have

lim
k→∞

(1− πk+1) = 0 ⇒ lim
k→∞

πk = 1 (13)

Therefore, by (9) we get, for any integer p ≥ 1

0 ≤ u(2k+2p) − u(2k) ≤ u(2k+1) − u(2k) ≤ (1− πk)u
(2k+1) ≤ (1− πk)u

(1) (14)

Since [0, 1]n is normal, both {u(2k+1)}∞k=0 and {u(2k)}∞k=1 are convergence sequences.
By (13) and (14), thus, there exists u∗ ∈ [0, 1]n such that

lim
k→∞

u(2k+1) = lim
k→∞

u(2k) = u∗ (15)

Hence u(2k) ≤ u∗ ≤ u(2k−1) and u(2k) ≤ F (u∗) ≤ u(2k+1). Letting k → ∞ and
combining with (15), it follows F (u∗) = u∗, i.e., u∗ is a fixed point of F .

Now, for any v(0) ∈ [0, 1]n and for any k ≥ 1, by induction, we have u(2k) ≤
v(2k) ≤ u(2k−1) and u(2k) ≤ v(2k+1) ≤ u(2k+1). Then v(k) → v∗ = u∗ as k → ∞.
In particular, let v(0) = w∗, where w∗ is any fixed point of F in [0, 1]n, then v(k) = w∗

for all k ≥ 1, and we get w∗ = u∗. So, F has a unique fixed point in [0, 1]n. ��
The proof of this theorem mainly refers to [13, Lmm 2.1]. An approximate calcula-

tion of the unique categoriser valuation v∗ is done by using Algorithm 1. In this paper,
we set the initial strength values v(0) = 1 since we assume that each argument is not
attacked at the beginning and has the maximum strength value 1. The iteration termi-
nates when the change of the sequence {v(k)}∞k=0 is under a given tolerance ε. As the
proof of uniqueness suggests, the estimation of convergence rate of this algorithm is

‖v(2k) − v∗‖ ≤ ‖v(2k) − u(2k)‖+ ‖v∗ − u(2k)‖ ≤ 2‖u(2k+1) − u(2k)‖ (16)

By (12) and (14), we have ‖v(2k)−v∗‖ ≤ 2(1−α)k−1(1−ϕ)‖u(1)‖. Similar argument
gives that ‖v(2k+1) − v∗‖ ≤ 2(1− α)k−1(1− ϕ)‖u(1)‖.
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Remark 3. In Algorithm 1, we can see that at each iterative step the strength value of
any argument xi is simultaneously recomputed in the light of its direct attackers (repre-
sented by Di∗) and the strength values in the previous step (i.e., v(k−1)). This exactly
embodies the idea of “local approach” (i.e., the value of an argument only depends on
the values of its direct attackers) in [8].

3.3 Categoriser-Based Ranking Semantics

Now, we have shown that for the categoriser equations there always exists a unique
solution for any argumentation framework. The solution assigns a numerical value to
each argument, which can be interpreted as the strength of the argument. The greater
the strength value, the more acceptable the argument. Thus, we can induce a ranking on
arguments from the unique solution.

Definition 4 (Categoriser-based ranking semantics). Let AF = 〈X ,R〉 be an ar-
gumentation framework, and v∗ be the unique solution of (2). The categoriser-based
ranking semantics is a ranking-based semantic and transforms AF into the ranking �
such that ∀xi, xj ∈ X , xi � xj if and only if v∗(xi) ≥ v∗(xj).

Obviously, the categoriser-based ranking semantics satisfies that for any x ∈ X ,
v∗(xi) = 1 if R−(xi) = ∅; else v∗(xi) < 1, i.e., non-attacked arguments are more
acceptable than attacked ones. Non-attacked arguments are supported by extension-
based semantics. They are part of any extension under complete, preferred, stable and
grounded semantics. Therefore, it is naturel to believe that an argument which has no
attackers is ranked higher than another argument which has attackers.

In addition, we give other properties of the categoriser-based ranking semantics:

Proposition 1. Let xi, xj ∈ X . The categoriser-based ranking semantics satisfies:

[P1]: If R−(xi) = R−(xj), then xi � xj .
[P2]: If R−(xi) ⊆ R−(xj), then xi � xj .

Proof. By (6), the categoriser strength of any argument xi can be written as

v∗(xi) = lim
k→∞

v(k)(xi) = lim
k→∞

fi(v
(k−1)) = lim

k→∞
f(v(k−1),Di∗) (17)

For [P1],R−(xi) = R−(xj) implies that Di∗ = Dj∗, which implies f(v(k−1),Di∗) =
f(v(k−1),Dj∗). By (17), we have v∗(xi) = v∗(xj), i.e., xi � xj . For [P2], R−(xi) ⊆
R−(xj) means that Di∗ ≤ Dj∗. Since f(v,Di∗) is a non-increasing function of Di∗,
we have f(v(k−1),Di∗) ≥ f(v(k−1),Dj∗). Thus, v∗(xi) ≥ v∗(xj), i.e., xi � xj . ��
This proposition states that two arguments with the same direct attackers have the same
ranking, and an argument, whose direct attackers pertain to the set of direct attackers of
another argument, is at least as more acceptable than the argument.

Let us show an example of how the semantics works:

Example 2. Consider again the argument system in Fig. 1. Let ε = 10−3 and v(0) = e.
Then, the valuation sequence {v(k)}∞k=0, calculated by Algorithm 1, is shown in Fig. 2.
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Fig. 2. Categoriser valuation sequence of Example 1

When k = 0, all arguments have the maximum strength value 1 as we presuppose
each argument is not attacked at the beginning.

When k = 1, then the strength value of each argument merely depends on the number
of its direct attackers since the strength values of all argument from the previous step are
1. Thus, x3 has the maximum strength value 1 since it has no attacker, followed by x1

with one attacker, and followed by x4 and x5 with two attackers, and followed by x2 with
three. From another perspective, since R−(x3) ⊂ R−(x1) ⊂ R−(x5) ⊂ R−(x2),
then by Proposition 1 we have x3  x1  x5  x2.

When k = 2, after a new round of calculation, the strength value of each argument
is recomputed. But, since R−(x3) ⊂ R−(x1) ⊂ R−(x5) ⊂ R−(x2) always holds, the
ranking among them will not be changed. Note that the ranking on x2 and x4 is altered
as the sum of the strength values of the attackers of x2 is greater than that of x4.

......
After finitely many iterations, the valuation sequence gradually tends to be stable

and converge to an approximative solution v∗ = [0.72, 0.43, 1.00, 0.40, 0.51]T within a
tolerable range. Actually, the valuation sequence reflects how argument strength values
change with iterations. Note that x1 has a maximum strength value 1, since it is not
attacked, and all other arguments have the strength values less than 1 since they are
attacked by at least one argument. With the solution v∗, the categoriser-based ranking
semantics gives: x3  x1  x5  x2  x4.

4 Relating with Ranking Axioms

In [7], the authors set up a set of axiom (postulates) that ranking-based semantics should
satisfy. In this section, we will formally show that the categoriser-based ranking seman-
tics meets some of these postulates.

The first axiom is that a ranking on a set of arguments does not rely on their iden-
tity but only on the attack relations among them. In other words, if two argumentation
system are isomorphic then they should have the same ranking semantics. The isomor-
phisms between argumentation frameworks AF1 = 〈X1,R1〉 and AF2 = 〈X2,R2〉 is
a bijective function τ : X1 	→ X2 such that for all x, y ∈ X1, xR1y if and only if
τ(x)R2 τ(y). Now we define the first axiom, called abstraction, as follows:
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Axiom 1 (Abstraction (Ab)). A ranking-based semantics Γ satisfies abstraction iff for
any two argumentation framework AF1 = 〈X1,R1〉 and AF2 = 〈X2,R2〉, for any
isomorphism τ from AF1 to AF2, we have ∀x, y ∈ X1, x �AF1

Γ y iff τ(x) �AF2

Γ τ(y).

The second axiom states the question that whether an argumentx is at least as accept-
able as an argument y should be independent of any argument z that is not connected to
x or y, i.e., there is no path from x or y to z (neglecting the direction of the edges). Let
C(AF) be the set of weakly connected components of AF. Each weakly connected com-
ponent of AF is a maximal subgraph of AF in which any two arguments are mutually
connected by a path (neglecting the direction of the edges).

Axiom 2 (Independence (In)). A ranked-based semantics Γ satisfies independence iff
for any AF and for any AFc = 〈Xc,Rc〉 ∈ 2C(AF), ∀x, y ∈ Xc, x �AF

Γ y iff x �AFc

Γ y.

The third axiom, called void precedence, encodes the idea that non-attacked argu-
ments are more acceptable than attacked ones.

Axiom 3 (Void Precedence (VP)). A ranked-based semantics Γ meets void precedence
iff for any AF = 〈X ,R〉, ∀x, y ∈ X , if R−(x) = ∅ and R−(y) �= ∅ then x �AF

Γ y.

The fourth axiom states that having attacked attackers is more acceptable than non-
attacked attackers, i.e., being defended is better than not.

Axiom 4 (Defense precedence (DP)). A ranked-based semantics Γ satisfies defense
pre-cedence iff for every AF = 〈X ,R〉, ∀x, y ∈ X , if |R−(x)| = |R−(y)|, D(x) �= ∅
and D(y) = ∅ then x �AF

Γ y.

The next axiom says that an argument x should be at least as acceptable as argument
y, when the direct attackers of y are at least as numerous and well-ranked as those of
x. This involves the concept of group comparison: Let �Γ be a ranking on a set of
arguments X . For any S1, S2 ⊆ X , S1 �Γ S2 iff there exists an injective mapping δ
from S2 to S1 such that ∀x ∈ S2, δ(x) �Γ x. Moreover, S1 Γ S2 is a strict group
comparison iff (1) S1 �Γ S2; (2) |S2| < |S1| or ∃x ∈ S2, δ(x) Γ x.

Axiom 5 (Counter-Transitivity (CT)). A ranked-based semantics Γ satisfies counter-
transitivity iff for every AF = 〈X ,R〉, ∀x, y ∈ X , if R−(y) �AF

Γ R−(x) then x �AF
Γ y.

Axiom 6 (Strict Counter-Transitivity (SCT)). A ranked-based semantics Γ satisfies
strict (CT) iff for any AF = 〈X ,R〉, ∀x, y ∈ X , if R−(y) AF

Γ R−(x) then x AF
Γ y.

The following two axioms represent two opinions: give precedence to cardinality
over quality (i.e. two weakened attackers is worse for the target than one strong at-
tacker), or vice versa. In some situations, both choices are reasonable.

Axiom 7 (Cardinality Precedence (CP)). A ranked-based semantics Γ satisfies cardi-
nality precedence iff for arbitrary argumentation framework AF = 〈X ,R〉, ∀x, y ∈ X ,
if |R−(x)| < |R−(y)| then x AF

Γ y.

Axiom 8 (Quality Precedence (QP)). A ranked-based semantics Γ satisfies quality
precedence iff for arbitrary argumentation framework AF = 〈X ,R〉, ∀x, y ∈ X , if
∃y′ ∈ R−(y) such that ∀x′ ∈ R−(x), y′ AF

Γ x′, then x AF
Γ y.
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The last axiom focuses on the way arguments are defended. The main idea is that an
argument which is defended against more attackers is more acceptable than an argument
which is defended against a smaller number of attacks. There are two types of defense:
simple and distributed. The defense of an argument x is simple iff each defender of x
attacks exactly one attacker of x, formally, ∀y ∈ D(x) such that |R+(y)∩R−(x)| = 1.
The defense of an argument x is distributed iff every attacker of x is attacked by at least
one argument, i.e., ∀y ∈ R−(x) such that |R−(y)| ≥ 1.

Axiom 9 (Distributed-Defense Precedence (DDP)). A ranked-based semantics Γ sat-
isfies distributed-defense precedence iff for any AF = 〈X ,R〉, ∀x, y ∈ X such that
|R−(x)| = |R−(y)| and |D(x)| = |D(y)|, if the defense of x is simple and distributed
and the defense of y is simple but not distributed then x AF

Γ y.

In addition, [7] provides some relationships between these axioms: if a ranking-based
semantics Γ satisfies (SCT) then it satisfies (VP); if Γ satisfies both (CT) and (SCT),
then it satisfies (DP); Γ can not satisfy both (CP) and (QP). Now, we show which
axioms are or are not compatible with the categoriser-based ranking semantics.

Theorem 3. The categoriser-based ranking semantics satisfies (Ab), (In), (VP), (DP),
(CT) and (SCT), and does not satisfy (CP), (QP) and (DDP).

From the definition of the categoriser function, it can be easily seen that categoriser-
based ranking semantics satisfies (Ab) and (In). To some extent, Proposition 1 is a
special case of (CT). In particular, when R−(xi) ⊂ R−(xj) then the semantics gives
xi  xj , which is a special case of (SCT). The (VP) and (DP) can be implied from
(CT) and (SCT). Now, let us give a counter example to show that the semantics does
not satisfy (CP) and (QP):

Example 3. Consider the argument system in Fig. 3, in which R−(x) = {x1, x2, x3}
and R−(y) = {y1, y2, y3, y4}. Clearly, |R−(x)| < |R−(y)|. However, the categoriser-
based ranking semantics gives y  x (since v∗(x) = 0.40 and v∗(y) = 0.43), which
conflicts with (CP). Note that y1  xi for all i ∈ {1, 2, 3} (since y1 = 0.60 and
xi = 0.50). From (QP), x  y should hold, but it is not true for the semantics.

0.50

1.00 1.00 1.00 1.00 0.50 0.67 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

0.50 0.50
0.60 0.25 0.25 0.25

0.40 0.43x y

x1 x2 x3 y1 y2 y3 y4

Fig. 3. A counter-example of axiom (CP) and (QP)

The main reason of the counter situation in the above example is that these two
axioms represent two extreme: one treats all attackers equally, and one merely focuses
on some attacker (with highest rank with respect to the set of attackers of the argument)
of an argument. In categoriser valuation, however, the value of an argument (represented
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by f(v,Di∗)) depends on both the number and quality (i.e., the strength values) of its
attackers, the attackers of its attackers, etc.

Another reason that (CP) is not satisfied by the categoriser valuation is that (CP)
concentrates too much on quite local topological aspects of an argumentation frame-
work, but ignores the global topology [14]. However, the categoriser valuation is a
global approach since the strength value of an argument depends on the strength values
of its attackers, which is a recursive definition. For the same reason, the categoriser-
based ranking semantics does not satisfy (DDP).

5 Conclusion

In this paper, we firstly investigated the existence and uniqueness of the categoriser
strength valuation via fixed-point technique. On this basis, we then defined a new
ranking-based semantics, called categoriser-based ranking semantics, for abstract ar-
gumentation framework. We analyzed some general properties of the semantics, and
prove that it satisfies some of the postulates that a ranking-based semantics should sat-
isfy. Our ongoing work is about a deeper analysis of the approach and its relationships
to other approaches.
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Abstract. Understanding the processes and dynamics behind the collaborative
construction of ontologies will enable the development of quality ontologies in
distributed settings. In this paper, we investigate the collaborative processes be-
hind ontology development with two Web-based modeling tools, WebProtégé
and MoKi. We performed a quantitative analysis of user activity logs from both
tools. This analysis sheds light on (i) the way people edit an ontology in collabo-
rative settings, and (ii) the role of discussion activities in collaborative ontology
development. To explore whether the ontology tool influences the collaboration
processes, we conducted five investigations using the collaborative data from both
tools and we found that users tend to collaborate in similar ways, even if the tools
and their collaboration support differ. We believe these findings are valuable be-
cause they advance our understanding of collaboration processes in ontology de-
velopment, and they can serve as a guide for developers of collaborative tools.

1 Introduction

In the last few years, researchers have investigated the processes and dynamics behind
the collaborative development of ontologies by teams of users (e.g., [1],[2],[3],[4]).
These studies – most of them facilitated by state of the art ontology editing environ-
ments, such as WebProtégé [5] and MoKi [6], that trace the activities performed by
users on the ontology – provide useful insights on ontology development related as-
pects, especially for tool engineers and ontology project managers. The former benefit
from the outcome of these analyses as they have the opportunity to optimize their tools
to make the work of the users more straightforward and effective. The latter gain from
these studies metrics and tools to assess and monitor the development status and the
quality of the ontology under their responsibility.

This paper contributes to this research stream by conducting some explorative inves-
tigations on (i) the way people edit an ontology in collaborative settings, and (ii) the role
of discussion activities in collaborative ontology development. What sets apart our con-
tribution from previous works is that for the first time the collaborative modeling pro-
cesses of ontologies developed with two different ontology development frameworks
are compared: WebProtégé – a generic Web-based ontology editor – and MoKi – a

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 302–313, 2014.
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Wiki-based tool for modeling ontological (and procedural) knowledge. In addition to
editing activities, i.e., changes users perform on the actual formal model under devel-
opment, we also consider discussion activities, i.e., user contributions such as notes,
comments, or threaded discussions that do not directly correspond to a change of an on-
tology entity, but that may influence its formalization. For the purpose of this work, we
consider collaboration to be characterized by two objective measures: (a) the number of
changes and (b) the number of notes performed on ontology entities by different users.

The research question we are trying to answer is the following: Do the editing
patterns and the level of collaboration vary across different projects developed with
different ontology development tools? To answer this question, we performed five in-
vestigations on collaborative projects developed with the two tools:

I1: Is the editing process localized, meaning that after editing an ontology entity, do
users tend to edit a semantically related entity?

I2: Is the formalization of an ontology entity truly collaborative, meaning that an entity
is the result of editing by two or more users?

I3: Are discussed ontology entities actually discussed by two or more users?
I4: Are highly discussed ontology entities, especially those discussed by two or more

users, also highly edited?
I5: Do users tend to edit more than to discuss?

Two important aspects of our study are worth noting: First, instead of setting up
some “artificial” ontology development experiments, the investigation was performed
on five real ontology development projects, where the ontology modeling took place
independently from our analysis. Even though the ontologies considered for the two
tools inevitably vary in size, domain, as well as in the number of users participating
in their development, we could still find similarities in the collaboration processes that
span across the different tools and ontologies. Second, although we reckon that some
ontology development related activities took place outside the tools (e.g., conceptual-
ization, face-to-face discussions), our analysis is based exclusively on the logs of the
activities performed by users while using the tools, as only for these activities we can
rely on truly objective data that we can measure and compare without interfering with
the ontology development projects.

The paper is organized as follows: We discuss relevant related work (Section 2), then
we introduce the tools and the ontology development projects considered in our study
(Section 3). We present the results for the five investigations (Section 4), discussing
them as well as some further findings and limitations (Section 5). We conclude with
some final remarks and outlook for future work (Section 6).

2 Related Work

Some works have previously investigated the collaborative process behind the devel-
opment of ontologies. Randall et al. [7] present an ethnographic study to identify how
the ontology development process unfolded in practice during the development of a
cell-type ontology. Leenheer et al. [8] propose a set of indicators that they apply to
understand the social arrangements in community-based ontology evolution. Falconer
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et al. [2] investigate the implicit roles of authors in collaborative ontology modeling,
and analyze the relationship between ontology changes and how users communicate.
Di Francescomarino et al. [3] present the results of a controlled experiment assessing
the effectiveness and the impact on the modeling process of wiki-like collaborative fea-
tures. Strohmaier, et al. [4] introduce a set of measures, that they applied to several
ontology development projects, to analyze the hidden social dynamics behind the col-
laborative ontology development process.

With respect to all these works, our contribution is novel under several aspects. First,
for the first time ontology developments performed with two different collaborative
tools are considered in the same study. Second, new investigations are performed (e.g.,
I3, I4, and I5), taking into account both editing activities and discussion activities, two
distinct yet complementary aspects in the collaborative development of an ontology.

3 Material and Methods

First, we introduce the tools (Section 3.1) and the ontology development projects (Sec-
tion 3.2) that we used in performing the research investigations proposed in Section 1.

3.1 Tools

WebProtégé 1 [5] is a collaborative ontology authoring tool for the Web. The user
interface of WebProtégé is designed as a portal with tabs, and each tab contains one
or more portlets that provide different functionalities, such as browsing the class tree or
editing the properties of the ontology entities. The forms mechanism in WebProtégé
supports the creation of Web forms, through which domain experts can easily fill the
content of an ontology using templates [9,10,11].
WebProtégé provides extensive collaboration support. All ontology changes are

tracked in a structured change log as instances of the Changes and Annotation ontol-
ogy (ChAO) [12]. Users may create notes on a particular ontology entity, or engage in
threaded discussions either at the level of an entity or the ontology itself. Users may
watch a particular entity or a branch, and they will receive email notifications when
changes or new discussions affect the watched entities.

We use in this paper the change logs generated by a custom configuration of Web-
Protégé, called iCAT [9,10,11] that medical experts are using to author two impor-
tant medical ontologies, ICD and ICTM, used in our study (see Section 3.2).

MoKi (the Modelling Wiki)2 [6] is a collaborative wiki-based tool for model-
ing ontological and procedural knowledge in an integrated manner3 via a Web-browser.
Each entity in the ontology (class, property, individual) has a wiki page associated to
it, containing both unstructured and structured content. Each page has a multi-mode
access to the content to support users with different skills and competencies.

1 WebProtégé can be accessed at: http://webprotege.stanford.edu
2 MoKi can be tested online at: https://moki.fbk.eu/moki/tryitout2.0/
3 Though MoKi allows to model both ontological and procedural knowledge, here we will limit

our description only to the features for building ontologies.

http://webprotege.stanford.edu
https://moki.fbk.eu/moki/tryitout2.0/
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To support user collaboration, several mechanisms are also in place: (i) discussions
by means of talk pages,4 where users can document modeling choices, and debate pos-
sible modeling options in order to converge to a shared formalization; (ii) watchlists
allow users to be aware (and notified with messages and email alerts) of changes per-
formed on pages (and, thus, ontology entities) they are monitoring; (iii) a notification
mechanism allows users to be updated of changes on the ontology that are relevant
for them; finally, (iv) recent activity awareness features, like browsing the last changes
performed, newly created ontology entities, specific user contributions, recent/new dis-
cussions, most active users, etc.

Relevant Similarities and Differences between WebProtégé and MoKi. We focus
here only on the comparison of the features and functionalities of the two systems that
are relevant for the conducted study.

Both tools are Web-based, so users do not need to install any specific tool on their
devices. WebProtégé and MoKi both provide functionalities for supporting the edit-
ing and discussion of ontology entities. Furthermore, in the projects considered for this
study, users edit the ontology in both tools by mainly using forms that guide them
in providing content. The collaboration features, such as notifications, watchlists, and
change history, are also similar.

A major difference concerns the granularity and the modality of the editing and dis-
cussion activities performed by users: in WebProtégé, each atomic change a user
performs – e.g., a change on the property value of some entity, or the annotation of a
specific element – is automatically stored, without requiring any explicit saving action
from the user; in MoKi, users are presented with the page or discussion page of an
ontology entity, they can perform several modifications in the content or discussion of
the entity, but all these changes are recorded in the log as a single editing or discussion
activity only when the user explicitly applies the changes by clicking the Save page
button. This difference should be considered when interpreting the results we obtained.

The navigation and hierarchy awareness in the tools is different: In WebProtégé,
the class hierarchy is always visible while users edit the ontology, while in MoKi, users
work with wiki pages that display one entity at a time, and the class hierarchy must be
accessed separately through the sidebar menu.

Discussion awareness is offered in both tools in different ways: in WebProtégé,
callout icons are shown in the class hierarchy widget next to the name of classes having
discussions, while in MoKi dedicated functionalities to review recent/new discussions
are provided through the sidebar.

Motivation for Using WebProtégé and MoKi in Our Study. In this research, we
proposed to study the collaboration processes as they take place in real-world projects,
which requires that the ontology editing tools record detailed change and discussion
logs. Although other collaborative ontology editing tools exist, we are not aware of
any of them that make such detailed logs available for any kind of projects. Both
WebProtégé and MoKi provide access to these kind of logs and have been used

4 A talk page is associated to each page describing an ontology entity; discussions on the ontol-
ogy as a whole are associated to the MoKi Main Page.
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in several real-world projects, which makes them suitable for the analysis conducted in
this study.

3.2 Ontologies

We next describe the five real-world ontology development projects considered in our
study. The first two projects are using WebProtégé, while the remaining three are
using MoKi for the development. Note that each project team is composed of users
coming from different organizations, and with different background and experience.
All users were trained on how to use the modeling tool to build ontologies.

The 11th Revision of the International Classification of Diseases (ICD) is a project
led by the World Health Organization (WHO) with the goal of updating ICD to reflect
the scientific progress in the medical field.5 ICD contains a taxonomy and descriptions
of diseases, and is used in all United Nations countries for creating mortality and mor-
bidity statistics, for insurance claims, and for policy making. To keep up to date with
the scientific progress, WHO publishes new revisions of ICD every decade or more.
The current revision in use is ICD-10. ICD-11 is the revision currently under develop-
ment and is an OWL ontology authored using a custom installation of WebProtégé,
called iCAT [9,10,11]. ICD-11 has currently over 50,000 classes, 225,000 individuals
and 220 properties, and users have added more than 50,000 notes. More than 200 med-
ical experts from around the world are using WebProtégé since 2009, out of which
more than 100 have performed active changes for the period considered. WebProtégé
tracks every change users make in the system, and stores the metadata associated to
each change. We use the structured change logs from WebProtégé in the analyses
performed in this paper.

The International Classification of Traditional Medicine (ICTM) is a collaborative
project led by the WHO that aimed to produce an international standard terminology
and classification for diagnoses and interventions in Traditional Medicine.6 The clas-
sification tries to unify knowledge from the traditional medicine practices from China,
Japan and Korea, for which country-specific classifications already exist. The ICTM
classification is represented as an OWL ontology and its content is authored in 4 lan-
guages: English, Chinese, Japanese and Korean. More than 20 domain experts from the
three countries develop ICTM using a customized version of the system used for ICD-
11, called iCAT-TM, which possesses all collaboration features of the original iCAT
system. ICTM has over 1,500 classes, 18,000 individuals and 200 properties. As for
ICD, we use the structured change logs from WebProtégé to perform our analyses.

Organic Agriculture (OA) and Viticulture (Vit) ontologies are developed within the
context of the Organic.Lingua European project.7

5 http://www.who.int/classifications/icd/en/
6 http://tinyurl.com/ictmbulletin
7 http://www.organic-lingua.eu

http://www.who.int/classifications/icd/en/
http://tinyurl.com/ictmbulletin
http://www.organic-lingua.eu


Investigating Collaboration Dynamics in Different Ontology Development 307

The OA ontology8 is designed to classify educational material in a multi-lingual
web-portal containing organic agriculture and agro-ecology resources. Ten domain
experts are developing the multi-lingual OWL ontology (currently containing 15 lan-
guages) by inspecting and reusing existing taxonomies and categorizations. In the anal-
yses conducted in this paper, we use a five months period of activity logs for the OA
ontology development, corresponding to the modeling phase in which the experts used
the (multi-lingual) MoKi.

The Vit ontology describes concepts related to the science, production, and study of
grapes. In particular, it covers grapevine descriptors, like the color of the berry skin, leaf
degree resistance, time of bloom, and so on. Three domain experts are currently devel-
oping the Vit OWL ontology, which references standards like the IPGRI Descriptors for
Grapevine.9 As the domain experts have so far not used the discussion functionalities in
the development of the Vit ontology, we are only using this ontology for investigations
I1 and I2. In the analyses conducted in this paper, we use the MoKi activity logs of the
whole development period (three months) of the Vit ontology.

Motivation and Emotion (ME) ontology covers the motivational and emotional as-
pects of the learning process in the pedagogical field. A team of two domain experts
(a pedagogist and psychologist employed in a publishing house specialized in educa-
tional books) and a knowledge engineer developed this OWL ontology from scratch
with MoKi within a short time period. The ME ontology deals with concepts such as
motivation and its aspects, emotion, as well as, the educational material and the inter-
ventions to be used for facing motivational or emotional difficulties. The activity logs
of the whole development period of the ME ontology are considered in our analyses.

4 Results

In this section, we describe the results of the five investigations that we introduced in
Section 1. We used the change and discussion logs for the five collaborative projects
(Section 3.2) recorded by WebProtégé and MoKi, respectively.

4.1 I1: Is the Editing Process Localized?

In our first investigation (I1), we tested whether users, after editing a class, tend to edit
another class closely or semantically related to the previous one. Let x be the class
edited at a certain time, and let y, with x �= y, be the next class edited by the same user.
We considered the following cases: (i) x and y are direct subclasses of a common class
(siblings), (ii) y is a direct subclass of x (child), (iii) x is a direct subclass of y (parent),
(iv) y is a subclass of x but not a direct one (descendant), (v) x is a subclass of y but not
a direct one (ancestor), and (vi) none of the previous case holds (none). We counted the
number of these occurrences, normalizing the values over the total number of cases.10

8 The first version of the OA ontology was produced in the context of the Organic.Edunet
(http://www.organic-edunet.eu) European project.

9 http://tinyurl.com/grapevinevit
10 For the sake of investigating I1, any sequence of consecutive editing activities on the same

class are considered as a single operation.

http://www.organic-edunet.eu
http://tinyurl.com/grapevinevit
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(a) I1 (b) I2 (c) I3

Fig. 1. (a) I1: Normalized distribution of the semantic relation (segments from bottom to top:
sibling, child, parent, descendant, ancestor, none) between a class and the next edited class by
the same user; (b) I2: Normalized distribution of the entities having editing activities by only one
user (lower segment), two users (middle segment), and three or more users (upper segment); (c)
I3: Normalized distribution of the entities having discussion activities by only one user (lower
segment), two users (middle segment), and three or more users (upper segment)

Figure 1a shows the results obtained for the various datasets. With the exception of
OA, we observe that most of the times (ranging between 60% and 73% for the differ-
ent ontologies considered) users edited as the next entity a sibling (≥ 50%), a child
or a parent of the previous class. This may suggest that users tend to work locally on
the ontology, and in doing so may be facilitated by the functionality offered by both
tools to navigate the class hierarchy of the ontology. Though similar in both tools, it
is worth mentioning that this functionality bears some differences: among them, in
WebProtégé the class hierarchy is always shown to the user, while in MoKi users
have to explicitly access that functionality in a separate page. The development of the
OA ontology shows a quite different behaviour: 75% of the times users edited a class
not closely related to the previous one. However, this is mainly due to the multilingual
focus of the ontology, and the way users “self-organized” to built it: as among their
modelling activities users have to add also language related information to the classes
(e.g., title, description, synonyms), they preferred to accomplish this task by editing the
classes according to the alphabetical order provided them by the MoKi list functionality.

4.2 I2: Is the Editing Truly Collaborative?

In our second investigation (I2), we examined how many distinct users usually edit an
ontology entity, whether a class, individual, or property. We classified ontology entities
in three categories: those edited (i) by only one user, (ii) by two distinct users, and (iii)
by three or more distinct users.

Figure 1b shows the normalized distribution of the entities in these three categories.
With the exception of OA, we observe that most of the ontology entities (ranging be-
tween 75% and 96% for the different ontologies considered) are edited by at most 2
users: it is unlikely that more than two users edit the same entity. Indeed, in a couple
of cases most of the ontology entities are edited only by a single user (ICTM: 73%,
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Vit: 63%). Again, OA represents an exception. Approximately 72% of the entities in
the OA ontology are edited by at least three users: a close-up look actually shows that
65% of the entities are actually edited by at least five distinct users. This is again re-
lated to the multilingual focus of the ontology, as users from different nationalities are
actually adding title, description, and synonyms in different language to each ontology
entity. It has also to be observed that OA has a rather low entities / user ratio (∼ 40)
compared to other ontologies such ICD (∼ 382) or Vit (∼ 160), and therefore multiple
users editing activities on the same entity are more likely to occur.

4.3 I3: Are Discussions Truly Collaborative?

In our third investigation (I3),11 we explored how many distinct users usually discuss
an ontology entity. Similarly to I2, we classified ontology entities in three categories:
those discussed (i) by only one user, (ii) by two distinct users, and (iii) by three or more
distinct users.

Figure 1c shows the normalized distribution of the entities in these three categories.
In ICD and ICTM, most of the ontology entities (∼ 91%) are discussed by a single
users, while in OA and ME most of the ontology entities (resp., 97% and 75%) are
discussed by at least 2 users (resp., with an 8% and 20% of ontology entities discussed
by at least three users). On one side, this may be due to the difference in size of the
ontology and the number of users involved in the project, especially when considering
the entity / user ratio (ICD: ∼ 382 and ICTM: ∼ 171; OA: ∼ 40 and ME: ∼ 33). On the
other side, it may be due to the different discussion-awareness support provided by the
tools used to develop the ontology. In MoKi, users awareness of the latest discussion
activities, newly started discussion, and mostly discussed entities are easily accessible
either through the sidebar or are provided as notifications when logging to the tool,
while in WebProtégé getting the same information is less straightforward.

4.4 I4: Are Highly Discussed Entities Also Highly Edited?

In our forth investigation (I4), we explored if there is a correlation between the discus-
sion activities and the editing activities on an entity. We classified the ontology entities
in two groups: those having at least two distinct users discussing each of them, and
those having zero or at most one user discussing them. We then computed the following
metrics on these groups: (i) the average/median of the number of distinct users editing
an entity; and, (ii) the average/median of the number of editing activities on an entity.

Figure 2 shows the results of computing the metrics on the ontologies considered.
All ontologies show greater values for all the metrics when computed on the set of
entities having at least two users discussing them (blue/right bars of each dataset) than
the other set (red/left bars of each dataset).12 In particular, the average and median of
the number of editing activities per ontology entity is greater on those entities having
at least two users discussing them. Indeed, if we consider (A) the distribution of the
number of editing activities for the entities having at least two users discussing them,

11 We will exclude Vit from I3, I4 and I5 as discussions were not used.
12 With one only exception being the median value of the number of distinct users editing an

entity in ME, equals on both sets.
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(a) editors (avg) (b) editors (med) (c) editings (avg) (d) editings (med)

Fig. 2. Comparison of metrics computed on entities having at least two users discussing them
(blue/right bars of each dataset) and entities having one or no user discussing them (red/left bar):
(a) average and (b) median of the number of distinct users editing an entity; and, (c) average and
(d) median of the number of editing activities on an entity

(a) ICD Users (b) ICTM Users (c) OA Users (d) ME Users

Fig. 3. Comparison between the number of editing and discussion activities of each user (loga-
rithmic scale): each tick on the x axis correspond to a user, the solid/blue line shows the number
of the user editing activities, wile the dotted/black line shows the number of the user discussion
activities. Users are sorted in descending order according to the number of editing activities.

and (B) the distribution of the number of editing activities for the entities having at
most one user discussing them, we observe by computing the unpaired Wilcoxon test
that (A) is statistically significantly greater than (B) in all the ontology developments
considered (p-value ≤ 0.05).

4.5 I5: Do Users Edit More Than Discuss?

In our fifth investigation (I5), we examined whether users tend to perform more editing
activities than discussion activities. For each user, we counted the number of editing
activities and discussion activities performed.

Figure 3 shows for each ontology the number of editing activities (solid/blue line)
and the number of discussion activities (dotted/black line) performed by each user (each
tick on the x axis). In most of the cases (ICD = 98%, ICTM = 69%, OA = 90%, ME
= 100%), users performed much more editing activities than discussion activities, al-
though it is worth mentioning that there are few cases in which the contrary holds (e.g.,
some users of ICTM, ICD, OA). For each ontology, we then computed the ratio between
the average number of editing activities per user and the average number of discussion
activities per user. The ratio is greater than 4 for all the ontologies considered (ICD =
4.64, ICTM = 23.67, OA = 6.44, ME = 7.82), thus confirming that users tend to perform
more editing activities than discussion activities.
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5 Discussion and Limitations

The results of our investigations suggest that the editing patterns and the collaboration
processes are similar across different ontology development environments and different
ontologies. However, as we discovered, there are also some differences that we discuss
below. We consider this work to be the first step in trying to understand how a generic
collaborative ontology development process works, and we plan to deepen our research
in our future work.

Our first investigation (I1) examined whether the changes are local in nature. The re-
sults show that in four out of five of the ontologies considered users mostly edited entities
closely related to the previously edited ones. As we observed in Section 4.1, one explana-
tion for this is the availability, both in MoKi and in WebProtégé, of a functionality to
navigate the class hierarchy tree. Instead, in OA users performed their editing activities
according to the alphabetical sorting of the entities provided by theMoKi listing function-
ality. This may suggest that available tool functionalities actually impact the way people
perform their editing activities, and this is one subject for our further investigation.

The distribution of pages edited by one, two, or three and more users (i.e., the met-
ric used in I2) may provide useful insights also to ontology project managers: entities
having a very few number of editors, in particular those with only one editor, may re-
quire additional attention as their formalization may reflect the point of view of only
a single user, something that, especially in community driven ontology developments,
may not be advisable.

In our third investigation (I3), we examined whether discussions are truly collabo-
rative. The results show that the usage of notes and discussions are different in the on-
tologies developed with WebProtégé and MoKi: more than 90% of notes in ICD and
ICTM, developed with WebProtégé, are single-user, rather than being threads of dis-
cussions involving multiple users, while in the Vit and ME, developed with MoKi, only
3% and 18% respectively, were single-user. This difference can be explained by a few
factors. First, the sizes of the ICD and ICTM ontologies are much larger, e.g., more than
5,000 classes in ICD have discussions involving multiple users, which is much higher
than the total number of classes in either Vit or ME. Given the larger size of the ICD
and ICTM ontologies, the ratio users / entity is much smaller in WebProtégé ontolo-
gies compared to the MoKi ontologies. Second, the features available in MoKi, which
presents the latest discussion activity when the user logs in, may favour a higher user
awareness of the activity in the system, which may have an influence on the reaction of
the users to current discussions and changes. We plan to investigate this interesting re-
search topic as part of our future work. Third, users of ICD and ICTM have used the notes
mechanism not only for discussing the ontology entities, but mostly for taking notes or
providing additional documentation on the entities, for example, for providing external
references to scientific literature, or documenting outside provenance for a piece of the
content.

In our forth investigation (I4), we observed that the average number of editing
activities per entity is greater for those ontology entities having at least two users
discussing them. Although we cannot draw a strong implication between these two
facts – the more the discussion activities, the more the editing activities – it is very
interesting that this behavior is common to all the ontology developments that we
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investigated, independently on the tool used. This may suggest that, in order to favor
the increase of users editing activities, tools could encourage and facilitate the use of
discussion support functionalities.

In general, the results of our fifth investigation (I5) show that users perform much
more editing activities than discussion activities; however, it is interesting to observe
that there are a few users that contribute to the development of the ontology mostly by
means of discussions. Although we need further analyses to investigate this aspect in
more detail, it may indicate the existence of different types of users, for example, users
who prefer to pursue the formalization of an ontology entity by first sharing thoughts and
opinions with other users, or users that mainly review and comment work performed by
other members.

In the study we conducted, we used five real-world ontologies developed with Web-
Protégé and MoKi. We focused our analysis only on the features that were common
to both tools and we used objective measures that both tools provided (detailed changes
and discussions logs). Still, to further confirm the generality of the claims we derived
from our results, additional tools should be considered in the analysis.

The ontologies we analyzed in our study vary in size and in the number of users
participating in their development, spanning from very large ontologies developed by a
large team of people (e.g., ICD) to smaller ontologies built by few users (e.g., Vit). To
further confirm the results of our study, in our future work, we will consider additional
ontology projects, such as the development of some large ontologies with MoKi, or the
modeling of a small focused ontology with WebProtégé.

To conclude, we recall that our analysis is based exclusively on the logs of the ac-
tivities performed by users while using the tools. Although we acknowledge that a lot
of discussions and decisions are made outside the ontology editing environments, these
were the only activities for which we could rely on truly objective data. In our future
work, we plan to complement our analysis with additional experimental study tech-
niques that may also cover activities taking place outside the modelling tool.

6 Conclusions

We investigated in this paper the collaborative process behind the development of five
real-world ontologies modeled with WebProtégé and MoKi. Our results shed light
on several aspects related to the collaborative development of ontologies, including the
way users edit the ontology and the role of discussion activities. Among the findings of
our study, we observed that: (i) users tend to edit ontology entities closely related (i.e.,
a sibling, a parent, or a child) to the previously edited one; (ii) any ontology entity is
edited/discussed by few users (generally, at most two); (iii) the more an ontology entity
is discussed, the more likely that entity is highly edited as well; and, (iv) users tend to
edit more than to discuss. The results of our analysis raise some aspects that ontology
development tool engineers could further investigate in order to improve their tools:
from offering different ontology browsing functionalities, to better support discussion
activities by enhancing user discussion awareness.

To further validate our findings, we plan to extend our study to consider additional
ontology development projects. We will also consider to include additional modeling
tools, although we are not aware of any other ontology development environment offering
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the detailed logs of user editing and discussion activities needed for our study. We will
also conduct a more in-depth investigation of the influence that the user interface and the
availability of certain features may have on the dynamics of the collaboration.
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Abstract. We propose a conceptual model to describe the provenance
information of the existing datasets available according to the Linked
Data initiative. Using VoID and PROV, our solution defines useful meta-
data (e.g., licenses, publishers, server annotations, etc.) about public
datasets. We also investigate how this novel approach could be effectively
used by existing SPARQL endpoints, enabling a better discoverability
and reuse of existing datasets made available via Web services. Several
experiments are conducted to facilitate the access to legal datasets in
order to enhance and build semantic Web applications.
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1 Introduction

There is a common trend in administrations and industry in the adoption and
usage of ontologies and semi-structured data to make available their datasets.
The essential idea of Linked Data initiative [10] is to publish, reuse and connect
existing data sources by using the existing semantic Web standards. The inte-
rest and growth are most visible in various contexts and communities of practice
which have as a main goal making data freely available to everyone and publish-
ing it as RDF (Resource Description Framework) constructs by interconnecting
data items from different sources via URLs, for myriad further uses [2].

In order to manipulate a multitude of available datasets, applications must
overcome the problem of discoverability, but also the provenance question. Soft-
ware needs (formal) mechanisms to enable the automatic identification of the
process of creation and the origins of these sources. Additionally, the varying
sources on the Web have different quality. For a given query, multiple answers
can be obtained, where the problem of source trust arises, plus reusability and/or
copyright conditions [8]. Valuable (big) data could also include: what is the orig-
inal source of a dataset, where, how, and when has the data (or source data)
been retrieved from the Web; who is responsible with modifying the data, etc.
These aspects regards data provenance and are discussed in Section 2.

With the expansion of the data exchanged in digital formats, and with the
growth of the linked data cloud, it becomes necessary to develop techniques
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for tracking and correlating the relevant aspects of a dataset provenance. We
adopted the PROV data model together with VoID and SPARQL Service De-
scription (SD) vocabularies to describe the provenance information of the data
we are interested in. Our aims are to investigate how these models are used by
existing SPARQL endpoints and to enable a better discoverability and reuse of
existing datasets made available via Web services. Sections 3 and 4 give expla-
nations about our approach.

Section 5 describes our extension of the SD vocabulary specifying provenance
information as part of a service description. This conceptual model is able to rep-
resent useful metadata (e.g., licenses, publishers, Web server status, and many
others) about each dataset. Using these enhancements, a provenance repository
was created in order to conduct several practical experiments detailed in Sec-
tion 6. The paper ends with conclusions and further work.

2 Expressing Provenance in Linked Data

Provenance (also referred to as lineage, pedigree, parentage, genealogy, and filia-
tion) can represent a description – in metadata terms – of the origins of data and
the process by which it originates [4,12]. Also, it could be viewed as metadata
recording workflows, annotations, and notes about certain experiments [7].

Provenance is critical in contexts ranging from scientific reproducibility to
journalism. Furthermore, a number of sub-disciplines make use of diverse datasets
like biological data webs, pharmacological knowledge bases, semantic Web ser-
vices or platforms.

We define data provenance as the knowledge that helps determine the deriva-
tion history of a data resource, starting from its original sources. We use the
term data resource or dataset to refer to data available as RDF1 statements:
〈 subject, predicate, object 〉 triples – for further details, consult [2].

According to [15], the important features of the provenance of a resource
are: the ancestral resource from which this data evolved, and the process of
transformation of this ancestral data, that helped derive it. Also, provenance
may include information on the methods adopted to generate a resource, the
identities of individuals and agencies responsible for creation, plus the usage
licenses applied to the dataset’s contents. By knowing such details, it is possible
to make inferences about quality and re-using conditions of semantic resources.

Provenance also can provide useful feedback. For example, if serious syntactic
and/or semantic errors are found in the data, then it might be possible to link
them to specific resources of interest.

In order to have access to the distributed – and possibly large – RDF datasets,
a standardized query mechanism is used: SPARQL 1.0 [14] and SPARQL 1.1 [9].

Additionally, VoID (Vocabulary of Interlinked Datasets) [1] was developed
to automate discovery and selection of datasets and fill the gap between linked
data publishers and consumers. Two core classes are defined to denote a dataset

1 Resource Description Framework: http://www.w3.org/RDF/

http://www.w3.org/RDF/
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(void:Dataset) and the interlinking model – void:Linkset. A dataset repre-
sents a collection of RDF data, published and maintained by a single provider and
accessible through dereferenceable URLs or a SPARQL endpoint (Web service).
A linkset is considered a subclass of a dataset, describing interlinking relations
between datasets in the form of RDF triples. This model enables a flexible way to
express connections between datasets (e.g., how many links exists among them,
the kind of links, and who made these statements).

To interchange provenance knowledge on the Web, the applications need a
standardized framework to represent, exchange and integrate provenance infor-
mation generated in various environments – PROV [13], a lightweight ontology
capable to express provenance as is. The PROV ontology offers an extensible
model for provenance representation, which will be stored and exposed to final
users who (prov:Agent, prov:Organization,prov:Publisher,prov:Creator),
how (prov:Create, prov:Derivation,prov:Modify, etc.), when (prov:atTime)
and where (prov:Location) different operations on a dataset took place.

SPARQL Service Description [16] is a method for discovering SPARQL ser-
vices (endpoints). Also, it provides a vocabulary for describing them, such as
various capabilities: which query features, I/O formats or entailments are sup-
ported, how default and named graphs are configured. As a result, the developer
could access a list of SPARQL service features, made available via the SPARQL
1.1 Protocol for RDF – SPROT [6].

Relatively few existing approaches could be mentioned. A recent implemen-
tation of conTEXT [11] – a platform for text analysis based on linked data
– illustrates the use of provenance metadata in the context of social feeds by
adopting different methods for data exploration and visualization.

Another notable project is the RKB VoID Store2 collecting the existing VoiD
descriptions and providing query and browsing functionalities. Also, it offers a
SPARQL endpoint over all the VoiD descriptions about different public datasets.
However, the majority of indexed VoID resources are not updated, and unfortu-
nately refer to non-existing URIs or datasets.

Considering the context of Web science, [5] highlights the challenges in de-
termining and creating data provenance in molecular biology datasets. Several
other basic case studies are described in [2] and [7].

3 Accessing Provenance Information

First step of our study is to investigate how existing provenance information
could be accessed in a proper manner.

A sizable proportion of the semantically-annotated content (in form of vo-
cabularies, ontologies, linked data, or mashups) is generated by governmental
entities. This means that many assertions were created using explicit licenses
and reuse terms, some of them containing sensible information. It would be use-
ful to record – in as much detail as possible – what were the original sources of a

2 RKB VoID Store: http://void.rkbexplorer.com/

http://void.rkbexplorer.com/
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dataset, what licenses applies for these resources, how one could reuse or extend
a collection, etc. [1,5,15]. However, this kind of information is not commonly cap-
tured in current practice. The lack of proper dataset annotation published by
organizations, governments or individuals makes it hard for others to reuse ex-
isting datasets. One step in this direction is using discoverability and provenance
vocabularies for published linked data, like VoID, SD and PROV.

An analysis of existing SPARQL endpoints that offer VoID and SD descrip-
tions for their data is given by [3]: only about one third of all registered endpoints
on DataHub3 follow recommendations and enable a better discoverability by im-
plementing VoID and SD.

We identified two major online catalogues that a consumer could use in or-
der to find available semantic datastores: the previously mentioned repository
(DataHub) and the RKB VoID Store.

However, [3] revealed that DataHub contains up-to-date information about
available SPARQL endpoints and also a larger number of indexed services. We
spotted a number of 494 SPARQL endpoints on DataHub and only 99 endpoints
available on the VoID Store. Therefore, the DataHub represents our choice for ob-
taining and searching available SPARQL endpoints descriptions of their features
and content via VoID and SPARQL 1.1 Service Descriptions (SD) vocabularies.

Using the catalogue API4, we retrieved the list of registered VoID descriptions.
Our analysis shows that only 8 of 240 found VoID files are registered on the
recommended URI, according to the VoID specifications5. A number of 53 VoID
resources are being indexed on the RKB VoID Store, while other 179 VoID URLs
referred to the root domain or a models/ folder including a void.ttl RDF file.

To access these descriptions, the consumer must know their location and how
to retrieve and interpret them. Given the nature of distributed data publication
and merging, provenance information about data can be published by any par-
ties, according to any publication approaches or vocabularies considered by their
publishers as fit for the task. Although PROV is a W3C standard, our research
reveals that most endpoints have not yet updated their provenance contents and
still use other schema representations – so, applications must be able to access
and make sense of diverse information described by various vocabularies.

In the next section, we will employ several methods for discovering useful data
provenance.

4 Provenance Discovery Strategies

Given the list of 240 endpoints identified as having a VoID description on the
DataHub catalog, we picked two approaches for finding and consuming prove-
nance metadata.

3 DataHub: http://datahub.io/
4 Retrieval request of DataHub VoID files: http://datahub.io/api/2/search/
resource?format=api/sparql&all fields=1&limit=10000

5 VoID Vocabulary: vocab.deri.ie/void/autodiscovery

http://datahub.io/
http://datahub.io/api/2/search/resource?format=api/sparql&all_fields=1&limit=10000
http://datahub.io/api/2/search/resource?format=api/sparql&all_fields=1&limit=10000
vocab.deri.ie/void/autodiscovery
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First possibility was to examine the list of vocabularies included in each VoID
file found on DataHub (by using the void:vocabulary property). A quick ana-
lysis of these properties shows that most common vocabularies are DC Terms6,
FOAF7 and SKOS8 which do not offer enough provenance semantics that can
be further used by a consumer. Therefore, poor VoID annotations can give little
insight on provenance of the associated datasets.

Another strategy is querying each endpoint and identifying possible voca-
bularies while searching for interesting knowledge – e.g., license, copyright, or
other reuse conditions indexed in the SPARQL endpoint list. For this job, we
chose a list of most common open vocabularies that may be used to represent
provenance: DC Terms, FOAF, SKOS, DC elements9, OPMV10 and Provenance
Vocabulary11.

We issued the following template query to every SPARQL endpoint:

PREFIX void: <http://rdfs.org/ns/void#>

SELECT DISTINCT ?p WHERE { ?s ?p ?o

FILTER (REGEX (STR (?p), "^%%vocab")) } LIMIT 100

We instantiated this query for each of the 240 endpoints by substituting the
placeholder – %%vocab – with the given vocabulary URL. As expected, this was
a time consuming process. Also, the heterogeneity of the obtained results would
made it difficult to interpret them.

Table 1 illustrates the results of each experiment, noting that 157 of 240
accessed VoID files were successfully retrieved (about 65%), while only 42 of
these queried endpoints have responded to the given queries.

We noticed that Dublin Core is the most common vocabulary used for express-
ing provenance in a VoID file (available as RDF in Turtle format), as well as the
most common result of issuing direct queries. Our research illustrates that only
13 of the 240 analyzed endpoints (i.e. about 9%) uses PROV for provenance
metadata. We can conclude that, in the current situation, it is difficult for a
consumer to reach, interpret and inference over provenance of a dataset.

5 A Proposal for Building Provenance Datasets

From a pragmatic point of view, we intend to develop a service-oriented Web
system which – based on existing VoID, PROV or Dublin Core annotations and
SPARQL Service Descriptions – automatically identifies and builds the complete

6 Dublin Core Terms Vocabulary: http://dublincore.org/documents/dcmi-terms/
7 FOAF (Friend Of A Friend) Specification: http://xmlns.com/foaf/spec/
8 SKOS (Simple Knowledge Organization System) Specification:
http://www.w3.org/TR/skos-reference/

9 Dublin Core Elements: http://dublincore.org/documents/dces/
10 Open Provenance Model Vocabulary Specification:

http://open-biomed.sourceforge.net/opmv/ns.html
11 Provenance Vocabulary Core Ontology Specification:

http://trdf.sourceforge.net/provenance/ns.html

http://dublincore.org/documents/dcmi-terms/
http://xmlns.com/foaf/spec/
http://www.w3.org/TR/skos-reference/
http://dublincore.org/documents/dces/
http://open-biomed.sourceforge.net/opmv/ns.html
http://trdf.sourceforge.net/provenance/ns.html
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Table 1. Experiment results

Vocabulary
Endpoint responses to di-
rect queries

Vocabulary references in
VoID files

DC Terms 35 8
SKOS 34 17
FOAF 35 24
DC Elements 20 8
PROV 13 9
Provenance Vocabulary 9 0
OPMV 2 1

provenance graph of a dataset. The system acts as a directory service that,
given some provenance properties, check its address space to find endpoints
having those properties. We planned to gather and process metadata about
available datasets published by existing public SPARQL endpoints. The resulting
information is stored in a unifying dataset, having the essential provenance data
needed for determining quality of the existing resources, reuse terms and, also,
contributors.

5.1 Creating the PROV Store Datasets

To create the dataset needed by the platform, we used existing VoID files indexed
on DataHub. According to SPARQL endpoint references found in the VoID
files (via void:sparqlEndpoint), we performed HTTP GET requests against
each endpoint URL and obtained any available SD description. A typical SD
document [16] contains details about the available dataset, query features, I/O
formats or entailments are supported, how default and named graphs are con-
figured. We extended these information with several metadata crucial for deter-
mining provenance – our solution is modeling provenance vocabularies available
in each dataset, licenses, publishers, and contributors to the current data.

Additionally, we considered to be important for consumers to have an overview
about the availability of the Web server hosting the SPARQL endpoint (it may
not be operational) and its transfer rate capabilities, metadata available during
the transfer of VoID resources and, also, during the provenance vocabularies
enquiry on each endpoint. To offer a provenance file according to the W3C re-
commendations, we used the Dublin Core PROV mappings12 and translated any
Dublin Core metadata to its corresponding PROV entity.

5.2 Provenance Extensions to SPARQL Service Descriptions

In [10], a linked data(set) publisher was advised to reuse terms from well-known
vocabularies wherever possible, and one should only define new terms one cannot
find in existing vocabularies. Reusing existing vocabularies takes advantage of

12 Dublin Core to PROV Mapping: http://www.w3.org/TR/prov-dc/

http://www.w3.org/TR/prov-dc/
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Fig. 1. SDPROV ontology: main classes and properties

the ease of bringing together diverse domains within RDF, and it makes data
more reusable. By reusing vocabularies, the data is no longer isolated nor locked
within a single context designed for a single use. We adhered to this advice and
have made use of common ontologies such as VoID, SD, PROV, Dublin Core,
and OWL-Time13.

In addition, we defined several concepts for Web server annotations, copyright
and licenses of provenance vocabularies (see Fig. 1).

The main proposed classes of our sdprov lightweight ontology are:

– ProvenanceVocabulary specifies a vocabulary that could be used to deter-
mine provenance information for a dataset;

– Copyright is a container for the list of exclusive rights granted to the author
or creator of an dataset;

– License models the set of rights and permissions for the end-user – e.g.,
Creative Commons14;

– Owner denotes the owner of a copyright for a dataset; it is a subclass of the
Agent class defined by the PROV ontology;

– VoIDRetrieval is a container used to describe metadata about the process
of retrieving VoID files for every registered endpoint; its properties include
information about the actual retrieval URL, server response time or file size.

The corresponding properties are:

– hasOwner specifies that a dataset has an explicit owner; its domain is
sdprov:Owner, while its range is a sd:Dataset;

– hasProvenanceVocabulary specifies a provenance vocabulary for a dataset;
– hasCopyrightPermissions is used to state the copyright permissions con-

cerning a dataset; has as domain the sd:Dataset class and the sd:License

class as range;

13 Time Ontology in OWL: http://www.w3.org/TR/owl-time/
14 Creative Commons Licenses: http://creativecommons.org/licenses/

http://www.w3.org/TR/owl-time/
http://creativecommons.org/licenses/
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– voidLocation is used in association with a VoIDRetrieval individual, to
describe the location of the retrieved VoID file;

– voidUrl denotes the actual URI of the processed VoID file;
– redirectCount stores the number of performed HTTP redirects during the

VoID retrieval; it is an important metadata, giving an overview of the total
request time and performance when accessing the VoID file in its original
location;

– totalTime is an object property expressing the total download time;
– sizeDownload represents the number of bytes of the original VoID file;
– speedDownload specifies the VoID download’s measured speed; offers an

estimated value of the hosting server bandwidth;
– startTransferTime provides the file retrieval timestamp; important for

keeping track of the latest update for the file;
– redirectUrl – the URL from which the file was downloaded; can be used for

direct access on future requests, thus improving the system’s performance.

6 Practical Experiments and Results

To prove various advantages of our solution, we conducted several experiments
mainly concerning queries about legislation. We deployed a virtual machine run-
ning Ubuntu Server (having 1GB RAM and 2GHz x86 processor).

6.1 Enhancing a Query Service Description

We chose a SPARQL Service Description (SD) representation for the UK Legis-
lation15 service:

<http://gov.tso.co.uk/legislation/sparql> a sd:Service ;

sd:feature sd:UnionDefaultGraph ;

# data will be available in these formats

sd:resultFormat <http://www.w3.org/ns/formats/N-Triples>,

<http://www.w3.org/ns/formats/RDF_XML>,

<http://www.w3.org/ns/formats/SPARQL_Results_JSON>,

<http://www.w3.org/ns/formats/SPARQL_Results_XML>,

<http://www.w3.org/ns/formats/Turtle> ;

sd:supportedLanguage sd:SPARQL10Query ;

sd:url <http://gov.tso.co.uk/legislation/sparql> .

We used this representation for the dataset available at the selected endpoint.
These descriptions were inserted in our RDF database – a Fuseki store16. The
following fragment shows RDF/Turtle schema representation of the enhanced
descriptions having provenance metadata – denoted by our proposed sdprov

vocabulary – for the legislation of the UK, Ireland and Wales dataset.

15 UK Legislation endpoint: http://gov.tso.co.uk/legislation/sparql
16 Fuseki Triple Store: http://jena.apache.org/documentation/serving_data/

http://gov.tso.co.uk/legislation/sparql
http://jena.apache.org/documentation/serving_data/
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<http://gov.tso.co.uk/legislation/sparql> a sd:Service ;

sd:feature sd:UnionDefaultGraph ;

# result formats supported by the endpoint

sd:resultFormat <http://www.w3.org/ns/formats/N-Triples>,

<http://www.w3.org/ns/formats/SPARQL_Results_JSON>,

<http://www.w3.org/ns/formats/Turtle> ;

# default dataset metadata

sd:defaultDataset [ a prov:Entity , sd:Dataset ;

# additional info about copyright

sdprov:hasCopyrightPermission

<http://gov.uk/doc/open-government-licence/> ;

sdprov:hasOwner <http://..../legislation/void/tna> ;

# supplemental info about employed vocabularies

sdprov:hasProvenanceVocabulary [ a

# provenance knowledge is using Dublin Core and FOAF

sdprov:ProvenanceVocabulary ; sdprov:vocabulary dc: ] ;

sdprov:hasProvenanceVocabulary

[ a sdprov:vocabulary foaf: ] ;

# primary dataset has as source www.legislation.gov.uk

prov:hadPrimarySource <http://www.legislation.gov.uk/> ;

# primary dataset has associated the following publisher

prov:qualifiedAssociation [ a prov:Association ;

prov:agent <http://gov.tso.co.uk/legislation/void/tna> ;

prov:hadRole [ a prov:Publisher ]

] ;

prov:specializationOf

<http://gov.tso.co.uk/legislation/void/Legislation> ;

prov:wasAttributedTo <http://.../legislation/void/tna> ;

prov:wasGeneratedBy [ # other PROV constructs...

] ;

prov:used <http://www.legislation.gov.uk/> ] ;

sd:defaultGraph [ a sd:Graph ;

sd:name <http://gov.tso.co.uk/legislation/void/Legislation> ]

] ;

sd:endpoint <http://gov.tso.co.uk/legislation/sparql> .

6.2 Support for Creating a Mashup

We considered the case of a developer who wants to create a legal mashup
and provide information about available semantic legal datasets. Data without
explicit license is a potential legal liability and leaves consumers unclear what
the usage conditions are. Therefore, it is very important that publishers make
explicit the terms under which the dataset can be used. Our proposal provides
an easy to use support for this problem.



Specifying Provenance into SPARQL Service Descriptions 323

To access metadata about the dataset license, original source and publishers,
the system would create the following query – the hasCopyrightPermission

property provided by our conceptual model is used:

SELECT ?endpoint ?dataset ?primarySource ?copyright ?agent

WHERE {

GRAPH ?g {

?endpoint a sd:Service ; sd:defaultDataset ?dataset .

?dataset dct:title ?title .

# using proposed vocabulary to obtain copyright info

?dataset sdprov:hasCopyrightPermission ?copyright ;

prov:hadPrimarySource ?primarySource ;

prov:qualifiedAssociation ?association .

?association prov:hadRole ?role .

?role a prov:Publisher .

?association prov:agent ?agent . }

FILTER regex (str (?title), "legislation", "i")

}

The results are (this dataset is available under the terms of the UK Open
Government License for public sector information):

endpoint: <http://gov.tso.co.uk/legislation/sparql>

title: "Legislation"

agent: <http://gov.tso.co.uk/legislation/void/tna>

copyright:

<http://nationalarchives.gov.uk/doc/open-government-licence/>

primarySource: <http://www.legislation.gov.uk/>

By performing the query via Fuseki Web interface, we obtained the response in
844ms. An equivalent, but limited query (without copyright or publisher query
parameters) issued against the VoID Store returns – with no results for legislation
datasets – in 476ms. The VoID Store also includes a HTTP redirect for every
query, which adds to the total request time an average of 870ms, therefore the
response is given to the end-user in 1346ms.

6.3 Accessing Data Specific to a Given Provenance Vocabulary

Another experiment was implemented to get what result formats a SPARQL
endpoint supports, which provenance vocabularies does it uses or which is the
default dataset graph against could a developer launch further queries and re-
trieve data. Our system issued the following query by using our vocabulary (in
this context, the hasProvenanceVocabulary property is considered):

SELECT DISTINCT ?format ?vocabURI ?graphName

WHERE {

GRAPH ?g {
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?endpoint a sd:Service ; sd:defaultDataset ?dataset .

?dataset dct:title ?title .

?endpoint sd:resultFormat ?format .

?dataset sd:defaultGraph ?graph .

?graph sd:name ?graphName .

?dataset sdprov:hasProvenanceVocabulary ?vocab .

?vocab sdprov:vocabulary ?vocabURI . }

FILTER regex (str (?title), "legislation", "i")

}

Several results (the dataset about UK legislation uses Dublic Core and FOAF
constructs and is available in several formats like RDF/XML, N-Triples, etc.):

<http://www.w3.org/ns/formats/RDF_XML>,

<http://purl.org/dc/elements/1.1/>,

<http://gov.tso.co.uk/legislation/void/Legislation>

=======================

<http://www.w3.org/ns/formats/RDF_XML>,

<http://xmlns.com/foaf/0.1/>,

<http://gov.tso.co.uk/legislation/void/Legislation>

=======================

<http://www.w3.org/ns/formats/N-Triples>,

<http://purl.org/dc/elements/1.1/>,

<http://gov.tso.co.uk/legislation/void/Legislation>

=======================

<http://www.w3.org/ns/formats/SPARQL_Results_JSON>,

<http://xmlns.com/foaf/0.1/>,

<http://gov.tso.co.uk/legislation/void/Legislation>

...

The results are obtained in 178ms when using our SD PROV store endpoint.
Searching for vocabularies available on legislation datasets on the VoID Store –
which does not make use of our designed conceptual model – returns no results
in 1356ms (870ms for the HTTP redirect performed by the endpoint and 486ms
for the actual query).

7 Conclusion

In the current Web of data, where heterogeneous information is provided by
various sources of disparate qualities, a mechanism that allows consumers to au-
tomatically determine the provenance of data(sets) is needed. We introduced a
lightweight ontology as a convenient extension for the SPARQL 1.1 Service De-
scription vocabulary that allows SPARQL endpoint providers to add provenance
and license metadata to their published datasets.

The paper also enhanced a VoID specification regarding the UK legislation
dataset used to made experiments showing how this vocabulary extension can
be practically utilized.
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In future work, we will extend our results to be a foundation of a service
oriented platform, able to support provenance queries for all indexed datasets.
Based on the constructed provenance graph, we intend to perform complex infer-
ences on data provenance and also make recommendations based on computed
results.
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Abstract. This paper presents a new ontology that enables the knowledge-based
analysis of complex networks. The purpose of our research was to develop a new
approach for the knowledge-based analysis of complex networks based on var-
ious network attributes and metrics. Our approach is both easy to use and easy
to understand by a human. It facilitates the automated classification of different
types of networks. For the creation of this ontology we applied an already known
methodology from the scientific literature. The ontology was also enriched with
our own developed methods. We applied our ontology to the analysis scenarios
of complex networks obtained from real world problems, thus supporting its gen-
erality, as well as its usability across domains.

Keywords: Complex Networks, Ontology, Graph Types.

1 Introduction

Our current understanding of the surrounding environment, either geographical or
biological, shows us that nature is formed out of complex interconnecting systems.
Networks created by these systems support phenomena that are far from being deter-
ministic trough traditional methods. Each element influences the network, while the
network puts its mark on every element. Now we can say with certainty that the butter-
fly effect imagined by Edward Lorenz is truly possible.

In order to understand complex interconnected systems a new field of research
emerged – Network Science (NS) or Complex Networks Analysis (CNA). The heart
of this new research field leverages on Graph Theory and Computer Science. NS inves-
tigates non-trivial features of graph problems that usually are not addressed by lattice
theory or random graphs. The understanding of such non-trivial features is of high in-
terest, as they frequently occur in real world problems. The complexity of real world
networks comes from the modeling and evaluation of overlapping and interdependent
phenomena, that are neither purely regular nor purely random. Also complexity may
come with the sheer size of the network itself.

NS defines some basic types of graphs by trying to understand and model the phe-
nomena that led to their creation. Knowing the type of a complex network is very impor-
tant as it gives very powerful insights into the model or phenomenon that it represents.
For example an organization modeled as a Watts-Strogatz [1] type of complex network

R. Buchmann et al. (Eds.): KSEM 2014, LNAI 8793, pp. 326–337, 2014.
c© Springer International Publishing Switzerland 2014
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supports very well the exchange of information, as it incorporates the Small World phe-
nomena [2]. But unfortunately this type of graph does not support the phenomenon of
Homophily [3], that is also found in many real world networks.

As far as our knowledge expands, we are not aware of any other work that defines an
automated process of determining the type of a complex network based on its attributes.
Moreover, our proposed knowledge-based approach has the following features:

– It is easy to use, understand and share by humans.
– It is able to propose new classes of complex networks, in addition to those that can

be found in the research literature.
– It is reusable and expandable, i.e. it captures in a reusable way existing classes of

networks, as well as it allows the addition of new classes as the knowledge in the
field will expand.

The analysis techniques considered in our approach are inspired by real world appli-
cations. We are able to exemplify the applicability of our knowledge-based method to
real world problems from different application domains.

Our paper is structured as follows. The second section addresses background infor-
mation about ontologies and Network Science. The next sections presents the ontology
created by us together with the methodology used. The fourth section exemplifies the
use of our ontology in real world scenarios. We finish by iterating our final remarks and
further work.

2 Overview

2.1 Ontologies

Due to the vast applicability of CNA in diverse domains of research there can be widely
varying viewpoints and assumptions towards phenomena that are basically the same. As
people interested in CNA might have different research backgrounds and the network
models can be built from different perspectives, different sets of overlapping jargons
may be used for describing the resulting models. This leads to the lack of shared under-
standing of the resulting models, thus hindering: communication, interoperability, and
reusability [4].

The need for a unifying framework for organizing and describing the knowledge in
the field arises in this context. Ontologies have been used successfully in diverse cases:
biology [5], public transport [6], medicine [7], linguistics [8]; to define a model that
makes explicit the basic conceptualisation of a knowledge domain. T. R. Gruber which
is one of the most known experts in creating ontologies defines the term ontology as
a “specification of a conceptualization” [9]. According to Guarino [10], an ontology
“is a logical theory accounting for the intended meaning of a formal vocabulary”. The
building blocks of an ontology are the concepts and the relations among them. The
definitions, properties and constraints of concepts are defined as logical axioms.

We decided to use an ontology model for capturing the knowledge domain of the
types of complex networks as it suits well with our needs. Moreover, ontology creation
is a well established practice in the academic world. Finally, the capabilities of consis-
tency checking and automated classification of ontology reasoning endow our approach
with increased reliability [11].
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2.2 Network Science

A graph (or network in NS) is composed of nodes and links, with each link connecting
two nodes. The graph can be weighted, i.e. a label (usually a number) is associated with
each link, or unweighted. Links can be unidirectional (or directed), i.e. the source and
target nodes are specified, or bidirectional (or undirected). Self-looping graphs permit
a node to directly connect with itself. Nodes can be seen as an abstraction of: people,
entities, concepts etc. A link between two nodes models a binary relation between those
nodes and has a domain-specific interpretation: physical interconnection, shared simi-
larity, interaction, etc. In this paper we address bidirectional, unweighted and non-self-
looping graphs. They are the most common types of graphs found in the literature. The
other types of graphs can be converted to this type without losing valuable information.

There are two important papers standing as the building blocks of Network Science.
Paul Erdös and Alfréd Rényi wrote about random graphs in 1959 [12]. In 1973, Mark
Granovetter discovered the “strength of weak ties” [13]. A graph usually consists of a
number of subgraphs, nodes inside these subgraphs are tightly connected among them
and loosely (weak ties) connected with other subgraphs. One may think that those weak
ties are not relevant, but without their presence the graph of subgraphs would not exist.
CNA emerged at the beginning of the 1990’s as a result of the progress in applied
computational sciences. But the most important factor was the access to data describing
real world networks. The emergence of the World Wide Web, as well as the explosion
of the interest in detailed mapping across many sciences, especially in biology and
economics, opened a multitude of research paths.

Stanley Milgram [2] and Watts et al. [1] discovered and defined the small world
phenomenon. Otherwise called six degrees of separation, this phenomenon is found in
many real world large networks, where contrary to the size of the network the aver-
age path length between two nodes has a very low value (6 or less). Barabasi et al.
[14] showed that real world networks have a scale free degree distribution, also called
Pareto or Zipf distribution. This means that very few nodes have high Degree while the
majority has almost the same very low Degree. An explanation for the appearance of
the scale free distribution of degree is the preferential attachment [15] of nodes, a node
has a greater probability to be linked with nodes that have high Degree than with nodes
with low Degree. Another phenomenon that is of great interest for NS is Homophily,
described as the tendency of individuals (nodes in our case) to associate and bond with
similar others [3].

NS can be used in many application domains. For example, internet companies
like Google and Facebook are practically built on complex networks. In medicine, the
spread of diseases is now studied with the help of CNA [16]. Security forces map the
networks of acquaintances of wanted individuals, maps which could lead to alternative
ways to reach them. The famous Saddam Hussein was captured using methods from
NS [17]. Large oil companies use a branch of CNA known as Organisational Network
Analysis to enhance the flow of information exchange within the companies [18]. CNA
was even used to determine the best tennis players respective to different scenarios [19],
e.g. best tennis player on the grass surface.

NS proposes a 3-layer approach for analyzing graphs. Each layer employs its spe-
cific measurements or otherwise called metrics. The top layer is concerned with the
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description of the entire graph. Metrics like the average path length between two nodes
are employed here. By going down one layer, community detection becomes the empha-
sis of CNA. The last layer targets each node’s properties. Using this layered approach,
NS ensures that all the levels of abstraction are properly considered. In this paper we
shall use metrics from the first two layers, as we are primarily interested in general
graph properties.

3 Creating the Ontology

3.1 Overview

As far as we know, this is the first attempt to build a Complex Networks ontology,
Moreover, we could not find any other ontologies that are somehow related with our
purpose. Therefore, we had to start from scratch and create a new ontology. We used
the following steps to define our ontology [20]:

1. Determine the domain and scope of the ontology.
2. Enumerate important terms in the ontology.
3. Define the classes and their relations to each other (hierarchy).
4. Define the properties of classes.
5. Define restrictions on the properties.
6. Create instances.

3.2 Vision on the Use of the Ontology

Our vision is to use the ontology in various application scenarios of CNA. For a given
problem, CNA starts by formulating a set of specific questions regarding the network
under analysis. Usually such question can be answered by performing a thorough anal-
ysis of the network using the available CNA computational tools1. The analysis returns
a relevant set of metrics and their respective values. Based on those metrics, the net-
work can be classified into a certain known class. This classification enables the user to
obtain additional insight on the properties of the underlying network.

The ontology should be able to classify networks in different categories, depending
on their support of information exchange. The basic competency questions that arise
are:

– What type of graphs are studied with this ontology? Graphs can be: directed/
undirected, self-looping/non-self looping or weighted/unweighted;

– Which are the types of complex networks (complenets)? Which of them are relevant
and widespread enough to be introduced in the ontology?

– Based on the determined types of complenets, can one of them be a subtype of
another type? Can a complenet be at the same time of two or more types?

– Which are the canonical (present in the scientific literature) characteristics that de-
fine each complenet type?

1 Like for example Gephi: https://gephi.org/

https://gephi.org/
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– How can we quantify complenets’ characteristics? Metrics are used with this pur-
pose, but could we include phenomena or other methods of expressing those char-
acteristics?

– Which are the metrics and phenomena that can express the characteristics of a net-
work? Considering the fact that different metrics and phenomena may determine
the same characteristics, which will be used in the ontology and which will be con-
sidered to bring redundant information?

– As CNA is a 3 layer stratified analysis, each layer having its specific metrics, how
will the metrics be represented in the ontology?

– Besides canonical ways of determining the type of a complenet, are there any other
reliable ways to determine the type of a complenet? Which are the types of com-
plenets that can be determined with alternative and reliable methods? How can
these methods be used to enrich the ontology?

– Due to the fact that exemplification of the ontology’s power is imperious, can we
introduce powerful examples in the ontology? Well known and used networks could
be used with this purpose, but which should we chose?

For the purpose of explaining our vision we shall imagine an application domain
in which links between nodes model the exchange of information. Our purpose is to
find insights on how the information spreads in the network. In this particular case, the
following questions should be answered after the type of the complenet was determined:

– Has information good chances to spread in the entire network?
– How much time (estimated in the number of steps) it takes until the information

has spread in the vast majority of the network?
– Can we compare two different networks and answer which supports better the in-

formation exchange?
– If information can suffer from alteration at each intermediary step, which networks

reduce information alteration?

The proposed ontology will help us to easily classify new complex networks based
on their metrics, while the resulting classification will be easy to understand and use.
For all the questions iterated above you will find the answers in the next section as we
shall describe the ontology.

3.3 Defining the Ontology

Our ontology is expressed using OWL 2 Web Ontology and it was created with the help
of Protégé [21] open source software. The ontology contains: classes, object properties,
data properties and individuals. NS metrics shall be presented while explaining the
ontology construction. The ontology is available via a public GitHub repository2.

Classes. OWL classes represent concepts and are interpreted as sets of individuals. For
example, analyzing the class hierarchy from Figure 1, note that the top level class is
called Thing and it has 4 subclasses (we shall call them Top-level Classes) as follows:

2 Github repository: becheru.github.io/Ontology

becheru.github.io/Ontology
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General Graph metrics is a Top-level Class that represents value partitions of mul-
tiple graph metrics. These metrics are: Clustering Coefficient [22], Density and Mod-
ularity; Due to the lack of paper space we shall present only the Modularity metric,
all the other metrics follow almost the same schema. Modularity was designed to mea-
sure the strength of group divisions (also called groups, clusters or communities) in a
network [23]. The possible values of Modularity lie in the range [−1/2, 1). It is posi-
tive if the number of edges within groups exceeds the number expected on the basis of
chance. Modularity’s values are represented by the following disjoint subclasses: Nega-
tive Modularity and Positive Modularity; Also Positive Modularity contains subclasses
that divide the (0, 1) range of possible Modularity values in 5 equal partitions: VeryLow-
GraphModularity (0, 0.2] , LowGraphModularity (0.2, 0.4], MediumGraphModularity
(0.4, 0.6], HighGraphModularity (0.6, 0.8] and VeryHighGraphModularity (0.8, 1); The
subclasses of the Clustering Coefficient and Density metrics follow the same schema as
the subclasses of the Positive Modularity.

Graph Structure is a Top-level Class that contains elements which define the over-
all structure of a complex network. These elements are represented by the following
subclasses: Betweenness Concentration, Distribution of Degree, Number of Connected
Components and Structure Type;

Betweenness Concentration is based on the Betweenness metric. A node with high
Betweenness appears more often in paths (shortest paths) between nodes in the net-
work [24]. If we normalize Betweenness such that each node has a value between 0 and
1 with the total Betweenness being 1, we can determine which is the value of the highest
Betweenness node of the graph. Betweenness Concentration has 3 disjoint subclasses
that represent the possible value it can take. If a node has a betweenness value of more
than 0.6, then we should chose the Single Node Betweenness Concentration subclass. If
this is the case, then it is a sign that the graph might have a Single Hub structure type.
If the above case is not true but the sum of multiple nodes betweenness surpasses the
threshold of 0.6, then the right subclass to chose is Multiple Node Betweenness Con-
centration. This is a sign of a presence of a Multiple Hub graph structure type. If the
betweenness value of every node is equal to zero than the right subclass to chose is No
Node Betweenness Concentration.

The Distribution of Degree is obtained by making a histogram of all nodes’ Degree.
A node’s Degree is equal to the number of edges that connect with it (undirected graph).
Three possible distributions are present in our ontology, each is represented by a disjoint
subclass: Uniform Distribution, Poisson Distribution and Exponential Distribution. The
Exponential Distribution contains a subclass depicting the Pareto (Zipf or Power Law)
distribution [25]. The Pareto distribution is a skewed, heavy-tailed distribution that is
usually found in real world networks.

With the Number of Connected Components class we try to determine if the graph
is connected or if it it contains multiple subgraphs that are not connected among them.
This class contains two disjoint subclasses that represent the possible values of the class:
Multiple Weakly Connected Components and One Weakly Connected Component;
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The Structure Type is used to determine if the overall structure of the graph is of the
following types: Single Hub, Multiple Hub and Core & Periphery [26–28]; These types
of structures are depicted by disjoint subclasses of the Structure Type class. See Figure
2 for a graphical exemplification of these types of structures.

The class Graph Types Top-level Class contains the classes that do the detection
of different complex networks’ types (defined classes). Also here we can find several
examples of complex networks, they can be found under the Named Graphs subclass.
The types of complex networks that can be found are the following: ScatteredFrag-
ments, Random, WattsStrogatz [1], OverConnected, GoodExchange, Barabasi-Albert;
The GoodExchange type of network is based on the findings of Noah Friedkin [29],
good exchange of information is possible only if the Average Path Length is smaller
than 3. The Barabasi-Albert type is subdivide in other 3 subtypes: SingleHub, Multi-
pleHub and CorePeriphery. Also in the ontology you can find alternative methods of
determining the above mentioned complex networks types. They are represented by de-
fined subclasses that have the Alternative prefix, e.g. AlternativeBarabasiAlbert. These
alternative methods are developed based on our experience in the CNA field of study.

The Named Graphs subclass contains real world complex networks and well known
graphs in the scientific literature. For example the Ancient World network describes the
groups of humans in the ancient world. These groups are locally (in the same geograph-
ical zone) connected, but they form a global network that contains several components
that have no means of communicating among them. The Aboriginal people in Australia
were cut off for thousand of years from the rest of the world. The DoplhinSocialNetwork
represents a network of socialisation between dolphins near the coast of New Zealand
[30]. The Erdos-Renyi graph is an example of well known graph that is present in our
ontology [12].

The Phenomena Top-level Class describes social phenomena that could be present
in graphs. Our ontology describes only two phenomena as subclasses of this class: Ho-
mophily and SmallWorldPhenomemon;

Object Properties. OWL Properties represent relationships, binary relations on indi-
viduals. Object properties are relationships between two individuals. The domain of
our object properties is the Graph class. Our ontology consists of 3 main transitive ob-
ject properties: hasPhenomena, hasMetric and hasStructure; The hasStructure contains
other 4 functional sub-properties: hasBetweennesConcentration, hasDistributionOfDe-
gree, hasNumberOfConnectedComponents and hasStructureType;

Data Properties. They describe relationships between an individual and data values.
The ontology has two data properties, but others can be added with ease: hasGraphAver-
agePathLength and hasGraphNumberOfNodes. The hasGraphAveragePathLength de-
picts the length of the average path length in a graph as a number. The hasGraphNum-
berOfNodes represents the number of nodes in a network.

Individuals. Individuals, represent objects in the domain in which we are interested.
We have created two individuals for exemplification:
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Fig. 1. Figure depicting the full class diagram of the inferred model. Defined classes are marked
with the orange background. Primitive classes are transparent.

Fig. 2. Figure depicting different types of complex network structures. From left to right: Single
Hub, Multiple Hub, Core&Periphery.
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– ExOverConnected: this individual is of class type Top20Banks with two data prop-
erties: hasGraphNumberOfNodes=20000 and hasGraphAveragePathLength with
value of 1.4.

– ExGoodExchange : this individual has only a data type property. The hasGraphAv-
eragePathLength is equal to 2.7. Also it has a OneWeaklyConnectedComponent,
meaning that the graph is connected.

In Figure 1 you can see the inferred class hierarchy. For example the Class Dol-
phinSocialNetwork is a subclass of the class NamedGraphs, this was given explicitly.
But it is also a subclass of the class MultipleHubBarabasiAlbert which was inferred
through our ontology. To generalise this example, every subclass of NamedGraphs is
also a subclass of other classes determined by inference.

3.4 Class Refinements and Constraints

For the serialization we used the Manchester Owl syntax, as this is easily readable. We
chose to present two classes, one primitive and one defined.

The GoodExchange class is a defined class, thus it used to classify network types. As
you can see below the necessary and sufficient conditions are under the EquivalentTo
branch. An individual has to be a graph made by one weakly connected component and
it has to have the average path length smaller or equal to 3. The GoodExchange class is
a child class of the class GraphTypes.

Example of a defined class/complex network type

Class: <#GoodExchange>
EquivalentTo:

<#GraphTypes>
and (<#hasNumberOfConnectedComponnets> some

<#OneWeaklyConnectedComponnet>)
and (<#hasGraphAveragePathLength> some xsd:double[<= "3"])

SubClassOf:
<#GraphTypes>

The ErdosRenyi primitive class has its necessary conditions, those that characterize
it, under the SubClassOf branch. Because we present the inferred method the Random
class appears under this branch, although we did no specify it in the asserted model.
This means that the reasoner automatically detected the ErdosRenyi as being of Random
type. Each object property also presents a closure axiom, i.e. those restrictions that have
only in their definition. Disjoint classes with the Erdos-Renyi class are clearly shown.

Example of a primitive class that describes a network

Class: <#ErdosRenyi>
SubClassOf:

<#hasDistributionOfDegree> only
<#UniformDistributionOfDegree>,

<#hasDistributionOfDegree> some
<#UniformDistributionOfDegree>,

<#hasNumberOfConnectedComponnets> some
<#OneWeaklyConnectedComponnet>,

<#hasNumberOfConnectedComponnets> only
<#OneWeaklyConnectedComponnet>,

<#NamedGraphs>,
<#Random>
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DisjointWith:
<#AlternativeScatteredFragments>, <#SingleHubBarabasiAlbert>,
<#WWW>, <#DolphinSocialNetwork>, <#BarabasiAlbert>,
<#EthernetNetwork>, <#AncientWorld>,
<#MultipleHubBarabasiAlbert>, <#Core&PeripheryBarabasiAlbert>

4 Ontology Exemplification

In this section we present a real world application example of our proposed approach
involving the complex networks’ ontology. We focus on human resources in business
management [31]. Note however that our proposal is general enough to be employed for
a large number of other application domains. Basically, every system or phenomenon
that can be modeled as a complex network can be the subject of the analysis process of
our proposed ontology-based approach.

Let us imagine the following case. In a company the CEO was changed due to lack
of results. The company has different branches and is present in several countries. Al-
though the company has different branches all of them develop products for the au-
tomotive world. Some branches produce highly competitive products while others are
loosing money. The new CEO is interested in bringing know-how from the profitable
branches to those that are loosing them. Also he suspects that collaboration inside the
company is not properly working therefor he commands a study on the exchange of
information inside the company.

As email is considered the standard way to communicate important things within the
organization, an email exchange graph was created. Each employee is represented by a
node, a link is present between nodes if an email was exchanged by those two nodes.
With the help of CNA instruments the CEO found that following traits of the graph:
Pareto distribution of degree, One Weakly Connected Component and that the structure
is of type Multiple Hub. Next by using our ontology the CEO determined the network is
a Barabasi-Albert MultipleHub network. By studying the properties of this network type
the CEO found that there are some very few people (Hubs) responsible for the exchange
of information within the company. Through these key employees the majority of know-
how is exchanged. Also some of these Hubs are not even connected among them. The
feedback obtained is also supported by prior knowledge of the CEO, as he observed
that some key people in the company rarely met. By knowing the type of network the
CEO determined that ideas and know-how get lost as these key employees filter them
due to the overwhelming amount of information that they have to handle.

As proven by Valdis Krebs the best type of network for balancing innovation with
communication is the Core Periphery structure [28]. By comparing the current network
type with Barabasi Albert Core Periphery , both present in our ontology, the CEO
can determine which are the differences. Here the Core Periphery structure makes the
difference between the two types of networks. Now the CEO knows where to focus its
attention on improving the current organizational graph. For example he could schedule
regular meetings with the Hubs. The work of Robert L. Cross et. al. could help the CEO
determine what are the steps necessary to enhance the exchange of knowledge within
the organisation [18].
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5 Concluding Remarks

Although our ontology is in a primitive state we already prove it to be useful in a real
life scenarios. Also the ontology is ready to be used as it is, and can be used in a wide
variety of cases. Wherever a complex network is built, the ontology should be able to
point to the correct insights on that network. Use across different fields of research was
envisioned from the beginning thus we built an easy to use and understand ontology.
Also we have supplied all the necessary means by which the ontology could be reached
and used by putting it in a shared version controlled repository on GitHub.

We acknowledge that further work is needed with this ontology. For the future we
plan to enrich it with domain specific classes that will guide professionals in better
understanding real life events. Also we want to incorporate the necessary steps needed
to be fulfilled in order to exchange the type of a network. Thus the ontology shall be
also a guide of practice not only a type detection of complex networks. More examples
of uses of the ontology in the real world need to be provided, together with SPARQL3

examples.
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Abstract. The purpose of this paper is to review different Knowledge Man-
agement Models (KMM) based on their strengths and weaknesses and to ascer-
tain their possible implementation within the scope of the Advanced Product 
Quality Planning (APQP) procedure. The KMM listed are selected based on an 
extensive literature review. They are presented in a visual manner and analyzed 
based on their structure and features, versus a predetermined set of criteria. This 
study offers an overview and a critical discussion of the merits and faults of a 
number KMM and suggests possible improvement avenues.  

Keywords: Knowledge Management, Knowledge Management Models, Inte-
grated Models, APQP.  

1 Introduction 

Knowledge Management involves the management of the relationship between tacit 
knowledge, the know-how possessed by individuals and explicit knowledge, the sys-
temically documented know-how that becomes available to everyone in the organiza-
tion [1]. The ultimate goal of knowledge management should be to transfer tacit 
knowledge to all members of the organization, in order to radically improve the ca-
pacity of individuals to use information strategically and apply higher-order thinking 
to an informed decision- making process [2]. Nonaka & Takeguci describe the cycle 
activities: socialization, externalization, combination, and internalization through 
which tacit knowledge may be transferred from one individual to another [3]. Know-
ledge management has adopted communication and collaboration solutions to address 
the unique challenge of articulating, sharing, and leveraging tacit knowledge [4]. Ho 
[5] cited from the literature evident that the goal of knowledge management is to de-
liver the right knowledge to the right individuals at the right time so that they can take 
appropriate actions and improve performance [6,7].  
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The fast pace of today’s world requires that attention be given not only to the exist-
ing organizational knowledge, but also to the development of new knowledge to make 
the organization competitive [8]. Knowledge management is a part of the field of 
management studies but it is also closely integrated with information and communica-
tion technologies [4], [9]. This is because of the critical role that technology plays in 
enabling and supporting the practice of knowledge management through information 
systems and social support [10]. An interesting phenomenon that has been brought 
about by the development of communication technology (wikis, blogs, tweets) is the 
development of decentralized, un- hierarchical, increasingly independent knowledge 
communities in organizations [11]. These horizontal networks have the capability to 
cut across organizational boundaries and connect formally isolated professionals, 
facilitating knowledge generation and dissemination [12]. 

Advanced Product Quality Planning (APQP) is a standardized procedure devel-
oped by the big three American motor companies such as GM, Ford and Chrysler as a 
response to the increased competition they faced from other European and Asian car 
manufacturers [13]. Its main goal is to achieve customer satisfaction through the de-
velopment of quality products and processes [14]. The main steps of the APQP are: i) 
Prepare for APQP, ii) Plan and Define Program, iii) Product Design and Develop-
ment, iv) Process Design and Development, v) Product and Process Validation and vi) 
Feedback Assessment and Corrective Action. The complex and varied nature o all 
these phases and their activities require that individuals involved in them posses high 
levels of interconnected knowledge, in order to achieve quality products that meet 
customer requirements and usher organizational performance. Although the impor-
tance of knowledge and knowledge management activities has been documented 
[15,16], little practical penetration was achieved in the industrial field, with few or-
ganizations recognizing the need for a formal and well coordinated managerial effort 
in this area. 

The purpose of this study is to analyze existing knowledge management models, 
which are already used in different organizational environments and underline how 
their implementation in practice may benefit the outcomes of the APQP. After analyz-
ing the structures and characteristics of those models, they are evaluated based on a 
framework which strives to identify future directions for the development of an effec-
tive knowledge management model for APQP.  

2 Literature on Different KM Models/Approaches  

2.1 Knowledge Management Model selection  

The models presented within this work were selected based on an extensive literature 
review and because they possess the following elements: practical implementation, 
similar levels of abstraction, clear presentation of knowledge management elements 
or activities, identification of interdependencies between elements, implication of the 
need for a continuous KM process, quantification o KM results, but also because they 
have unique and distinguishable characteristics and approaches to the KM process. 
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2.2 Knowledge Tower  

The knowledge tower is an enterprise level knowledge management model. Oztemel 
& Arslankaya [17] have proposed this model supporting the need for a hierarchical 
structure where each component necessitates and involves the capabilities of its pre-
decessors. The aim of the model is to guide organizations in relation to the main ele-
ments required for effective knowledge management instantiation. In the author's 
opinion these are: Knowledge Infrastructure, Knowledge Management Processes, 
Knowledge Representation, Knowledge Planning, Knowledge Management Strate-
gies, Knowledge Organization, Knowledge Culture, Knowledge Leverage and As-
sessment of KM.  

Oztemel and Arslankaya also defined the activities and tools to be used for proper 
implementation of all the above mentioned steps. They also proposed a management 
structure with specific activities for KM process. This structure consists of Chief 
Knowledge Officer, Knowledge Manager and Knowledge Worker who will be the 
responsible for Strategic Knowledge, Tactic Knowledge and Operational Knowledge 
management process respectively. 

 

Fig. 1. Components of EKMM [17] 

2.3 Knowledge Management Process Model  

The processes of KM in this model involves knowledge acquisition, creation, refine-
ment, storage, transfer, sharing, and utilization [18]. The model clearly shows that the 
first steps in the KM cycles are either Creation of knowledge or Acquisition of know-
ledge. Knowledge Creation refers to the development of new knowledge or replacing 
existing knowledge with new content. This step is based on the SECI model for 
knowledge generation proposed by [3]. The SECI modes present the process that new 
knowledge must undergo in order for it to be created. It presents four distinct dimen-
sions. These are: Socialization, Externalization, Combination and Internalization by 
which tacit knowledge can be disseminated across the organization for improved per-
formance. Knowledge Acquisition is a particular process step involves existing know-
ledge. This is located outside of the organization and must be searched for, recognized  
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by the stakeholder and assimilated [19]. According to researchers view, the Know-
ledge Refinement process involves tacit, or implicit knowledge that must be expli-
cated, codified, organized into an appropriate format and evaluated according to a set 
of criteria for inclusion into the organization’s formal memory. 

In order for knowledge to have wide organizational impact, it must be either trans-
ferred or shared. Transfer and sharing may be conceptualized as two ends of a conti-
nuum. Transfer should be focused on purposeful communication of knowledge from a 
sender to a known receiver [20]. Sharing is less-focused dissemination, such as 
through a repository, to people who are often unknown to the contributor [21]. Once 
knowledge is transferred to, or shared with others, it may be utilized through elabora-
tion (the development of different interpretations), infusion (the identification of un-
derlying issues), and thoroughness (the development of multiple understandings by 
different individuals or groups) [22] in order to be helpful in facilitating innovation, 
collective learning, individual learning, and/or collaborative problem solving [23]. 
Finally Organizational performance should be evaluated through the outputs like im-
proved productivity, revenues, profits and return on investment. 

 

Fig. 2. Knowledge Management Process Model  [18] 

2.4 Knowledge Wheel  

This knowledge management model presents a new way of looking at the knowledge 
activities as a continuous process. The idea comes from Deming's continuous im-
provement Plan-Do-Check-Act paradigm [24]. This model considers knowledge  
acquisition as the starting point of the process without differentiating between acquisi-
tion as an external source of knowledge and creation as an internal source. Know-
ledge is then integrated in the organization at various levels followed by storage. 
Stored knowledge must then be shared and transferred across the entire organization. 
The next step is knowledge application and as a result of the application innovation 
can be achieved across the organizations processes. The "turning" of the wheel is 
realized only in the presence of the following key factors: information and communi-
cation technology systems, organizational culture and proper management. 
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Fig. 3. The wheel of knowledge  [25] 

2.5 Practical Knowledge Management Model 

Gilbert Probst, a member of the Geneva Knowledge Forum presented this knowledge 
management model [26].The Forum has identified the criteria’s like Compatibility, 
Problem Orientation, Comprehensibility, Action Orientation and Appropriate Instru-
ments as essential to the realization and implementation of a successful knowledge 
management model. The Researcher has presented the KM activities through the 
building blocks distributed within two cycles. The inner cycle consists of the building 
blocks of identification, acquisition, development, distribution, preservation, and use 
of knowledge. The model clearly shows that the knowledge activities present in the 
first cycle are not only related in a step by step fashion but also interdependent. The 
outer cycle consists of all these activities plus goal-setting and measurement.  
The model emphasizes the need for a strong correlation between organizations goals 
and its knowledge management activities. 

 

Fig. 4. The Buildings Blocks of Knowledge Management [26] 
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2.6 Knowledge Life Cycle 

This knowledge management life cycle model emphasizes the path taken by data on 
its road to become knowledge [27]. Data can be gathered from both inside and outside 
the organization. Data is transformed into information and information is transformed 
into knowledge thru continuous iterations. A key element of this model is the concept 
of knowledge and information decay. This process is a result of the development of 
new ideas and new ways of thinking. Organizations must take this into consideration 
and as a direct result must treat the process of knowledge generation as a continuous 
one. 

 

Fig. 5. Knowledge Life Cycle [27] 

Another important role in the model is the need to spread knowledge across the com-
petitive base. This seems to be elemental, but because of unwritten rules that exist in the 
culture of an organization more often, then not knowledge is hoarded by individuals and 
is not disseminated properly. Of course the main reason for this is the phrase "Know-
ledge is power" [28]. In today's society and ultra competitive markets, knowledge hoard-
ing can prove to be a big competitive disadvantage for the company [29]. Knowledge 
must be viewed as a resource that one still possesses even after it has been given away. In 
fact innovation is a direct consequence of reciprocal knowledge sharing. 

2.7 Integrated Knowledge Management Model for Construction Projects 

This is an integrated KM approach which presents the influence of macro, meso and 
micro level variables on the KM process. Macro variables, such as: economic, politi-
cal, cultural, social development; government policies, legal and normative docu-
ments; environmental factors, etc., have a fundamental role to play in the KM  
lifecycle[30]. The Meso-environment represents the systematic analysis of the sector 
in which the organization operates. Microenvironment factors are also very important 
and influence the development of a knowledge management model. These are crite-
rion that exist at the level of the organization: local infrastructure, lifelong learning, 
favorable residential environment etc. The KMM also underlines the crucial strategic 
role that both tacit and explicit knowledge play in the elaboration of a cohesive strate-
gy for project and organizational performance. 
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Fig. 6. Integrated Knowledge Management Model for Construction Projects [30] 

3 Analysis of Knowledge Management Models 

The presented models will be analyzed based on their characteristics and compatibility 
with the APQP procedure. The main goals of the APQP are improved product quality, 
reduced organizational costs and reduced time to market. All these desideratum are trans-
lated into the following criteria: continuous improvement, prioritization and paralleliza-
tion of activities, empowered and leveraged workforce, clear quantification of results. 

• The Knowledge Tower (KT) 

The model presents in a clear and hierarchical manner the main activities and ele-
ments that need to be in place in order to achieve a successful knowledge manage-
ment iteration. It postulates the idea that each comprising element needs to be fulfilled 
before work on the next step can commence thus creating a clear hierarchical ladder. 
Although it might seem like a sensible approach the lack of activity parallelization 
makes the model rigid and can mean increased times to the overall APQP process. 
The literature associated to the model also discusses the need for a formal apprecia-
tion of knowledge management roles within a company setting thus encouraging for-
mal recognition of the impact that this resource plays on the APQP and also posts the 
need for a clear quantification of results at the top of the "pyramids". All these being 
said the model does have shortcomings when it comes to the need to actively portray 
its activities as a continuous process and also when it comes to the need for a coordi-
nated knowledge dissemination effort across organizational boundaries. 
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• The Knowledge Management Process Model (KMPM) 

The KMPM developed by King presents in a clear fashion the main activities that 
comprise the KM process and their connections. When it comes to its application 
within the APQP it offers a clear and simple guide for KM it also makes distinctions 
between various instances of activities (knowledge creation and acquisition) which 
can be parallelized and it accentuates the need for dissemination of knowledge both in 
the creation phase (which is based on the SECI paradigm of socialization, externaliza-
tion, internalization and combination) and in the transfer and shearing phases. Follow-
ing these guiding principles a leveraged and knowledgeable workforce will be 
achieved. Also the model clearly stipulates that any KM process is futile without tak-
ing into account its effects on organizational performance, thus having it strictly 
linked to organizational goals. The model as presented does lack the supporting ele-
ments that need to be in place for successful KM implementations (culture, IT) and 
also does not present its activities as a continuous process. 

• The Knowledge Wheel (KW) 

The Knowledge Wheel which is based on the Deming Cycle accentuates the need for 
a continuous KM process which is in complete accord with the continuous improve-
ment paradigm utilized in organizations. Also it presents the activities their relation-
ships and all the required supporting elements. The model presents knowledge  
transfer and shearing as two distinct and sequenced activities, thus putting great em-
phasis on distribution of tacit and explicit knowledge. However it is missing the need 
for a measurement activity so that the impact that knowledge has on the organization 
is clearly understood. 

• Practical Knowledge Management Model (PKMM) 

This model takes activity parallelization to a whole new level it considers that each 
one of its elements is in a continuous process and the exact order in which they are 
fulfilled is up to the individual organization. Because of this it might seem a bit com-
plicated for first time users. It also puts great importance on a cohesive effort from a 
knowledge perspective and an organizational goals perspective. One of its key build-
ing blocks is the requirement for a knowledge measurement activity to cap off an 
iteration and justify the results obtained. The model does not present the required 
elements that are needed to support KM activities and makes no distinction when it 
comes to tacit and explicit knowledge dissemination. 

• Knowledge Life Cycle (KLC) 

The Knowledge Life Cycle model presents the KM process as a continuous and infinite 
loop thru which data is picked up and converted into information and knowledge. It con-
centrates on two main themes knowledge decay and dissemination. These two issues are 
highly important when it comes to the APQP success criteria, but the model does not 
concern itself with other KM activities thus being complicated for stakeholders and users 
to comprehend the full extent and complexity of the process. This over simplification of 
the KM process can be useful for focusing the efforts of experts in the field. 
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Table 1. Positive and Negative features of existing models 

Nr. Models Positive features Negative features 

01 KT Clear, easily understandable, 
hierarchical approach. 

Rigid, with no coordinated 
dissemination effort.  

02 KMPM Clear concise. 
Focalization towards increased 
organizational performance. 
Easily understandable and un-
predacious. 

Does not take into consideration 
the necessity for continual  
improvement of knowledge. 
Does not make any reference to 
any means of knowledge mea-
surement activities.  

03 KW KM process as continuous 
improvement. 
Identification of supporting 
elements. 

Does not link knowledge to 
organizational objectives and 
does not consider the need for 
knowledge measurement. 

04 PKMM Views the KM process as a 
continuous iteration. 
Considers that the activities 
within the process do not neces-
sarily require to be completed in 
a sequential manner. 

Does not make any mention of 
the required elements that need 
to be in place to support a suc-
cessful KM iteration. 
No distinction between tacit and 
explicit knowledge. 

05 KLC Focuses practitioners on issues 
of knowledge decay and disse-
mination. 

Does not concern itself with 
other activities within the KM 
process 

06 IKMMC Takes into account not only the 
internal organizational factors 
that influence KM but also the 
macro and meso (external) 
factors that influence the 
process 

Does not present in a clear 
manner the activities that make 
up the KM process. 
No clear dissemination method 
for tacit knowledge. 

 

• Integrated Knowledge Management Model for Production Processes (IKMMCP) 

Although this model was originally intended for the construction industry certain 
aspects of it fit in very well with the APQP requirements. For one the model presents 
in a clear manner the profound influence that the "environment" has upon any KM 
iteration. The idea that there are many factors that may influence a process helps prac-
titioners and stakeholders keep things into perspective. It also makes a clear distinc-
tion of the need to process both tacit and explicit knowledge. It's main shortcoming 
however stems from the idea that tacit knowledge can be easily stored within a best 
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practice repository. The model does not identify a need for clear and divers dissemi-
nation methods. In the case of the APQP due to the complexity of situations that arise 
a computerized decision support system is insufficient. 

4 Conclusion 

The paper presents an evaluation of several knowledge management models selected 
from the specialty literature, based on certain criteria, in order to ascertain their 
strengths and weaknesses and compatibility with the APQP procedure. This study 
may offer some guidance to find new directions to eliminate the weak points of those 
models by adding new ideas and methodologies. This is an initial step in the devel-
opment of an integrated knowledge management model that will satisfy the need for 
leveraging consistent and connected knowledge across all of the APQP activities with 
the end goal of improving product quality, organizational performance and customer 
satisfaction.  
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Abstract. As an emerging concept, Knowledge Management (KM) has a great 
impact on organization and organizational performance. On the other hand, 
DMAIC is a well known methodology, used for solving organizational prob-
lems through Six Sigma projects. The main purpose of this study is to assess the 
impact of newly proposed DMAIC-KM integrated methodology in executing 
Six Sigma projects. For assessment, four Six Sigma projects have been ex-
ecuted using DMAIC-KM methodology within an airbag manufacturing unit. 
Afterward, the Opinion and Perception have been collected from the Project 
participant’s through conducting a quantitative survey regarding the Organiza-
tional benefits achieved after executing the DMAIC-KM methodology. The  
results revealed that the participant’s have expressed positive impression on 
improvement of different organizational measures. Therefore, this study would 
help to motivate the management of different companies to apply DMAIC-KM 
methodology in order to enhance their organizational performance. 

Keywords: DMAIC, Knowledge Management, Six Sigma project, Impact,  
Organizational performance. 

1 Introduction 

As a quality management concept, Six Sigma has started its journey in the early 
1980’s from Motorola [1] and intensified its application momentum throughout the 
world after achieving a great savings from Six Sigma projects, applied within General 
Electric [2]. Karthi et al. [3] reported that the application of Six Sigma has found in 
more than 15 areas of various manufacturing and service sectors, though it has begun 
from electronics manufacturing area. As an important and well structured improve-
ment methodology, the DMAIC (Define, Measure, Analyze, Improve and Control) 
has been developed for Six Sigma application [1],[4] from MAIC model, where  
“Define” (D) phase has been added by Jack Welch [3],[5]. Presently, the DMAIC 
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breakthrough has become a standard quality improvement methodology for organiza-
tional performance through reducing waste, enhancing customer satisfaction, improv-
ing the procedure and the process performance [6]. A number of researchers have 
mentioned that there are lots of scopes to generate and disseminate knowledge during 
executing DMAIC breakthrough. According to their opinions, knowledge can be gen-
erated during gate review session [7], during the solutions of improvement plans [8] 
and during the brainstorming session among the project participants [9]. Those 
created knowledge can be considered as a key resource of an organization [10], and to 
be utilized for enhancing organizational performance through proper knowledge man-
agement procedure. KM has also shown competitive and significant impact on organ-
ization and organizational performance due to its incredible advantages in creating, 
sharing and leveraging the knowledge within the organization in different level 
through people, processes and products [7] ,[11]. For that reasons, both the DMAIC 
and the KM have been integrated within the Six Sigma quality management approach 
and applied through proposing different models. For instance, Raytheon Six Sigma 
and KM integrated model [12], TEKIP model [13], Six Sigma, KM and Balanced 
Scorecard integrated model [14], Process based knowledge creation and opportunity 
model [15], Knowledge flow within Six Sigma teams model [8], SECI/SIPOC conti-
nuous loop model [16], Within those models, KM is integrated either partially or scat-
tered way with Six Sigma approach or modified DMAIC phases. Therefore, the  
authors have taken their newly proposed DMAIC-KM integrated methodology, in 
which six steps of KM activities are integrated with every phase of DMAIC in a sys-
tematic way for application to the organization [17]. 

The main aim of this paper is to present the impact of proposed DMAIC-KM me-
thodology in executing Six Sigma projects. For applying DMAIC-KM methodology, 
authors have selected four Six Sigma projects from an airbag manufacturing unit, 
related to their real life process based problems. After deploying all projects, the ap-
plication impact of DMAIC-KM methodology has been assessed through analysis of 
participant’s opinion and perception, which have been gathered by means of a quan-
titative survey. 

2 The Proposed Methodology and Application Procedure 

2.1 Model Architecture  

The proposed DMAIC-KM model (Fig. 1) is an integrated conceptual model consists 
of tasks, tools, activities, knowledge managing IT platform and project performance 
evaluation tools that connect the knowledge management procedure with quality 
management methodology. This model is developed considering the DMAIC problem 
solving steps (Fig.1), which requires three key factors to successfully carry out within 
the management procedure. 

These factors are: 

Factor 1: The DMAIC breakthrough should be done for executing Six Sigma projects. 
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Factor 2: The created knowledge should be identified in every step of DMAIC and 
stored while the breakthrough is performed. 

Factor 3: The identified knowledge should be managed properly through six steps of 
KM procedure (Fig. 1) in every phase of DMAIC and available required knowledge 
should be reused in immediate next step to enhance the project performance. 

 

Fig. 1. Proposed DMAIC-KM model architecture [Source, 17] 

During executing the Six Sigma projects using DMAIC-KM model, seven stages 
should be maintained. The activities and methodologies recommended for each stage 
are presented in the Table 1.Within aforementioned stages; stage 5 is a common stage, 
which should be spread over all phases of DMAIC methodology. In this stage, the 
created knowledge from every phase should be unveiled through six steps of know-
ledge management procedure (Fig.1). Here, first step (K-Creation) should be functio-
nalized after stage 4(gate review) and the final step (K-Application) should be the 
input of immediate next phase of DMAIC. 

During this procedure, all created knowledge will be identified according to its 
characteristics (tacit/explicit) with the help of a knowledge managing IT platform, and 
will convert the knowledge from tacit to explicit or vice versa by using Nonaka’s four 
modes of knowledge conversion [18]. All those activities should be done in order to 
identify, organize and storage of created knowledge properly. The purpose of the 
stage 6 is to reuse the created explicit knowledge from every phase to immediate next 
phase of DMAIC from a knowledge storage data base within IT platform is called  
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“Total Recall” database. For instance, the created knowledge from Define phase 
should be identified, organized, converted, stored, and managed properly through KM 
procedure and then available required knowledge should be used for Measure phase 
for enhancing the execution performance. In this way every phases will be executed 
to complete the entire project. 

Table 1. Stage wise activities and methodology 

Stages Activities Methodology 
Stage 1 Planning for DMAIC breakthrough Six-Sigma guideline 

Stage 2 Identification of Tasks for every 
phase of DMAIC 

ISO Checklist for Six Sigma 

Stage 3 Using Tools based on Tasks  Recommended Six Sigma tools for 
every steps 

Stage 4 Gate review to organize the created 
knowledge  

Workshop, Brainstorming and Sociali-
zation  

Stage 5 Knowledge management Six- Steps of KM methodology 
(Knowledge managing IT platform) 

Stage 6 Knowledge reuse for next phases Communities of practices 
Stage 7 Final evaluation of project perfor-

mance 
Process capability  calculation 
Survey to gather perception 

2.2 Application Context and Procedure 

In order to apply DMAIC-KM model, the researchers of this paper have executed a pilot 
project entitled “Six Sigma project executions in textile manufacturing by using 
DMAIC-KM model” within a technical textile manufacturing company situated in Si-
biu, Romania, which is producing different types of safety components for automobiles, 
specially airbags, seatbelts, steering wheels and so on. The project was carried out be-
tween 01 October 2013 and 18 January 2014. According to the suggestions of sponsor 
(Factory Director) and scientific coordinator (Professor of “Lucian Blaga” University of 
Sibiu), four Six Sigma projects have been selected for execution under the umbrella of 
proposed pilot project. All four projects were selected through identifying four real life 
problems from airbag sewing process, which were faced by the case company during the 
production process. First author of this paper has coordinated the pilot project following 
the “collaborative action inquiry” [19] methodology and close investigation with the 
activities and direction of change of the object being studied [20]. The project coordina-
tor has conducted the research with the help of four technically expert mentors from case 
company and another five team members for each group from the University. The re-
searchers have followed the DMAIC break- through and KM cycle step by step as pre-
sented in the Table 1, and executed all four projects towards a logical solution of the 
problems. It is noteworthy to mention that the case company is data driven and well 
structured; moreover it was facing some real life problems during manufacturing their 
products. In order to solve those real life manufacturing problems as well as become 
knowledge based organization, the company was interested to implement DMAIC- KM 
methodology within the Six Sigma projects. 
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3 Assessment the Impact of DMAIC-KM Application  

3.1 Methodology 

After completing all selected projects, researchers have assessed the application impact 
of DMAIC-KM methodology on Six Sigma projects gathering the participant’s percep-
tion. Like [20] and [21], the researchers have gathered participant’s opinion from only 
those who were involved to execute Six Sigma projects using DMAIC-KM integrated 
approach through a quantitative survey for this study. The Survey questionnaires have 
been prepared with the concern of both the research advisor from the University and the 
Sponsor of the executed Six Sigma projects from case company. In order to collect the 
written feedback, a set of Likert scaled type questionnaires were supplied within the par-
ticipants immediately after the projects have completed. The questionnaires were formu-
lated focusing the issue like: benefits achieved by means of organizational changes from 
the application of DMAIC-KM methodology in executing Six Sigma projects, which has 
been applied within their manufacturing process. The survey officially started on 25 Jan-
uary 2014 and collected all the feedback within 15 of February 2014 with 100% response 
rate. After collecting the feedback, the data were analyzed quantitatively. 

3.2 Survey Results and Discussion 

In the line of quantitative analysis, the respondents were asked the questions relating 
to the benefits achieved through application of DMAIC-KM methodology by their 
organization. More specifically, the questions were asked regarding the changes of 
different organizational measures. The respondents scored the selected measures in 
between 0-10 scale, where 0=very poor, 2= below average, 4= average, 6= good,  
8= very good, 10= excellent.  

The evidence from the Fig. 2 revealed that two important organizational measures 
such as “Application of KM on process management” and “Development of know-
ledge based staff” are upgraded presently “very good” state from previous “average” 
state. “The process performance of the projects” and “Data collection efficiency” has 
also been upgraded from “good” to “very good” position after application of DMAIC-
KM methodology as respondents have mentioned. According to the respondents rat-
ing, the performances of some important measures like “Awareness of continuous 
improvement”, “Improvement of measure and analysis ability”, “Strategic planning 
efficiency” and “Leadership capability” have also upgraded to “good” from the pre-
vious “average” state through application of new methodology. With respect to the 
benefits achieved for the organization through application of DMAIC-KM model 
shows that all the scales of measures have improved from previous state after intro-
ducing DMAIC-KM methodology during executing Six Sigma projects. From figure 
2, it is clear that the average score for all measures lie in between “good” to “very 
good” at present condition, whereas previous score were in between “average” to 
“good”. According to the respondents rating, the performances of some important 
measures like “Application of KM on process management”, “Development of know-
ledge based staff”, “Improvement of process performance” and “Increasing the  
data collection efficiency” had significantly improved. The implication is that, the 
application of KM tools with DMAIC breakthrough made it more effective towards 
improvements of organizational measures.  
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Fig. 2. Changes of organizational measures after DMAIC-KM application (n=24) 

4 Conclusions and Future Research Directions 

This paper has highlighted the findings from the study regarding the application im-
pact of DMAIC-KM methodology, which has been applied in an airbag manufactur-
ing process. The study has conducted by using a well known scientific and logical 
common approach (quantitative survey), which has been widely using for gathering 
participants opinions and perceptions. This perception based finding has unveiled that 
the different organizational measures have been significantly improved which have a 
positive impact on Six Sigma project performance. So, the results would contribute 
with great value not only for companies but also academic communities. For compa-
nies, it is a need for using more effective continuous improvements tools to upgrade 
their organizational performance. The results of this study would help to motivate 
those companies to use the DMAIC-KM methodology as an effective continuous 
improvement tool. For academics, the focus should be on searching the best practices 
of DMAIC-KM methodology not only for manufacturing process but also others or-
ganizations, where there is an opportunity to adopt this methodology. Although this 
study demonstrates positive feedback regarding the applied DMAIC-KM methodolo-
gy, it has some limitations due to the fact that the questionnaire survey has been car-
ried out within a small number of participants, which are only total 24 participants 
from 4 Six Sigma project teams. The outcomes may not be representative for large 
number of participants. This implies that the research could be conducted in engaging 
large number of participants to generalize the results. As a further study, we are re-
commending to apply the DMAIC-KM methodology within various manufacturing 
sectors in a wider perspective and conduct the assessment study including more par-
ticipants in order to get elaborate and constructive opinions regarding the impact of 
DMAIC-KM application on Six Sigma projects.   
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Abstract. This paper discusses how to develop a knowledge-transfer system 
(KTS) by integrating four knowledge sources: workflow, a rule base, domain 
ontologies, and a goal tree with domain ontology centered structure. When no-
vice workers acquire knowledge from experienced workers, they should not  
only learn a single form of knowledge, but also understand the interrelation-
ships among these four knowledge sources. In this study, we look at a case 
study involving a snow control plan for highways. This study present a case in 
which KTS is being implemented well. 

Keywords: Knowledge Management, Knowledge Transfer, Ontologies. 

1 Introduction 

In this paper, we discuss how to develop an Off the Job Training (Off-JT) knowledge-
transfer system (KTS) to support novice workers in learning knowledge from expe-
rienced workers. Because novice workers have difficulties in understanding work 
assigned to them from companies, they need to keep in mind the 3W1H questions: 
When, What, Why and How (the Who and Where questions are not important here). 
To manage the 3W1H questions, a KTS should include four knowledge sources: 
workflow, rule base, domain ontology, and goal tree. When novice workers acquire 
knowledge from experienced workers, they should not only learn a single form of 
knowledge, but also understand the interrelationships among these four knowledge 
sources. In this study, we look at a case study involving a snow control plan (SCP) for 
highways. This study presents a case in which KTS is being implemented well. 

The rest of this paper is organized as follows: Section 2 deals with related works. 
In Section 3 we provide a system architecture overview. Subsequently, we provide 
details about knowledge sources. In Section 4 we provide an overview of how to use 
KTS. In Section 5 we look at a case study, and in Section 6 we conclude our study. 

                                                           
* Corresponding authors. 
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2 Related Works 

In knowledge management, Nonaka proposed the SECI model for organizational 
knowledge creation [1]. The SECI model shows how organizational knowledge is 
created by a synthesis of explicit and implicit knowledge: Socialization, Externaliza-
tion, Combination, and Internalization. Nonaka also proposed “ba”. “Ba” is a place 
where these syntheses are conducted [2]. Hijikata proposed a computerized “ba” 
where two domain experts externalize and combine their tacit knowledge efficiently 
with the help of a computer that identifies inconsistencies in the tacit knowledge of 
the two domain experts and the knowledge created by inductive case learning [3]. The 
SECI model focuses on organizational knowledge creation. Our proposal, on the other 
hand, mainly focuses on knowledge transfer to next-generation engineers, and empha-
sizes that novice workers can perform tasks by making use of transferred knowledge 
under different situations. We focus on the “Combination” aspect of the SECI model 
and discuss how to interconnect various knowledge sources. 

In ontology engineering, Liana Razmerita proposed an ontology-based user model-
ing architecture for a knowledge-management system [6]. In the business process, 
Norbert Gronau said the knowledge process and the business process should link 
together [7]. In the business process and goal, David Martindho used workflow and a 
goal-driven strategy to obtain tacit knowledge [12]. In knowledge integration, Okabe 
Masao and Kobayashi Keido integrated three knowledge resources: ontology, rule 
base, and rule ontology [8, 9]. Ning Huang proposed ontology-based integration with 
workflow and rule base [10]. Yinglin Wang put forward a knowledge-management 
system framework integrating workflow, ontology and rule base [11]. Yinglin Wang 
used ontology for the reusability of a knowledge-management system. Our proposal 
deals mainly with how to integrate four knowledge sources for knowledge transfer. 

3 System Architecture 

3.1 System Overview 

In this section, we construct the four knowledge sources to manage 3W1H questions. 
First, we show an overview of the KTS in Fig. 1. We then explain the four knowledge 
sources in Section 3.2.  

Figure 1 shows a system architecture overview for a KTS. This system has four 
knowledge sources: workflow, rule base, goal tree, and domain ontologies. All links 
are defined with ontology. Novice workers can learn by applying these sources. The 
learning scenario is as follows: 1. Workflow, 2. Rules, and 3. What novice workers 
are interested in (e.g. meaning of terms, related work, and reason of rules). Objects 
drawn with dotted lines means they are essential objects for a KTS, but they were not 
create with syntax. 
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Fig. 1. Knowledge Transfer System Overview 

3.2 Knowledge Sources 

Workflow. Generally, it takes a great deal of time for novice workers to understand 
both the overall workflow and the details contained in the workflow. In addition, it is 
very difficult for novice workers to understand the workflow hierarchical structure 
from coarse grain size to fine grain size. To understand the workflow hierarchical 
structure, a workflow hierarchical structure should be explicit, see Fig. 2. The struc-
ture consists of three levels of workflow: Top, Middle, and Low. The top level 
workflow shows us how the workflow proceeds in coarse granularity. the middle level 
workflow is a sequence of work decomposed from the top level workflow. The ele-
ments of the sequence all have their own names, and the people involved in an enter-
prise use these names generally. The low level workflow shows us the details from 
which people in a workplace can understand what to do. From the viewpoint of know-
ledge management, this structure helps novice workers distinguish between the  
overall workflow and the processes. Finally, we describe knowledge related to deci-
sion-making in primitive work in the rule base section. We take the information that is 
needed for defining primitive works into the work ontology section. 

Rule Base. Some tasks include rules by which novice workers can determine what 
they should do next. Even if novice workers understand the overall workflow and the 
processes throughout the top level workflow to the low level workflow, they still 
don’t understand how to do the work in concrete terms. Therefore, we use a rule base 
because it aids making decisions in a specific situation. Because a task includes rules, 
the rule base should be related to the work in a workflow. We deal with rules that are 
related to two types of judgments: what to command, and how to do the work.  
Learning using a rule base after learning the workflow supports novice workers in 
developing a good understanding of a task. Top-down learning helps novice workers  
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understand quickly and deeply. A rule has a rule ID, related work, conditions (If part),  
conclusion (Then part), and sentences in Fig. 3. Sentences don’t include machine-
readable structures, and the sentences and rule IDs are written in the goal tree. 

 

Fig. 2. Three-Layered Workflow Structure 

 

 

Fig. 3. Rule Base Overview 
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Domain Ontologies. Domain ontologies have a concept classification hierarchy and 
semantic networks between facilities and work tasks. Domain ontologies, in particular, 
help novice workers understand terms in a specific domain. Domain ontologies are 
separated into facility and work ontology. They help novice workers understand the 
meaning of terms in a specific domain. We create the ontologies using Protégé [4]. 

(1) Facility Ontology 
We take the property “purpose,” whose domain is “facility” in Fig. 4 and whose range 
is “work” in Fig. 5 as discrimination attributes to build a concept hierarchy structure. 
Facility instances include pictures that support novice workers in understanding what 
the instances really were. 

 

Fig. 4. Facility Ontology 

(2) Work Ontology 
We take property “has-a” whose domain is “work” and whose range is “work” as a 
discrimination attribute to build a concept hierarchy structure. Some instances include 
movies to show how to act in a specific situation.  

 

Fig. 5. Work Ontology 
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Goal Tree. A goal tree is an ontology that deals with a rule as a concept. A goal tree 
defines the hierarchy of the rules and the network of rules and reasons. In Fig. 6, there 
are five categories: A is an instance of rule class, and the others are instances of rea-
sons, We call them Rule A, and Reasons B, C, D, and E. Novice workers learn using 
Rule A. If they follow Reason B from Reason A, they can understand why Rule A is 
implemented. If they don’t understand why Reason B is needed, Reason C can show 
them the justification or the reason for Reason B. As they follow the reasons and find 
the last reason (Rule E in Fig. 6), they find the last reason is an instance of the mana-
gerial goal. Thus novice workers can understand a managerial goal from a rule used in 
a scenario. By learning the goal tree, novice workers can understand not only why 
they should do a task, but the managerial goals. As a result of knowing the reasons 
they should perform a task, novice workers can acquire the ability to deal with work 
that is an exception to the norm. 

 

Fig. 6. Goal Tree 

4 System Flow 

We develop a system by integrating four knowledge sources: workflow, a rule base, 
domain ontologies, and a goal tree (we developed the system in Japanese, so some of 
the examples in the figures are in Japanese). The learning process of this system is 
basically divided into two fields. One field is the workflow side, and the other field is 
the ontology side, see Fig. 7.  
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If novice workers use this system, they can start to learn the workflow shown in 
Fig. 7. Novice workers start to study from the top level workflow down to the low 
level workflow shown in Fig. 8-A. In Fig. 8-A, each task in a workflow is a button. 
When a novice worker pushes a button in the top level workflow, the middle level 
workflow appears. And when they push a button in the middle level workflow, they 
can see the low level workflow. These workflows are written in HTML and Java-
Script. When they then push a button in the low level workflow, the system shows the 
rules related to the task in Fig.8-B.  

 

Fig. 7. Workflow and Ontology 

 

Fig. 8. System Flow 

 

Fig. 9. System Flow 
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When the novice worker pushes a button in the low level workflow, a SPARQL 
query is sent to the goal tree to obtain rule instances related to the workflow and to 
show rule links. If novice workers follow a rule link, the system shows the contents 
related to the rule link in Fig. 9-C. When novice workers follow a rule link, a 
SPARQL query is sent to obtain objects related to the rule. Figure 9-C shows an on-
tology page. While a workflow page has the workflow and the rules related to the 
workflow currently being viewed by a novice worker, a ontology page contains three 
items: class hierarchy, instances, and properties. When novice workers click a class in 
the bottom layer, the system shows instances related to what is being clicked in the 
Instances area. When an Instance is clicked, the system shows the properties and val-
ues. Some rule instances have “picture” properties and users can see what the In-
stances really are in Fig.9-D. 

5 Case Studies and Discussion 

Because skilled workers are is short supply in social infrastructure maintenance [5], it 
is a key issue for social infrastructure companies to develop systems to transfer know-
ledge from skilled workers to novice workers. Thus we apply our knowledge-transfer 
system to a SCP for highways, which consists of two tasks: anti-freezing work and 
snow-removal work. As a SCP is a complex task related to natural environments and 
is carried out just in the winter season (from December to February/March), it is very 
difficult to transfer knowledge and skills to novice workers.  

We have analyzed SCP manuals, interviewed skilled workers many times, and per-
sonally observed a SCP in operation. Thus we have obtained four types of knowledge: 
workflow, rule base, domain ontologies and goal tree. Table 1 shows the form and 
specifications of the knowledge sources. 

• Workflow: We have a three-layered workflow. The top level workflow has two 
elements. The middle level workflow has two elements (anti-freezing and snow 
removal). The low level element has five processes. 

• Rule base: Rule LHS (left-hand side) has 18 elements: road condition, temperature, 
forecast (temperature after two hours), salinity concentration, snow, snow type, 
workplace, condition of workplace, type of anti-freezing agent, how to spray, pressed-
snow condition, season, traffic control, how to remove snow, time interval, dispatch of 
snow-removal vehicles, timing of spraying, and formation of snow-removal vehicles. 
The rule base has about 100 rules with the above-mentioned LHS. 

• Domain ontologies: The facility ontology has 26 classes, 45 instances, and 200 
RDF (Resource Description Framework) triples. We have a class hierarchy with 
discrimination properties from interviews with skilled workers for SCP. The SCP 
work ontology has 27 classes, 37 instances, and 200 RDF triples. Based on inter-
views with skilled workers, we categorized the classes in the following order: pri-
mitive/compound work, SCP task type, means, timing of action, and place of work.  

• Goal tree: We asked skilled workers the following question: Why do you imple-
ment a rule? Then we produced a goal tree where super rules justify sub rules. The 
goal tree has 98 nodes (rules) with 35 rules from anti-freezing work, 44 rules from 
snow removal ,and 19 rules from management issues and others.  
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Table 1. Knowledge Sources for SCP KTS 

Knowledge Source Formality Specification 

domain ontologies formal owl file (made with Protégé) 
goal tree semiformal owl file (made with Protégé) 

rule base semiformal 
Text (Only rule ids and sentences 
are defined with Protégé. But sen-
tences have If-Then part.)  

work flow informal html + javascript (no syntax) 

5.1 Case Study 

Thirteen novice workers participated in our case study to evaluate our KTS using the 
SCP for highways. They learned the SCP from KTS and/or a worker’s manual. They 
are divided into the following three groups:  

• Group A learns the SCP using a worker’s manual for one hour. 
• Group B learns the SCP using KTS for one hour. 
• Group C learns the SCP using a worker’s manual for half an hour and using KTS 

for half an hour. 

Just after learning the SCP with a worker’s manual and/or KTS, they are given a writ-
ten test and questionnaire. Some questions are related with workflow and others are 
not. Fifteen questions were devised as follows in collaboration with skilled workers: 

 

Fig. 10. Written Test Using Personal Computer 
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• Nine questions related to work (or rules) order such as “What do you do first in 
Fig. 10-A?”, “After spraying an anti-freezing agent, what do you do next in Fig. 
10-B?”, and “If the percentage of residual salinity becomes 2%, what do you do in 
Fig. 10-C?”) 

• Six questions not related to work (or rules) order such as “Generally, when is it 
easiest to remove pressed snow?” 

The answers to all questions are in both KTS and the worker’s manual.  

5.2 Discussion 

Table 2 shows how well each group fared in the written test. Group B’s accuracy rate 
is much better than Group A’s and so we conclude KTS works very well. We make 
SWOT analysis on KTS as follows: 

Table 2. Case Studies Results 

Subject group  Question Types and Accuracy Rate Total Accura-
cy Rate  When How  What Why  

Group A: Manual  30%  50%  30%  50%  32.8%  
Group B: KTS  50%  100%  45%  81.3%  62.5%  
Group C: Manual & KTS 60%  100%  60%  75%  61.3%  

 

• Strengths: Novice workers have a good understanding of when/how to perform a 
task and the reason for performing a task through KTS. Domain ontologies with 
class hierarchy and relationship network support novice workers in understanding 
technical terms. Based on these finding, we observe that structured knowledge 
works well so that novice workers can understand SCP work quickly and easily. 
Although the case study was conducted for just one hour, KTS work better over a 
longer time.  

• Weaknesses: Compared to manual, it is difficult for novice workers to grasp how 
much to learn. KTS doesn’t have user models to learners and so does not provide 
personalization facilities. 

• Opportunities: Because many enterprises in social infrastructure maintenance suffer 
from a shortage of workers, KTS becomes more and more important. Knowledge in-
tegration will support more various novice workers in understanding works well. 

• Threats: Because of a shortage of workers, it will take many costs to elicit exper-
tise from experienced workers.  

6 Conclusion 

We have developed a knowledge-transfer systems (KTS), integrating four kinds of 
knowledge: workflow to manage When-type questions, a rule base to manage How-
type questions, domain ontologies to manage What-type questions, and a goal tree to 
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manage Why-type questions. Applying KTS to a case study involving a snow control 
plan for highways, KTS was found to work much better than a worker’s manual. 
When skilled workers in another snow area used our KTS, they agreed with the gener-
ic knowledge but not with specific knowledge. Specific process and knowledge might 
differ depending on snow quality. We should identify what knowledge can be reused 
or not from the point of knowledge-sharing among different organization divisions. 
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Abstract. Cyber-physical systems (CPS), which are computerized sys-
tems directly interfacing their real-world surroundings, leverage the con-
struction of increasingly autonomous systems. To meet the high safety
demands of CPS, verification of their behavior is crucial, which has led
to a wide range of tools for modeling and verification of hybrid systems.
These tools are often used in combination, because they employ a wide
range of different formalisms for modeling, and aim at distinct verifica-
tion goals and techniques. To manage and exchange knowledge in the
verification process and to overcome a lack of a common classification,
we unify different terminologies and concepts of a variety of modeling
and verification tools in a conceptual reference model (CRM). Further-
more, we illustrate how the CRM can support comparing models and
propose future extension.

1 Introduction

Systems that exhibit physical behavior by interfacing and interacting directly
with their real-world surroundings through sensors and actuators are known
as cyber-physical systems (CPS). CPS become increasingly autonomous (e. g.,
autonomous cars); consequently, significant demands are imposed on the safety
of such a CPS and the knowledge needed to design and implement them correctly.
Therefore, the field of formal verification, i. e., mathematically proving that a
CPS behaves as intended, is key to engineering CPS for safety-critical application
domains. The behavior of a CPS can be described using hybrid system models [2],
which simultaneously capture the continuously evolving real-world behavior and
the discrete control decisions of the CPS within one model.

In order to model a CPS and formally verify the desired behavior, the com-
putational and the physical behavior of a CPS need to be considered in con-
junction, which introduces unprecedented complexity into verification. Modelers
face many modeling and verification tools, which employ a wide range of mod-
eling formalisms (e. g., hybrid automata [18], hybrid programs [36,38]), aim at
distinct verification goals (e. g., safety, liveness) and incorporate heterogeneous
verification techniques (e. g., theorem proving, reachability analysis). Often, us-
ing multiple tools in combination is beneficial because their capabilities differ
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strongly. The downside of this diversity are compatibility issues, where specifi-
cally questions of knowledge management arise, such as: (i) which model repre-
sentation is useful for which aspect of the system? (ii) which parts of the system
can be formally verified using which tools? (iii) what are the trade-offs between
modeling and verification (detail vs. automation)? (iv) which parts of a system
are verified and how should the verification results be composed to a compre-
hensive correctness argument? A major difficulty for systematically analyzing
modeling and verification and managing knowledge in the verification process of
hybrid systems is a lack of a common classification of hybrid system modeling
and verification concepts.

To overcome this lack of a common classification, we unify different terminolo-
gies and concepts of a variety of modeling and verification tools in a conceptual
reference model (CRM), methodologically adhering to our previous work (e. g.,
[49]). We illustrate how the CRM can assist in classifying the capabilities of
modeling formalisms and tools. Additionally, we identify future extensions and
enhancements for modeling and verification tools for CPS.

2 Related Work

To the best of our knowledge, no other CRM for hybrid system modeling and ver-
ification concepts has been proposed so far. Nevertheless, prior surveys on CPS
and hybrid system modeling and verification provide classification fragments,
which will be discussed below.

Broman et al. [8] introduce a coarse-grained model for categorizing hybrid
systems. Their framework comprises Viewpoints (of stakeholders and their con-
cerns), Formalisms (modeling formalisms for hybrid systems) and Languages
and Tools (which implement formalisms). They conclude that their framework
serves as a basis for assisting CPS designers in the modeling process. Their
framework reviews tools primarily based on the requirements of stakeholders,
whereas we focus on the engineering and knowledge representation aspects of
hybrid systems design. Alur [1] reviews formal verification approaches, but not
modeling and tool support. Carloni et al. [9] analyze the syntax and semantics
for hybrid systems modeling w.r.t. verification and simulation. We, in addition,
discuss modeling and tool support.

A large body of research addresses solely the systematic modeling and speci-
fication of CPS, but does not address verification: Giese et al. [15] survey visual
model-driven development of software-intensive systems. Shi et al. [45] provide a
short overview and further research challenges of CPS. Sanislav et al. [43] focus
their work on challenges, concepts and research goals in the area of CPS. Wan
et al. [48] investigate the applicability of different composition mechanisms for
cyber-physical applications. Kim et al. [23] provide a broad overview of CPS re-
search and Lee [27] examines the challenges in designing CPS. Finally, the Open
Model Community’s1 formal definition of modeling methods [13] may act as an
alternative to UML for representing our CRM.

1 http://www.omilab.org

http://www.omilab.org
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(a) Systems (b) ToolSupport

Fig. 1. Systems and tool support concepts of the CRM

3 Conceptual Reference Model

In this section, we present a CRM of modeling and verification concepts for
hybrid systems. In principle we followed a top-down approach for construct-
ing the CRM, meaning that several concepts of the CRM have been adopted
from existing other surveys in this area as referred to in Section 2. We supple-
mented our CRM in a bottom-up way with concepts prevalent in existing tools.
Finally, we structured our CRM into four packages: (i) the Systems package
describes the real world systems; (ii) the Modeling package abstracts from real-
world systems to models of their behavior and specifications of important prop-
erties; (iii) the Verification package aims at verifying the modeled systems;
(iv) the ToolSupport package contains tool related aspects. In the following
sections, the concepts of the CRM are described along these four packages (see
http://cis.jku.at for complete CRM).

We express the CRM as Unified Modeling Language (UML) classes, since
UML is the prevailing standard in object-oriented modeling2 and expose the
basic components of hybrid systems and the interrelations between them. Natu-
rally, the CRM thus serves also as a framework, which can be extended by means
of sub-classing if further hybrid system concepts need to be captured.

3.1 Systems

The classes in the systems package (cf. Fig. 1a) describe a high-level systems
perspective to anchor modeling and verification tools. We follow Teschl [46], and
distinguish DynamicalSystems into DiscreteDynamicalSystems (state space
is N/Z) and ContinuousDynamicalSystems (state space is R); systems that
have both characteristics are HybridSystems [18], focused on in this paper.
Specifically, the dimensions of space and time are important characteristics for
many systems. A difference in handling those in a discrete or continuous man-
ner indicates a potentially fundamental conflict between modeling concepts and
tools.

2 UML meta-model as included in the OMG “Unified Modeling Language: Superstruc-
ture” version 2.4.1, available at
http://www.omg.org/spec/UML/2.4.1/Superstructure/PDF/

http://cis.jku.at
http://www.omg.org/spec/UML/2.4.1/Superstructure/PDF/
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3.2 Modeling

For the modeling package (cf. Fig. 2a) we follow Gupta [16] to distinguish a
model and its correctness specification (implementation and specification).

Model. A Model captures the relevant features of a dynamic system. It is ex-
pressed in a ModelingFormalism and can be constrained by Conditions.

Verification Specification. A VerificationSpecification describes a model’s
expected behavior utilizing a SpecificationFormalism [11], [16]. A verification
specification, being a logical formula in many approaches (e. g., [26], [36]), con-
sists of a StartCondition that specifies the initial conditions under which we
want a system to be safe to start, and a CorrectnessCriterion that we want a
system to fulfill (e. g., throughout, after all, or after at least one of its executions).
Furthermore, it is often possible to annotate models with Hints/Strategies,
that guide a verification tool but do not influence the behavior of a model directly
(e. g., invariants in KeYmaera [40] and UPPAAL [26]).

Formalism. Amajor part of the Modeling package is the Formalism sub-package,
which is divided into modeling formalisms for creating models and specifica-
tion formalisms for creating verification specifications (these may reference the
created models). The included formalisms are the most commonly used in lit-
erature, namely Automata and Programs [16] for modeling of discrete systems,
Differential Equation for modeling of continuous systems [10], as well as their
combination in the form of HybridAutomata/HybridPrograms [18], [36]. In order
to constrain a model to realistic behavior (e. g., the “bouncing ball” can never
fall through the floor), the CRM introduces conditions. Following Meyer [28],
these conditions are further subdivided into PreConditions, PostConditions
and Invariants. Moreover, a modeling formalism can have multiple characteris-
tics further describing its capabilities. We include subclasses of Characteristic
in the CRM to handle Compositionality (compositional models, for instance,
through Parallelism [19], Urgency [5], Synchronization or sequences [44])
and Non-Determinism (e. g., non-deterministic choice in dL [36]).

Automaton and Program. An automaton comprises a set of States and a set
of Transitions, and can be visualized as a directed graph [20]. A condition,
when attached to an AutomatonElement, restricts or details the behavior of the
automaton. Another modeling formalism are programs, representing a sequence
of instructions. Although they are often interchangeable we separate these for-
malisms, because their structural differences can be utilized by verification tools.

Differential Equations. Following [51] we classify differential equations (DE) into
PartialDE (PDE) and OrdinaryDE (ODE). Both can have special restricted
constant and linear forms (i. e., LinearPDE, LinearODE). In accordance with
[37], we allow conditions to restrict a DE to remain within a particular region,
transforming DEs into DifferentialAlgebraicEquations (DAE). DAEs can
further be equivalently transformed into differential inclusion, which is useful to
express disturbance in continuous dynamics.
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(a) Modeling (b) Verification

Fig. 2. Modeling and Verification Concepts of the CRM

HybridAutomaton (HA) and HybridProgram (HP). The generic concept of HA is
the basis for numerous hybrid formalisms with different levels of expressiveness
and detail, such as HybridUML [6] or Hybrid Petri Nets [12], [34]. For HA, we
introduce a ContinuousState that references a set of DEs. These differential
equations represent the continuous behavior of a system while their respective
state is active. TimedAutomata are restricted to modeling real-time systems and
correspond to HA with only clocks [4]. Like above, we introduce HPs [36], [38]
as sub-class of programs which allows differential equations as instruction. As
already mentioned, although HA can be encoded as HPs [36], they differ in
structural aspects that can be exploited by hybrid system verification tools.

Logic. A verification specification is expressed in terms of a Logic [16], such as
Temporal Logic (TL) [41] or differential dynamic logic (dL) [36]. These logics
differ in terms of capabilities and expressiveness, and support various kinds of
quantifiers and modalities (e. g., []-safety or <>-liveness modalities in dL, A
or E path quantifiers in CTL). Logics currently included in the CRM are CTL,
LTL, and their common superset CTL*, dL used together with HP for deductive
verification and TCTL used in model checking of timed systems.

3.3 Verification

Verification Goal. Verification is usually defined to check the behavior of a sys-
tem w.r.t. its intent [24]. Kern et al. [22] conceptually distinguish between prop-
erty- and implementation verification. Property verification is concerned with
specifying properties that are desired for a design (equivalent to what we con-
sider verification in our CRM), while implementation verification deals with the
relationship between high-level models and the implementation. In the CRM
(cf. Fig. 2b) we focus on property verification, as implementation verification is
rather a topic of model transformation which is not dealt with here. For ensuring
such an intended behavior, formal verification methods are typically distin-
guished into Model Checking and Verification by Deduction [24]. Such meth-
ods provide rigorous evidence (e. g., a proof) that a specification aiming at a
VerificationGoal is correct. Common verification goals include Safety (i. e.,
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something will not happen) or Liveness (i. e., something must happen) [25],
Controllability/Reactivity [38], Fairness [47] and Deadlock Freedom [7].

Verification Evidence. VerificationEvidence witnesses the correctness of a
model w.r.t. a verification specification. What is considered a witness typically
depends on the employed formal verification method (e. g., reachable states for
model checking, a formal proof for deductive verification or counterexamples in
both methods to witness correctness violation).

Proof. A Proof consists of arbitrary many proof steps and aims at verifying that
the model is correct w.r.t. the specification. Entire proofs or parts of a proof
might be transferred to other users using either the same tool or other tools to
make progress or even close the entire proof. An implementation of the CRM
should support composition and decomposition of proofs, as well as exchanging
proofs, partial proofs, and lemmas. An important aspect arises from exchanging
evidence: how can the correctness of exchanged artifacts be substantiated (e. g.,
certificates or by providing an exact listing of all proof steps)?

CounterExample. A specification for a selected technique can be refuted by a
CounterExample, which is mutually exclusive to a successful proof. Multiple
counter examples might be found for each open proof step. As soon as one is
found, the refutation of the entire verification specification is inferred.

ReachableStates. Another possible output is the set of ReachableStates, if a
reachability analysis was performed.

3.4 Tool Support

Because of the large number of tools available for modeling and verification of
CPS (cf. Fig. 1b), in this section we restrict the discussion to classes related
to modeling and proof collaboration, as motivated by our previous work [30].
However, as usual, the package can be extended to fit other tools as required.

Tool. The ToolSupport package includes concepts for Tools: (i) a ModelingTool

supports users in creating a model using one of the respective formalism, (ii) a
VerificationSpecificationTool allows formulation of a verification specifi-
cation about a model, and (iii) the VerificationTool takes the model and its
specification and produces a verification result.

A tool manipulates various Artifacts; it uses input (e. g., a model) to produce
a corresponding output (e. g., a verification specification). Tools might require
UserInput at run-time and additional prior Configuration (i. e., meta infor-
mation required to run the tool, e. g., library paths). For example, verification
tools often make a trade-off between expressiveness to achieve full automation
(e. g., affine linear dynamics in SpaceEx [14]) and user interaction to handle un-
decidability (e. g., KeYmaera [40]). Furthermore, tools might interact with each
other to enable Collaboration between instances of a single tool (e. g., multiple
users might collaboratively produce a complex model) or different kinds of tools
(e. g., different verification tools can be used to verify a single specification).
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Refactorings. Artifacts can influence other artifacts (e. g., a counterexample may
lead to revision of the initial model), since hybrid systems are often developed in-
crementally by model refinement. Refactorings support the refinement process
through automated restructuring of artifacts. In case a model is accompanied
with a correctness specification and a proof, it is important to spare full re-
verification when the behavior of the model is refactored [31].

Another benefit of refactoring is to reduce verification complexity. For exam-
ple, concurrent transition systems are exponentially harder to verify than se-
quential ones [17]; so concurrent real-world components that are independent
in their read-write variables can be modeled sequentially in arbitrary order
to reduce verification complexity. We can therefore further distinguish refac-
torings that change the behavior of a model into those increasing modeling
detail (Refinement Refactorings) and those reducing details (Abstraction
Refactorings).

Verification Tools. In our CRM we include two types of verification tools corre-
sponding to the two major verification techniques: model checking and theorem
proving [33]. For theorem proving, we introduce the class DeductiveVerifi-

cationTool. These tools are based on some logic and use inference rules (i. e.,
proof rules) to transform formulas until they yield axioms or logical tautologies.
Kern et al. [22] refer to these techniques as Deductive Methods, while Clarke et
al. [11] call them Theorem Proving. Model checkers calculate the states that can
be reached by a model and check if all are desirable. Since the term model check-
ing, however, refers to a technique mainly used for verification of purely discrete
systems, we choose reachability analysis as the equivalent of model checking for
hybrid systems. A ReachabilityAnalyzer calculates reachable states either in
an exact manner by limiting the continuous dynamics to simple abstractions or
in an approximate manner by over-approximating the set of reachable states [3].
Many of the techniques that work with (over-)approximations have to deal with
floating point issues. The exactness of a verification technique (e. g., floating
point variables do not store exact real valued numbers, but might result in
rounding errors) has to be exchanged when different tools interact.

4 Knowledge Representation in the CRM

In this section we use the CRM to represent knowledge about hybrid systems.In
order to simplify comparison of verification and modeling tools with the help of
our CRM, we deduce a set of criteria that allow to classify and evaluate hybrid
systems modeling and verification tools.

Detailed criteria are analogous to the concepts of the CRM and reveal funda-
mental differences between the hybrid systems modeling and verification tools as
discussed below. As sample tools, we chose verification tools for hybrid systems
(SpaceEx [14], and KeYmaera [40]) and for timed systems (UPPAAL [26]). The
tools have different capabilities (cf. Fig. 3a): SpaceEx is a verification platform
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(a) Knowledge about SpaceEx, UPPAAL and KeYmaera (b) Robot Example

Fig. 3. Knowledge representation in the CRM

for hybrid systems by performing reachability analysis, UPPAAL is an environ-
ment for verification of timed automata through model-checking and reachability
analysis, and KeYmaera is a theorem prover for hybrid systems.

Modeling Formalism. Each of the tools uses a slightly different modeling for-
malism. SpaceEx and UPPAAL both work with networks of automata, where
SpaceEx accepts HA and UPPAAL is restricted to timed automata. KeYmaera
chooses a different approach and uses HPs. As for continuous dynamics, UP-
PAAL is restricted to the use of synchronous clocks, while the other tools can
handle differential equations. However, SpaceEx is limited to affine linear dy-
namics while KeYmaera can also handle non-linear ODEs, algebraic DEs and
differential inclusion. Additionally, SpaceEx and UPPAAL—as they use net-
works of automata—support compositionality (e. g., by parallel composition).

Timed automata can be translated into HA, but not necessarily the other
way around, as modeled through timed automata being a subclass of HA. This
in turn means that transformations from SpaceEx models containing differential
equations will fail when translated to UPPAAL. Similarly, specifications pro-
vided in UPPAAL (e. g., safety properties) in terms of TCTL, will be lost when
translating a model to SpaceEx. Furthermore, both SpaceEx and UPPAAL sup-
port guards and invariants (highlighted in the CRM by means of the marked
Condition class), allowing loss-less translation of conditions.

Additionally, the CRM can be implemented as an object-oriented knowledge
representation scheme to provide automated support for model selection and com-
patibility checks. For example, the modeling formalism for UPPAAL is timed au-
tomaton while it is HA for SpaceEx, and HP for KeYmaera. For a concrete model
using a timed automaton asmodeling formalism a knowledge representation query
would return tools that can handle timed automata directly (SpaceEx and UP-
PAAL), and those tools that can handle the model with some transformation
(KeYmaera). In the latter case, the models resulting from the transformation,
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however, are likely to not benefit from KeYmaera in the fullest possible ex-
tent, because the structure of the source model is different from the expected
program structure. When comparing SpaceEx and UPPAAL, the knowledge rep-
resentation would also provide that an instance of a SpaceEx model (containing
a HA) cannot necessarily be assigned to UPPAAL, as the modeling formalism
of UPPAAL cannot handle HA in general.

Specification Formalism. KeYmaera and UPPAAL use logical statements to de-
fine desired properties about a system, whereas SpaceEx computes a set of reach-
able states that can be compared either for intersection with the set of unsafe
states (safety) or with the set of goal states (liveness).

The CRM also supports comparison of specification formalisms, as a similar
class hierarchy as described above, also exists for logics. While UPPAAL uses a
subset of TCTL for its specifications, KeYmaera uses dL.

Verification Specification. For conditions, all tools support guards and invariants
to restrict the behavior of the models. While SpaceEx returns a set of reachable
states which has then to be analyzed for intersections with desirable or unde-
sirable sets of states, UPPAAL supports the use of path formulae (further clas-
sified into reachability, safety and liveness) and KeYmaera allows arbitrary dL
fomulae to specify safety and liveness properties. KeYmaera furthermore allows
annotating its models with additional conditions (e. g., variants and invariants),
to support the tool during verification of the models.

The CRM supports comparing the available kinds of correctness criteria speci-
fiable within different tools. When translating from SpaceEx to UPPAAL,
additional correctness criteria must be specified after the translation so that
UPPAAL can verify the model. From UPPAAL to KeYmaera we may want to
enrich the model with annotations to guide the proof search.

Applying the CRM. We use a robot collision avoidance model [29] to illustrate
how hybrid systems models can be captured in the CRM. The collision avoid-
ance model was designed using hybrid programs as a modeling formalism; its
correctness requirements are defined by a specification. Since the robot moves
along sequences of circular arcs and must not drive backwards, the hybrid pro-
gram contains non-linear differential-algebraic equations. The starting condition
PfSInitial of the system is a logical formula, which describes conditions on accel-
eration A, braking B, robot speed vr, robot direction dr, robot positions pr, and
obstacle positions po, under which it is safe to start the robot. The correctness
criterion PfSCorrectness expresses that all possible behavior of the robot has to
avoid collision, and furthermore has to retain at least one maneuver for obstacles
to avoid collision as well, which means that it uses nested modality operators
and, hence, can only be expressed in dL. From these instances we immediately
see that KeYmaera is the tool which fits best for verification of this model, since
dL and non-linear DE are not supported by SpaceEx or UPPAAL (cf. Fig. 3b).



A CRM of Modeling and Verification Concepts for Hybrid Systems 377

5 Conclusion and Future Work

In this paper, we introduced a conceptual reference model that can be used to an-
alyze the properties of hybrid system modeling and verification tools and classify
them accordingly. The resulting CRM can be used to (i) unify the used termi-
nology, (ii) compare the capabilities of modeling and verification methods, and
(iii) represent and exchange knowledge about those methods and about mod-
els. Furthermore, we see several promising application areas for such a CRM,
spanning from education purposes in order to provide students with a road-map
for CPS development and verification, to an object-oriented knowledge repre-
sentation system, which can be used to automatically check the compatibility
between models and tools, and exchange information between different tools as
emphasized for interchange formats (e. g., [5], [32], [35]).

The CRM is a first step towards a comprehensive classification framework of
hybrid system modeling and verification concepts and should be extended with
further details: For future work, we plan to extend the CRM with stochastic
or probabilistic hybrid systems (e. g., [21], [39], [50]), hybrid games (e. g., [42]),
component-based modeling, and transformation. Finally, we plan to conduct a
survey of hybrid system modeling and verification approaches using a criteria
catalog derived from the CRM.
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Abstract. Discovering latent information from Electronic Medical Re-
cords (EMRs) for guiding diagnosis decision making is a hot issue in
the era of big data. An EMR composes of various data (e.g., patient in-
formation, medical history, diagnosis, treatments, symptoms), but most
of them are stored in the relational database. It is difficult to integrate
the data and infer new knowledge based on existing data structures. Se-
mantic technology (ST) is a flexible and scalable method for integrating
heterogeneous, distributed information from big data. Taking advantage
of these features, this paper proposes a framework that leverages ontol-
ogy to improve EMRs decision-making. A case study shows that this
framework is feasible to integrate information, and can provide specific
and personalized information services for facilitating medical diagnosis.

Keywords: Semantic Technology, Integration, EMRs, Ontology, Diag-
nosis Decision-making.

1 Introduction

Electronic Medical Records (EMRs) have been carried out in-depth study in
Europen and American. It is still one of the hot topics especially in the era of big
data. An EMR document contains massive important information, such as basic
patient information, medical history, diagnosis, adverse drug history, treatments,
symptoms and so on. It plays a vital role in discovering latent information to
guide doctors, community physicians and other individuals for diagnosis. There
is a big challenge in effectively utilizing this massive information in the era of big
data, especially in uncovering the hidden information to guide decision making
[1].

However, the format of medical data is unstructured or semi-structured, such
as images, office documents, and XML documents. It is so diverse that hardly to
be understood by computer automatically. Meanwhile, nearly all medical data is
stored in the relational database. It is difficult to infer new knowledge to provide
specific and personalized information services to facilitate medical diagnosis. It
is a big challenge to reuse and share these information. The use of ontology for
the explication of implicit and hidden knowledge to integrate this information
is a possible approach to overcome the problem of semantic heterogeneity. Only
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integration of these medical information, can make them more valuable. Our
work is to integrate medical information which is semantic heterogeneity.

In 1998, the concept and architecture of Semantic Web [2–4] were proposed
by T. Berners-Lee and J. Hendler. Many researchers and organizations have
contributed great efforts to promote the Semantic Technology (ST). There are
three features of ST: Uniform Resource Identifier (URI), the Resource Descrip-
tion Format (RDF), and Ontology. The use of ontology for the explication of
implicit and hidden knowledge is a possible approach to overcome the problem
of semantic heterogeneity.

In this paper, we present a new framework based on ST for integrating het-
erogeneous and distributed information from big data. One aspect of our work
is creating the ontology that is focused on the current medical development in
China. Based on the EMR ontology, specific and personalized information ser-
vices are provided to facilitate medical diagnosis.

The remainder of the paper is organized as follows. Section 2 gives the frame-
work of our work. Section 3 provides some cases by using the EMRs ontology to
make decisions. Section 4 presents the conclusions and future work.

2 A Semantic-Based EMR Framework for
Decision-Making

As ontology can explicitly describe relationships between concepts and entities
[5], the basis for EMRs decision-making is integrating these documents in the
same standard through building EMRs ontology. The aim of our work is to pro-
vide a framework to integrate the distributed, diversity information and support
a decision-making for doctors, community physicians and other individuals. The
framework is demonstrated in Fig.1 which we adopt three data sources to create
this ontology.

2.1 Basic Ontology

With the help of ontology engineers and experts in medicine, we create the basic
ontology which is the experienced-driven knowledge warehouse. The raw data
that consists of disease names, trials, symptoms and so on are mainly from the
Chinese medicine experts.

2.2 Extract Information from Websites

Besides the experienced-based knowledge, there is some valuable information in
the websites. To make the information more comprehensive, we extract knowl-
edge into the aforementioned ontology from the famous healthcare websites such
as Sina and Sohu. Data from these websites is mainly some prevention tips, diet
tips, and exercise. It is exactly complementary with the knowledge from medicine
experts.
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Fig. 1. The Framework of our work

2.3 Encoding ICD Codes

To integrate EMRs knowledge, only aforementioned ontology is not enough be-
cause descriptions or records of a disease maybe not represented as the same
symbol. To avoid this ambiguous, a standard encoding is necessary. In our work,
we use the International Classification of Diseases (ICD) code which is widely
adopted in the developed countries.

2.4 Decision-Making in the Diagnosis

Using ontology which leverages knowledge and web intelligence, specific and
personalized information services are provided in the process of decision-making
for doctors, physicians, and individuals. In our work ,we focus on the personalized
services based on integrating information of one person and identifying high-risk
person. More details will be presented in section 3.2.

3 An Application of the Semantic-Based Framework

ST has explicit semantic and is easy to infer new knowledge based on exist-
ing data. The core and basis of ST are ontology database and inference based
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on ontology. Section 3.1 describes the process of creating the ontology from
three data sources in detail. Using the ontology to provide specific and person-
alized information services to facilitate medical diagnosis will be presented in
section 3.2.

3.1 Three Data Sources to Create Ontology

Domain ontology based on the specific domain concepts and accurate relations
description lays the foundation of the knowledge base. What is more, well de-
veloped and widely adopted ontologies are an important cornerstone, providing
some basic term relationships and guiding the further development of the do-
main knowledge base [6]. In this section, we uses knowledge and web intelligence
to create ontology.

3.1.1 Creating the Basic Ontology
The purpose of establishing the EMR ontology is to integrate the massive elec-
tronic medical records, to facilitate online retrieval for doctors, patient, to pro-
mote the ability and knowledge of doctors, and then to reduce health care costs
by improving the efficiency of medical institutions. The main classes of EMR
ontology are shown in Table.1. In this paper, we adopt the top-down approach
to define the class hierarchy. After defining classes, relevant attributes of the
class are defined. Fig.2 is the RDF triples topographies of Coronary heart dis-
ease by TopBraid Composer [7] that is an enterprise-class modeling environment
for developing Semantic Web ontologies and building semantic applications.

Table 1. The main class of the EMR ontology

Class Name Explanatory Note

Disease Name of a disease
Risk factors Predisposing factors, including genetic, environmental, and lifestyle

risk factors.
Symptoms The things that show that someone has it
Trials Medical trials targeting the detection and/or treatment of the dis-

ease
Prevention factors Ways of preventing a disease, including vaccines and precautions

such as hand washing
Treatment Medical treatments, such as drugs and procedures to target the

illness.
Affiliated disease Diseases that often go hand in hand with the disease, such as those

can cause or be caused by, or have a high correlation with ,this
disease.

3.1.2 Extracting Information from Websites
Meglic et al. [8] evaluated network intervention method. They indicated that
the network community and the professional health websites are well known
by patients and medical staff. Healthcare knowledge on the network plays a
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Fig. 2. The RDF triples topographies of Coronary heart disease

huge role in people’s life. In the real world, besides the sophisticated doctors
knowledge, some health care information is also valuable in the websites [9] such
as Sina and Sohu. So extracting knowledge of disease prevention is a necessary
assignment. We find that it is feasible by analyzing the source codes of websites.

In our experiments, we use open source Heritrix to crawl the corresponding
data, parse prevention and health care knowledge and write them into ontology
repository. Fig.3 is the source codes from one website. It is clear that they are all
semi-structure data. Besides the disease name, we mainly extract the knowledge
of prevention and diet care into our ontology. As shown in Fig.3, we extract
prevention and put them into the term prevention.

<ul>
    <li><span>Disease name:</span>coronary heart disease</li>
    <li><span>Location:</span> <a href= /body-1017.shtml >chest</li>
    <li><span>Department:</span><a href= /dept-2002.shtml >cardiovascular medicine</li>
    <li><span>Symptom:</span>Sudden death|sleep-disordered breathing|chest pain|cardiac 
murmur|cardiogenic|Arrhythmia     |hypertension|palpitation|</li>
    <li><span>intro</span> coronary artery coronary heart disease (CHD) is a kind of organic (atherosclerosis or 
dynamic vasospasm) stenosis or occlusion of myocardial ischemia caused by lack oF oxygen (angina) or myocardial 
necrosis (myocardial infarction), heart disease, also known as ischemic heart disease     </li>
<ul>
<h3><span>Coronary heart disease</span>prevention</h3>
<p>Control and prevention against three levels, primary prevention means there is no disease prevention, 
secondary prevention is<a href="/disease-3474_5.shtml" target="_blank">[more]</a>
</p>

Fig. 3. The source codes of one website
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3.1.3 Manual Coding in ICD
A unified coding is the core of data integration. ICD codes are the standard diag-
nostic tool for epidemiology, health management and clinical purposes. However,
there exists some similar ICD codes about relevant diseases. As far as we know,
traditional machine learning and Natural Language Processing can not achieve
high accuracy even in the best situations.

Considering above factors, this paper translate ICD code manually. A concrete
instance about Intra Uterine Contraceptive Device(IUCD) is shown in Table 2. It
is no doubt that there are similar codes for different diseases which are too hard
to distinguish them literally. IUCD codes are so complicated, not to mention to
all the ICD codes. We encode the electronic medical records into ICD through
the diagnoses in the documents.

Table 2. The similar ICD codes similar disease

ICD code Disease name Mnemonic in Chinese

O35.701 IUCD pregnancy zgnbyqrs
O35.702 IUCD failure zgnbyqsb
T83.301 IUCD incarcerate zgnbyqqd
T83.305 IUCD breakage zgnbyqdl
Z30.501 Remove IUCD qczgnbyq

3.2 EMRs Ontology-Based Inferring

Creating EMRs ontology and making decision based on it are two major works.
The EMR ontology provides more comprehensive and accurate health informa-
tion. Section 3.1 has discussed the details to create EMRs ontology from three
data sources. On the other side, in the process of intelligent reasoning, person-
alized services for users are provided. Section 3.2.1 applies EMRs ontology to
provide healthcare information. Section 3.2.2 provides an example of using rules
to identify the high-risk person.

3.2.1 Using ICD EMRs to Provide Healthcare Information
Traditional data mining provides services for all patients or a particular group.
However, it is unable to provide suggestions for a single person. In the era of per-
sonalized therapy that people need specific suggestions based on their individual
patient data and want some specific problems to be solved before the disease
appears. In this case, only the data mining alone is not enough.

The steps of using EMRs ontology to provide personalize offerings are as
follows: firstly, annotate personal information and symptoms, then put these in-
formation into the ontology. From each individual’s perspective, the information
from different hospitals can easily integrate. Meanwhile, the related preventions,
diets, sport tips will be offered for the patients. Based on making personal doc-
uments into a semantic graph, the information from different hospitals is easily
integrated, the diagnosis of the person will be provided on the EMRs ontology.
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3.2.2 Using Rules to Identify High-Risk Persons
Predicting diseases based on symptoms is one of goals we try to achieve. Warning
some high-risk persons before real diseases come is the another one. This section
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introduces the process identify high-risk people who will wrestle. The steps of
using rules to identify high-risk person are as follows: 1) extracting information
from EMRs written in Chinese, 2) establishing rules of risk in terms of falls, trip-
ping, slipping, 3) using the integrated EMRs ontology, screen out these patients
who have this risk. More detailed are presented in Fig.5.

4 Conclusion

We propose a semantic-based EMRs integration framework which uses ontology
to predict latent diseases and warn some high-risk persons. A case study shows
that this framework is feasible and good scalability. In the course of creating
EMRs ontology, we adopt knowledge and web intelligence to make this ontology
more valuable. We use medicine, diet tips, exercise as a treatment in this paper.
In the future, we will optimize our ontology by adding feedback and introducing
other ontologies, such as SNOMED CT.
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