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Abstract. Fuzzy Time Series was introduced to improve the forecasting made 
by statistical methods in vague or imprecise data and in time series with few 
samples available. However, the integration of these concepts is a little explored 
area. In this paper we introduced a new forecast model composed by a pre-
processing method and a predicting method. The pre-processing method is  
responsible for analyzing the data and defining a suitable structure of represen-
tation. The predicting method is based on the combination of fuzzy time series 
concepts with the simple exponential smoothing, a traditional statistical method 
for prediction. The experiments performed with the TAIEX index show that, 
besides obtaining better accuracy rates when compared with other methods 
available in the literature, the predictions made over the whole time series had 
the same behavior and trends than the real data. 
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1 Introduction 

In the last years, Fuzzy Time Series (FTS) has been used in many forecasting prob-
lems, especially when the data in the Time Series (TS) are represented by linguistic 
terms, are vague, imprecise or when there are few samples available. Since it was in-
troduced by Song and Chinson [1,2,3], several proposals have been presented to extend 
the main concepts with applications in different areas. Basically, the FTS follow three 
steps: (1) fuzzification of crisp values; (2) derivation of Fuzzy Logical Relationships 
(FLR); and (3) calculation of the forecasted value. In Uslu et al. [4], the authors use 
genetic algorithm to fuzzify and to derivate the FLR. The calculation of forecasted 
values considers the frequency of each FLR, but do not consider when the FLR oc-
curred. A hybrid system with concepts of support vector machines, neural network and 
linguistic fuzzy rules is presented by Stepnicka et al. [5] to deal forecasting problems. 
Chatterjee et al. [6] presented a second order forecast model to multi-attribute time 
series. In [7] a forecasting method for FTS based on k-means is introduced. 

In the literature, several researches in FTS focus on forecasting without the prepro-
cessing of the data [8,9,10]. However, the preprocessing has an important role to  
improve the forecasting accuracy rate. Without the preprocessing, the forecast in FTS 
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can be prejudiced by outliers and by fuzzy sets that represent inadequately the distri-
bution of the data over the entire time series. 

Some works have reported better accuracy in forecasted values by FTS than by 
traditional statistics methods [5], particularly in TS with few samples or irregular 
behavior. However, the integration of FTS concepts with the traditional statistical 
methods is a little explored area. An important feature frequently neglected in FTS 
research is the updating of obtained knowledge with the arrival of new samples. In a 
FTS with variation in its behavior, the update of FLR identified during the training 
can be essential for a good accuracy on the new forecasts. Therefore, this research 
arises to overcome this lack in FTS. Besides keeping the FLR base updated with the 
arrival of new samples, allowing the forecasting model to follow the new tendencies 
of the time series, the proposed model is composed of a preprocessing method and a 
forecasting method. The pre-processing method aims at removing the outliers and 
creating a suitable representation by means of linguistic terms that reflects the real 
structure of the data. The forecasting method is defined using a combination of FLR 
concepts with the extension of simple exponential smoothing, a traditional statistical 
method. The obtained results confirm the effectiveness of the proposal. 

The remaining of this paper is organized as follows. Section 2 presents the basic 
concepts of fuzzy time series and simple exponential smoothing. The proposed fore-
casting model is introduced in Section 3. In Section 4 the results and comparisons 
among the proposed method and other techniques found in the literature are presented. 
Section 5 summarizes the main conclusions and gives indications for future work. 

2 Basic Concepts 

2.1 Fuzzy Time Series 

Based on Zadeh’s works [11,12], a fuzzy set ܣ in the universe of discourse U = 
ܣ can be defined by ,{௡ݑ,...,ଶݑ,ଵݑ} ൌ ஺݂ሺݑଵሻ/ݑଵ ൅ ஺݂ሺݑଶሻ/ݑଶ ൅ ڮ ൅ ஺݂ሺݑ௡ሻ/ݑ௡ 
where ஺݂ is the membership function of the fuzzy set ܣ, ஺݂: ܷ ՜ ሾ0,1ሿ, and ஺݂ሺݑ௜ሻ 
denotes the value of membership of ݑ௜ in the fuzzy set A, where 1 ൑ ݅ ൑ ݊. In the 
sequence, the basic definitions about fuzzy time series are presented [1,2,3]: 

Definition 1: Let ܻሺݐሻ ሺݐ ൌ  … , 0 ,1, 2, … ሻ, a subset of ℝ, be the universe in which 
fuzzy sets ௜݂ሺݐሻ ሺ݅ ൌ 1, 2, . . . ሻ are defined. If ܨሺݐሻ is a collection of ௜݂ሺݐሻሺ݅ ൌ1, 2, . . . ሻ, then, ܨሺݐሻ is called a fuzzy time series on ܻሺݐሻ. 

Definition 2: If ܨሺݐሻ is caused by ܨ൫ݐ– 1൯, –ݐ൫ܨ 2൯, … , –ݐሺܨ ݊ሻ, then the fuzzy logical 
relationship between them can be represented by a high order fuzzy logical relation-
ship as ܨ൫ݐ– 1൯, –ݐ൫ܨ 2൯, … , –ݐሺܨ ݊ሻ ՜  ሻ and it is called the ݊th-order fuzzy timeݐሺܨ
series model. 

According to Song and Chinson [3], the forecasting process in FTS follows five 
steps: (1) specify the universe of discourse U on which the fuzzy sets will be defined; 
(2) partition ܷ into several equal length intervals for defining the fuzzy sets; (3) if the 
historical data are linguistic values, go to Step 4; otherwise fuzzify the data; (4) fore-
cast the linguistic value; (5) defuzzify the linguistic value attained in Step 4. 
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2.2 Simple Exponential Smoothing 

Proposed by Brown and Meyer [13], the Simple Exponential Smoothing ponders past 
observations by means of exponentially decreasing weights. The forecasting value is 
defined by Equation 1: 

 ҧ݀௧ାଵ ൌ ∑ ሺ1ߙ െ ሻ௜݀௧ି௜௧ିଵ௜ୀ଴ߙ + ሺ1 െ  ሻ௧݀଴ (1)ߙ

Where ݐ is the index of most recent sample, ҧ݀௧ାଵ is the forecasted value for the time ݐ ൅ 1, ݀௧ି௜ is the crisp value at time ݐ െ ݅, and ߙ is the smoothing factor and should 
attend the constraint 0 ൑ ߙ ൑ 1. If ߙ is equal to 1, the forecasted value is equal to the 
most recent sample, that is, the sample at time ݐ. If ߙ is near 0, than the forecasted 
value have more influence of the oldest sample, that is, the first sample of time series. 

3 Proposed Forecasting Model 

In this section we present a forecasting model developed from the integration of fuzzy 
time series concepts with simple exponential smoothing of statistical area. The model 
is composed by two main processes: (1) pre-processing and; (2) forecasting method. 

3.1 Pre-processing Method 

The pre-processing is based on [14] and its purpose is to analyze the data to allow a 
better linguistic representation of TS and, in this way, improve the accuracy of fore-
casting values. This method consists of four main steps shown in Figure 1. 

 

Fig. 1. Steps of the pre-processing method 

The existence of one or more outliers in the sample data can exert a negative influ-
ence in all remaining steps in the process. Thus, consider the existence of ݊ historical 
data in ܻሺݐሻ, where ݐ ൌ 0,1,2, … , ݊. The first step to detect an outlier is define the 
square matrix ܪ as in Equation 2. 

ܪ  ൌ  (2) ்ݔሻିଵݔ்ݔሺݔ
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where 

ݔ  ൌ ێێۏ
1ۍێ ݀଴1 ݀ଵ1 ݀ଶڭ 1ڭ ݀௡ۑۑے

ېۑ
 (3) 

and ݀௜ for ݅ ൌ 0,1, … , ݊ are the observed values in the time series. In the sequence, the ܴ݁ݐ݊݁݀ݑݐܵ ݈ܽݑ݀݅ݏ index is computed by Equation 4 for each sample in the time se-
ries [15]. 

௜ݐ݊݁݀ݑݐܴܵ  ൌ ௘೔ఙෝሺ೔ሻඥଵି௛೔ (4) 

In Equation 4, ߪොሺ௜ሻ is the standard deviation without the ݅th sample of time series, ݄௜ is the ݅th diagonal element in the matrix ܪ, and ݁௜ is defined by Equation 5, where ݀௜ is the ݅th sample of the time series. In this work, the ݅th observed sample is an out-
lier, when the ܴܵݐ݊݁݀ݑݐ௜ is equal or greater than 2.5. This value was defined after the 
execution of some preliminary experiments. 

 ݁௜ ൌ ݀௜ െ ∑ ௗ೟೙೟సబ௡  (5) 

Once the outliers have been identified and removed, the universe of discourse ܦ is 
defined according to Equation 6, where ܦ௠௜௡ is the minimum value in the observed 
values, ܦ௠௔௫  is the maximum and σ is the standard deviation of the historical data. 

ܦ  ൌ ሾܦ௠௜௡ െ ,ߪ ௠௔௫ܦ ൅  ሿ (6)ߪ

The number of linguistic terms that will represent the data in the time series is de-
fined by the following steps. 

Step 1. Sort the ݊ numerical data in an ascending sequence as ݀଴, ݀ଵ, ݀ଶ, … , ݀௡, 
where ݀଴ is the smallest datum among the ݊ numerical data and ݀௡ is the highest 
datum. 

Step 2. Calculate the threshold ߬ as the maximum distance to fuse clusters using 
Equation 7, where ߜ is the standard deviation of the difference between the sorted 
samples defined in Step 1. 

 ߬ ൌ ෌ ሺௗ೔శభିௗ೔ሻ೙షభ೔సభ ௡ିଵ ൅  (7) ߜ

Step 3. Put each numerical datum into a cluster as ሼ݀ଵሽ, ሼ݀ଶሽ, . . . , ሼ݀௜ሽ, . . . , ሼ݀௡ሽ, 
where the symbol “ሼ ሽ ” denotes a cluster. 

Step 4. Assume that there are ݌ clusters. Calculate the center of cluster ݇ by the 
arithmetic mean of all data that belong to it, for 1 ൑  ݇ ൑  .݌ 

Step 5. Calculate the distance between clusters ݇ and ݇ ൅ 1 by Equation 8, where ݇ ൌ 1, 2, 3, … , ݌ െ 1. 

௞,௞ାଵ݁ܿ݊ܽݐݏ݅݀  ൌ ௞ݎ݁ݐ݊݁ܿ_ݎ݁ݐݏݑ݈ܿ|  െ  ௞ାଵ| (8)ݎ݁ݐ݊݁ܿ_ݎ݁ݐݏݑ݈ܿ 
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Step 6. If the shortest distance between two clusters is less than ߬, then join the 
clusters into only one cluster and go back to Step 4. Otherwise, stop the algorithm. 

In order to reflect the real structure of data, the parameter ݌ resulting from the pre-
vious algorithm will be used as input to indicate the number of clusters in the fuzzy  
c-means [16]. After its execution, the centroids found will be used to represent the 
linguist terms of FTS. Thus, the parameters of the membership functions that 
represents the linguistic terms are defined as follows: 

• The linguistic terms ܮ௝, for 1 ൏ ݆ ൏  ,are represented by triangular fuzzy sets ,݌
whose center is the center of cluster ݆; 

• The left-limit and the right-limit of the support of linguistic terms ܮ௝, where 1 ൏ ݆ ൏ ݆ are defined by the cluster center ,݌ െ 1 and ݆ ൅ 1, respectively; 
• The linguistic term ܮଵ is represented by a trapezoidal membership function with 

values equal to 1 in the interval ሾܦ௠௜௡ െ ,ߪ -is the stan ߪ ଵሿ, whereݎ݁ݐݏݑ݈ܿ_ݎ݁ݐ݊݁ܿ
dard deviation of the series and ܦ௠௜௡ is the minimum value in the observed  
data; 

• The left-limit and the right-limit of the support of ܮଵ are defined, respectively, by ܦ௠௜௡ െ  ;ଶݎ݁ݐݏݑ݈ܿ_ݎ݁ݐ݊݁ܿ and ߪ
• The linguistic term  ܮ௣ is also represented by a trapezoidal membership function, 

with values equal to 1 in the interval ሾܿ݁݊ݎ݁ݐݏݑ݈ܿ_ݎ݁ݐ௣ , ௠௔௫ܦ ൅  is the ߪ ሿ, whereߪ
standard deviation of the series and ܦ௠௔௫ is the maximum value in the observed 
data; 

• The left-limit and the right-limit of the support of ܮ௣ are defined by ܿ݁݊ݎ݁ݐݏݑ݈ܿ_ݎ݁ݐ௣ିଵ and ܦ௠௔௫ ൅  ;respectively ,ߪ

After the pre-processing of the time series, the fuzzification of data is performed 
and the FLR are derived to make predictions as presented in the next subsection. 

3.2 Forecasting Method 

In general, the forecasting methods by means of time series consider that, from the 
observations and analysis of available samples, it is possible to predict the values and, 
therefore, the future behavior of the series. However, several time series have differ-
ent behavior along the entire observation period. The proposed model consider that 
the most recent samples should have more influence in the process of forecasting  
than the earliest samples and, for this, uses the statistical technique called simple  
exponential smoothing. Besides, other important feature of the proposed model is the 
update of the FLR base with the arrival of new samples, i.e., after the acquisition of 
knowledge from training data, the model is updated by derivation of new FLR with 
the arrival of new samples. This feature allows the method to enhance the accuracy 
rate in scenarios where the series present a different behavior when compared with the 
training data. The proposed forecasting method is composed by four steps: (1) fuzzifi-
cation of the original data; (2) extraction of a FLR base formed by second order FLR 
with three consequents; (3) forecasting value using the integration of FLR with the 
simple exponential smoothing concepts; (4) update the FLR base. 
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After the definition of fuzzy sets in the pre-processing phase, the fuzzification of 
the time series consists of finding the linguistic term that better represents each crisp 
value of the series. The derivation of fuzzy logical relationships from the fuzzified 
FTS, as proposed in this work, uses an extension of the traditional definition of FLR 
presented in the Section 2.1. In this proposal, we use second order FLR with three 
linguist terms in the consequent where the reverse simple exponential smoothing will 
be applied. Thus, the knowledge is represented by a FLR base composed by ݊ െ 4 
fuzzy logical relationships of the form presented in Equation 9. 

,௧ܮ  ௧ାଵܮ ՜ ,௧ାଶܮ ,௧ାଷܮ  ௧ାସ (9)ܮ

where ܮ௧ is the linguistic term in time ݐ ,ݐ ൌ 1, 2, … , ݊ െ 4, and  ݊ is the number of 
observed data in the FTS. With three linguistic terms in the consequent of FLR, it is 
possible to better identify the future trends over forecasted values. However, previous 
experiments have suggested that by considering more than three terms in the conse-
quent of FLR, the accuracy rate starts to decrease. 

Once the FLR base has been defined, the predictions are performed from the last 
two linguistic terms in the FTS, ܮ௡ and ܮ௡ିଵ. The FLR in the base with the antece-
dents ܮ௡ and ܮ௡ିଵ will be used in the calculation of the forecasted value. Differently 
than the original method [13], in which the exponential smoothing is applied over the 
past values of the entire time series, in the proposed method a modified version of 
exponential smoothing is introduced. In this work, the smoothing is performed both 
on the three crisp values that represent the linguistic terms in the consequents of each 
FLR being used in the forecasting and on the FLR themselves, so that the most recent 
ones have higher influence than the oldest ones. Suppose that a FLR of the form pre-
sented in Equation 9 will be used in the forecasting. This FLR then, generates a 
smoothing value ܵ, defined by Equation 10. 

 ܵ ൌ ሺ1 െ ሻଶ݈௧ାଶߙ ൅ ሺ1ߙ െ ሻ݈௧ାଷߙ ൅  ௧ାସ (10)݈ߙ

where ߙ is the smoothing factor, ݈௧ାଶ, ݈௧ାଷ and ݈௧ାସ represents the crisp values of the 
corresponding linguistic terms ܮ௧ାଶ, ܮ௧ାଷ and ܮ௧ାସ, respectively and ,as in Equation 1, 
the constraint 0 ൑ ߙ ൑ 1 should be observed. 

Consider that there are ݉ FLR in the base with the terms ܮ௡ିଵ and ܮ௡ in the ante-
cedents, and ݍ is the index of the most recent value ௝ܵ, ݆ ൌ 0,1, … , -defined by Eq ,ݍ
uation 10. The forecasted value ݀௡ାଵ is calculated as presented in Equation 11. 

 ݀௡ାଵ ൌ ߙ ∑ ሺ1 െ ሻ௜ܵ௤ି௜ߙ ൅ ሺ1 െ ሻ௤௤ିଵ௜ୀ଴ߙ ܵ଴  (11) 

where ܵ଴ refers to the value defined by the oldest FLR with antecedents ܮ௡ିଵ and ܮ௡ in 
the base. Similarly to Equation 1, the ߙ value should attend the constraint 0 ൑ ߙ ൑ 1. 

The continuous update of FLR base is also an important feature to attain the good 
accuracy in the proposed method. The arrival of new samples can mean a change in 
the behavior of time series. Thus, after the arrival of each new sample, a new FLR 
with two antecedents and three consequents is added to the FLR base. In the next 
section the experiments performed are described. The results show that the accuracy 
rate of the proposed method was better than other methods available in the literature. 
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4 Experiments 

To validate the proposed method, four experiments with the Taiwan Stock Exchange 
(TAIEX) index between 2001 and 2004 were performed and compared with other 
methods in the literature. The training was performed with the data from January to 
October of each year, and the data between November and December were used in the 
tests. Table 1 shows the amount of samples, the domain and number of linguistic 
terms of each time series obtained from the pre-processing. 

Table 1. Pre-processing in TAIEX index between 2001 and 2004 

Time Series Samples Domain Linguistic 
Terms 

Samples 
Trainning    Test 

TAIEX 2001 244 [2732.30; 6818.20] 52  201        43 
TAIEX 2002 248 [3190.59; 7121.75] 49  205        43 
TAIEX 2003 249 [3580.74; 6666.89] 49  206        43 
TAIEX 2004 250 [4861.44; 7489.53] 48  205        45 

 
The next step after the pre-processing is the fuzzification of the crisp values values 

in the original observed data. Each value in the FTS is represented by the cluster cen-
ter of the corresponding linguistic term. To illustrate the process, Table 2 shows the 
linguistic terms and their respective center values for TAIEX 2003 index. 

Table 2. Crisp values for the representation of linguistic terms for TAIEX 2003 index 

Linguistic 
Term 

Value Linguistic 
Term 

Value Linguistic 
Term 

Value Linguistic 
Term 

Value 

0 4439.08 13 5223.69 26 5488.22 39 5853.37 
1 4537.30 14 5257.34 27 5513.87 40 5869.14 
2 4590.80 15 5284.78 28 5522.88 41 5917.75 
3 4648.07 16 5301.02 29 5553.36 42 5925.46 
4 4691.68 17 5303.11 30 5582.89 43 5957.99 
5 4827.69 18 5318.04 31 5620.80 44 6038.06 
6 4893.06 19 5341.17 32 5645.91 45 6039.01 
7 4939.72 20 5367.29 33 5678.97 46 6044.48 
8 4970.38 21 5393.38 34 5694.98 47 6066.15 
9 4997.74 22 5409.20 35 5721.49 48 6094.29 
10 5075.14 23 5438.26 36 5750.26 -      - 
11 5144.70 24 5448.49 37 5817.84 -      - 
12 5203.78 25 5486.13 38 5818.87 -      - 

 
The FTS is fuzzified using the linguistic terms defined on its domain. For example, 

the fuzzified training data set of TAIEX 2003 index using the linguistic terms pre-
sented in Table 2, is shown in Table 3. 
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Table 3. Training data set of fuzzy time series ܮଵ, ,ଷܮ ,ସܮ ,ସܮ ,ହܮ ,ହܮ ,ହܮ ,ଽܮ ,ଽܮ ,ଽܮ ,଻ܮ ,଺ܮ ,଻ܮ ,଻ܮ ,ଽܮ ,ଵ଴ܮ ,ଵ଴ܮ ,଼ܮ ,ଽܮ ,ହܮ ,ସܮ ,ଷܮ ,ଶܮ ,ଷܮ ,ଵܮ ,ସܮ  ,ଵܮ ,ଶܮ ,ଵܮ ,ଵܮ ,ଵܮ ,ଶܮ ,଴ܮ ,଴ܮ ,଴ܮ ,ଵܮ ,ଵܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,ଵܮ ,ଵܮ ,ଶܮ ,ଶܮ ,ଶܮ ,ଵܮ ,ଵܮ ,ଵܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,ଵܮ ,ଶܮ ,ଵܮ ,ଵܮ ,ଵܮ ,ଵܮ ,଴ܮ ,଴ܮ ,ଶܮ ,ଶܮ ,ଷܮ ,ଷܮ ,ଵܮ ,ଶܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,଴ܮ ,ଵܮ ,ଵܮ ,ସܮ ,ସܮ ,ସܮ ,ସܮ ,ହܮ ,ହܮ ,ହܮ ,଺ܮ ,଺ܮ ,଺ܮ ,଼ܮ ,ଽܮ ,ଵ଴ܮ ,ଽܮ ,଻ܮ ,଺ܮ ,଻ܮ ,଺ܮ ,଺ܮ ,଺ܮ ,ଽܮ ,ଵ଴ܮ ,ଵ଴ܮ ,ଵଵܮ ,ଵ଼ܮ ,ଶ଴ܮ ,ଶ଴ܮ ,ଵହܮ ,ଵଷܮ ,ଵଽܮ ,ଵଽܮ ,ଵ଺ܮ ,ଶଶܮ ,ଵହܮ ,ଵଷܮ ,ଵସܮ ,ଵହܮ ,ଶଶܮ ,ଶଵܮ ,ଶସܮ ,ଵଽܮ ,ଵ଻ܮ ,ଵ଼ܮ ,ଶଵܮ ,ଶ଴ܮ ,ଵସܮ ,ଵଷܮ ,ଵସܮ ,ଵଷܮ ,ଵଷܮ ,ଵସܮ ,ଶଷܮ ,ଶ଺ܮ ,ଶଷܮ ,ଶ଻ܮ ,ଶ଻ܮ ,ଶଽܮ ,ଷଵܮ ,ଷଶܮ ,ଷଷܮ ,ଶଽܮ ,ଶଽܮ ,ଶ଼ܮ ,ଷଶܮ ,ଷସܮ ,ଷହܮ ,ଷଷܮ ,ଷଵܮ ,ଷଶܮ ,ଷହܮ ,ଷଷܮ ,ଷଵܮ ,ଷଵܮ ,ଷଶܮ ,ଷସܮ ,ଷ଺ܮ ,ଷ଺ܮ ,ଷ଺ܮ ,ଷଷܮ ,ଷଷܮ ,ଷହܮ ,ଷସܮ ,ଷଶܮ ,ଷଶܮ ,ଷଵܮ ,ଷ଴ܮ ,ଷସܮ ,ଷ଺ܮ ,ଷଽܮ ,ଷଽܮ ,ସ଴ܮ ,ଷ଼ܮ ,ସଷܮ ,ସଶܮ ,ସଶܮ ,ସସܮ ,ସ଺ܮ ,ସ଻ܮ ,ସ଻ܮ ,ସ଺ܮ ,ସଷܮ ,ସଵܮ ,ସଷܮ ,ସ଻ܮ ,ସ଼ܮ .ସ଼ܮ
 
The next step is to derivate the fuzzy logical relationships from the FTS for, in the 

sequence, calculate the forecasted values. For instance, according to Table 3, the first 
second-order FLR with three consequents to be inserted in the FLR as proposed in 
this model is ܮଵ, ଷܮ ՜ ,ସܮ  ,ସܮ ,ଷܮ ହ, the second isܮ ସܮ ՜ ,ସܮ  ,ହܮ  ହ and so on. Afterܮ
the FLR base has been defined, the forecasted values were calculated. The actual and 
forecasted TAIEX indexes for November and December 2003 are shown in Table 4. 

Table 4. Actual and forecasted index for the months of November and December of 2003 

Date Actual  Forecasted  Date Actual  Forecasted  

2003/11/03 6087.45 6044.48 2003/12/03 5884.97 5917.75 
2003/11/04 6108.99 6094.29 2003/12/04 5920.46 5869.14 
2003/11/05 6142.32 6053.94 2003/12/05 5900.05 5917.75 
2003/11/06 6013.40 6053.94 2003/12/08 5847.15 5917.75 
2003/11/07 6056.83 6038.06 2003/12/09 5859.56 5853.37 
2003/11/10 6059.03 6066.15 2003/12/10 5803.42 5799.73 
2003/11/11 6022.08 6024.02 2003/12/11 5867.05 5817.84 
2003/11/12 5982.75 6038.06 2003/12/12 5858.32 5869.14 
2003/11/13 6035.44 5957.99 2003/12/15 5924.24 5853.37 
2003/11/14 6044.77 6038.06 2003/12/16 5887.23 5925.46 
2003/11/17 5952.32 6063.99 2003/12/17 5752.01 5818.87 
2003/11/18 5939.47 5936.21 2003/12/18 5768.76 5750.26 
2003/11/19 5865.51 5947.49 2003/12/19 5759.23 5791.74 
2003/11/20 5834.24 5869.14 2003/12/22 5835.11 5791.74 
2003/11/21 5830.06 5818.87 2003/12/23 5845.51 5818.87 
2003/11/24 5821.58 5818.87 2003/12/24 5857.87 5833.78 
2003/11/25 5861.18 5818.87 2003/12/25 5853.70 5812.87 
2003/11/26 5860.61 5853.37 2003/12/26 5857.21 5812.87 
2003/11/27 5740.57 5837.30 2003/12/29 5804.89 5812.87 
2003/11/28 5771.77 5750.26 2003/12/30 5866.75 5873.35 
2003/12/01 5870.17 5709.97 2003/12/31 5890.69 5861.44 
2003/12/02 5911.45 5869.14            -       -       - 
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114.47 67.17 52.49 52.84 71.74 
123.19 66.07 52.68 56.97 74.73 
106.26 66.73 51.12 52.90 69.25 
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forecasting method that aims at identifying and considering the chances in the series 
behavior in the forecasting process. The proposed method combines the concepts of 
the simple exponential smoothing with the fuzzy logical relationships. While in the 
traditional method the smoothing is applied in the past samples, in our work  
the smoothing is applied to the consequents of the FLR. Another important aspect of 
the method proposed is the constant update of FLR base toghether with the 
consideretion of all the FLR whose antecedent match the last two values in the series 
in the porecasting. Furthermore, the pre-processing has an essential role, given that 
the suitable linguistic representation of the data structure is fundamental for the 
proposed model. In this way, with the analysis of the obtained results is possible to 
assert that the proposed model is able to deal with different trends in the time series 
and to attain good results. 

For future work will be considered the development of a method to analyze and 
classify the time series by means of clustering, where each time series will be 
considered an element in the cluster. The main purpose is to predict not only the time 
series values, but also changes in their behavior.  
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