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Abstract. As part of a large scale qualitative study (conducted in France, the 
UK and the Netherlands) of potential users’ views on the ethical values that 
should govern the design and programming of social robots for older people, we 
elicited responses to a scenario where a robot is programmed to modify an older 
person’s rude behavior. Participants’ responses ranged from outright disagree-
ment with robotized efforts to change characteristic behavior, to approval as a 
means to an end. We discuss these views against the background of respect for 
autonomy, the differences and similarities between robot and human carers, and 
behavior modification in the context of rehabilitation, where the ‘no gain with-
out pain’ principle is commonly used to justify what would otherwise seem 
callous. We conclude that such programming may be acceptable in the context 
of the rehabilitation and promotion of the independence of older people   
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1 Introduction 

In order to simulate an empathetic response in a care-robot, Patrizia Marti and other 
FP7 ACCOMPANY (Acceptable robotics COMPanions for AgeiNg Years) research-
ers at Sienna adapted a Care-O-bot® tablet interface [1]. Sensors in the tablet frame 
make it touch-sensitive, which enables the user to express urgent need by squeezing 
the tablet (the ‘squeeze-me’ facility) [2]. For its part, the tablet is able to display 
graphic symbols of simulated emotional reactions on the part of the robot. The tablet 
displays a schematic mask [3] that is easy to read as showing pleasure or happiness 
and irritation or anger in the context of scenarios developed for user and robot in the 
ACCOMPANY project. For example, the robot can share the user’s supposed happi-
ness at the prospect of a parcel being delivered, and sadness when the user does not 
drink from a bottle of water (rehydrate) so as to avoid becoming dehydrated when 
prompted by the robot. An annoyed mask is projected if the user inappropriately uses 
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the squeeze-me facility. Inappropriate use would include always squeezing rather than 
reserving squeezes for urgent tasks. Part of the rationale for the annoyed mask in this 
kind of case is to keep the user – who may be quite socially isolated – in touch with 
social norms of politeness and patience.  

As ethicists, we are interested in the ethical implications of robots being used to 
modify social behavior, and in the reactions of potential users to the idea of a robot 
that expressed mild annoyance or was assertive with a user, particularly an older user. 
In this paper, we present and discuss some of the results of a large qualitative study 
that was designed to enhance the ethics strand of the ACCOMPANY project. More 
information about the larger study can be found in Draper et al in this volume [4]. The 
results discussed here pertain to the moral permissibility of temporary refusal by the 
robot to respond to user commands in the interest of enforcing social norms.1  

2 Method 

We asked 21 focus groups (composed of separate groups of older people, and infor-
mal and formal carers of older people) to consider a scenario in which a robot refused 
to respond to rudely made requests by an older user (see Table 1).  

Table 1. Nina Scenario 

Nina, who is 70 years old, had a stroke two years ago but has now recovered the use of her 
arm, though one side of her face droops slightly. She is self-conscious about this, but it does 
not affect her physical functioning. She is supported at home by a Care-O-bot®. Since hav-
ing the stroke she has become quite irritable and impatient. She often shouts at her daughter 
when she visits and complains angrily about her condition. Her daughter finds this very 
upsetting and has come to dread her visits. Nina has been so rude and demanding that two 
cleaners have already refused to work for her anymore. She is usually polite with her 
friends. Her Care-O-bot® has been programmed so that it will not do things for her if she 
asks sharply or in a demanding tone. It encourages her to say please and thank you and will 
withdraw help until she does so. Nina finds this infuriating and insists that the Care-O-bot® 
is reprogrammed to do what she asks no matter how she asks for help. 

  
Our focus groups were convened in three different countries (France, the Nether-

lands and the UK). Maintien en Autonomie à Domicile des Personnes Agées  

                                                           
1 Carebots programmed to discourage urgent squeezes and with the power temporarily to ig-

nore shouted or rude commands may seem to raise questions about the ethics of persuasive 
technology [5, 6] but the usual framework for this ethics – the norms of an idealized speech 
community [5], or a set of criteria for judging samples of persuasive speech and writing [7] – 
are out of place in the kind of case we consider. We assume that the presence in the home of 
the carebot is with the user’s consent, and also that its various functions, including keeping 
the user in touch with social norms, are known to the user before they consent to the presence 
of the robot. Most of the issues raised by this paper concern the voluntariness of the behavior 
to be modified and the suitability of the robot (as opposed to a human being) as an enforcer of 
norms governing interactions with people. 
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(MADoPA) in France convened each kind of group on three separate occasions (n= 9) 
and Hogeschool Zuyd (ZUYD) in the Netherlands convened two of each (n=6). In the 
UK the University of Hertfordshire (UH) convened one of each type of group (n=3), 
and just groups of older people were convened by the University of Birmingham (UB) 
(n=3). A total of four scenarios were presented for discussion, in the native languages 
of the participants. This paper concentrates on the scenario that explores improving 
impolite behavior (Table 1) – a brief outline of the others can be found in Table 2.  

Table 2. Brief Description of Remaining Scenarios 
 

Scenario Brief description 
1: Marie Marie (78) resists the robot’s efforts to encourage movement that will help 

her ulcers to heal. She likes it reminding her to take her antibiotics but not 
reminders to elevate her leg. She isn’t honest with her nurse about how 
much she is moving. 

2. Frank Frank (89) is socially isolated. His daughter wants him to access an on-line 
fishing forum with the help of the robot. He isn’t keen to try. 

4. Louis Louis (75) likes to play poker online using the robot. He uses its telehealth 
function to monitor/control his blood pressure. He doesn’t let the robot 
alert his informal carers when he falls (which he does regularly, usually 
righting himself). His informal carers want to re-program the robot so it 
will not let him play poker and to alert them when he falls. 

 
The discussions were video or audio-taped and transcribed verbatim. A repre-

sentative transcript from each type of group (older people, informal carers and formal 
carers of older people) run in the Netherlands and France was translated into English. 
All the available English transcriptions were then coded (by Draper) and this coding 
was independently checked (by Sorell). The results were discussed by the coders and 
then again with the facilitators at UH, MADoPA and ZUYD until a shared interpreta-
tion was reached. The facilitators from MADoPA and ZUYD then coded the out-
standing native language transcriptions. Quotations to illustrate the codes were chosen 
and translated into English and represented in the write up. The report – running into 
over 70 pages, and containing illustrative quotations – was circulated to all facilitators 
for verification. A completed data set was also compiled containing all of the coded 
data.  

There were insufficient funds available to translate all of the non-English tran-
scripts. While this will inevitably have affected the reliability of the data, we believe 
that discussion before, during and after the second round of coding helped to mitigate 
this limitation. Qualitative methods do not produce quantifiable, generalizable results. 

More information about the methodology informing this qualitative study and its 
analysis can be found in Draper et al [4]. The data is reported using representative 
quotations that support our interpretation and (where space permits) the spread of the 
data across individual groups, group types and sites. 
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3 Results 

Similar responses were recorded in all three types of groups. Participants were con-
cerned that Nina’s behavior towards her daughter and carers (her ‘rude’ behavior) 
could be either a direct result of her stroke, or a response to it. In either case, they felt 
that it would be difficult to hold her accountable for it, and the correct human re-
sponse (from her daughter and carers) was therefore tolerance, while the correct ro-
botic response was compliance, however rudely Nina behaved.  
 

I can’t believe it! [the programming] How can it be that people become rude and 
agitated and everything, when they didn’t used to be like that at all? What are 
you supposed to do if her mind’s affected in some way (pointing to her head)? 
You can’t tell people like that off! (MADoPA OPFG1 P3)2 
 
P4: And it can affect the part of your brain that makes you change your perso-
nality.  
P2: Yes, it might be that you are physically in pain, or discomfort or something, 
you know. Yes, exactly... Sometimes it’s not that they want to be like that, they 
can’t help it. (UH IF) 

 
Participants recognized, however, the emotional challenges for the people involved in 
Nina’s care of being tolerant – especially for daughter. 
 

I think the daughter definitely needs to ask for help. It’s not easy to be sent pack-
ing like that. (MADoPA IFFG1P6)  
 
And also if she’s rude to her friends they won’t come back perhaps ... family will 
come back no matter how rude you are (UB OPFG1 P6) 

 
The scenario deliberately left open how responsible Nina might be, as we wanted 

all of the characters in the scenarios to be both realistic and sympathetic. Participants 
in all groups were sensitive to the ambiguity. 
 

But it is a strange situation because the scenario reads she is nice to her 
friends. So it is because of her disease, I am friendly or I am not friendly. To 
the robot she is not nice but for her friends is nice, to them she can talk civi-
lized like “please” and “thank you”  So she is able to do it, so whether it is 
caused by.... (ZUYD FCFG1 P6) 

 

                                                           
2 The quotations are coded as follows - <abbreviated name of site> + <type of focus group 

(OP, IF, FC)> with FG<number of group (1-3) > for sites that held more than one of that type 
of groups + <participant identifier> to maintain participant confidentiality. Given the space 
constraints we have only been able to supply indicative quotations. The full data set is held by 
the corresponding author. 
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This enabled them to explore the possibility that Nina could, in fact, control her beha-
vior, with consequences for appropriate reactions to Nina on the part of both the robot 
and human carers. This possibility elicited a range of responses, which we will now 
briefly outline. 

Some participants thought that it was acceptable to program the robot to refuse to 
cooperate with Nina’s rudely delivered requests. There were a range of reasons for 
this, which were variously combined by participants. Some thought that Nina herself 
would be better off if she could be a nicer person, as she would enjoy greater conti-
nuity of care from her formal carers (who otherwise might refuse to work for her), 
and that if her daughter (and others) enjoyed visiting, they would come more often. 
Others thought that rudeness in any form was unacceptable (with some thinking that 
rudeness even to machines was wrong), whilst some participants thought that her 
behavior to her carers and daughter was unacceptable and that it was therefore per-
missible to use the robot to modify it, if possible.  
 

I would keep that [the robot program] permanently because I don't think that 
being ill mannered or rude to anybody is the right way for people to live (UH 
OP P5) 
 
Personally, I think it’s really good that the robot doesn’t react if she speaks to 
it too demandingly. I wouldn’t like it if someone spoke to me like that. (MA-
DoPA FCFG1 P5) 

 
Unsurprisingly, many participants pointed out that the robot was only “a machine” 

and that it did not therefore matter how rudely Nina spoke to it. 
 

Well the carer in terms or the cleaner in terms of their sort of conditions of 
work and rights that work, right to be respected and to be treated properly by 
their employer or by anybody else, that’s one thing. I think a cleaner has the 
right to say what you said (addresses researcher), y’know, ‘Please don’t speak 
to me like that’, y’know, ‘have respect if you don’t mind, or I’m going’ But I 
don’t think the robot has… I don’t think we can go as far as saying the robot 
has rights at work (UBOPFG3 P6) 
 
I won’t consider it a big problem, if she want to speak in an unfriendly tone, 
that’s fine. The robot won’t suffer from it (ZUYD IFFG2 M5) 

 
A few participants also thought that the fact that the robot was a machine might be a 
positive advantage. There was some sympathy for the ill or those living with disabili-
ties having an opportunity to vent their feelings, especially on a thing as opposed to a 
person. A robot, since it lacks feelings and emotions, might be the perfect ‘punch bag’ 
or ‘safety valve’ for such feelings.  
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Well, why not because this robot has no feelings so it would be ideal for get-
ting rid of all your aggression ... Because this would be safe, because you do 
not hurt anyone because it does not feel anything. (ZUYD FCFG1 P1) 

 
For some participants, however, politeness should extend to all of a person’s inter-
actions, even with machines. Here participants seemed to be appealing to personal 
integrity and control. At other times, rudeness was equated with swearing, and swear-
ing per se was disapproved of on that basis. 
 

Yes, I don’t know. Look, when you start yelling at such a machine it will only 
get worse…. This is not how you deal with human beings. But it is only a ma-
chine. But it is still somebody who helps you. (ZUYD OPFG2 E3) 

 
Some participants reacted strongly against the idea of robotic attempts to modify 

behavior – in this scenario and the others. Some of these participants seemed to be 
appealing to notions of respect for autonomy to justify their reactions, but in at least 
some cases, their views seem closely linked to the fact that a robot was undermining 
autonomy. In other words, in other scenarios humans behaving in coercive ways did 
not provoke the same responses, even though participants were often divided about 
whether the paternalistic behavior in question was reasonable. Participants who di-
rectly appealed to some notion of respect for autonomy were aware that this meant 
that individuals would have to live with the consequences of their actions.  
 

No I don’t think a robot should be able to treat somebody as if they’re a 
naughty child... Not not somebody of seventy, no. (UB OPFGFG1 P6)  
 
Personally I’m not sure that the robot should act like that. Basically it’s there 
to help her, she lives with it. If her daughter doesn’t like it, she can just visit 
her mother less often. (MADoPA OPFG1 P3) 

 
Taken together with the first observation in this section – that participants clearly 
distinguished between those who had or lacked mental capacity – what emerges is a 
view about autonomy that goes beyond saying that individuals should be given what 
they want simply because it’s what they want. We will be exploring participants’ 
views about autonomy in greater detail in an upcoming ACCOMPANY deliverable, 
due to be completed by the end of September 2014. 

Finally, some participants thought considerations of safety outweighed other con-
cerns in this scenario. Although there were potential benefits to Nina in getting a grip 
on her rude behavior, the potential risks to her safety from programming the robot to 
ignore her requests for help outweighed these benefits. Specifically, some of these 
concerns were based on the robot not being sufficiently sophisticated to be able to 
distinguish between rude and urgent requests for help.  

 
…also it seems that the the the Care-o-bot will not actually do something if 
she’s not polite to it, I think it’s dreadful that – [the] machine... actually not do 



 Using Robots to Modify Demanding or Impolite Behavior of Older People 131 

 

what it’s supposed to do [4: frightening] [2: I find that quite quite] scary. Yeah 
and I think that’s awful to have, to program a machine that that sort of won’t 
help her. (UoB OPFG2 P5)  

Discussion 

The reactions of the participants to the range of potential opportunities to change the 
behaviors of older people presented in the scenarios were interesting. These tended to 
vary according to participants’ perceptions of how usual, beneficial or intrusive the 
prospective changes might be. We have chosen to discuss the Nina scenario specifi-
cally in this short paper, because it lay at the extreme end of a range of behavior-
altering interventions, with reminders to take medication at the opposite end and more 
general health promoting interventions somewhere in the middle.  

Responses to Nina were interesting because they tended to focus on Nina’s charac-
ter. The participants seemed to feel that to change Nina’s rude behavior was to change 
her as a person, and there was something objectionable about this effort, especially 
when it came from a robot. Clearly, there is a sense in which our choices help to de-
fine us. Their value in this regard can be distinguished from the value of what is cho-
sen. None of the participants thought that Nina’s behavior was acceptable: they didn’t 
agree with the way she chose to behave towards her daughter and carers. At best, 
some wanted to say that perhaps her behavior was not the result of something over 
which she had control. In this sense it was not chosen at all, and the correct response – 
according to them – was therefore for humans to tolerate her, and for the robot to 
comply regardless of rudeness or inappropriate expressions of urgency.  

This too was an interesting result from a philosophical point of view. After all, if she 
could not control her rudeness, it is not an expression of her autonomy, and respect for 
her autonomy cannot therefore be used to justify toleration, especially given the appar-
ently harmful effects of her rudeness on others. Her daughter in particular was a captive 
of Nina’s behavior, since, arguably, her filial obligations bound her more tightly than 
the obligations of Nina’s cleaners bound them not to leave her employ.  

It is true that carers are supposed to tolerate – or at least regard with some compas-
sionate understanding – grumpy behavior that is provoked by suffering or coming to 
terms with life-changing conditions. But equally, the sick role requires that patients 
should co-operate with efforts to assist with recovery [8] in exchange for the suspen-
sion of other social norms (like working or being polite). Rehabilitation is meant in 
part to return a patient as far as possible to the health and independence they enjoyed 
prior to an adverse event. Against this background, it is reasonable for roboticists to 
design robots that can help patients like Nina to reconnect with social norms of co-
operation by discouraging rudeness. Given that participants did not whole-heartedly 
agree that human cleaners were wrong to refuse to work for Nina, future research 
could further explore with potential users why they might object to the robot doing 
something similar. But we can begin to theorize about this. 

Here are two possibilities: (1) The reason why humans but not robots could refuse 
to suffer Nina’s rudeness is that robots are not able to suffer from rudeness. They 
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have no feelings to hurt, no awareness of breaches of social convention that are de-
meaning to humans and, by analogy, in principle demeaning to themselves. (2) The 
robot is a thing designed to serve a person, that is, something compliant rather than 
uncooperative or agenda-setting. It is as if the robot acts out of role when it limits its 
cooperation or takes the initiative with its mistress. But this line of thought ignores 
that a carebot is not simply a servant but a servant within a rehabilitative role or a role 
that maintains the older person’s independence with that person’s general consent. 
The norms of rehabilitation rather than the older person’s moment-to-moment wishes 
therefore govern robot-human interactions. 

The importance of possibility (2) comes into sharper focus when it is realized that 
rudeness might not be the only kind of behavior relevant to human-carebot interac-
tion. There is also, more generally, behavior consisting of non-cooperation or indiffe-
rence to rehabilitation. One of our other scenarios saw a robot trying to encourage an 
older person (Marie) to move around more in compliance with medical advice. A way 
of doing this might be to program the robot to limit the number of occasions on which 
it responded positively to, for instance, getting Marie drinks, on the ground that fetch-
ing drinks for herself is a form of therapeutic activity. Here a balance needs to be 
reached between, on the one hand, ensuring that an older person has the means of 
rehydration to hand, and, on the other hand, not succumbing to requests that are 
prompted by laziness, or an unwillingness to suffer some mild discomfort from 
movement that is beneficial overall. This kind of balance often has to be struck by 
physiotherapists, for instance, who sometimes have to operate to the principle ‘no 
gain without pain’ that can seem callous to the observer. 

The operation of the principle ‘no gain without pain’ is justified in the case of hu-
man intervention by the benefits to the patient. The principle operates beyond the area 
of rehabilitation, since drugs and surgery are often unavoidably accompanied by un-
pleasant side-effects. Its justification lies not just in the net benefits, but also in the 
minimization of harmful effects and the agreement of the patient to both the ends and 
the means. If the application of the principle ‘no gain without pain’ is justified in 
these circumstances, then it is justified regardless of whether it is put into effect by a 
human or a machine, provided that the safeguards are the same.  

This suggests that there may be reasons for robots to be programmed not to tolerate 
what would be regarded as rudeness in human-human interactions in circumstances 
where rudeness would not be tolerated in human-human interactions. Even in these 
cases it might be more appropriate for humans interacting with difficult patients to 
assert themselves independently of what the robot does. Arguably the assertion is 
wrongly delegated to the robot and should properly be undertaken by Nina’s daughter 
and cleaners. 

But what if the older person lacked the capacity to agree to both the ends and the 
means? Would this make a moral difference? Not necessarily. The need for agreement 
to the ends and means is generated by respect for autonomy; and where capacity is 
lacking, so too is autonomy. On the other hand, lack of understanding may itself alter 
the balance of harms and benefits. Understanding why discomfort is necessary can 
help to diminish its effects. Equally, compassion and understanding that some beha-
vior is not willed can increase the inclination to tolerance and diminish the effects of 
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what otherwise would be regarded as rude behavior. If such behavior is not willed, it 
might also not be rude in the strict sense. But there are limits to what humans should 
be expected to endure even at the hands of those who lack capacity. This reasoning 
cannot be used in the case of robots because they cannot be worn down or stripped of 
their dignity by being treated harshly, or exhausted by incessant demands. 

Conclusion 

In this paper we have briefly reported the reactions of focus group participants from 
France, the UK and the Netherlands to a scenario in which a robot is programmed to 
modify an older person’s rude behavior by refusing to comply with rudely delivered 
commands. Participants were concerned that Nina’s behavior resulted from her 
stroke, and that the correct response was therefore for her human carers to tolerate it 
and the robot to comply with her requests regardless of how these were expressed. 
However, because the scenario was deliberately ambiguous about whether Nina could 
control her behavior, participants also discussed it as though she was responsible. 
Reactions varied. Some participants disagreed with the way that the robot had been 
programmed, because they disapproved of the robot refusing to do Nina’s bidding, or 
because it was a machine that is impervious to rudeness; moreover Nina may benefit 
from being able to vent her frustrations in a way that did not harm her daughter or 
carers. Still others thought that the programming disregarded safety considerations. 
Others took the view that the programming was acceptable (even taking into account 
that the robot is a machine) because they disapproved of rudeness in general or be-
cause the end of improving Nina’s behavior justified the means.  

In the discussion that followed, we argued that the norms of interaction between 
care-robots and human beings are not necessarily to be drawn from master-servant 
relations. Care-robots of the kind being developed in ACCOMPANY, are not primari-
ly at the service of their users, in the sense that their user’s wishes are the robots 
commands. Instead, they engage in routines that help older people to maintain their 
autonomy in the human world, with the agreement of the older person. There may be 
a role for the robot as an outlet for unwilled human harshness, and also for persistence 
in the encouragement of elementary kinds of physiotherapy, again within the context 
of a rehabilitation or re-enablement plan to which the user consents. The encourage-
ment by the robot of user behavior which conforms to human social norms is more 
controversial, because it lies at the boundary between what autonomy justifies – being 
oneself, being nasty and taking the consequences – and the demands of co-operation 
justified by the goals of rehabilitation or independence. The demands of co-operation 
are hard to resist reasonably in human-human efforts in the context of rehabilitation; 
they are not entirely reasonable to resist in the case of human-care-robot interactions – 
at least when they belong to an agreed plan of rehabilitation or re-enablement. Accor-
dingly, robotic interface designs, such as the ACCOMPANY ‘squeeze me’ function – 
that permits the user to summon the robot urgently – can be modified to prevent mi-
suse. Likewise, it is acceptable for the expressive mask to display disapproval of the 
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user’s choices where these undermine efforts towards rehabilitation or the promotion 
of independence. 
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