
An Idea to Apply Firefly Algorithm in 2D Image

Key-Points Search
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Abstract. In this paper we discuss the idea to apply evolutionary com-
putation method, in particular firefly algorithm, to search for key-points
in 2D images. In the research, classic firefly algorithm is used to search for
special areas in test images. Research results are presented and discussed
to show potential efficiency of applied method.
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1 Introduction

Evolutionary computation (EC) is one of most important fields in computer
science. One may present it’s applications in different sciences, projects and
industry. EC represents power of computational intelligence (CI), where dedi-
cated mechanisms solve complex problems. Among these methods one can name
genetic algorithms (GA), evolutionary strategies (ES) and heuristic algorithms
(HA). These methods are mapping behavior of real life to solve given task. They
are efficient in positioning, simulating different objects and complex optimiza-
tion. One can also find their efficiency in search for optimal solutions and easy
implementation with high precision. Let us give some examples.

In [8] was presented application of ES to create learning sets for artificial
intelligence (AI) control systems. LAN models positioning and optimization by
the use of GA or ES is presented in [9], [29], [30] and [31]. GA are also efficient in
optimization of medical diagnostic classifiers (see [20]) and positioning of ultra-
sound surgery (see [21]). They also play crucial role in manufacturing systems
(see [14]). HA may be applied in industrial processes simulations, i.e. iron cast
as shown in [15]. HA are adaptive to conditions of diverse fitness functions as
presented in [18]. Efficiency of GA versus analytical approach for optimization
of solar thermal electricity plants is discussed in [4]. While stability and conver-
gence of EC is discussed in [2], [5], [10], [23] and [34]. Some hybrid EC methods
are applied in model of airport gate scheduling as presented in [11]. EC are effi-
cient in FUZZY-PID controllers positioning (see [28]), job scheduling problems
(see [38]) and image processing (see [33]). As You see EC may be applied in vari-
ous and complicated models which describe sophisticated co-working subsystems
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and complex problems. These convinced us to assess it’s efficiency in 2D image
processing.

In this paper we aim to show possibility of using EC, in particular firefly algo-
rithm (FA), to search for key-points in 2D images. For the research were taken
sample images from open test images databases www.imageprocessingplace.com
and www.ece.utk.edu/gonzalez/ipweb2e/. In following sections we present clas-
sic attempt and FA application to search for key areas. Applied FA presents
high precision, is easy to implement and solves given task very fast. This makes
presented solution efficient.

2 Key-Points Search Methods

There are many aspects where EC can help to solve given problems and analyze
2D images. In [32] is discussed application of some algorithms in preprocessing
human signatures for AI classifiers. In [12] EC methods are used to design shape
imitation. Here we would like to discuss potential application of EC in the process
of 2D image classification.

Computer image is composed of points, which have special position and prop-
erties. Among them are saturation, sharpness, brightness and more. All these
features compose objects visible to our eyes and give information about ob-
jects in the picture. This information can help to identify somebody or some-
thing. Therefore position of each pixel (each one has measurable coordinates
X = (x, y) = (xi,1, xi,2)) and it’s properties (i.e. brightness and saturation) are
crucial for classification. We implemented EC method to find areas that contain
many pixels of the same kind, which can be classified by AI system.

2.1 Classic Attempt

One of classic methods used for key-points recognition is SURF (Speeded-Up
Robust Features) algorithm. This method gives description of the image by se-
lecting characteristic key-points. Here is given only a short presentation, for more
details please see [1], [3], [7], [13] and [22].

Our SURF combines selection of key-points with calculating 64-element vec-
tor (descriptor). In SURF is applied integrated image and filter approximation
of block Hessian determinant. To detect interesting points is used particular
Hessian-matrix approximation (see [1] and [3]). For point X = (x, y) in the
image is defined Hessian matrix H(X, σ) in X at scale σ using formula

H(X, σ) =

[
Lxx(X, σ) Lxy(X, σ)
Lxy(X, σ) Lyy(X, σ)

]
, (1)

where the symbols are: Lxx(X, σ) – convolution of Gaussian second order deriva-

tive ∂2

∂x2 . We define approximation Dxx, Dyy and Dxy using formula

det(Hap) = DxxDyy −
( |Lxy(σ)|F |Dxx(σ)|F
|Lxx(σ)|F |Dxy(σ)|F Dxy

)2

. (2)
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Then, image is blurred to get DoG (Difference of Gaussian) images, which helps
to find edges. To localize interesting points is used non maximum suppression in
3×3×3 neighborhood. Maximum determinant of Hessian matrix is interpolated
at scale σ, which helps to differ between first level and each octave. In [3] or
[7] SURF descriptor is based on similar properties. First is fixed reproducible
orientation based on information from circular region around pixel. Then, is
constructed square region aligned to selected orientation and SURF descriptor
is extracted from it. Please see [1] and [3] for more details.

2.2 Firefly Algorithm

Firefly algorithm (FA) maps behavior of flying insects that we all can see in the
summer - fireflies. This method maps them while searching for best partner. In
the research we have implemented this process for 2D image key-points search.

One of first versions of FA was presented in [34], [35] or [36]. Since then it
was efficiently applied in many fields. In [6] chaotic FA is applied to reliability-
redundancy optimization. In [16] FA is applied to minimum cross entropy thresh-
old selection. In [19] this method is applied to solve traveling salesman problem.
It is efficient in continuous optimization (see [37]) and multi-modal optimization
(see [34]). FA is also efficient in image compression, please see [17]. All these
convinced us to apply classic FA in the process of 2D image classification. Let
us now present mathematical model of classic FA algorithm applied to search
for image key-points.

The method describes behavior of fireflies in natural conditions, characterized
by several biological traits:

– Specific way of flashing.
– Specific way of moving.
– Specific perception of other individuals.

These features are modeled with numerical values. In this way we translate
natural characteristics of biological organisms on mathematical model used to
develop specific EC method. Thus, in implementation of classic FA we assume:

– Ipop–light intensity factor for given species.
– γ–absorption coefficient of light in given circumstances.
– β–factor for attractiveness of firefly species.
– μ–factor for random motion of individual.

In description of FA we also use the following assumptions:

– All fireflies are unisex, therefore one individual can be attracted to any other
firefly regardless of gender.

– Attractiveness is proportional to brightness. Thus, for every two fireflies less
clear flashing one will move toward brighter one.

– Attractiveness is proportional to brightness and decreases with increasing
distance between individuals.
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– If there is no clearer and more visible firefly within the range, then each one
will move randomly.

– Firefly and pixel (2D image point) are equal in FA algorithm.

Distance between any two fireflies i and j situated at points (pixels) Xi and
Xj in the picture is defined as Cartesian metric

rtij = ‖Xt
i −Xt

j‖ =

√√√√ 2∑
k=1

(xt
i,k − xt

j,k)2, (3)

where the symbols are: Xt
i , X

t
j–pixels in the picture in t iteration, xt

i,k, xt
k,j–k-th

components of spatial coordinates Xt
i and Xt

j that describe each firefly position
(pixel in the image) measured in t iteration.

Light intensity Itij from firefly i that is received by firefly j decreases with
increasing distance rtij between them. Natural light is absorbed by media, so
attractiveness also vary according to absorption and distance between them. In
the model light intensity varies according to

Itij(r
t
ij) = Ipop · e−γ·(rtij)2 , (4)

where the symbols are: Itij(r
t
ij)–intensity of light from firefly i that is received

by firefly j in t iteration, rtij–distance between firefly i and firefly j defined in
(3), γ–light absorption coefficient mapping natural conditions.

Attractiveness of firefly i to firefly j decreases with increasing distance. At-
tractiveness is proportional to intensity of light seen by surrounding individuals
and can be defined by formula

βt
ij(r

t
ij) = βpop · 1

1 − e−γ·(rtij)2
, (5)

where the symbols are: βt
ij(r

t
ij)–attractiveness of firefly i to firefly j in t iteration,

rtij–distance between firefly i and firefly j defined in (3), γ–light absorption
coefficient mapping natural conditions.

Movement of individual is based on conditioned distance to other individuals
surrounding it. Firefly will go to most attractive one, measuring intensity of
flicker over the distance between them. In given model, natural identification
of individuals and their attractiveness defined in (5) depends on light intensity
defined in (4) and distance separating them defined in (3). In nature fireflies that
are closer not only see themselves better, but also are more attractive to each
other. Using these features in the model, calculations remap natural behavior of
fireflies. Firefly i motions toward more attractive and brighter (clearer flashing)
individual j using information about other individuals denotes formula

Xt+1
i = Xt

i + (Xt
j −Xt

i ) · βt
ij(r

t
ij) · Itij(rtij) + μ · ei, (6)

where the symbols are: Xt
i , Xt

j–points in the picture, βt
ij(r

t
ij)–attractiveness

of firefly i to firefly j defined in (5), Itij(r
t
ij)–intensity of light from firefly i
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that is received by firefly j defined in (4), rtij–distance between fireflies i and
j defined in (3), γ–light absorption coefficient mapping natural conditions, μ–
coefficient mapping natural random motion of individuals in population, ei–
vector randomly changing position of firefly. Using these facts we build CI to map
behavior of fireflies in the process of computer algorithm. Let us now present FA
implementation and discuss some examples.

Start,
Define all coefficients: Ipop–light intensity, γ–light absorption,
βpop–attractiveness, μ–natural random motion, number of fireflies and
generation–number of iterations in the algorithm,
Define fitness function for the algorithm using (7),
Create at random initial population P of fireflies in 2D image,
t = 0,
while t ≤ generation do

Calculate distance between individuals in population P using (3),
Calculate light intensity for individuals in population P using (4),
Calculate attractiveness for individuals in population P using (5),
Evaluate individuals in population P using (7),
Create population O: move individuals towards closest, brightest and most
attractive individual using (6),
Evaluate individuals in population O using (7),
Replace δ worst individuals from P with δ best individuals from O,
The rest of individuals take at random,
Next generation t = t + 1,

end
Values from population P with best fitness are solution,
Stop.

Algorithm 1: FA to classify 2D images key-points

3 Research Results

Algorithm 1 presented in section 2.2 was applied to search for 2D image key-
points. Each firefly is representing single pixel (point in image). Population move
from pixel to pixel and search for specific areas. In the research we have used
simplified fitness function. This function reflects quality of image points as

Φ((xi,1, xi,2)) = ϕi =

{
0.1 . . .1 for points of defined saturation
0 other

, (7)

where symbol ϕi denotes brightness and sharpness of evaluated pixel. This mea-
sure reflects value in scale from 0.0 to 1.0, where colors might change from black
to white. When fireflies fly in iteration, they pick pixels with best fitness within
the range of their flight. Then from all individuals we take δ of them, where
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fitness function is highest or lowest (depending on experiment). These points
(fireflies) are taken to next iteration and the rest of population is taken at ran-
dom from all image points. Random points selection in each iteration helps to
search entire image for the best points of interest.

Simulations were performed for 120 fireflies in 20 generations with set coef-
ficients: Ipop = 0.25, βpop = 0.15, γ = 0.3, μ = 0.25, δ = 30%. As objects for
examinations were taken standard test images, downloaded from open test image
databases (see section 2). We have performed experiments on different types of
pictures: sharp, blurred, landscapes, human postures and faces. In the research
we were looking for special objects concerning brightness and saturation of pix-
els defined in standard way. Therefore, using FA from section 2.2 we searched
for key areas. Each of resulting key-points (pixels) is marked in red. We have
provided some close-ups of classified areas for better presentation. First we tried
to find dark areas where ϕi = 0 or ϕi = 0.1. In second attempt we were looking
for bright areas where ϕi = 0.9 or ϕi = 1.

3.1 Dark Areas in Images

Fig. 1. Dark key-areas in human posture images: on the left SURF, on the right FA

Dark objects are present in various images. They can represent objects in
landscape (constructions, blocks, etc.), natural phenomena (tornadoes, shadows,
etc.), human figures or human appearance (clothes, face features, hair, eyes,
etc.). In Fig.1 - Fig.4 are presented research results for key-points representing
dark areas. We can see that classic FA can easily find dark objects of different
shapes like human hair, clothes and some appearance features. It is also efficient
in finding some aspects in landscapes. In Fig.3 and Fig.4 are presented research
results of searching for shades under constructions or dark parts of machinery. All
these areas were found by FA using very small number of fireflies and iterations.
Let us now present research results for bright objects localization.
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Fig. 2. Dark key-areas in human face images: on the left SURF, on the right FA

Fig. 3. Dark key-areas in architecture images: on the left SURF, on the right FA

Fig. 4. Dark key-areas in machinery images: on the left SURF, on the right FA
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3.2 Bright Areas in Images

Bright areas can represent objects in landscape (bright or lightened construc-
tions, machinery, etc.), natural phenomena (clouds, sun, etc.), human figures or
human appearance (gray hair, eyes, bright clothing, etc.). In Fig.5 - Fig.8 are
presented research results for key-points representing bright areas in images. We
can see that classic FA can easily find bright objects of different shapes. FA
pointed human faces or bright clothes better than SURF (see Fig. 5 and Fig.6).
It is also efficient in locating bright or lightened constructions like machinery or
buildings present in Fig.7 and Fig.8.

Fig. 5. Bright key-areas in human posture images: on the left SURF, on the right FA

Fig. 6. Bright key-areas in human face images: on the left SURF, on the right FA
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Fig. 7. Bright key-areas in architecture images: on the left SURF, on the right FA

Fig. 8. Bright key-areas in machinery images: on the left SURF, on the right FA

3.3 Conclusions

Application of classic FA allows to easily and reliably find key-areas in examined
images. Algorithm efficiency is increased if we are looking for key-points with
high contrast in relation to surroundings (see Fig.1 and Fig.3). If we are pro-
cessing images where many points are of the same valor, classification may be
more complicated. There, algorithms must find bright points among many pix-
els of similar kind or brightest/darkest among many bright/dark ones. If photos
are taken during day, all objects of bright properties are lightened in some way
(see Fig.8). Similarly for night photos objects are darker. Therefore FA calcula-
tions are slightly more complex. For example in Fig.7 we were looking for bright
constructions in highly sun-lighted photos. Moreover there are some clouds on
the sky. All these made classification process complicated. However similarly to
dark areas search, all bright areas were found by classic FA even using even small
number of fireflies and iterations.
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In conclusions we see that presented FA can find whole areas (objects) of
interest, covering them with found key-points. This feature makes it promising
tool for AI recognition systems and image classifiers. Moreover calculations per-
formed by FA method are simple. We just use formulas (3) – (6) to calculate
position and perform move of each point in examined images.

4 Final Remarks

Application of EC methods, in particular classic FA, to search for key-points
allows to easily and reliably select areas of interest. At the same time, EC meth-
ods allow to easily explore entire 2D image in search for selected objects with-
out many complicated mathematical operations. Presented idea to apply FA is
efficient.

EC methods are efficient in positioning or optimization of different systems,
like queuing models (see [29], [31] or [30]). One can find other EC methods
efficiently applied in the process of data acquisition (see [8]) or dynamic object
positioning (see [24], [25], [26] and [27]). Research presented in this paper show
that EC methods, in particular FA, are also excellent to perform process of
2D image classification for AI systems. Therefore similar experiments may be
performed using other EC methods, their modifications and other input objects.
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8. Gabryel, M., Woźniak, M., Nowicki, R.K.: Creating learning sets for control systems
using an evolutionary method. In: Rutkowski, L., Korytkowski, M., Scherer, R.,
Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) EC 2012 and SIDE 2012. LNCS,
vol. 7269, pp. 206–213. Springer, Heidelberg (2012)
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