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Preface

We are glad to introduce to scholars and researchers the selection of papers pre-
sented during the International Conference on Information and Software Tech-
nologies – ICIST 2014. This year the International Conference on Information
and Software Technologies – ICIST formerly known as the IT Conference is
celebrating its 20th anniversary and welcoming scholars from all over the world.

In 2012 the proceedings of the conference published by Springer for the first
time marked a new qualitative step. This issue of Communications in Computer
and Information Science series signifies our continuing cooperation.

Despite the venue of the conference being changed from the second largest
city Kaunas to one of the resorts of Lithuania, Druskininkai, the organizers of the
conference still aim to develop a bind between researchers and industry represen-
tatives in promotion and application of new supporting information technology
means. Moreover, the scope and topics of the conference were also reconsidered
to rely on developing fields of information technology the most. Therefore, the
topics this year were modified to encourage the submission of papers in the fields
of information systems, business intelligence for information and software sys-
tems, software engineering, and IT applications. These themes have definitely
become indistinguishable objects of discussion of society encouraging researchers
to develop interdisciplinary approaches and employ multivariate ways of think-
ing and analysis. On the other hand, scientific innovation is no longer an issue of
academia only, hence the attempt to integrate science into business is also of im-
portance. As a result participants of the conference were encouraged to take part
in both research sessions and industrial tutorials on IT security issues discussed
by well-known practitioners. The event was co-located with the conference for
the 5th year in a row.

There were 68 submissions this year, and 34 papers were selected for this
publication. The composition of the Program Committee also changed this year
which also reflects the growing attention aimed at improving the quality of the
papers submitted and a part of them accepted for publication afterwards. The
papers were reviewed and selected by the Program Committee consisting of
83 reviewers (supported by 25 additional reviewers) representing more than 50
academic institutions and companies from 28 countries. Each submission was
reviewed following the double-blind process by at least two reviewers, while
borderline papers were evaluated by three or more reviewers.

Finally, we would like to express our gratitude to the Lithuanian State Science
and Studies Foundation and the Faculty of Informatics of Kaunas University of
Technology whose support has made this event and this book possible.

July 2014 Giedre Dregvaite
Robertas Damasevicius
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Formalization of Mobile UML Statechart Diagrams Using the
π-calculus: An Approach for Modeling and Analysis . . . . . . . . . . . . . . . . . . 236

Aissam Belghiat, Allaoua Chaoui, Mourad Maouche, and
Mokhtar Beldjehem

Detecting Missing Requirements in Conceptual Models . . . . . . . . . . . . . . . 248
Zheying Zhang, Peter Thanisch, Jyrki Nummenmaa, and Jing Ma



Table of Contents XIII

Model-Driven Approach and Implementation of Partial Model-to-Model
Transformations in a CASE Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Tomas Skersys, Saulius Pavalkis, and Ingrida Lagzdinyte-Budnike

Impact of Cloud Computing Technology on E-Government . . . . . . . . . . . . 272
Omar Ali, Jeffrey Soar, and Jianming Yong

Information Technology Applications

Generative Learning Object (GLO) Specialization: Teacher’s and
Learner’s View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
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Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431



G. Dregvaite and R. Damasevicius (Eds.): ICIST 2014, CCIS 465, pp. 1–11, 2014. 
© Springer International Publishing Switzerland 2014 

Information System for Monitoring  
and Forecast of Building Heat Consumption 

Yuliia Parfenenko, Vira Shendryk, Victor Nenja, and Svitlana Vashchenko 

Sumy State University, Sumy, Ukraine 
{yuliya_p,ve-shen,sveta}@opm.sumdu.edu.ua 

Abstract. In this paper an implementation of a web-based monitoring system, 
which introduces the components and principles of this monitoring system, and 
provides the model of heat consumption prediction is presented. The general ar-
chitecture of the information system is described. 

The data collection subsystem comprises monitoring devices such as digital 
sensors and a data collection terminal. This allows providing relevant informa-
tion about the status of the heating supply system for monitoring in real-time. 
The HeatCAM system (web-based information system for monitoring and pre-
diction of building heat consumption) was implemented to provide analysis of 
current state of heating in buildings and short-term prediction of the required 
amount of heat under certain climatic conditions. 

Keywords: Monitoring, forecast, public sector, system, data collection, heating, 
consumption, energy saving. 

1 Introduction 

Traditionally district heating plays an important role in covering the heat demand in 
Ukraine. It is normally delivered to satisfy heat requirements in cities for heating and 
hot water in residential, commercial, and public buildings. According to the Depart-
ment of Statistics of Ukraine, thermal energy consumption is growing from year to 
year all over the country and in particular in the public sector. At the same time, the 
cost of heat and hot water production is growing due to increases in fuel prices. 

Ukraine can’t completely eliminate the use of fossil fuels and replace them with 
electricity or renewable energy sources as these are not cost effective for the produc-
tion of heat energy in large scale. There are also important ecological aspects, because 
increasing of energy usage in general has mostly negative environmental impact. 

Fuel combustion, which is used to generate heat energy for centralized district 
heating, releases huge amount of carbon dioxide into the atmosphere. This greenhouse 
gas emission is the main cause of increasing global warming. 

Therefore the heating process must be economical in its realization but satisfy con-
sumers' demand. Thus provision of the economical use of power resources is a prere-
quisite for sustainable development of every country. 

The central heating in Ukraine is based on the following principle. The hot  
water which used as the heat carrier is supplied by the heat generation company.  
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The transfer of heat and hot water to the end consumer is carried via the municipal 
heat distribution systems. These systems will be called District Heating systems (DH 
systems). The main goal of such systems is providing of the indoor comfort of build-
ings according to changing outdoor temperature. 

There are two basic approaches to improve energy efficiency in the public sector. 
The first is equipment of buildings with energy-saving elements and structures  
(replacement of windows, wall insulation and so on). The second includes control of 
the heat energy amount and the monitoring of energy consumption.  

The public sector buildings require real-time heat consumption monitoring. Accu-
rate and efficient monitoring is one of the most important requirements for energy 
saving. A peculiarity of the public sector buildings against private buildings is that 
they work according to a fixed schedule. The effective regulation of heat distribution 
in days off is one of the ways of energy saving in public sector. The accumulation of 
heating information for public sector buildings is essential for the effective control of 
their thermal energy consumption, future consumption prediction, identification of the 
reasons of inefficient energy use and ways to implement energy saving measures. 

Monitoring is the regular collection of information on energy use. Its purpose is to 
establish a basis of management control, to determine deviation of energy consump-
tion from an established pattern. The monitoring data is the basis for taking manage-
ment action where it is necessary. 

To improve energy saving in public sector we propose the HeatCAM system pro-
viding data collection, processing and analysis of the heat delivery and distribution 
system (HDDS) as a tool of realization of effective energy management strategy of 
each institution (school, university, hospital etc.). Thus it is possible to achieve heat 
energy savings. 

This paper is organized as follows. Section 2 describes related works on monitor-
ing systems and approaches of heat consumption prediction. Section 3 presents the 
architectural consideration for the design of system for monitoring and prediction of 
heat consumption. The conclusions are presented in Section 4. 

2 Related Work 

Initially information technologies used to calculate the parameters of heating network. 
Implementation of artificial intelligence technologies and widespread usage of web 
applications caused new possibilities for real-time access to information about the 
current state of a heating system and data processing. Current research in computer 
science concerning district heating is directed to the development of monitoring sys-
tems with high efficiency of data presentation. In [4] is described an integrated archi-
tecture of monitoring power system combines two systems typical for power industry: 
the energy producing/delivery system and the information system. Supervisory con-
trol and data acquisition level in this system based on SCADA system performs tasks 
that are typical for a power dispatch unit – acquisition data to the databases, visualiza-
tion of the process status, as well as detection and reporting of emergency conditions. 
Another approach to organizing of monitoring system architecture presented by  
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Fredrik Wernstedt [17] lies in investigation into the use of multi-agent systems for 
automatic distributed control of district heating systems. In [3] the authors proposed a 
system for monitoring the heating network using wireless technology ZigBee. The 
main disadvantage of such wireless sensors networks as ZigBee, Bluetooth is that 
distance between sensors and the base station is limited to about 1500 m. GPS is the 
only satellite system with sufficient availability and accuracy for most distributed 
monitoring and control applications in distribution systems. Therefore should be used 
the monitoring technique based on GPS network for monitoring data acquisition in 
district heating system [13].  

In paper [8] the main components and functions of computer heating monitoring 
system are presented. The typical monitoring system can provide a real-time monitor-
ing of heat supply, indoor and outdoor temperature, save and print the monitoring 
data. However, the effective regulation of the heating system requires analysis of 
monitoring data. In addition it should be considered that demand for heat significantly 
depended on ambient temperature. There is a need to predict heat demand of a con-
sumer to optimize heat supply. A number of papers have been published dealing with 
problem of short term heat consumption forecasting. In general forecasting methods 
may be classified into two categories: statistical approaches and artificial intelligence 
based techniques. The goal of and the requirements for demand prediction in heating 
system is presented in [6]. Several studies in heat supply forecast are based on the 
Box-Jenkins method for the correlation analysis of time series (ARIMA models) 
[2, 5].  

A number of heat demand forecasting has been performed with artificial neural 
networks [1, 7, 16]. The quality of forecasting depends on the number of data of heat 
supply in specific weather conditions. Thus a combination of online monitoring heat 
consumption and short-term forecasting in a single information system is an efficient 
tool for making decision of heat supply regulation. Let's consider the examples of 
information systems for monitoring consumption of heat energy which are used in 
Ukraine. The MiCON system [10] provides an ability of remote monitoring of sensors 
and heat meters using data transmission technology GSM. The Teplocom system [15] 
and its software "SEMPAL Device Manager" possess similar functionality [14]. They 
are based on a closed data transmission protocol for data collection. Also these sys-
tems require a separate dedicated server for the database and are intended for a partic-
ular type of a heat meter. Such systems cannot be applied as a universal monitoring 
tool because there is no possibility to customize them for each monitoring object. 

3 The «HeatCAM» Monitoring System 

3.1 System Architecture 

The proposed information system is directly linked to monitoring and forecasting of 
heat consumption. It can also help in processing specific information for decision-
making on heat consumption regulation. 

The «HeatCAM» information system, which is described in this paper, uses an 
open protocol for interaction between the server and each heat meter. It can be applied 
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to all types of heat meters with digital output. The advantage of this system may be its 
ability to apply its own software for data collection and monitoring. Thus, the pro-
posed system is flexible due to the expandable functions of its modules. Fig. 1 gives 
the overview of the architecture of the «HeatCAM» system. 

 

 

 
Fig. 1. The «HeatCAM» System Architecture 

The information system «HeatCAM» is organized in combination three-tier archi-
tecture with software agent’s technology. For data acquisition from distributed moni-
toring devices we use the approach described in [9], according to which software 
entities with its own actions can be considered as software agents.  

The acquisition agent is a software component, which is written in C++ and in-
stalled on every terminal. Every acquisition agent works autonomously from each 
other and collects data from one monitored object. It collects data from monitoring 
devices (thermal and pressure sensors, digital heat meters) and places them in a tem-
porary data store. Every acquisition agent performs its main task during certain time 
intervals (as a rule, an hour). The temporary data store can be implemented as a file 
that contains records of monitoring data. The elements of such record are the monitor-
ing time; date, the number of acquisition agent and the data which are transferred by 
the acquisition agent. 

Therefore the monitoring of distributed objects is possible. To add a new moni-
tored object in "HeatCAM" system it is necessary to equip it with sensors and connect 
it to the terminal. Possible failures in work of one of the terminals should not impact 
on functioning of the monitoring system as a whole. 

The web HTTP server Apache runs PHP scripts which are realized the functionali-
ty of monitoring agent, data representation and short-term forecasting.  

The monitoring agent resides on a web-server. It parses temporary data store in a 
certain time interval matched to the interval data acquisition. Then it performs data 
validation and places them into MySQL database. The data storage mechanism is 
realized by InnoDB storage engine. To ensure data integrity the transactions mechan-
ism is used. 
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Thus the "HeatCAM" system is based on autonomous components for data acquisi-
tion, which are working independently and provide data transmission into a data store. 

The HeatCAM system is equipped with the hardware components which are incor-
porated into the Data Collection Subsystem (Fig. 2). 

 

Fig. 2. The Data Collection Subsystem 

Fig. 2 describes the connection structure of the monitoring components where 1 – a 
section of the heating network; 2 – a heat meter; 3 – thermal sensors; 4 – pressure 
sensors; 5 – a server of system; 6 – a modem. 

A heat meter with digital output must be mounted on the incoming heating pipeline 
of the building. Sections with forward and reverse pipes must be equipped with pres-
sure and thermal sensors. Some sensors are designed to control the temperature in the 
heated indoors and others to monitor ambient temperature. 

The heat meters, thermal and pressure sensors are connected to the terminals. 
Every terminal is equipped with GSM modem. It transmits collected data to a web-
server through GPRS [12]. After the data have been transmitted to the base station of 
the mobile operator, they are transmitted over the Internet to the temporary data store. 
The acquisition agent that is installed on each terminal is responsible for data collec-
tion. The main components of the terminal are shown in Fig. 3. 

The basis of the terminal is a single-chip microcontroller (MC). Pinouts are confi-
gured in the mode of the analog-to-digital converter (ADC). Digital thermal sensors 
(t0 ... tn) are connected to the terminal by a single-wire bus (1-Wire). This method 
allows for simultaneous connection of 50 thermal sensors at a distance up to 300  
meters. 
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Fig. 3. The Data Collection Terminal Block Diagram 

The heat meter is connected to the terminal via protocol RS-232 with three conduc-
tors. The GSM-modem is connected to pinouts 2 and 3 of the MC using the UART 
protocol. 

The acquisition agent manages the functions of the microcontroller. This program 
converts the readings from the meter to a form compatible with the COM port and 
transmits this data to the web-server in one minute intervals [11]. Data verification 
script on the web-server validates the data acquisition and enters them into the data-
base. The program also performs records of all actions taken (log generation) into the 
log file. 

3.2 Main Features of the HeatCAM 

Access to the HeatCAM system is limited. Therefore, each user must be authorized. 
There is a defined a list of persons which have received a login and a password to 
allow access to the system. The categories of users are listed as follows: 

─ a system administrator has full rights for data access, giving user rights to all cate-
gories of users and creating database backups; 

─ an engineer or energy auditor performs analysis of forecast data of the heating 
consumption and on the basis of this information makes decisions about heat-
supply regulation. It also allows him to identify control devices failures;  

─ an accountant has access to accounts for heat supply services which are formed on 
the basis of current heat energy consumption;  

─ an operator has access to the monitoring data and can add new data in the case of 
absence of the monitoring devices in the building. 
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The functionality of the HeatCAM system is illustrated in the form of a tree chart 
in Fig. 4. 

 
 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The Functionality of the HeatCAM  

Monitoring of weather conditions consists of weather forecast data for every three 
hours of a particular day of the week. The source of weather forecast is the web-site 
www.gismeteo.ua which allows for accessing the information over HTTP by address-
ing a server four times a day. The monitoring heat consumption data, are collected 
from heating meters and sensors are represented by set S = {date, T1, T2, T3, qf, A, n}, 
where date – the monitoring date; T1 – a forward heat carrier temperature, º C; T2 – a 
return heat carrier temperature, º C; T3 – a heat carrier temperature after mixing, º C; 
qf – an instantaneous heat output, Gcal / h; v – a heat carrier flow, m3 / h; A – amount 
of  heat energy, Gcal; n –a reference number for the recorded object. 

These data are passed from the acquisition agent to the monitoring agent and 
placed in the database. Further processing of monitoring data lies in the comparative 
analysis of heat consumption for different periods.  
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3.3 The Network View Representation of the Monitoring Results 

The web presentation level of the HeatCAM system provides an ability to view moni-
tored data for ambient weather conditions, together with the current and calculated 
parameters of the heating in definite building for the selected period.  

As an example, Fig. 5 depicts the monitoring results of the temperature of direct 
(the top line) and return (the bottom line) flow of the heat carrier for 5 days of January 
2014. 

 

Fig. 5. Graphical Representation of the Monitoring Data 

In addition to temperature data, the web page also can present information regard-
ing changes in instantaneous heat output and heat consumption. The representation of 
the monitoring data on the web-page in the form of tables and diagrams is supple-
mented with the interactive interface, which displays the current data on the user's 
web page. The example of the monitoring data is shown in Fig. 6. 

 

Fig. 6. Graph Representation of the Heating Network 
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Location of metering devices is marked as squares. The information about the pa-
rameters of the heat network such as length and diameter of pipe on this scheme is 
hidden. To view the monitoring information, it is necessary to click with the cursor on 
the square with the name of the building inside. Then the monitoring parameters for a 
selected building will be displayed as a table. 

Visualization of the monitoring data is implemented by using scalable vector 
graphics SVG. The interactivity of data changing of the heating diagram is provided 
by using this technique. The current parameters of the heating are displayed when 
selecting a particular monitoring object on the scheme. The information displayed on 
the scheme is extracted by a JSON request. An additional feature of the data visuali-
zation subsystem is a convenient data control interface. If the parameters are outside 
the region of admissibility, the icon color of the monitoring object on the diagram will 
change. Thus the presentation of real-time data monitoring facilitates a timely  
reaction to the changes in the heating mode.  

3.4 Forecasting 

Neural networks can be used by energy managers and can help in making decisions of 
heat supply regulation. The architecture of the proposed neural network used in this 
study is the nonlinear autoregressive neural network architecture (NARX) with 16 
hidden nodes and one output node. Forecast is based on the previous values of the 
forecast variable and exogenous inputs.  

The prediction subsystem had been implemented into existing architecture of the 
HeatCAM system. It was tested for heat demand forecast for the one building of pub-
lic sector. Whole data set for neural network consist of measured values for past 3 
years. Fig.7 illustrates results of testing. 

 

Fig. 7. Test of Heat Demand Prediction 
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Networks inputs X (t) are weather variables (measured air temperatures, humidity, 
wind speed, wind direction, precipitation) and amount of heat demand. Networks 
output Y (t) is predicted heat demand amount. 

Training of neural network is done on basis of 70% of the testing, 20% of the vali-
dation and 10% of the training data samples. We take a number of time periods, called 
latency period, which are accounted for forecasting d = 7. The neural network is 
trained by the Levenberg-Marquardt algorithm. 

When the neural network was trained and tested the overall predictive accuracy ob-
tained was 96 %.  

4 Conclusion 

The problem of energy saving in buildings of public sector nowadays is an actual. The 
existing monitoring systems as a rule use a closed data transmission protocol require a 
separate dedicated server for the database and focus on a particular type of a heat 
meter. It is difficult to expand the functionality of such systems because their software 
codes are closed. 

In addressing this problem architecture of information system for monitoring and 
prediction of heat consumption is proposed. The architecture integrates data collection 
subsystem, subsystem of heat consumption data forecasting and a web-based interface 
for graphical data presentation and reporting. The basis of the data acquisition subsys-
tem is the terminal where the acquisition agent is installed. This agent provides data 
collection and places them in a temporary data store. The monitoring agent keeps 
track of the data in temporary data store, checks it on mistakes and places them into 
the database. 

Data presentation of the information system «HeatCAM» is implemented as a web 
resource, which is located on the Internet for the authorized access. Furthermore the 
current monitoring data are displayed on a heating scheme and updated by the user's 
request. Forecasting of the building heat consumption is performed using of artificial 
neural networks. 

The forecasting accuracy is more than 90 %. Thus the proposed system is an effi-
cient tool to support energy saving in heat consumption of public sector buildings. 
The system’s advantage lies in combination of data acquisition, fast data manipulation 
via web interface and short-term heat consumption data forecasting. The architecture 
of "HeatCAM" enables its expanding with the addition of software components. So 
the system is flexible, its functionality may be supplemented. Also another advantage 
of proposed system is its scalability. It should be easily to apply this system for moni-
toring of different number of metering devices.  
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Abstract. This paper describes the features of Smart MicroGrid and explains 
the of prior building appropriate information model of this system. It was de-
termined information power system evaluation techniques and existing methods 
that can be applied in information system with simulation tools classification. 
This paper compares different tools for modeling, which are based on using re-
newable energy sources. The system has to combine basic points: evaluation 
energy sources in region, their calculation, gives recommendation for building 
energy smart grid in micro grid level and modelling her work. Our goal is defi-
nition of existing approaches, which can be used in future system. 

Keywords: Renewable Energy Sources, Distributed Generation, MicroGrid, 
Smart Grid Simulation, Decision Support System. 

1 Introduction 

There are two rapidly growing Renewable Energy Sources (RES) in Ukraine: wind 
and solar energy, which can be used as renewable distributed generated sources in 
MicroGrid (MG). A well-planned MG combining the large amount of RES will be 
able to dramatically reduce the overall cost and will make the power system more 
reliable and flexible. Such hybrid system reduces the energy storage requirements 
compared to systems comprising only one single renewable energy source. 

The optimal sizing of hybrid system plays a pivotal role to use solar and wind 
energy resources more efficiently and economically. The large number of small-scale 
components with their own characteristics is a big challenge for MicroGrid modeling 
and planning. System is characterized by rapidly changing operating modes and con-
figurations. The hybrid system can be reconfigured periodically; some RES may be 
unobtainable and units can be disconnected; storage units may have discharging or 
charging mode. With these cases in the hybrid system the chaos level will increase 
dramatically. Although this dynamic features increase the flexibility, it also causes 
problems from point of energy management. Subsequently, the associated analytics is 
quite complex. 

This paper will be intended for researchers, practitioners in the field, engineers and 
scientists are involved in the design and development of the information modeling of 
smart MicroGrid with using renewable energy sources. 
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The paper will adopt an interdisciplinary approach to determine technical features 
of grid with descriptive component and to determine existing techniques to determine 
theoretical and practical approaches in information modelling, in order to be the tar-
geted for multiple audiences. 

2 Definition the Goal 

The main goal of this study is to outline the structure of MG as the object of study and 
the determination of the approaches of MG prior assessment. For achieving this goal 
will be doing next steps: 

─ determinations MG's features with the study of existing standards, methodologies 
and projects; 

─ the schema building of MG's structure on the macro level for the further informa-
tional modeling; 

─ the tasks determination for the information assessment of MG; 
─ the study of the approaches of information modeling the Smart MG and tools for 

these tasks.  

3 The Main Concept of Smart MicroGrid 

There is no one common definition of Smart Grid. According to [27] Smart Grid is an 
electricity network that can intelligently integrate the actions of all users connected to 
it - generators, consumers and those that do both - in order to efficiently deliver sus-
tainable, economic and secure electricity supplies. IEEE4 defines the Smart Grid as 
the concept of a fully integrated, self-regulating and self-healing power grid, which 
has a network topology and includes all sources of generation, transmission and dis-
tribution networks and all types of electricity consumers, managed unified network of 
information and control devices and systems in real-time [28]. 

According to [26] distinguish the key features of Smart Grid: Self-healing, Incor-
porates and empower the user, Tolerates security attack, Offers power quality en-
hancement, Accommodates various generation sources, Fully supports energy market, 
Optimizes asset utilization and reduces the expenses for system operations and main-
tenance. 

Thus, the key idea of a Smart MicroGrid is integrating and coordinating operations 
of all grid consumers, they can be large power plants or small production units and 
active or passive households in friendly way with environmental and efficient point of 
view. This is caused by introducing the big part of interconnections in the power grid 
and more intelligence for automatic decision with measurements from the power grid. 
Consumers and active households can make decisions based on the actual electricity 
price. The main benefits of smart power grids can be broken into three parts [6]: 
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─ Lower environmental impacts.  
─ Higher reliability. It will be able to automatically respond and prevent faults in the 

grid [18]. 
─ Lower operational cost or economy. End consumers will have the opportunity to 

coordinate the peak consumption and sell RES produced electricity. 

The transfer from non-renewable electricity production puts new keys on the grid. 
RES such as solar panels and wind turbines can be distributed around local territory 
and produce electricity nearly to the end consumers. This causes new issues, due to 
being wind and solar power stochastic energy sources, thus it is hard to predict when 
electricity will be generated. The grid must be able to address locally the overproduc-
tion of electricity. The main objective is to provide 24 h grid quality power in remote 
communities. 

Next step should be related to defining the architecture of MG based on supporting 
main concept of Smart MicroGrid: achieving stable reliability with lower environ-
mental impacts and operational cost to harmonize consumption with generation. 

4 The Defining Features of Smart Microgrid Architecture for 
Further Modelling 

Firstly, it should be pointed, that MG is a small grid which is operated as the part of a 
large power grid or independently, and can manages their own energy conversion, 
storage and recycling. The MG consists of smaller power sources, which typically 
generate from 1kW to 1MW and they are located near to the consumers to provide the 
electrical energy. The typically MG includes distributed energy resource (DER) units 
with both distributed generation (DG) and distributed storage (DS) units and the dif-
ferent types of the end consumers of electricity [16]. The DER is the source of electric 
power that is not directly connected to a bulk power transmission system [9]. 

Presented below is a list of possible logical systems reflects the capabilities of the 
power system based on the concept of Smart Grid: Distributed Monitoring and Con-
trol System, Distributed System Monitoring Substation Automatic System Shutdown, 
Distributed Monitoring System for the Generation, Automatic Measurement of the 
Running Processes, Measurement Control System, Distributed Forecasting System; 
Operating Management System Smart [14]. 

Despite that, according to IEEE Guide for Smart Grid Interoperability of Energy 
Technology and Information Technology Operation with the Electric Power System 
(EPS), End-Use Applications, and Loads [9] there are next domains of power systems 
architecture: Bulk generation, Transmission, Distribution, Customer, Control and 
Operations, Market and Service Providers domains. The each of these domains plays 
a role in the operation of the electrical power systems and consists of different enti-
ties, which are connected by special interfaces.  

It is planned to build a simulation model of small distributed power system in ma-
cro level, consisting of an array of buildings are equipped with solar panels, joint 
wind turbines and energy storage bank, and also the ability to connect to an external 
power grid. At this stage it is just an idea with no real research object, which holds the 
concept, that each smart unit has appropriate System Controller, which gathers infor-
mation from the house's grid without a break [1]. The System Controller makes  
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decisions using this information to be sure in not violated of internal grid conditions 
and using in an effective way the micro generation units. A schematic idea of the 
interactions in Smart MG is presented in figure 1 [19]. On this schema use next reduc-
tions: AC – alternating current; DC – direct current. 

The connecting such smart houses to the medium voltage local grid is operated by 
system controller, which on this level controls the number of generators, the battery 
and the number of houses. The main goal of the creating controller design is to prove 
the properly work of the system in both islanding mode and grid-connected mode [8].  

 

Fig. 1. A schematic idea of smart MicroGrid 

As it is clearly illustrated on the figure 1, there are two flows: electrical and infor-
mation; the last is directly linked with controllers. According to main idea about sys-
tem stable reliability, firstly, it's important to build adequate distribution between 
sources based on electrical flow, information flow is not considered. For this task is 
planned to use prior information modeling. 

5 The Information Energy System of MicroGrid 

The models are important for almost all engineering activities. They are used in the 
design and the analysis of new and existing systems and they are an increasingly im-
portant ingredient in all static and, above all, dynamic systems.  

A Smart Grid simulation study may involve the elements of different types. The 
type of models and simulation analyses to be applied depends in part on the advanced 
timeframe which system performance have to be studied. In general, planning time 
frames are typically dictated by the duration of time required to plan, purchase, and 
install new system assets. In the Table 1 are proposed the general set of timeframes 
for power system operations and planning, it was conditionally indicated general  
features for future information energy system. 
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Table 1. The Features of Information System depend on Timeframe 

 Timeframes Main tasks 
Real-time operations 
and operations planning 

<1 year 
Reliability, the Hourly Production 
Forecast from RES. 

Short-term planning 1-3 year 
Reliability, the Hourly Production  
Forecast from RES, Economics,  
Capacity Efficiency. 

Long-term planning 3-10 year 
Reliability, the Hourly Production  
Forecast from RES, Asset Management, 
Expansion Planning, Economics,  
Capacity Efficiency, Accounting for 
Equipment Replacement. 

 
As common point of view, it can be mentioned, that the aim of the building models 

and further Decision Support System for Energy Management System (DSEMS) are 
related to give manage advice to work with sources and loads in the MicroGrid.  

In the whole Energy Management System (EMS) can be describe as the system of 
tools used to monitor, control, and optimize the generation, delivery, and/or the con-
sumption of energy [9]. 

The power production should share among the DER units and external grid. There-
fore, the DSEMS should recommend power references and appropriate control signals 
to the renewable energy units and controllable loads.  

The planning system design for energy sharing can be consist of systems, which 
operates information about energy harvesting and consumption prediction algorithms 
for predicting future energy information. Then, with the predicted energy information, 
can be described energy sharing among units and scheduling energy transmissions. So 
such information system will be consisted of next subsystems (Table 2), which will be 
operated long-term energy control and short-term power management points. 

Table 2. The Subsystem of Information System 

Subsystem Description 
Renewable Energy 
Prediction 

It can be forecasted weather condition to predict energy from 
RES every hour for the next 24 hours. 

Energy Consumption 
Prediction 

To predict the home's energy consumption, can be used a 
model based on exploiting the diurnal nature of home con-
sumption, while it also adapts to seasonal variations. 

Energy Transmission 
Scheduling 

The basic idea of transmission scheduling is to have transmis-
sions executed simultaneously only, if those transmissions do 
not cause transmission chaos. Generally, transmissions with 
one supplier do not cause transmission chaos because de-
manders cannot fetch energy from other homes and  
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Table 2. (continued) 

 energy transmission flow can be controlled. Transmissions 
with one demander also do not cause transmission chaos. 
Thus, our solution is to combine the transmissions that share 
the same supplier or demander. 

Energy Sharing There can be used energy matching algorithm and trans-
mission scheduling algorithm. 

According to the classification of tasks, which are put in DSEMS and idea about 
the macro level presentation of MG, it can be concluded, that future Decision Support 
System (DSS) will be used for short-term planning and will give recommendations 
for energy supply based on hourly production forecast from RES (the common struc-
ture are presented on a figure 2). For these complex tasks can be used different ap-
proaches to achieve optimal solution in real-time. 

 

Fig. 2. A schematic idea of DSEMS 

6 The Current State in Modeling, Optimization and Simulation 
Researches 

Researchers have tried developing integrated energy models linking both commercial 
and renewable energy sources. A worldwide research and development using model-
ing, optimization and simulation tools in the field of renewable energy resources and 
systems is carried out during the last two decades. The different types of models are 
presented in the Table 3. 
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Table 3. Modeling, Optimization and Simulation Research Review 

Author(s) The Main Idea Refer-
ence 

Ramachandra, 
T.V. 

A tool for resource planning and management, which 
uses a Multi-Criteria Decision Analysis, and the method 
NAIADE to find a compromise solution in the fuzzy 
decision-making environment. The approach was used 
to determine the optimal use of wind turbines in the 
island of Salina (Aeolian Islands, Italy). 

[24] 

Iyad. M., et al In this paper is described an approach to building DSS, 
that uses software HOMER, as a way of calculating and 
determining the best design MicroGrid. The using of an 
integrated system is proposed, that uses solar and wind 
energy are calculated every hour. As emergency funds 
for isolated areas electricity supply offered a diesel gene-
rator and a battery. The basis of the selection of the final 
set put function to minimize costs, which takes into 
account the life cycle cost of the installation. 

[20] 

Dagdougui, H., 
et al 

It was constructed a system of distributed energy man-
agement in buildings in real-time Capo Vado (Liguria 
Region), which allows to determine the optimal flow of 
energy in the building and is characterized by a combi-
nation of renewable resources. Solar collector, photovol-
taic modules, one device for converting biomass, wind 
turbine and a battery are used for calculations. DSS 
allows you to determine the time of the greatest genera-
tion of energy from different sources. 

[5] 

Tiba, C., et al The methodology is developed for the definition of the 
better localities for using new energy systems but with-
out performing grid studies. 

[32] 

Lejeune, P., et al The DSS is developed for regional planners to analyze 
the many wind energy projects for private investors in 
Belgium. 

[13] 

Lazarou, S., et al The DSS using GIS assists to define a preferred installa-
tion location for the construction of RES, to search for 
potential sites for RES installations and then to analyze 
the behavior of the grid and distributed generation sys-
tems, but system doesn’t use idea of smart grid. 

[11] 

Azadeh, A., et al The model of agent based simulation, Ant Colony Op-
timization algorithm is used to compare three available 
strategies of clearing electricity markets, uniform, pay-
as-bid, generalized Vickrey rules.  

[3] 

J.M. Yusta et al. A mathematical optimization model development is 
presented to simulate electricity demand of a machining 
process and to find the optimum production schedule 
that increase profit considering the hourly variations. 

[34] 
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Table 3. (continued) 

H. Siahkali and 
M. Vakilian 

Development of a new approach for solving the genera-
tion scheduling problem considering the reserve load 
balance, requirement and wind power availability con-
straints using particle swarm optimization method ap-
plied to a 12-unit test system. 

[29] 

Louit, D., et al. A simple model to determine the optimal major main-
tenance actions interval based on a relative time and the 
combination of data from different sections of a grid. 

[12] 

7 Approaches and Tools for Building Smart MicroGrid 

For power system evaluation techniques are used two main categories: analytical and 
simulation methods (Table 4). Analytical techniques represent the system by analyti-
cal models and using mathematical solutions to calculate the reliability indices. Simu-
lation methods, such as Monte Carlo simulation, estimate the reliability by simulating 
the actual processes and random the behaviors of the system [7]. 

The hybrid solar–wind system design is mainly dependent on the performance of 
individual components. In order to predict the system’s performance, individual com-
ponents should be modeled first and then their combination can be evaluated to meet 
the demand reliability.  

Table 4. Simulation Modelling of Hybrid Solar–Wind System Components 

Modelling of Solar  
System 

Modelling of Wind  
Energy System 

Modelling of Battery 
Storage System 

1. Analysis of the envi-
ronmental factors that 
influence the solar 
module/array’s per-
formance. 

2. For engineering appli-
cation, are used the 
simplified simulation 
models, which can 
predict the time series 
or average perfor-
mance of a solar array 
under variable climatic 
conditions.  

1. The hour-by-hour si-
mulation determines 
the long-term perfor-
mance of wind energy 
systems.  

2. Models with the effect 
of instantaneous varia-
tions of wind speed. 

1. Models tend to be used 
to assess the theoreti-
cal performance of 
battery designs. 

2. Developing an elec-
trical circuit that is de-
signed to be function-
ally equivalent to the 
battery. 

3. Modelling based on 
the state of charge 
counting. 

4. Modellling based on 
the state of voltage 
counting. 

5. Empirical models. 
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An optimum combination for hybrid system can make the best compromise be-
tween the two considered objectives: power reliability and system cost, for these tasks 
can be used different criteria (Table 5). 

Table 5. Hybrid Solar–Wind System Optimizations 

Power Reliability Analysis System Cost Analysis 

1. The loss of power supply probability 
method. 

2. Loss of Load Probability. 

3. System Performance Level. 

1. Net Present Cost. 

2. Levelised Cost of Energy. 

3. Life-cycle cost. 

It should be considered that there will be used hybrid modelling approaches com-
bining the main elements from simulation and optimization modelling categories. 
There can be used main approaches: 

─ The Agent-Based Modeling (ABM).  

The basic point is that the system consists of some subsystems, which are called 
agents [3]. Agents are characterized by the ability to cooperate, autonomously act and 
the ability to learn. Combinations of these characteristics depend on the agent's func-
tions. 

─ Simulators for Dynamic Models and Networks (SDM&N). 

According to fact, that it can planned to build system with short-term planning, it 
was compared features of software to main tasks of this predictions, which are pre-
sented on the Table 6. In the table are used next reductions: R – realized; NR – not 
realized; NFR – not fully realized. NFR means, that there is present only the idea of 
tasks or a basic implementation. 

Table 6. The Comparison Review of Software 
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REPAST [25] 
ABM 

SDM&N 
R R NFR NFR R NFR R 
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Table 6. (continued) 

NetLogo [33] 
ABM, 

SDM&N 
R NFR NFR NFR R NFR R 

JADE [10] ABM R NFR NFR NFR NFR NFR NFR 

Cormas [4] ABM R R NFR R NR NR NR 

AnyLogic [2] 
ABM, 

SDM&N 
R R R R R R R 

NEPLAN [21] SDM&N R NFR NFR R R R NR 

MATLAB [15]/ 
Simulink [30] 

ABM, 
SDM&N 

R R R R R R R 

PSS NETOMAC 
& SINCAL [23] 

SDM&N R R R R NR NFR R 

VTB [17] SDM&N R NR R NR NR NFR NFR 

NS-3 [31] SDM&N R NR R NR NR NR NR 

OPNET [22] SDM&N R R R NR NR NR R 

OMNeT++ [35] SDM&N R NFR R NFR NR NR R 

What is more, it can be mentioned, that for increasing functionality it can be com-
posed different ABM and SDM&N software. Thus, it was decided for posed problem, 
use Matlab&Simulink with AnyLogic, as only two packages satisfies completely the 
requirements. It also should be mentioned, that Matlab is considerated more as 
SDM&N and AnyLogic as ABM. 

8 Conclusions 

According to the analysis of existing standards it was determined the structure of 
Smart MG on the macro level, thus the future structure will be consist of the array of 
buildings are equipped with solar panels, joint wind turbines and energy storage bank 
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and also the ability to connect to an external power grid. What is more, there are two 
flows in system: electrical and information, which are combined for achieving the 
suitable reliability level of load power supply it is necessary to do the prior informa-
tion assessment of MG based on creation complex DSS to giving advice for short-
term planning with hourly production forecast from RES.  

According to the analysis of existing methods that can be applied in information sys-
tem and the tasks of the information simulation, it can be concluded that there are many 
the disparate ways of solving problems. Thus, further study is aimed to simulate Smart 
MG with the different parameters of RES for achieving the optimum combination based 
on supporting stable reliability with lower environmental impacts and operational cost.  
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Abstract. The considerable attention implementing information systems test 
should be paid to the development test of the specified requirements. The paper 
discusses the possibility and the importance of the functional test case genera-
tion using artifacts obtained during the analysis of requirements in test process. 
Based on requirements description formats and test case generation methods of 
analysis the use case and activity diagrams are suggested to use for this pur-
pose. This paper presents the methodology and practical evaluation of the de-
scription of requirements and their use in generating test cases. This decision is 
relevant for the information system analytics and testers, test managers and  
others involved in test process.  

Keywords: software testing, software requirements, functional test case genera-
tion, Microsoft Test Manager, use case diagram, activity diagram. 

1 Introduction 

Every day we are dealing with information systems (banking, patient registration, e-
commerce, public services, etc.) or software controlling various devices (mobile 
phones, computers, industrial machines, traffic control systems, etc.). Strong depen-
dence on software requires big investments in quality assurance activities in order to 
ensure reliability of information system work.   

During test process the popular “black-box”, sometimes called  “specification-
based” method is used to check whether system is in accordance with the require-
ments defined during the stage of analysis or not. Requirements play an important 
role in test activity therefore the demand to find ways to enhance the integrity of re-
quirements and testing due to the testing process efficiency (i.e. better quality, requir-
ing less resource) increases.  

Planning and performing test activities the following problems occur: 

• Artifacts created in the analysis of requirements stage little or completely cannot be 
reused therefore the great manual work is required thus demotivating testers; 
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• Changes in requirements are common and hard to be traced; 
• Concerning time and the lack of human resources all potential tests are impossible 

to accomplish so the opportunity to select test suits based on certain criteria (risk, 
priority) is necessary.  

• The variety of different requirements presentation and processing methods en-
cumbers the choice of strategy, tests scenario and data preparation.  

These problems are widely discussed in literature. According to the paper’s [14] au-
thor, the automated development of test cases in accordance with artifacts used in an 
early stage of information system development reduces efforts necessary for test ac-
tivities and increases efficiency. There are diverse test case generation methods which 
enable the usage of various UML diagrams: use case and  sequence diagrams [5]; 
activity and sequence diagrams [12]; only use case diagrams [14]; class, sequence 
diagrams and OCL (Object Constraint language) constraints [16], etc. Some of these 
methods solve not only the problem of artifacts use in test case generation, but deal 
selecting which test cases to perform with reference to objective criteria [5], [14].  

The solution presented in this paper enables the total use of use cases defined in a 
stage of analysis for automated test case generation saving links not only with the use 
case based of which test cases were generated, but with the requirement itself.  The 
list of new and modified test cases is given to tester if any changes or new test cases 
occur; it is suggested to generate the new or changed test cases. The values (these 
values are inherited from the use case if information is indicated) of risk or priority 
parameters can be defined for test cases in order to select and perform the actual test 
case set in current moment.  

The paper is structured as follows. The review of related work is presented in second 
part of the paper. The possible formats of requirements are reviewed in the third part. The 
fourth part of the paper introduces the method of requirements’ description and their 
usage in test case generation. The results of method application are reviewed in the fifth 
part. The work conclusions are presented in the sixth part of the paper.  

2 Related Work 

Analysis of literature shows that there are many methods of test case generation and 
prioritization. The methodology of test case objective selection and automated genera-
tion called Cow_Suite is one of them. It gives an opportunity to generate and plan test 
sets based on UML (Unified Modeling Language) in an early stage of system analysis 
and modeling [5] using use case and sequence diagrams. The next method [14]  
solving the same problems composes two processes: 

• Priority allotment to requirements – the most important test cases that require gen-
eration are selected using priorities; 

• Test case generation – test scenarios are generating by using UML use case dia-
grams and Heuman’s algorithm [15]. 

Also, test cases can be generated using activity-sequence combined diagram [12] 
composed of activity and sequence diagrams formed by “Rational Rose” software or 
using class and sequence diagrams and OCL constrains [16]. 
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3 Requirements Description Formats 

Ordinarily, requirements are described in a natural or in a special formed language for 
scenarios descriptions (eg. ScenarioML); also requirements are defined by using dia-
grams (UML, SysML).  

UML is standardized modeling language widely used in a process of software de-
velopment. This language enables describing and mapping systems or their parts us-
ing models [17].  

SysML (System Modeling Language) is UML 2.0 extension used in that case when 
there is a shortage of given UML possibilities to achieve desirable goals. SysML 
enables performing systems’ specification, analysis, design, verification and valida-
tion [18].  

The information concerning commonly mentioned requirements’ description for-
mats in literature sources is given below.   

Natural Language 
Describing needs and requirements in a natural language the following problems occur: 
inevitable uncertainties, ambiguities, and the lack of significant information. Sentences 
become complicated because of the described conditions and terms which define several 
objects, events and/or activities [8]. The information systems development requires more 
accuracy, formality and simplicity than natural language provides [8].  

Use Case Description 
Use case is the interfaces between system and one or more external actors sequence 
description which results the value for at least one actor [2].  

Normally use cases are described in a structured textual form using use case pat-
terns. The following information can be filled up: title, description, actor, pre-
conditions, post-conditions, main success scenario, extensions, etc.  

Use Case Diagram 
Use case diagram has two main elements: actors and use case (process) [17]. This 
diagram shows the interaction between actor and test cases, i.e. use case diagram 
describes the functionality of the system.  

Activity Diagram 
Activity diagrams illustrate the work process: the sequence of activities, show which 
activities happen in parallel and present alternative ways. UML activity diagram is 
appropriate for modeling computers and organized processes [6].  

Activity diagrams can represent business rules, use cases, parallel activities, and 
processes with decision points or alternative ways to perform them.  

Sequence Diagram 
Sequence diagram is dynamic UML diagram describing the sequence of object interac-
tion for each use case. Sequence diagram defines the sequence of events. Performing use 
case the sequence diagram illustrates the link between several actors and system because  
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the interface and messages between actors and information system objects are seen [2]. 
This type of diagrams captures the important aspects of objects’ interfaces and can be 
used defining testing objectives which should be achieved during test [3].  

Sequence diagrams can be used not only describing use cases, but also test cases. 
UML Testing profile (UML-TP) can be used for this purpose. This is UML extension 
which uses UML language defining test cases, documentation and development [4].  

State Machines 
State diagram describes object’s behavior. It is a graphic description of object’s state 
sequences, events influencing state changes and actions which are initiated by varied 
state [17]. State diagram gives an opportunity to describe business rules and con-
strains unambiguously.  

Collaboration Diagram 
Collaboration diagram defines the structure and behavior of the system, i.e. describes 
what requirements should the system objects meet and what relations should be  
between them in order to achieve the particular task [11]. Also, the collaboration dia-
gram describes systems constrains [11]. UML collaboration diagrams can be signifi-
cant during testing because they present the links between system’s functions and 
how manipulate them automatically [11].  

SysML Requirements Diagram 
The main aim of the requirements diagram is to present requirements structurally and 
visually. Requirements diagram fixes the hierarchy and sources of requirements [7], 
so there is an opportunity for a modeler to link the requirement with the model ele-
ment which meets and verifies the requirement. The model of requirements describes 
textual requirements and their correlation with the specification, models of analysis, 
design and others. The requirement describes behavior, structure and/or characteris-
tics, which have to be fulfilled by system, component or other model element [9]. The 
diagram of requirements is like a bridge between typical management tools of  
requirements and system models [7].  

ScenarioML 
ScenarioML is the language describing scenarios. It uses recursively defined events, 
ontologies, references and combination of scenario parameters in order to make sce-
narios more definite, more valuable and more effective [2]. Artefacts created by Sce-
narioML are defined by XML format, so the possibility to use them in other software 
tools (e.g. test management tools) emerges.  

Business Action Language (BAL) 
BAL is the language to describe business rules and composes of the followings: defi-
nitions – business rules variables are described; if – the conditions of business rules 
are described; then – the actions when the condition is met are defined; else - the  
actions when the condition is not met are described.  
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4 The Method of Requirements’ Description and Their Usage 
in Test Case Generation 

The method idea: analyst structurally describes requirements, use cases are described 
using use case and activity diagrams, whereas tester calls test case generator which 
generates test case in accordance with the early drawn diagrams given them tracea-
bility, i.e. saving the link between the generated test case and an appropriate use case. 
Test case generator gives a list of all changed or new use cases suggesting generat-
ing/regenerating test cases.   

The diagram of method activity is given in Fig. 1 1-3 steps should be performed by 
system analyst, while 4th step by system tester.  

 

Fig. 1. Method activity diagram 

The description of requirements should process in the following sequence: 

1. Analyst describes the requirements (e.g. “R-100 The possibility controlling analy-
sis and their information should be in a system”); 

2. Analyst creates use case diagrams for each of the actors defining (if necessary) 
preconditions (e.g. entity states) next to use case in order to pursue them. Thus, the 
information is obtained: 
(a) what functions are performed by each actor in the system; 
(b) related use cases; 
(c) what preconditions should be in order to perform an appropriate use case. 

3. Analyst creates activity diagrams for each of the use cases: 
(a) draws activity diagram – the use case scenario is obtained; 
(b) other information (requirement, which is “covered” by use case, priority, risk) 

describing use case is presented in a window of use case parameters. Generated 
test cases are going to be “inherited” by this information.  

4. Tester generates test cases. 

Requirements that should be 
realized are obtained 

Actors and their functions 
concerning use cases, re-
quirements and precondi-
tions are obtained 

Use case scenario and results 
after fulfilling the step are 
obtained 

Test case and their combi-
nation with requirements 
and use cases are obtained 
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Generated test case inherits classifier “Risk” and “Priority” values from the use case. 
It enables the selection of test cases which have to be performed most frequently  
(according to parameter “Risk”) because they are appropriate for checking the most 
critical functions of system and firstly (according to parameter “Priority”).  

The algorithm of test case generation, test case generation rules and realization  
example is presented below. 

Test Case Generation Algorithm 

 

Fig. 2. Test case generation algorithm 

Test Case Generation Rules: 

1. In activity diagram, describing use case scenario through the branch “Yes” the 
main scenario is developed, while through others – alternative scenarios.  

2. Firstly, the test case is generated according to the main use case scenario and then 
use cases for alternative use case scenarios are generated in order to be tested.  

3. Generated test case title coincides with the use case title according to which the test 
case was generated. When test case is generated in order to check the alternative use  
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case scenario, in the end of its title the insertion “(decision_element_title – 
branch_title)” is entered. If there are several decision elements their titles and branch 
values in the title of test case are separated by semicolon (e.g. decision_element_title1 
– branch_title; decision_element_title2 – branch_title).  

4. If there is aggregation link <<include>> in the use case diagram between use cases 
“A” and “B”, according to use case “A” generated test cases will be linked to the 
generated test cases according to use case “B” (Work Item type “Team Foundation 
Server” – “Test Case”, tab “All links”, link type “Predecessor”) since “A” could 
not be performed without performing “B”. 

5. If in the use case diagram between use cases “A” and “B” is link <<extend>> ac-
cording to use case “A” and “B” generated test cases the preconditions will not be 
entered since “A” and “B” can be processed irrespectively but these test cases will 
be also linked (Work Item type “Team Foundation Server” – “Test Case”, tab “All 
links”, link type “Related”).   

6. If preconditions were indicated in the use case parameters (in use case diagram) 
they are entered in generated test cases as preconditions (Work Item type “Team 
Foundation Server” – “Test Case”, tab “Summary”). 

7. If in the use case scenario describing activity diagram the step parameter value 
“Expected_result is pointed it is being entered in the generated test case as an ex-
pected result of respective step (Work Item type “Team Foundation Server” – 
“Test Case”, tab “Steps”,  field “Expected Result”). 

8. Only use cases with the value “True” of the parameter “Is_Final” are processing in 
test case generation. 

9. Generated test cases are entered into “Team Foundation Server” according to test 
case title in ascending order (e.g. UC 1; UC 1.1; UC 2, etc.). 

10. If any changes in the activity diagram describing use case were made it is sug-
gested to regenerate relative test cases. The use case is considered changed if any 
of these conditions are satisfied: 

(a) The title of action or decision element change; 
(b) Arrow “to” or “from” relative to the element of action or decision change. 

11. The earlier made test case information is renewed but not newly made while gene-
rating use case. 

12. Generating test case for verifying the main use case scenario is automatically re-
lated to test cases for verifying alternative use case scenarios (Work Item type 
“Team Foundation Server” – “Test Case”, tab “All links”, link type “Child”).  

Necessary Environment for Realization 
The programming tool “Microsoft Visual Studio 2010” was chosen for realization of 
developed method. DSL (Domain Specific Language) enables the creation functional-
ity of UML diagrams (analyst’s workplace). Test case generator (tester’s workplace) 
was created as the plugin of “Microsoft Visual Studio”. Therefore, both requirements’ 
description using models and test case generation proceed in the environment of “Mi-
crosoft Visual Studio”. Models (diagrams) and generated test cases are saved in the 
team work platform “Team Foundation Server 2010” which secures an access for 
general information to all the team members of the project and the versioning of the 
entire project’s information. All the tools giving the access to protected data (e.g. 
“Microsoft Visual Studio”, “Team System Web Access”) of “Team Foundation  
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server” can be used working with generated test cases, however, the usage of test 
management system “Microsoft Test Manager” would be the most purposive in order 
to administrate test plans, run test cases, monitor testing progress, results and get test 
reports automatically. Diagram of introduced decision context is presented in Fig. 3. 

 

Fig. 3. Decision context diagram 

5 The Results of Method’s Application in Practice 

In order to ascertain whether the method is applicable in practice and gives expected 
benefit or not the experiment was performed. This following scenario was chosen for 
method’s application: 

1 Step. Draw use case diagram (Fig. 4); 

2 Step. Describe use cases “UC 2”, “UC 2.1” (there is an alternative scenario too), 
“UC 2.2”, “UC 2.3” (there is an alternative scenario too), “UC 2.4”, “UC 2.5”, “UC3” 
and “UC 4”; 

3 Step. Create test cases for earlier described use cases in order to test them; 

4 Step. Change the “UC 2.3“,“UC 2.4“,“UC 2.5“ information in use case description 
(2 scenario step); 

5 Step. Change the information of test cases developed for use cases “UC 2.3“,“UC 
2.4“,“UC 2.5“; 

6 Step. Complement the use case record with the description of “UC 1“ and “UC 1.1“; 

7 Step. Create test cases appropriate for verifying the newly developed use cases “UC 
1” (there is alternative scenario too) and “UC 1.1”. 

Scenario was accomplished both manually and automatically. Implementing the 
scenario manually, use case diagram was drawn using “MagicDraw” tool. Use case 
scenarios were described by text using “Microsoft Word” tool. Test cases are entered 
into “Team Foundation Server” using “Microsoft Test Manager” tool.  

Implementing the scenario automatically all the scenario steps were performed us-
ing tools described in method (Section 4). For example, “Magic Draw” is changed to 
“Microsoft Visual Studio” using DSL and “Microsoft Word” is changed to activity 
diagram according to which use case and test case scenarios can be generated later. 
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Fig. 4. Example of use case diagram 

The results of experiment are presented in Table 1. 

Table 1. Experiment’s results 

Step 
Action 

Duration 
Manual process Automated process 

1. Use case diagram 11 m 10 m 
2. Use case description 40 m 27 m 
3. Test case preparation 23 m ~ 7 s 
4. Use case description renewal 1 m 3 m 
5.  Test case renewal 1 m ~ 7 s 
6.  Use case description complement 

with new use cases 
5 m 5 m 

7.  New test case preparation 2 m ~ 7 s 

 
In both cases similar time period needed for drawing use case diagrams, whereas 

use case description automatically lasted considerably shorter time. The test case 
preparation in automatic manner is superior to manual way. The changing of the use 
case description automatically lasts longer since correcting described use cases ma-
nually because of necessity to remove arrows and add new elements as in the use case 
description using activity diagram.  

The use case description’s addition with new use cases continued the same time in 
both cases. It might be determined by the factor that between two use cases one which 
contained alternative scenario.  

The aim of creating the method is to find such a solution that would reduce testers’ 
work but not burden analysts with extra work. The results of experiment show that the 
strain of analysts remains almost the same or even less in the case of automated 
process; whereas the advantage of automated process for testers is obvious.  
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6 Conclusions and Future Works 

The review of test case generation methods revealed the existence of various solutions 
which let using use cases described in various formats for test case generation. Some 
of them give the solutions how to select the optimal test case set of great pack of gen-
erated test cases. The solution presented in this paper not only lets the test case gener-
ation using use case and activity diagrams, but also gives an opportunity regenerate 
test cases for modified use cases and generate test cases for newly developed use 
cases. It is also developed by fully using “Team Foundation Server” links such as 
related, child, and predecessor which are mentioned describing test case generation 
rules. The information about the need to generate/regenerate test cases is given to 
tester when the test case generator is called. This method secures that test follows in 
accordance with the test cases of the newest version.  

This solution can be applied for test entity (document, analysis, audit, etc.) states 
too. Describing the variation of entity states using activity diagram the test cases can 
be generated in order to verify whether entity passes from one state to another or not.  

The future plans are to expand this method and use it for generation of test cases 
appropriate for verifying particular limitations (e.g. minimal and maximum value of 
entity parameter). Also, the experiment is planned in order to evaluate its efficiency.  
 
Acknowledgements. The work described in this paper has been carried out within the 
project VP1-3.1-ŠMM-10-V-02-008 „Integration of Business Processes and Business 
Rules on the Base of Business Semantics". 

References 

1. Westfall, L.: Software Requirements Engineering: What, Why, Who, When, and How. 
Westfall Team (2006), http://www.westfallteam.com (accessed on December 5, 
2012) 

2. Alspaugh, T.A., Sim, S.E., Winbladh, K., Diallo, M.H., Naslavsky, L., Ziv, H., Richard-
son, D.J.: The Importance of Clarity in Usable Requirements Specification Formats. ISR 
Technical Report UCI-ISR-06-14 (2006) 

3. Rountev, A., Kagan, S., Sawin, J.: Coverage Criteria for Testing of Object Interactions in 
Sequence Diagrams. In: Cerioli, M. (ed.) FASE 2005. LNCS, vol. 3442, pp. 289–304. 
Springer, Heidelberg (2005) 

4. Lamancha, B.P., Mateo, P.R., de Guzmán, I.R., Usaola, M.P., Velthius, M.P.: Automated Mod-
el-based Testing using the UML Testing Profile and QVT. In: Proceedings of the 6th Interna-
tional Workshop on Model-Driven Engineering, Verification and Validation (MoDeVVa 2009), 
pp. 6:1–6:10. ACM Press, New York (2009) 

5. Basanieri, F., Bertolino, A., Marchetti, E.: The cow_Suite approach to planning and deriving 
test suites in UML projects. In: Jézéquel, J.-M., Hussmann, H., Cook, S. (eds.) UML 2002. 
LNCS, vol. 2460, pp. 383–397. Springer, Heidelberg (2002) 

6. Dumas, M., Hofstede, A.H.M.: UML Activity Diagrams as a Workflow Specifica-tion 
Language. In: Proceedings of the 4th International Conference on The Unified Modeling 
Language, Modeling Languages, Concepts, and Tools, pp. 76–90. Springer, London 
(2001) 



34 N. Sipavičienė, K. Smilgytė, and R. Butleris 

7. OMG, OMG Systems Modeling Language, http://www.omgsysml.org (accessed 
on December 02, 2012) 

8. Boyd, N.: Using Natural Language in Software Development,  
http://www.educery.com/papers/rhetoric/road/ (accessed on December 02, 
2012) 

9. Hause, M., Thom, F.: Modeling High Level Requirements in UML/SysML. In: Rochester 
2005 Proceedings, INCOSE International Symposium (2005) 

10. Help - IBM WebSphere ILOG JRules BRMS V7.1.1,  
http://pic.dhe.ibm.com/infocenter/brjrules/v7r1/index.jsp?to
pic=%2Fcom.ibm.websphere.ilog.jrules.doc%2FContent%2FBusines
s_Rules%2FDocumentation%2F_pubskel%2FJRules%2Fps_JRules_Glob
al493.html (accessed on January 23, 2013) 

11. Abdurazik, A., Offutt, J.: Using UML Collaboration Diagrams for Static Checking and 
Test Generation. In: Evans, A., Caskurlu, B., Selic, B. (eds.) UML 2000. LNCS, vol. 1939, 
pp. 383–395. Springer, Heidelberg (2000) 

12. Sumalatha, V.M., Raju, G.S.V.P.: UML based Automated Test Case Generation technique 
using Activity-Sequence diagram. The International Journal of Computer Science & Ap-
plications (TIJCSA) 1(9), 58–71 (2012) ISSN 2278-1080 

13. Meservy, T.O., Zhang, C., Lee, E.T., Dhaliwal, J.: The Business Rules Approach and Its 
Effect on Software Testing. IEEE Software 29(4), 60–66 (2012) 

14. Kosindrdecha, N., Daengdej, J.: A Test Case Generation Processand Technique. Journal of 
Software Engineering 4(4), 265–287 (2010) 

15. Heumann, J.: Generating Test Cases from Use Cases. Rational Software (2001) 
16. Nayak, A., Samanta, D.: Automatic Test Data Synthesis using UML Sequence Diagrams. 

Journal of Object Technology 9(2), 115–144 (2010) 
17. OMG, OMG Unified Modeling Language (UML), v2.4.1, OMG Available Specification, 

formal/2011-08-06 (2011)  
18. OMG, OMG System Modeling Language (SysML), v1.3, OMG Available Specification, 

formal/2012-06-01 (2012)  



G. Dregvaite and R. Damasevicius (Eds.): ICIST 2014, CCIS 465, pp. 35–46, 2014. 
© Springer International Publishing Switzerland 2014 

Communications and Security Aspects  
of Smart Grid Networks Design 

Josef Horalek, Vladimir Sobeslav, Ondrej Krejcar, and Ladislav Balik 

University of Hradec Kralove, Faculty of Informatics and Management,  
Center for Basic and Applied Research, Rokitanskeho 62,  

Hradec Kralove, 500 03, Czech Republic 
{josef.horalek,vladimir.sobeslav, 

ondrej.krejcar,ladislav.balik}@uhk.cz 

Abstract. The article explores a global principle of communication in Smart 
Grid networks with a focus on specific communication infrastructure aspects. 
The paper is divided in two main parts. First part focuses on a description of the 
main concepts and control of Smart Grid network power distribution. Second 
part of this paper presents specific requirements regarding Smart Grid 
distribution flows and network elements. The paper proposes a general scheme 
of Smart Grid network communication infrastructure, which enables complex 
perspective of the given issue and its effective use. It presents different power 
grid management requirements in various types of regions in Czech Republic. 

Keywords: Smart grid, Power automation, Energy management networks, 
Power distribution management, Automatic Meter Management, Power grid, 
Power system reliability, Renewable energy sources integration. 

1 Introduction 

The Smart Grid is a recent and very popular issue. It presents a wide area, which is 
undergoing dynamic and fast development. Therefore Smart Grid offers numerous 
perspectives, how its topics can be handled and this differentiation is relevant. At 
first, Smart Grid is a subject to energy-communicational perspective considering the 
large spectre of communication norms used in energetics. These include not only the 
family of IEC 60870, IEC 61850 or IEC 61968/61970 as treated [1] and [2]. 

Principles and structure of the Smart Grid networks communication offer another 
perspective of their use as the main component of intelligent control and management 
of energy networks.  Although this perspective may appear elemental and fully 
solved, the reality is different; due to frequent focus on local issues, such as the 
communication of alternative electrical energy sources with the SCADA systems  
[12, 14]. The possibility of Smart Grid implementation is significantly influenced by 
the requirements specification for network infrastructure and requirements for 
individual communication elements in Smart Grid networks. This point of view is 
accentuated in [3], where the authors focus on the analysis of the quality and meaning 
of the information transferred, which is highly symptomatic of Smart Grid networks. 



36 J. Horalek et al. 

More technical Smart Grid perspective is provided in [4], where the authors correlate 
the connection between the IEC 61850 protocol and communication of ISO/OSI 
network model thanks to the application of packet analyser. The authors succeed in 
connecting the understanding of IEC 61850 protocol with classical understanding of 
network communication. 

Following to these resources, another question concerning Smart Grid network 
particularities is in place. General architecture and standardization of Smart Grid 
network components is an actual topic; due to the implementation of Smart Grid 
networks for e.g. intelligent remote data collection from electrometers or remote 
optimization of electricity consumption units using Smart Grid Metering. These issues 
are insightfully treated, however, focusing purely on the providing of electricity, and 
its way from the source to the distributor. This perspective is offered in [5], which can 
be used generally for understanding the requirements of Smart Grid networks, if we 
ignore Photovoltaic System specificities. Similarly, in [6], the authors consider solely 
the use and optimization of Smart Grid networks in the field of wind power plants. 

The authors of [7] provide a ground-breaking and comprehensive treatment of 
implementation and optimization of Smart Grid networks.  

Furthermore, project [8] cannot be omitted, albeit it predominantly deals with 
practical implementation of Smart Grid networks and their reliability. It introduces 
calculations pointing to one of the possible approaches to reliability evaluation. This 
project is connected also to [9], dealing with Smart Grid network error detection.  

2 Smart Grid Concept of Power Distribution 

This paper presents similar approaches towards Smart Grid issues as treated in [10]. 
Similarly to [10] this analysis specifies the approach to the migration of the IT 
Technologies to the Smart Grids. The analysis focuses on the classical approach to 
data networks via perspective of ISO/OSI model in the process of network elements 
implementation into Smart Grid networks. The Smart Grid implementation and its 
possibilities, use and optimizations are influenced by its geographical locations and 
classical distribution network topology. In other words, the requirements for both 
Smart Grid network implementation and for individual organizational networks, as 
treated in the present analysis, are greatly influenced by the current situation in the 
Czech Republic, which resembles the conditions in similar geographical setting of 
distribution networks in Western and Central Europe.  

The present analysis builds on the implementation and use of Smart Grid networks 
in a selected region of the Czech Republic in case of the most significant energy 
producer and distributor. Therefore the paper provides a different perspective; unlike 
similar analyses, it accentuates not only the horizontal perspective of Smart Grid 
implementation, but predominantly vertical perspective, i.e. from the distributor to 
various individual customers. The present regional specification is influenced by local 
operation of the producer, although generalised results can provide realization in the 
whole Europe, where citizen distribution is the same as in the Czech Republic. 



 Communications and Security Aspects of Smart Grid Networks Design 37 

3 Control of Smart Grid Network 

The term Smart Grids can be defined as intelligent automatically regulated electrical 
networks able to transmit produced energy from any source of centralised or 
decentralised energy power plant to its end customer. In January 2010 the National 
Institute of Standards and Technology (NIST) defined the first version of Smart Grid 
reference model [11]. It was divided into domains describing the electrical power 
production, its transmission, distribution, markets, control of distribution system, 
service provider, and customer. 

 

Fig. 1. Smart Grid Domains 

Figure 1 represents the domains that are affected by the implementation of Smart 
Grid concept. This work does not cover the whole area, but deals specifically with the 
distribution of electric energy and its control. The significance and complexity 
regarding specification of individual requests for Smart Grid concept in the field of 
electric energy distribution and its control shall be highlighted in the comparison with 
the state of the art condition. 

4 Smart Grid Distribution Flows 

The elemental task of Smart Grid is implementation of intelligent elements for 
effective control of individual technological devices of distribution system, such as 
distribution switching stations, circuit breakers (switches), isolator switches, 
accumulation devices, intelligent electrometers etc. The implementation of these local 
systems of distribution system control will manage distribution system in order to 
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optimize processes of local production, accumulation and consumption in the region. 
Local control systems will operate autonomously, including the function to control 
regions in island operation and black-start modes. Local control centres then must be 
integrated into central control system, which enables to control the region under its 
supervision. Detailed and aggregated data concerning consumption and other 
operation characteristics measured by intelligent electrometers, active elements and 
probes must be provided to central systems of energetic company to be processed. 
This enables advanced functions such as tariffication of subscribers, analysis and 
prediction of consumption of distribution system operation. 

 

Fig. 2. Classical distribution flows 

4.1 Requirements for the Power Distribution 

The leading purpose of Smart Grid concept is the optimization of distribution system 
operation by increasing the energy system resistance, increasing of operation 
efficiency, balancing the peak load of the network, decreasing the influence of 
unpredictable sources on the network stability. This is achieved by an optimization of 
consumption control as far as individual consumer level with use of automated 
metering machines (AMM), providing detailed information to the customer 
concerning his consumption, optimization of the local sources and their use during the 
control of self-contained regions of distribution network, enabling island operation 
and its control, limiting the number of black-outs and minimization of the black-out 
impact by automated interference in network configuration (self-healing). To ensure 
this optimization, immediate reaction to changes in the electrical grid is vital. 
Majority of controlling processes and systems has to be automated on the side of 
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electric energy distributors. Also close cooperation with central control systems 
(Dispatching Control System), the function of temporary autonomous operation 
during black-outs between region and central systems (data island) and high security 
of solution has to be guaranteed. Because of their complexity and high-investment, 
Smart Grid regions evolve gradually with great differences in the regional sizes, 
source possibilities, population density, consumption and balance. On the basis of 
these main differences it was necessary to define type regions, which can cover with 
their model solution the whole distribution system. The following section briefly 
outlines various types of regions dealing with the issues of Smart Grids. 

The Region of High Population Density: the specificity of this region is small area 
utilization with a high population density. Due to the character of the region, the 
deployment of high-speed communications in combination with smart power 
management of customer devices (washing machines, dishwashers, etc.) is suitable. 
This attitude enables the creation of new value-added services. This type of region 
provides a great potential for Smart-City, Smart-Buildings and Smart-Homes services. 
This region also has the most negative energy balance on the production side. On the 
other hand, it is thought that an integral part of Smart Grids networks in the region is 
usually the central heat production (CVT). 

The Region Is of Scattered Population Density: this region consists of a number of 
medium-sized and large cities and smaller communities. This area is usually larger 
than the region with high density of population, but the potential for smart power 
management is smaller. Utilisation of high-speed communication technologies is also 
more complicated according to the size of the area.   This region will be the most 
common in the Czech Republic. 

Industrial Region: a region with a highly developed energy-intensive industry. This 
region is relatively small with a high power consumption, which is sufficiently 
optimized. The benefit of Smart Grid concept for this type of region lies mainly in the 
critical situations resolutions, either at the distributor or the consumer side. New 
Smart features can be consumer self-used, where the consumer can act as a local 
distributor; therefore the system can be viewed as a region within the region. 

Region of Low Population Density: the specificity of this region is the lack of regional 
resources; the development is problematic for many reasons. Most types of the power 
sources are renewable, usually small hydro power and wind turbines. The development 
of photovoltaic energy in these kinds of regions is controversial and currently imaginable 
just as home roof applications. Large distances between network elements, often difficult 
accessibility, adverse climatic conditions and relatively little impact on the end users lead 
to the minor focus of Smart Grid network development of these regions. 

4.2 Requirements for the Communications Infrastructure 

Communication infrastructure is a key element of the entire Smart Grid network. 
Smart Grid concept cannot be realized without an appropriate vertical and horizontal 
communication infrastructure. The key prerequisite is the existence of communication 
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link with backbone communication distribution system, as described in above 
structure model.  With regards to common solutions and with regards to its sufficient 
flexibility, this place is distribution switching station 110kV/HV (high voltage).  This 
point is the place which ensures the connections of all partial subsystems of individual 
layers according to their specific requirements. Inconsistent development requires 
integration or coexistence of other kinds of solutions different from required vertical 
connections on lower level (e.g. application of GSM/GPRS communication in 
controlling systems of switching points in the network). This communication is centre 
oriented; there exists a direct vertical connection between the given point and the 
central level. This solution rather complicates its potential use for local control of 
such constructed switching points. Typical division of communication infrastructure 
into individual network segments is depicted in the figure 2. The backbone network 
provides also the connection to SCADA system. MAN SG (Metropolitan Area 
Network Smart Grid) network is also connected to the backbone network; MAN SG 
provides connection between individual LAN SGs (Local Area Network Smart Grid), 
which represent individual local networks of Smart Grid architecture. MAN SG is 
typically spread on the level of one smart region, which connects individual LAN SG 
local networks which on the smart field level. There can be several smart fields within 
a smart region. Such designed hierarchical structure is highly flexible and allows easy 
implementation of new technologies and services. 
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Fig. 3. Segments of the communications infrastructure 

Regarding the requirements for communication infrastructure we may define the 
following levels and areas that are or can be components of communication 
infrastructure within Smart Grid concept: 

Vertical connection between technology controlling systems and central level is 
applied both on the MAN SG level and LAN SG level. These connections are mostly 
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realised in case of 110kV or HV objects; their fundamental application is essential in 
regions which will be controlled (DTS), but are mostly not yet controlled nowadays. 
If LV objects are controlled, LV increases in each given HV field. 

Horizontal connection for adaptation protection functions (for example between 
neighbouring HV substations). In this case it is necessary to realise data networks 
enabling fast and reliable communication, which is achieved by using simple technology 
(without complicated processing of transmitted data) with minimum of intermediate 
elements. These requirements may be met on the LAN SG level. Similarly to the 
previous example (most notably in HV and LV networks) during the implementation of 
Smart Grid there appear cascades of protection (loops of HV or LV networks).  

Vertical Connection between controlling technology systems and networks field 
controlling system may be defined on the LAN SG level. Parallel solution of vertical 
connection exists practically between the technology controlling system and central 
level. Each technology controlling system controlling an object, which is a part of 
network controlling, must have given realised communication with network 
controlling system. It generally concerns all levels (110 kV, HV-LV). Practically it 
will most frequently deal with HV selected objects and Their Affiliated LV objects.  

The following figure describes the interconnection between horizontal and vertical 
communication types at substation level and the high-voltage to customer low-voltage 
transformation process in Smart Grid network topology. 
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Fig. 4. The relationship between IT network and distribution system 

5 Requirements for the Smart Grid Network Elements 

General requirements of this type of networks can be specified on the basis of 
executed analysis. The use of Smart Grid network in the Czech environment is 
influenced by the way of construction, operation and control of distribution network. 
The task of Smart Grid is to ensure the function and distribution of electric energy in 
the HV network part and adjacent LV network in the extent described below:   
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HV network automation, which includes an automation of HV distribution 
transformation substation (HV objects part of HV/LV transformation) - DTS. 

Automation of LV network in HV/LV objects of transformation (DTS) – LV DTS and 
isolating and circuit breaking boxes, possibly in bifurcation boxes of the LV network.  

Connection and operation of local sources, both to LV network and HV network – 
cogeneration units, photovoltaic power plants and small water sources.   

Network control (functions of monitoring, control, protection and automation)  of 
field via thy system or subsystems of network control functions – field balance 
control, automation of island operation, sequence manipulation, regulation, voltage 
regulation in island operation mode.  

Consumption monitoring and control of the filed in via cooperation of control 
system with AMM system (Smart Metering). 

This basic set of distribution network requires a corresponding communication 
technology type. Each unit of energy system, which will be remotely controlled and 
monitored, will define a basic set of requirements on permeability, latency and reliability.   

Permeability describes the speed of transmitted data from the source device to the 
target device. By latency we mean time which it takes for a message sent from the 
source device to the target device. Reliability is affected by electronic or magnetic 
interferences, or meteorological conditions. The aim is to have maximum 
permeability, low latency and high reliability. Taking into consideration investment 
possibilities, technical requirements and operation costs in the given locality, 
corresponding technology will be suggested. Figure 5 shows basic communication 
infrastructure organization physical topology in Smart Grid region and its connection 
to central systems and backbone network. 

Communication link among objects may be realised both on direct or wireless 
lines. To support switching and routing of network frameworks and packets in each 
locality, switch and router might be integrated into an individual physical device. 
Switch will then ensure local communication within the locality (DTS) and physical 
communication within regional communication network between localities. Router 
controls communication to MAN network. Furthermore, the communication is 
protected by encryption and filtering. Among the network types within Smart Grid 
region belong LAN SG, protection and command network, and access network.  

LAN SG is a network connecting devices within an object (building). 
Communication is managed by a central switch. In critical localities central switches 
can be implemented as redundant for higher accessibility. From technological 
perspective metallic or fiber lines are used. Communication and application protocol 
of higher levels are realised above Ethernet, which is the Basic protocol. 

Protection network and command network are organized into circuit for 
communication redundancy in case of switch blackouts. This network transmits 
commands and GOOSE communications. The need of circular topology is defined by 
requirement for a very low latency (up to 4ms) communication. 

Access network for Smart Grid regions connection to backbone is MAN and WAN 
network, through which it is connected to central systems.   

On top of the physical communication infrastructure we recommend the 
implementation of virtual LAN networks according to IEEE 802.1Q standard. 
Individual virtual networks will be used for separation of individual communication 
types. The mutual separation of traffic in observed flow is significant for proper  
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Fig. 5. The basic communication infrastructure scheme 

distribution of datagrams based on Quality of Service (QoS) parameters. It is also 
useful for ensuring security across the network based on different traffic types. For 
the same reason may be used VPN network between Layer 3 devices or Layer 2 
VLAN on one broadcast domain. GOOSE protocol is used for standardized horizontal 
communication from IED to DTS device. These protocols are utilized in management 
processes in distribution networks to collect and send information between distinct 
distribution system elements. Also they are used in network event management 
systems for collecting measurement values from AMM and other devices. ICT 
networks act as configuration support and monitoring unit for every single intelligent 
device in distribution network. 

As mentioned above, high reliability and low latency are key part of the 
infrastructure, especially considering fact that the network is also used for control 
commands and GOOSE communication. Optical lines, BPL (Broadband over 
PowerLine) and WiMAX are recommended as a lower layer technologies. The design 
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of Smart Grid network should also contain primary and backup communication lines; 
preferably using different technologies. For a primary communication lines optical 
fibers fulfill the all demands of network safety, throughput and other Quality of 
Services criteria. Communication parameters and the Quality of Services (QoS) 
mechanisms are very important part of Smart Grid networks design, due to its direct 
influence on a communication performance. Utilization of BPL and WiMAX 
technologies is rather appropriate for backup lines, because of their security and 
transmission stability mechanism. In this case, use of secure VPN (preferably IPsec) 
tunnels is highly recommended to meet all high security standards. The Ethernet and 
its industry sub-versions is the fundamental protocol to be implemented in higher 
network communication layers. The Access Network to the Smart Grid central system 
and the backbone of the region are MAN and WAN networks. This type of network 
transfers a large amount of data over long distances including the control commands 
and priority settings with a higher latency tolerance. 

The following figure presents the infrastructure of Smart Grid network 
communication concept, which has been developed in cooperation with national 
power distributor of Czech Republic, CEZ. This concept is built upon the well-known 
industrial protocols, and solutions. The IEC 61850 standard is utilized for the 
protection of horizontal GOOSE communication level between IED devices and 
various distribution substations. Control Network is used for passing commands form 
the parts controlled elements of the grid, collection of states and events in the 
distribution system, SCADA, local SCADA, RTU AMM concentrators. Data 
Network provides the capabilities for taking measurements and readings from meters 
and other active elements, probes and sensors in the distribution system. Non-critical 
grid network elements are not directly related to the management and operations of 
the distribution system, for example customer setting measurement devices [13], 
AMM concentrators, SCADA, RTU, BMS etc. Communication is isolated to virtual 
networks and interconnected via specialized security appliances for better security. 
ICT supervisory network is used for the configuration and monitoring of ICT 
equipment such as switches, routers, or a local SCADA and other computer systems 
or active elements of communication networks. The network management element of 
Smart Grid concept utilized the industrial standards IEC 60870-5 and IEC-61850-8-1 
due to their better security options communication. The IEC-60870-5-101 should be 
used only for the incompatible equipment with the IEC-60870-5-104 standard. 

 

Fig. 6. Proposed Smart Grid network topology and protocols 
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6 Conclusion 

Reliable data network is a vital component to meet aims of Smart Grid concept. 
Effective communication with network elements on the customer side must be 
ensured. The absence of standards for interoperability between data concentrator 
AMM and RTU units cannot provide desired outcome, i.e. management of appliances 
via smart electrometers. It is also caused by the fact that corresponding 
communication infrastructure meeting requirements of quick isolating and switching 
would be extremely expensive. Including the communication with smart electrometer 
during a blackout, when no controlling signals (to eliminate negative starting impulse) 
exists. Additional barrier, which prevents a massive rollout of smart electrometers is a 
study performed by a Ministry of Industry and Trade. Its preliminary outcomes 
suggest that in Czech region, the financial benefits of Smart Grid network would not 
reach as level as in other EU regions. Regardless a pilot projects are realized, which 
shows a possible future developments. Worthy of mentioning is a project BIOZE14, 
which in praxis shows possibilities of renewable energy sources control. Outcome of 
this project was up to 78% reduction of outer region energy export in a region with a 
high rate of renewable energy sources. 

Acknowledgment. This work and contribution is supported by the project of  
the European Operational Programme Education for Competitiveness project 
CZ.1.07/2.3.00/45.0014 and by the project No. CZ. 1.07/2.2.00/28.0327 Innovation and 
support of doctoral study program (INDOP), financed from EU and Czech Republic 
funds; and by project “SP/2014/05 - Smart Solutions for Ubiquitous Computing 
Environments” from University of Hradec Kralove. 

References 

[1] Wu, J., Zhang, P., Yu, J.I.: 61968 standard-based distribution systems integration 
solutions and application research. In: 2nd International Conference on Energy, 
Environment and Sustainable Development, Jilin: EESD 2012, vol. 614-615, pp. 785–791 
(2012) ISBN 978-303785551-5, ISSN 10226680 

[2] Horálek, J., Soběslav, V.: Remote Control In Power Substation Automation. In: De La 
Cruz, P. (ed.) Recent Researches in Circuits, Systems, Communications & Computers, 
WSEAS, vol. 5, pp. s.110–s.117 (2011) ISBN 978-1-61804-056-5 

[3] Li, W., Liu, J., Tian, W.: Study on classification of information to realize grid intelligent. 
In: Environment and Sustainable Development. Jilin: EESD 2012, vol. 614–615,  
pp. 1706-1709 (2012) ISBN 978-303785551-5, ISSN 10226680. 

[4] Lee, C., Park, M., Lee, J., Joe, I.: Design and implementation of packet analyzer for IEC 
61850 communication networks in smart grid. In: Kim, T.-h., Ko, D.-s., Vasilakos, T., 
Stoica, A., Abawajy, J. (eds.) FGIT 2012. CCIS, vol. 350, pp. 33–40. Springer, 
Heidelberg (2012) 

[5] Sechilariu, M., Wang, B.C., Locment, F.: Building Integrated Photovoltaic System With 
Energy Storage and Smart Grid Communication. IEEE Transactions on Industrial 
Electronics 60(4), 1607–1618 (2013) ISSN: 0278-0046 



46 J. Horalek et al. 

[6] Chen, Y., Xu, Z., Ostergaar, J.: Islanding Control Architecture in future smart grid with 
both demand and wind turbine control. Electric Power Systems Research 95, 214–224 
(2013) ISSN 03787796 

[7] Khan, R.H., Khan, J.Y.: A comprehensive review of the application characteristics and 
traffic requirements of a smart grid communications network. Computer Networks (5),  
1–21 (2012) ISSN 1389-1286 

[8] Gudzius, S., Gecys, S., Markevicius, L.A., Miliune, R., Morkvenas, A.: The Model of 
Smart Grid Reliability Evaluation. Electronics and Electrical Engineering 116(10) (2011) 
ISSN: 2029-5731 

[9] Gudzius, S., Markevicius, L.A., Morkvenas, A.: Characteristics of Fault Detection System for 
Smart Grid Distribution Network. Electronics and Electrical Engineering 112(6) (2011) 
ISSN: 2029-5731 

[10] Cepa, L., Kocur, Z., Muller, Z.: Migration of the IT Technologies to the Smart Grids. 
Electronics and Electrical Engineering 123(7) (2012) ISSN: 2029-5731 

[11] NIST Smart Grid Homepage. NIST Smart Grid . The National Institute of Standards and 
Technology (NIST) is an agency of the U. S. Department of Commerce., 24. 8. 2010, 29. 
3. 2012 [cit. 2012-04-16], http://www.nist.gov/smartgrid/ 

[12] Machacek, Z., Slaby, R., Hercik, R., Koziorek, J.: Advanced system for consumption 
meters with recognition of video camera signal. Elektronika Ir Elektrotechnika 18(10), 
57–60 (2012) ISSN: 1392-1215 

[13] Penhaker, M., Darebnikova, M., Cerny, M.: Sensor Network for Measurement and Analysis 
on Medical Devices Quality Control. In: Yonazi, J.J., Sedoyeka, E., Ariwa, E., El-
Qawasmeh, E. (eds.) ICeND 2011. CCIS, vol. 171, pp. 182–196. Springer, Heidelberg (2011) 

[14] Tutsch, M., Machacek, Z., Krejcar, O., Konarik, P.: Development Methods for Low Cost 
Industrial Control by WinPAC Controller and Measurement Cards in Matlab Simulink. 
In: Proceedings of Second International Conference on Computer Engineering and 
Applications, ICCEA 2010, Bali Island, Indonesia, March 19-21, vol. 2, pp. 444–448 
(2010), doi:10.1109/ICCEA.2010.235 



G. Dregvaite and R. Damasevicius (Eds.): ICIST 2014, CCIS 465, pp. 47–58, 2014. 
© Springer International Publishing Switzerland 2014 

Generating a Business Model  
through the Elicitation of Business Goals  

and Rules within a SPEM Approach 

Carlos E. Salgado1, Juliana Teixeira1, Ricardo J. Machado1, and Rita S.P. Maciel2 

1 Universidade do Minho, Guimarães, Portugal 
2 Universidade Federal da Bahia, Salvador, Brasil 
carlos.salgado@algoritmi.uminho.pt, 

juliana.teixeira@research.ccg.pt, rmac@dsi.uminho.pt, 
ritasuzana@dcc.ufba.br 

Abstract. Business Models play a pivotal role in organizations, especially in 
building bridges and enabling dialogue between business and technological 
worlds. Complementarily, as Use Cases are one of the most popular techniques 
for eliciting requirements in the design of Information Systems, Business Goals 
and Business Rules associate with Business Process Use Cases to compose a 
Business Model base structure. However, methods for relating Business 
Processes, Goals and Rules (PGR) are scarce, dissonant or poorly grounded. In 
this sense, we propose the specification of a method, within a SPEM approach, 
covering the elicitation of Business Goals and Rules from Process-level Use 
Cases, and their mapping to a Business Model representation. As a result, a tai-
lorable method for the generation of a solution Business Model, by aligning the 
resulting trios (PGR) with a Business Model Canvas, is presented and demon-
strated in a live project. 

Keywords: Business Model, Business Goals, Business Rules, Business Use 
Cases, SPEM. 

1 Introduction 

Business Models play an ever more pivotal role in the development and continued 
management of Information Systems (IS). Nevertheless, recent literature review on 
Business Models (BM) results show that there is no agreement on what a BM is, al-
though some emerging common themes already exist [22]. Overall, the BM artifact, 
as a conceptual tool that contains a set of elements and their relationships, expressing 
the business logic of a specific firm and the value it offers, is seen as crucial for im-
proving the dialogue between Business and IS/IT. 

Our recent work in generating a BM in ill-defined contexts, within a RUP-based 
approach and grounded on reference model representations, stands as a contribution 
inside this topic [15]. The use of Process-level Use Cases, together with Business 
Goals and Business Rules associated information (PGR), allows developing an activi-
ty direct-mapped BM to present to stakeholders for validation. Also, the use and adap-
tation of ‘standard’ methods and techniques to infer goals and rules requirements 
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from scenarios and process-like diagrams, mapping backwardly the traditional busi-
ness to process workflow, could allow for better and continuous alignment between 
Business and IS/IT, with improved traceability. 

Accordingly, the knowledge represented in terms of goals, rules and methods can 
make reengineering tasks more systematic and effective [21]. Whether it involves the 
development of a new system or the reengineering of business processes, decisions 
about what goals to pursue and on selecting the appropriate strategies to achieve them 
are always vital. The discovery of goals and rules is part of requirements elicitation, 
recognized as one of the most critical activities of software development, with many 
prescribed methods and techniques. 

However, it is virtually impossible to define a unified model for the elicitation 
process, due to the constantly changing needs associated to requirements activities. 
Even if specific methodologies, broken down into multiple steps, describe general 
approaches and overall principles to assist analysts in understanding needs, only the 
experienced analyst understands intuitively which method or technique is effective, in 
each circumstance, and applies it [5]. This raises issues as lack of formality and ana-
lyst dependency. 

Our approach, first detailed in [14], tries to obviate to these, presenting a method to 
guide the analyst in the elicitation of Business Goals and Rules from Process-level 
Use Cases, and transforming them, in order to arrive at a Business Model representa-
tion. This later can then be presented to the involved stakeholders for review, valida-
tion and further negotiation. As the entire method follows a model-based approach, 
the changes agreed upon could be traced back to the original Use Cases, allowing for 
requirements traceability and a Business-IS/IT aligned solution. 

To support this solution, a specification of the method in Software and Systems 
Process Engineering Meta-Model (SPEM) [12] is presented and then demonstrated in 
a live project. As a result, due to the SPEM features, the method is tailored and ap-
plied in the project, according to the involved teams and analysts preferences. 

This document follows with background research reviews on Business Model re-
presentations and on diverse methods, techniques and guidelines for the elicitation of 
Business Goals and Rules, and also a synthesis on SPEM. Following, we present a 
specification in SPEM of our proposed method, covering the elicitation of Business 
Goals and Rules from Process-level Use Cases, and their mapping to a BM represen-
tation, resulting in a generated BM aligning our PGR trios with the original Use Cas-
es. Next we apply and demonstrate it in a live project setting, instantiating the SPEM 
process definition, and analyze the results obtained and future work ahead. Finally, 
some conclusions are drawn for this paper. 

2 Related Research 

This section presents related research regarding Business Models representations, and 
Business Goals and Rules elicitation approaches. For the BM topic, it focuses solely 
on the Business Model Canvas (BMC) [13] and its early connection with the Ba-
lanced Scorecard (BSC) [7], mainly due to their popularity in Business-IS/IT com-
munities. 
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Relating to methods and techniques for eliciting goals and rules, it falls in their as-
sociated combination of checklists and guidelines from the Rational Unified Process 
(RUP) [10], and in the business plans representation of the Business Motivation Mod-
el (BMM) [11]. Notwithstanding other elicitation methods and techniques associated 
to i*[20] or KAOS [3], this choice is due to the more complete and business oriented 
side of RUP and BMM, which help in defining the business requirements specifica-
tion for business modeling, and promote the Business and IS/IT alignment questions 
that are comprised in process-oriented approaches. 

Finally, a brief characterization of the SPEM specification is presented. 

2.1 Business Models 

The BMC, a strategic management template for developing new or documenting existing 
business models, currently stands out as one of the preferred tools for their generation, 
especially in business related audiences. The BMC is based on the Business Model  
Ontology proposed by [13], where the formal descriptions of the business become the 
building blocks for its activities. These are divided in nine different business conceptuali-
zations, organized by four dimensions: Infrastructure, Offering, Customers and Finance. 
In turn, this division was based on the early work of [7] with the BSC four perspectives: 
Financial, Customer, Internal Business Process and Learning & Growth. 

BMC and BSC are two different but complementary tools to achieve innovation, 
tactical directions and action plans in an existing or planned organization. While 
BMC determines part of the business strategy, BSC is aimed to track implementation 
and ensure that the organization strategy is executed. Recent research by [2], classi-
fied BMC and twenty nine other relevant literature sources on business model, with 
BMC obtaining interesting global results: positive on 66,7% of all the criteria ana-
lyzed, checked on all of the top-six criteria items and on 50% (six out of twelve) of 
the second-level ones. 

2.2 Business Goals and Rules Elicitation 

A recurrent question in research over Business Goals (BG) elicitation is that Use Case 
(UC) notation is intended for functional requirements and not non-functional re-
quirements, which oversimplifies assumptions on the problem domain. Nowadays, in 
order for a software system to be of value, it should meet both functional and non-
functional requirements, these last by using a goal-oriented representation [17]. In 
recent years, goal-oriented requirements engineering (GORE) current states and 
trends from the viewpoints of both academia and industry have been fully scrutinized, 
with results pointing for goal models to be useful for supporting the decision making 
process in the early requirements phase [19]. 

GORE is generally complementary to other approaches, well suited to analyzing 
requirements early in the software development cycle, especially with respect to non-
functional requirements, but its analysis and evaluation also leads to many challenges 
[1]. A great variety of techniques for analyzing goal models have been proposed in  
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recent years, but, on the other hand, this diversity creates a barrier for widespread 
adoption of such techniques, also due to the lack of guidance in literature on which 
one to choose [6]. 

Business Rules (BR) are an important artifact in the requirement elicitation process 
of IS and a vital part in its development cycle, as they describe ongoing policies, pro-
cedures, and constraints, which concern an organization in order to achieve its busi-
ness goals and objectives [16]. Its concept has been examined from different points of 
view, whether as extensions of business goals, or as limitations or constraints on busi-
ness activities. By structuring, organizing and expressing tactics and policies in a way 
that is close to business viewpoints, it helps collecting and organizing supports for the 
implementation of change for the associated IS [9]. 

It is important for software to evolve according to changes in its business environ-
ment, having BR as an integral part of the software system, its management and evo-
lution. This improves requirements traceability in design as well as minimizes the 
efforts of changes, as when they are systematically identified and linked to design 
elements, these are easier to locate and implement [18]. Even so, the quality of soft-
ware engineering projects suffers, due to the large gap between the way stakeholders 
present their requirements and the way analysts capture and express them, with repre-
sentation of BR as one problem, and also because  requirements elicitation tech-
niques tend to be much analyst-oriented and dependant [8]. 

2.3 Software and Systems Process Engineering Meta-model (SPEM) 

The development of artifacts in information systems, as business models are, encom-
passes the application of several good practices and diversified knowledge as well as, 
eventually, the introduction of new ideas or strategies. This results on the possibility 
of existence of several distinct approaches or ways for their development. In order to 
be able to express, establish, or organize the structure of activities inherent to the 
development approach, it is convenient a standard way for expressing the process 
structure. In this context, the SPEM 2.0, standardized by the Object Management 
Group (OMG), is a process engineering meta-model that provides to process engi-
neers a conceptual framework for “modeling, documenting, presenting, managing, 
interchanging, and enacting development methods and processes” [12]. 

SPEM is used to define software and systems development processes and their 
components, trying to accommodate a large range of development methods and 
processes of different styles, but on the other hand, it does not intend to be a generic 
modeling language and provides only the minimal concepts needed to describe a de-
velopment process. Though, for many development approaches and methods, human 
consumable documentation providing understandable guidance for best development 
practices is more important than precise models, with higher value than strict ob-
edience to a formally defined process, as they cannot be formalized with models, but 
can only be captured in natural language documentation. 

With SPEM 2.0, users can define Method Content, primarily expressed using work 
product definitions, role definitions, task definitions, and guidance, in a general  
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direction, building up a knowledge base of development methods. This supports de-
velopment practitioners in setting-up a knowledge base of intellectual capital for 
software and systems development that allows them to manage and deploy their con-
tent using a standardized format. Then, development teams are able to define how to 
apply the development methods and best practices throughout a project lifecycle, 
selecting and tailoring the development process as they require. 

In a recent study [4], SPEM was considered the most widespread and popular lan-
guage for representing development processes, with a high degree of acceptance of its 
metamodel, and its uses and applications. Over half of the papers collected only used 
SPEM as an annotation to represent certain activities in the context of the research 
performed in each case, while many others described extensions for improving certain 
deficiencies in the SPEM metamodel. Despite these weaknesses, SPEM is considered 
as a suitable language for representing development processes, and attending to this, 
we use it to describe our approach. 

3 Generating a Business Model Canvas  

In a previous work [15], we proposed the adaptation of standard techniques to infer 
goals and rules from scenarios and process-like diagrams, mapping backwardly the 
traditional business to process workflow, which helped in building a business motiva-
tion model and defining a strategy for the information system. With an approach 
based on a BMM representation and guided by a RUP-based backward transformation 
from process to business, it could allow for better and continuous alignment between 
Business and IS/IT, with improved traceability. 

Following this research work, supported in the previously proposed PGR metamo-
del [15], we then proposed a method to guide analysts in the elicitation of goals and 
rules from use cases, and transforming them, in so generating a business-oriented 
business model for an IS [14]. This is achieved by combining the use of Business 
Goals and Rules elicited from Business Process Use Cases in a BSC structure, and 
then performing their mapping to a BMC panel. 

Our proposed method, here presented in a SPEM perspective (Fig. 1), is composed 
by two activities (“Inferring Goals and Rules from UC” and “BSC to BMC mapping”) 
and involves three work products (“Top-level Use Cases”, “Balanced Scorecard”, 
“Business Model Canvas”). The activities are sequentially performed in a way that an 
activity starts only when its predecessor activity has finished (as indicated by the 
«predecessor» dependencies), and use and produce (as indicated by «input» and «out-
put» associations) artifacts. 

The first activity aims to elicit and represent the PGR business-side information by 
following a ‘standard’ referential, spanning the four perspectives of the BSC, in so 
improving the consistency of the use cases coverage. The second activity analyses and 
maps each previous elicited item in an adequate section of the BMC panel, linking 
them to the more abstract level of business modeling, thus delivering an integrated 
business model canvas to present to stakeholders. 
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the business requirements. The use of mixed techniques between Business and IS/IT 
allowed the analysts to, simultaneously, advance in the development of the IS and 
communicate with stakeholders, which helped in overcoming those issues. 

The solution obtained already had a positive impact in the development, sustaina-
bility and evolution of the project. The results have been promising so far, with posi-
tive feedback from involved stakeholders and research peers, but further work is 
needed in order to solve issues and validate the entire process. 

The need for formality on the process representation, especially for the lower-level 
items, led us to use SPEM, and for now the only tool used to aid in this process are 
some spreadsheets, but as this research evolves, the development of an Eclipse-based 
tool is being considered. Also, for all the tasks to be performed by a person with a 
Business-Process Analyst profile seems too broad. In this project we observed that the 
first activity requires a more IS/IT-oriented profile while the second activity requires 
a more Business-oriented profile. 

5 Conclusions 

Business Models are a top concern in todays IS research, helping to link business and 
technological worlds, with Balanced Scorecard and Business Model Canvas as recur-
rent references. Also, the PGR information trio is ever more interconnected and in-
volved in issues of requirements elicitation, process modeling and business strategy. 

Our work integrates all of these topics and proposes a SPEM-tailorable method to 
generate an aligned Business Model for a desired Information System, based on elici-
tation of Use Cases and its related Business Goals and Rules. 

In this paper, we present a method to support the connection between a BMC and 
the four perspectives of BSC, eliciting BMM Goals and Rules for each designed UC. 
The method is specified in SPEM, then tailored and applied in a live project to infer 
its adequacy. The promising results obtained point to future work for solving issues 
on roles and tasks, develop support tools and ensure validation of the proposal. 
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Abstract. Enterprises and their architecture (EA) are changing continuously, 
what leads to changes in enterprise information systems (IS) and its architec-
ture. Ineffective IS change management has a particularly adverse effect on EA 
because of wrong architectural decisions. These decisions can lead to several 
problems such as poor IS performance, wrong interfaces, bad data quality, 
doubled data input and sub-optimal IS support to business processes. It is  
assumed than an enterprise IS strategy is an important source of information 
guiding the EA architecting and implementation of the changes. In this paper, a 
case study on definition of the IS strategy for a Latvian telecommunication 
company is presented. The goal of the case study is to identify typical practical 
challenges arising in EA architecting and to examine the role of the enterprise 
IS strategy. The results of this study will be used in further research on devel-
opment of the approach for the strategic IS change control.  

Keywords: Enterprise architecture, EA landscapes, IS changes, IS strategy, 
Case study. 

1 Introduction 

Nowadays the majority of enterprise business processes are executed and/or sup-
ported by information systems (IS). IS have an essential role in business process op-
timization and transformation in order to capture opportunities arising in a dynamic 
business environment. To remain competitive and to develop the business, the enter-
prise business processes undergo continuous improvement and changes are frequently 
introduced. 

The changes in the enterprise business processes cause modification in enterprise 
IS, for example, new functionality, updated existing functionality and new interfaces. 
These modifications can be systematically managed following an engineering  
change management (ECM) process [29].  The change management and governance 
according to the best practices is defined and described in several international me-
thodologies and frameworks (ITIL, COBIT, ValIT etc.). The change and its impact 
assessment are defined as one of the most important change management components 
in the before mentioned frameworks. 

However, empirical observations made by the authors in Latvian enterprises  
and state institutions and several research works [1, 2, 3] share opinion that the IS 
changes and their impact frequently are not evaluated according to the best practices. 
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For example, business value of the proposed IS changes is not estimated, which can 
lead to the risk that the IS changes are not cost-efficient, functional and non-
functional requirements of the IS changes are not specified in the appropriate level 
and others. Besides that, the change management usually requires large investments.  
The size and complexity of IS makes the change management costly and time con-
suming. It has been reported that 85 to 90 percent of the software system budget goes 
to operation and maintenance [1]. 

Ineffective change management has a particularly adverse effect on enterprise ar-
chitecture (EA) [15] because of wrong architectural decisions such as poor IS perfor-
mance, wrong interfaces, bad data quality, doubled data input and sub-optimal IS 
support to business processes. According to [2]: “In many organizations, the IT land-
scape has evolved organically over decades”. The modifications are introduced in an 
ad hoc manner rather than being comprehensively planned and cleanly integrated to 
pressure to deliver quick answers to business requirements. The strategic planning for 
ICT investments is thought to be a more appropriate approach for both private busi-
ness and public organizations facing the challenges of rapidly evolving technologies 
and business environments [4].  

EA and its management are topics receiving ongoing interest from academia, prac-
titioners, standardization bodies, and tool vendors [7]. EA is used to represent the 
enterprise and its underlying information technology in models that can support deci-
sion making. Such EA models cover aspects from business, processes, integration, 
software and technology [8]. Previous investigations prove that a better governance of 
IT architectures and the whole organizational ICT both in large private companies and 
in public organizations can be ensured with the EA approach [9], [10], [11], [12], 
[13], [14], [16]. 

It is assumed than an enterprise IS strategy is an important source of information 
guiding the EA architecting and implementation of the changes. In order to provide 
empirical foundations for the study, a case study of  EA architecting is conducted. It is 
conducted at a Latvian telecommunication company. The case study goal is to identi-
fy typical practical challenges arising in EA architecting and to examine the role of 
enterprise IS strategy. The results of this study will be used in further research on 
development of the approach for the strategic IS change control.  

The rest of the paper is structured as follows. Section 2 provides brief background 
information and the review of related work. In Section 3, the case study design is 
presented. Sections 4 and 5 report the case study about creating the IS strategy at a 
Latvian telecommunication enterprise, including documentation of the EA and the 
risk analysis of the envisioned EA implementation. The paper closes with Section 5, 
containing conclusions and outlook for future research. 

2 Background and Related Work 

The IS strategy of an enterprise is defined as a “long-term, directional plan which 
decides what to do with information technology” [20]. The concept of IS strategy has 
been defined more than 50 years ago and initially were referred as the IS plan [22]. 
According to [30]: “With the development of IS Strategy, the enterprises have their  
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great efforts on its utilization to change and improve their management and competitive 
situations”. IS strategy research works [23], [24], [25], [26], [27] etc. are closely related 
to the strategic management research field and mainly focus on the techniques, tools, 
frameworks, and methodologies of IS strategy development. Nevertheless, there is many 
fundamental issues related to the IS strategy concept that remain unresolved [22]. 

There are three types of IS strategy: 1) IS for Efficiency IS strategy, 2) IS for Flex-
ibility IS strategy and 3) IS for Comprehensiveness IS strategy [21]. The first of  
them includes the portfolio of systems supporting operational and cost efficiency, the 
second includes a portfolio that supports innovation and enables new market oppor-
tunities and the third encompasses characteristics of the first two. However, empiri-
cally it is observed that in practice the enterprises IS strategy includes all of the  
mentioned portfolios and they are interrelated in united EA. The IS strategy usually  
includes following main parts: 1) the existing situation definition and analysis (to fix 
the existing situation and ongoing initiatives); the existing situation description shows 
the current EA; 2) the IS development direction (to provide the IS development rules 
and directions); the IS development direction incudes the future EA (i.e. the ideal EA) 
that needs to be achieved in the defined period; 3) the IS strategy implementation plan 
(to show the project portfolio that needs to be performed to meet the ideal EA). 

As already mentioned the IS strategy might include several EA states (the current 
EA landscape, the future EA landscape, sometimes also the planned EA landscape). 
IEEE, ArchiMate, and TOGAF define EA as a set of normative means to direct enter-
prise transformations. The normative means can take the shape of principles, views, 
or high level architecture models, whose role is to be a normative instrument during 
the intended transformation [17]. EA includes several dimensions/views/layers. The 
four views that are usually considered in literature are [4]: 

1. Business Architecture (BA). BA depicts the business dimension (Business 
processes, service structures, organization of activities). 

2. Information Architecture (IA). IA captures the information dimension of EA; 
high level structures of business information and, at a more detailed level, 
the data architecture. 

3. Systems or Applications Architecture (SA/AA). SA/AA contains the systems 
dimension, the information systems of the enterprise. Some conventions call 
it the Applications Architecture or Portfolio, the latter stressing the nature of 
the information systems as a business asset. 

4. Technology Architecture (TA). TA or the technology dimension covers the 
technologies and technological structures used to build the information and 
communication systems in the enterprise. 

 
Other frameworks such as the Zachman framework and TOGAF include additional 

dimensions/views/layers, for example, people, time, motivation. 
According to [4] EA is a well suited tool for interconnected planning of business 

strategies, models and structures, and IT architectures. EA can be analyzed in differ-
ent ways and thus can support the decision making process that has to cope with an 
increasing number of changes, the clarification of the extent of changes and the com-
plexity of these changes [6].  

EA has been used in several approaches supporting ECM [6], [18], [19], [5].  
These approaches analyze gaps between different EA states with the aim to support  
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architectural decisions related to IS change management and implementation in EA. The 
term “gap analysis” is used in context of enterprise architecture as a name for the com-
parison between two architectures or strictly speaking two states of the same architecture. 
However, the proposed approaches for gap analysis mainly cover topic how to analyze 
different EA states, eg. how to achieve that change will be aligned with ideal future EA, 
so the problem: how to create the ideal EA landscape, still exists and this is the challenge. 

3 Case Study Design 

In this paper the empirical evidence of creating an organization’s IS strategy is described. 
The case study includes a description of the IS strategy development project at a tele-
communications company (referred as to TLO) in Latvia. The TLO core business is in-
ternet and data transmission solutions delivery throughout Latvia. The organization is 
established more than 15 years ago, but in the recent years it has enlarged the range of 
services. Because of the new services and changes in the TLO operating model, the TLO 
business processes also have been changed. The company realized that the existing IS 
support level for business was not sufficient, so the external consultants were asked to 
document the business needs and develop the TLO IS strategy. 

The project was realized in three main stages: (1) analysis and assessment existing 
situation, (2) definition of IS development scenarios and (3) development of the IS 
strategy. The main objective of the project was to identify and to determine IS and IT 
governance development goals and priorities for the 3 years period. In the project the 
international internal transformation framework was used and a target group ben-
chmarking was applied.  

The case study aims to highlight practical drivers of  EA architecting, to describe 
role of  IS strategy in EA architecting and to identify practical challenges and risks 
associated with EA architecting. The results of this study will be used in further re-
search on development of the approach for the strategic IS change control. 

The case is analyzed from the perspective of the consultants who worked on devel-
opment of the strategy (in total 3 consultants were working in this project, including 
one of the paper author). The information used in the case is: documents provided by 
TLO (TLO business strategy, previous IS development plan, organizational structure), 
interviews with TLO management (in total 9 interviews with the heads of Depart-
ment, 3 interviews with board members) and employees (in total 3 interviews with the 
employees) and documents created by the consultants (presentations, the description 
of existing situation and the IS strategy). 

4 Documentation of Enterprise Architecture 

4.1 Current Enterprise Architecture 

The TLO is one of the leading telecommunication providers in Latvia. Besides the 
telecommunications services, it also provides other services (cloud computing servic-
es, video streaming etc.). The current TLO EA includes about 10 core business 
processes and more than 60 applications. A fragment of the high-level TLO EA logi-
cal reference model is shown in the Figure 1. The following layers are included in the  
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reference model: 1) Users –internal and external users of applications and informa-
tion; 2) Channels – what channels are used to exchange  the information; 3) Opera-
tional model/core business functions–operational model, core business functions and 
critical processes; 4) Applications – what applications are used at TLO to support 
business processes; 5) Information– the TLO business information, data and the main 
data sources; 6) Infrastructure – what kind of IT infrastructure is used at TLO; and 7) 
Access points – type and location of the information and applications access points. 
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Fig. 1. A fragment  of the high-level TLO logical reference model 
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4.2 Analysis of Current Enterprise Architecture 

To identify and evaluate the current EA, firstly analysis of the existing situation was 
performed. The following concerns were assessed: IS, their architecture and integra-
tion level, IS support to business processes, IT infrastructure, IT organizational struc-
ture, IT governance, IT security aspects, current and planned IS/IT development 
projects etc. The analysis included documentation analysis (enterprises business strat-
egy, IS documentation, agreements with suppliers and customers etc.) and interviews 
with TLO employees (management, process owners, IT specialists, board members 
etc.). Analysis of the IS portfolio also was carried out: existing IS were assessed ac-
cording to their importance score [28]: 

• strategic – applications which are critical to achieving future business strategy; 
• high potential – applications which might be important in achieving future 

business success; 
• key operational – applications upon which the organization currently de-

pends for success; 
• support – applications which are valuable but not critical to business success. 

The main challenges characterizing the current situation were: 

• Lack of documentation – TLO had limited IS technical documentation 
(Software requirements description, Software architecture description, User 
manual etc.) so it was hard to understand IS technical architecture and data 
model; 

• Limited scope of the interviews – the scope of the project included the inter-
views with management representatives and board members, but there were 
few interviews with the end users, what causes risk of missing out some of 
the EA evolution needs; 

• Low business processes maturity level – the TLO business processes maturity 
was in level 1 (according to CMMI maturity level definition: “At maturity level 
1, processes are usually ad hoc and chaotic. The organization usually does not 
provide a stable environment. Success in these organizations depends on the 
competence and heroics of the people in the organization and not on the use of 
proven processes.”).  As the processes mainly were performed in ad/hoc man-
ner, it was challenging to define them in EA. 

After documenting the existing situation, the IT benchmarking was done. The TLO 
was asked to fill the IT benchmarking questionnaire and the answers were collected 
and benchmarked against the results of other companies in the same benchmark group 
(three groups were relevant to the project – Global telecommunications enterprises, 
Northern Europe enterprises and Latvian enterprises). Benchmarking was used as a 
measurement tool that promoted learning and information sharing and allowed to 
compare TLO responses against a peer or benchmark group. 

As the result the existing EA was identified and evaluated, including assessment of the 
current IS support level to the TLO business processes. The main conclusions/identified 
issues were: 
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1. Insufficient IS Support to the TLO Business Processes. Several areas 
were identified where the IS support is not sufficient and/or does not meet 
the business needs (for example, the financial management, HR etc.). Over-
all, the TLO business processes automation level was low and extensive 
manual work was performed to process the same information in different 
sources (MS Excel files, different IS, MS Word documents etc.).  

2. Limited Options for Business Analysis due to the Lack of Integration 
among the Existing IS. The current integration level was low, only 3 of 
more than 60 IS were partially integrated. The same data was maintained and 
processed in different IS, so also the data quality level was low.  

3. Business Continuity and IT Security Risk. Several issues in IT security 
governance processes were identified. In recent years no internal or exter-
nal IT security audits were performed. Also the related documentation did 
not exist (IT security policy, Business continuity plan, Disaster recovery 
plan etc.). 

4. Limited Options for the IS Development. So far, the IS development was 
not a priority for TLO, in recent years no investments in TLO internal IS de-
velopment was made, so the core business IS were physically and morally 
outdated and their development possibilities were limited. 

Even before starting the project, TLO had started an initiative to improve the situa-
tion: the data quality audit was underway, the first default values and embedded clas-
sifiers were implemented in IS, the access control to IT resources was initiated as well 
as several other activities. TLO had understood that to remain competitive they need 
to improve effectiveness of the business processes and IT can be a mechanism that 
can help to do this. 

4.3 IS Development Scenarios 

Based on the identified IS development areas and the TLO business strategy, the 
long-term IS development vision was created. The long-term vision included TLO IS 
development for the next 6-8 years period. However, given that an IS strategy optimal 
live cycle is no longer than 3 years (because business processes and technologies are 
changing continuously), three IS development scenarios have been proposed for the 
next 3 years period: 

A. Strengthening IS support for customer service processes; 
B. Strengthening IS support for manufacturing processes and cooperation with 

the clients and partners; 
C. Strengthening IS support for administration processes optimisation and in-

ternal communication. 

All proposed scenarios are oriented towards the long-term IS development vision, 
though they focus on strengthening IS support for different business processes seg-
ments (for example, in Scenario A majority of the changes in IS are related to cus-
tomer service improvement, while the manufacturing and administration processes are 
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changed to a lesser degree). The consultants also gave recommendations concerning 
preferable scenarios to be implemented. 

4.4 IS Strategy 

The proposed IS development scenarios were discussed with the TLO board members 
and CIO and the IS development direction was selected. The development direction 
was based on the consolidation of the Scenarios A and B (these scenarios were se-
lected because they directly correlated with the TLO business strategy and provided 
better return on investment). The selected IS development direction included 
strengthening IS support for the following TLO business strategy objectives: 

• Substantial Expansion of Operations in the SMEs Segment. To help to 
achieve this objective, IS support to the customer service processes is to be 
increased, including additional IS support to customer problems, incidents 
and requests management processes by centralizing several existing uninte-
grated systems in a unified service desk platform. The IS strategy includes 
also the new customer service processes requiring implementation of new 
applications implementation (CRM, Customer portal) to improve electronic 
communication with TLO customers. 

• Decrease of the operational costs through an optimisation of resource man-
agement processes and the existing IS. In the envisioned EA the number of 
existing IS should be significantly reduced by centralizing similar functional-
ity in core IS. It is also planned to optimize the resource management proc-
esses by implementing the workflows management functionality in the re-
source management system. 

• Development of the cloud computing services (Saas, ITaS etc). To help to 
achieve this objective, it is planned to improve configuration management 
for the cloud computing services and to prepare the working environment for 
development of future cloud computing services (e.g., Customer portal, cen-
tralized monitoring and Configuration management database). 

The IS strategy was created according to these directions. The IS strategy included 
the envisioned or the ideal EA, IS development rules and IT governance development. 
The TLO IS strategy defined following key activities that need to be done: 

• Phasing-out of the physically and morally aged IS by transferring and cen-
tralizing their functionality in the existing strategic IS and/or new IS; 

• Implementation of centralized monitoring, starting with monitoring of the 
business critical infrastructure and gradually expanding monitoring to all 
other infrastructure and services; 

• Expanding role and functionality of  the strategic IS (e.g. ERP system); 
• Implementation of new IS (CRM, Configuration management database, Cus-

tomer portal etc.); 
• Implementation of the integration platform and sequential IS integration, 

starting with the integration among the strategic IS; 
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• Data quality improvement by data auditing and implementation of master 
data management procedures (system, responsible person etc.); 

• Improvement of the IT organisation and IT management processes through 
the development of an effective cooperation model between the IS/IT and the 
business. 

Besides the IS strategy, the IS strategy implementation plan was also created, what 
includes IS development project portfolio (projects, timeline, expenses, cost-benefit 
analysis and risks). 

The main challenges of the IS strategy development were: 

1. Limited resources – the TLO resources for implementation of the IS strategy 
were limited, so the strategy was based on using open-source solutions, and 
it was clear that within three years the TLO business needs could be covered 
just partially; 

2. Hard to prioritize the business needs – as the strategy was based mainly on 
the needs of TLO management and board, they all were relatively  high-level 
and of similar important to TLO business development, so it was hard to pri-
oritize them; 

3. Uncertain business strategy implementation plan – although the TLO busi-
ness development goals were set it was not clear what actions TLO plan to 
take for reaching the goals, so the planned IS support may be not sufficient 
for these actions. 

5 Elaboartion of Enterprise Architecture  

5.1 Ideal Enterprise Architecture 

Based on the IS development direction, the envisioned or ideal EA is elaborated. A 
fragment of the future high-level TLO EA logical reference model is shown on Figure 
2. Main changes are planned in the Applications architecture layer, what closely re-
lates to other layers, so information, business processes and channels architecture 
layers also need to be changed. The main changes in other layers include: 

• New communication channel – as a result of the planned implementation of 
Customer portal, a new communication channel between TLO and their cus-
tomers will be created; 

• Changes in EA business processes – level of automation of EA business 
processes (sales, financial management, logistics and resources management, 
network development, information management and others) will be in-
creased as the result of implementing the new IS (CRM, Customer portal 
etc.) and significantly improving the existing IS (ERP, Call center IS etc.).  

• The new structured data set (configuration management data) will be stored 
and maintained as the result of the Configuration management database im-
plementation. Quality of the existing data will be increased (customer  
data, network resources) as the result of implementation of the integration 
platform. 
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Fig. 2. A fragment  of the envisioned high-level TLO logical reference model 

5.2 Implementation Risks 

As of now information about implementation of the TLO IS strategy is not available. 
However, we have identified several high - priority risks associating with realizing the 
IS strategy:  

• Communication risk – due to the TLO existing organization culture and low 
internal communication, the risk exists that IS development requirements 
will not be specified the sufficient level of detail. 

• Human resources risk – TLO may lack needed competences and human  
resources to implement all IS development projects. 
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• Cooperation risk – due to the existing sub-optimal cooperation between the 
business and IT departments, the risk exists the business will not contribute 
sufficiently to implementing the IS strategy implementation (for example, 
data correction, IS testing etc). 

• Management risk – the IS strategy is a workable program which needs to be 
fully implemented to reach the benefits (business processes efficiency im-
provement, cost reduction etc). However, the risk exists that middle-level 
management will introduce add-hoc changes to the plan. 

The mentioned risks mainly arise from the existing organizational culture and co-
operation between the different level TLO employees. The IS strategy implementation 
requires strong management involvement to minimize these risks. The IS strategy 
implementation process and progress must be periodically reviewed by high-level 
management and discussed in all management levels. 

6 Conclusion 

In this paper, we examined typical practical challenges arising in IS strategy devel-
opment and EA elaboration. These challenges were identified by investigating the 
enterprise architecting case at a Latvian telecommunication company . These chal-
lenges also have been observed in other similar cases not reported in the paper (the 
authors have participated in similar projects in more than 6 large Latvian private and 
public sector organizations in the last two years). 

The initial results show that the enterprise IS strategy has an important role in EA 
architecting, both concepts are closely inter-related and partly dependent of one other, 
e.g. the IS strategy can be used as a tool for defining the ideal EA and it must guide 
the enterprise to reach the ideal EA.  

The main conclusions of the study are the following: 

• EA architecting should be performed by comparing and analyzing different 
EA layers, states, landscapes and their relations (including gap analysis be-
tween current EA state and existing reference models). 

• The current and envisioned EA must be included in the IS strategy to provide 
enterprise with a clear and demonstrative EA development vision. 

• The main objective of development of IS strategy is identify the business 
needs and possible IS support for reach the business strategy.  

• All stakeholders (management, board, end users) should be involved in de-
velopment and implementation of the IS strategy. 

• As EA is changing constantly, the IS strategy must be reviewed and updated 
on a regular basis. It is suggested that optimal planning horizon for the IS 
strategy is no longer than 3 years.  

• The enterprise IS strategy is an important source of information guiding the 
EA architecting, evolution and implementation of the changes. 

• If the IS strategy is defined at a high level of abstraction, it is harder to eva-
luate whether the EA changes are performed according to the IS strategy; 
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• To implement the envisioned EA, the planned application architecture 
changes must be assessed in accordance with the envisioned EA and the IS 
strategy guidelines and rules. 

Typical challenges arising in development of the IS strategy and EA architecting 
observed in this case and other related cases are: 

• Lack of business strategy or uncertain business strategy – if enterprise’s 
business strategy and business development plans and related actions are not 
clear it is hard to align IS development plans with them.  

• Insufficient level of involvement of all employees and end user in defining 
the business needs; 

• Unclear business needs – the business is not certain about needed IS support 
in future; 

• Low business processes maturity level – if the business processes maturity 
level is low it is hard to evaluate existing IS support level and IS support 
needed in future; 

• Difficult to predict and access the impact of external conditions – this chal-
lenge mainly arise in public sector organizations, because there are many de-
cisions that are taken outside the organization and it cannot change them (for 
example the market liberation, changes in regulatory); 

• Sub-optional cooperating between the IT and the business departments – if 
the cooperating between the IT and business departments is weak, both sides 
are not interested in IS strategy development making it difficult to analyze 
the existing situation (for example, anecdotally, it has been observed that the 
business value everything related to IT as low quality while IT claims that 
the business cannot specify their needs).  
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Abstract. There is an increasing need and interest for organizations to
collaborate with internal and external partners on a global scale for cre-
ating software-based products and services. Potential risks and different
strategies need to be addressed when setting up such collaborations. As-
pects such as cultural and social features, coordination, infrastructure,
organizational change processes, or communication issues need to be con-
sidered. Although there are already experiences available with respect to
setting up global collaborations, they mainly focus on specific areas. It is
difficult for companies to quickly assess if they have considered all rele-
vant aspects. An overall aid that guides companies in systematically set-
ting up global collaborations is widely missing. In this paper we present
a study based on the snowballing method as a systematic approach to
literature review. Based on this literature review and inputs from indus-
try we investigated what aspects and practices need to be considered
when establishing global software development collaborations and how
to prioritize them. Based on that we created activity roadmaps that ag-
gregate existing experiences. Reported experiences were structured into
nine main aspects each containing extracted successful practices for set-
ting up global software development collaborations. As a result we came
up with an initial version of a canvas that is proposed as guidance for
companies for setting up global collaborations in the software develop-
ment domain.

Keywords: Global software development, global collaborations, activ-
ity roadmaps.

1 Introduction

Today’s era of globalization already affected and is still in the process of influ-
encing many fields. Particularly software development has a great impact [8].
Nowadays the phenomenon of Global Software Development (GSD) with pro-
cess’ distribution all over the world is seen as a normal way of doing things [8].
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A major benefit that companies expect from global distribution and joint inter-
national collaborations is the access to low-cost resources, particularly a large
remote labor pool with diverse expertise and working skills that could scale up
development teams fast and might potentially lead to financial savings - “Hourly
onshore costs are typically three to four times higher than offshore rates” [11].
Other reasons could include potential expectations on speeding up the time for
product development, shortage of onsite resources, freeing up local resources for
new projects, overall optimization of resources, accessing new huge markets, for-
eign know-how and technologies, and gaining valuable market competitiveness
[12–17].

However, along with potential benefits GSD brings many new challenges, espe-
cially regarding communication, culture, coordination and project management
areas [18]. For practitioners who do not yet have enough experience with set-
ting up GSD collaborations it is necessary to be aware of the challenges and
risks, different strategies and aspects along with existing practices and expe-
riences. Such knowledge might help to reduce possible future negative effects
leading to GSD projects’ failures such as cost overruns, exceeding timeframes,
low product quality, and overall decreased customer satisfaction [6, 8, 19]. As
GSD collaborations suffer from geographical, temporal, socio-cultural distance,
the organizations should adapt their current software development practices in
order to benefit and gain competitive advantage in new Global Software Engi-
neering conditions [20].

Although there are already many scientific papers and experiences available
with respect to challenges, risks, mitigation advice, best actions and practices
regarding establishing GSD collaborations, they are mainly focusing on specific
areas such as examining trust or communication aspects [21–24]. Therefore the
question how they can be used and integrated in an overall guide for setting
up GSD collaborations still remains unclear. An overall holistic approach that
synthesizes knowledge and guides companies in systematically setting up global
collaborations for software-based products and services is widely missing [21].

To address the need for a holistic approach to setting up GSD collaborations,
we performed a literature study and cooperated closely with a partner com-
pany from the industry side that operates in the automotive domain. Based on
the results from the literature study and advice from the industrial partner we
investigated what principal aspects and practices need to be considered when
establishing global collaborations in the software development domain. After-
wards, we prioritized them and created activity roadmaps that aim at aggregat-
ing existing experiences that are relevant, credible and helpful for practitioners.
Reported experiences were structured into nine main aspects. Each of them con-
tains extracted practices for setting up GSD collaborations. Furthermore, we
present the initial version of a worksheet, the so-called “Global canvas”, that is
proposed to be practically used as a guidance for companies intending to start
global collaborations in the software development domain.

The original and new contribution of this study is the creation of a holistic
“shopping list” of things to think of when establishing global collaborations
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in the software development domain. The goal is to provide a worksheet that
presents scientific results to industry in an effective way and helps to identify
what needs to be considered when setting up global collaborations. The aim of
this study is to come up with an initial proposal for such a holistic prescriptive
worksheet that is driven and validated against the needs and requirements of our
case company. A mature and detailed validation of the configuration of aspects
and practices is out of the scope of this study and planned as future work.

The article is structured as follows. Section 2 gives an overview of existing
research with a focus on establishing global collaborations. Section 3 explains
the research method that was used for collecting data. Section 4 presents the
results found through literature study and industry consultation. This section
explains in detail what aspects and practices were discovered with respect to
establishing GSD collaborations. The proposed worksheet “Global canvas” is
described in section 5. Finally, section 6 discusses the conclusions, limitations of
the study and the potential for future research.

2 Related Work

There already exist many studies that analyze globally distributed software de-
velopment projects, new challenges and risks compared to traditional co-located
development, risk-mitigation advice, practices and experiences. Most studies fo-
cus on presenting an overview of challenges and problems which might occur as
an impact of the distance that brings global orientation to software development,
or examine in detail a specific aspect of GSD collaborations. In contrast, our re-
search is aimed at a synthesis of relevant aspects with the purpose of creating
a guide for companies that want to set up global collaborations and require a
holistic view of the relevant aspects that need to be considered.

Nurdiani et al. performed a systematic literature review among GSD research
literature that resulted in a checklist of 48 GSD challenges and 42 mitigation
recommendations [6]. Another systematic literature review was done by Verner
et al., who reported the risks of GSD collaboration with some mitigation recom-
mendations structured into 12 areas starting from vendor selection and require-
ments engineering and finishing with coordination and control areas [7]. Šmite
et al. conducted a systematic literature review of GSD experiences and came
up with seven most commonly discussed practices that are aimed at overcoming
GSD problems [8]. Mettovaara et al. performed interviews at Nokia and Philips
and identified 10 common problems and 11 success factors based on the expe-
riences in interorganizational collaborations in the two studied companies [25].
However, all those studies are risk- and problem-oriented in the first place. Our
study takes these findings into account. However, instead of identifying relevant
risks, we aim at providing a constructive guide that contains helpful practices
and a sequence of activities for setting up global collaborations.
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3 Context and Research Method

This study was performed in collaboration with the automotive OEM “Daimler
AG” that served as case company for this study. The respective business unit
of the company that was the contact point for this study is intending to set-up
a long-term, multi-national distributed global collaboration for software-based
products in the automotive domain.

The company identified a set of aspects (such as collaboration structure, prod-
uct structure, communication, infrastructure) that were seen as highly important
when setting up global collaborations. The company also provided a proposal for
a sequence in which these aspects should be considered. These aspects and the in-
formation about the sequence were elicited from project leaders and reflect their
experience from leading global projects in the business units “Daimler Trucks”
and “Daimler Buses”. The elicitation was done at Daimler via interviews and
through company-internal workshops with the project leaders. The interviews
and workshops were conducted by the one co-author of the paper who works at
Daimler. In addition, members of the case company attended several ICGSE (In-
ternational Conference on Global Software Engineering) conferences and input
from these conferences implicitly influenced the selection of the aspects.

The aspects provided by the case company are used in this study as means
for structuring the areas with practices for setting up global collaborations in
the software development domain. This was the main rationale for selecting the
aspects. We used existing systematic literature reviews (SLRs) to make small
adjustments to the list of aspects provided by the case company, especially with
respect to their definition and naming.

The research of this study was performed as backward snowballing [1, 2, 47].
Snowballing as a research method for data collection was chosen as an instance of
a systematic approach to literature review that helps to collect all the necessary
literature without performing a full systematic literature review. The chosen
topic of interest was originally very broad, so that we decided not to perform a
full SLR, but to choose a different systematic approach. Snowballing was found
to be suitable for the exploratory research we aimed at.

Based on Webster and Watson [1] as well as Wohlin [47] the starting point for
the backward snowballing research approach is the analysis of main contributions
to the topic. We have decided to analyze four key SLRs related to setting up
GSD collaborations as a starting point [5–8]. These SLRs aggregate already
existing knowledge with respect to topics such as risks, mitigation solutions,
and strategies. Therefore, they were seen as a suitable starting point. The next
step in the backward snowballing method according to Webster and Watson as
well as Wohlin is to “go backward” by reviewing the citations in the papers that
serve as the starting point with the goal to identify topic-relevant studies that
need to be considered [1, 2, 47]. We have performed a review of the bibliographic
reference lists of the four SLRs and selected studies that fit to the aspects defined
by the case company. This snowballing step was iteratively performed up to four
times depending on the suitability of the results found.
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In order to identify more topic relevant literature, we additionally reviewed
scientific papers from major GSD conferences, i.e, from the International Con-
ference on Global Software Engineering (ICGSE, 2006-2013), and from the In-
ternational Conference on Software Engineering Approaches For Offshore and
Outsourced Development (SEAFOOD, 2007-2010).

After the search for relevant literature, the found set of papers was examined
with respect to content relevance. As a result, a collection of primary studies
was defined as a literature pool for our study. The next step of the research
study represented data extraction from the found literature, followed by further
analysis regarding the identification of strategies and practices that need to be
addressed in global software development projects. Following Whittemore and
Knafl [3], the gathered strategies and practices were grouped together in an in-
tegrative way, and prioritized and described as a guidance framework that aims
at supporting practitioners in setting up global software development collabora-
tions.

As an initial validation, the results were frequently presented to the key stake-
holders in the case company and reviewed. Feedback was used to revise the
worksheet “Global canvas” and create the final version presented in the article.

4 Results from the Literature Study

In the following section we present the results found in the literature study. The
results are structured into nine main aspects that are proposed to be addressed
by the companies while setting up global collaborations in the software develop-
ment domain. Each aspect contains extracted success practices and experiences.

4.1 Strategy

“Global Software Engineering becomes part of the everyday business”, many soft-
ware companies today recognize the need for globalization [5]. Organizations that
have the intention of transferring software development work into a global con-
text, need to understand how to start global software development, the reasons,
first steps and actions for setting up global collaborations [5, 27]. Thus the first
important aspect that we identified in our study is Strategy that is aimed to
be the initial step and help software companies to answer such questions as -
Why do we collaborate globally? What are the benefits that global collabora-
tions might bring to the business? How do we do the collaborations, according to
what model and where to? This step represents the whole high level framework
of establishing global software development collaborations and therefore cannot
be avoided by the companies engaged in performing such collaborations.

We identified five principal practices that need to be considered at the very
initial stage of global collaborations.

First of all, the organization needs to see distinctly what the goals and po-
tential benefits of collaboration are [17]. Based on the investigations of Forbath
et al. [17] the main benefits and therefore goals of doing global collaboration for
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software-based products can be classified into three areas. The primary driver is
financial savings. Development costs might lower due to access to a large labor
pool in countries with lower wages or access to many resources needed for devel-
opment and easily available for use at the offshore destination. Another potential
could be the access to foreign know-how, expertise, new technologies that might
not be obtainable onshore. Furthermore, the proximity to new offshore markets
could be a driver for customization and localization of products that might lead
to new customers and bigger revenues.

Next, after understanding the reasons for setting up global collaborations,
the organization has to choose an appropriate collaboration model that suits a
specific company context and goals. Based on the inputs from the industrial part-
ner, we have identified and focused on three possible scenarios for launching GSD
collaboration named Offshore outsourcing, Offshore insourcing and Innovative
offshoring [5, 7, 19, 29]. Offshore outsourcing refers to consuming of resources
and development services from an external 3rd party that is located in a dif-
ferent country, often representing client-subcontractor relationships [5]. Offshore
insourcing means consuming of internal organizational resources that are located
in a foreign country [5, 19, 29]. The company establishes, for instance, a foreign
branch in a different country, in order to customize products for a dedicated mar-
ket. The model of Innovative offshoring refers to consuming of innovative R&D
services from the offshore partner company that is situated abroad. Those inno-
vative services could, for instance, aim at improving the headquarter’s product
[5, 19, 29].

The following recommended steps that organizations should follow at the
beginning of setting up global collaborations are the investigation of the for-
eign legal system regarding contract and IP laws; the selection of a suitable
vendor with desired expertise, efficient capabilities and sufficient technological
infrastructure; and the planning of financial budget for collaboration including
possible risks and therefore hidden costs [7]. One of the main motivations for
performing GSD collaborations by the company could be cost savings, therefore
financial planning should be considered early on [7].

4.2 Collaboration Structure

In order to maximize the potential positive effects that global software devel-
opment collaborations might promise and minimize possible negative risks, it is
necessary to choose the right way for establishing collaborations, to determine
the most advantageous form of dividing task distribution, responsibilities, peer-
to-peer connections between involved sites. Our defined aspect Collaboration
structure is dedicated to these questions of global collaborations. This aspect is
aimed at determining the approach of development task allocation between lo-
cations based on collaboration goals, at creating roles and responsibilities along
with the way of distributing them; at defining an organizational structure and
peer-to-peer connections between sites [16, 20, 31–33, 46]. Clear understanding
of work division, roles and responsibilities might help to decrease coordination
and project management efforts when actual global software development takes
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place. Therefore it is important to address this aspect already at the planning
stage of setting up global collaborations.

Regarding the aspect of Collaboration structure we identified two main prac-
tices which need to be considered. Those are to define the approach to distributed
process breakdown and task allocation and to determine and specify the orga-
nizational structure and peer-to-peer links between sites.

Based on Šmite’s case study in a Latvian software company [16, 26], Nissen’s
case study report from an inter-organizational cooperation in telecommunica-
tions domain [31], and the research of Faiz et al. [32] we have identified three
models of process-based task distribution between sites which are suitable for
collaboration scenarios described in the aspect Strategy. The first model was
considered as a typical outsourcing model where most of the intellectual work
stays onsite and only actual software development tasks are transferred offshore.
In this model, requirements creation, system analysis, design are done onsite,
while coding and testing phases can be performed jointly with work division,
for example, by modules [16, 31–33]. The main challenges of this kind of task
distribution consist of troublesome system requirements clarification, system in-
tegration and bug fixing along with coordination and control efforts. The second
model is considered to be more suitable for the Offshore insourcing collabora-
tion model where, in contrast to the first model, requirements creation, system
analysis, design are performed as joint activity between collaboration partners
[16, 31–33]. Such task distribution might suit product customization goals and
help to create better common understanding and social ties between locations.
However, this model requires good domain business knowledge from the vendor
site that might be effortful to create. The last third model was considered to
be used for the Innovative offshoring scenario that represents close collaboration
between locations where the offshore partner performs most of the intellectual
and implementation work such as R&D, requirements creation, system analysis
and design, actual implementation [16, 31–33]. This model might be based on
a prototyping strategy that refers to creation of innovative prototypes by the
offshore site. Later the developed prototype can be used onsite as a base for
building new functionality or a complete product on top.

Another practice that was aimed to be a part of the Collaboration struc-
ture aspect is to specify organizational structure and peer-to-peer links between
collaboration sites. The main aim of the organizational structure is to clearly
list roles, responsibilities and to draw communication channels between loca-
tions involved in collaboration at management, project and team levels. The
examples on what roles and sites’ connections the global collaboration can in-
clude were presented in the studies of Braun [34] and Faiz et al. [32]. Defined and
documented organizational structure is aimed to achieve easier coordination and
control, to make the information flow more transparent and traceable. It helps to
make communication between parties less challenging and reach project-related
common understanding faster, which eventually might reduce some efforts and
investments needed for setting up distributed collaboration [24, 32–34].
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4.3 Product Structure

The development process breakdown and the following task distribution, which
were considered to be identified in the aspect of Collaboration strategy, affect the
definition of the product architecture. The aspect Product structure addresses
how the product architecture could be adapted for global software development
compared to co-located development, the product ownership boundaries between
locations, and how modifications to the product part at one location can affect
work at other locations. Therefore it has an impact on work division between
GSD teams at different locations. Clearly identified work division and product
ownership boundaries between collaboration sites are expected to improve com-
munication, reduce project coordination efforts, and help to avoid rework and
duplications [7, 20, 26, 35, 46]. Thus the aspect Product structure is an important
step for companies and needs to be already considered at the preparation and
planning stages of global collaborations. It is strongly connected with the Col-
laboration structure aspect, especially with detailed definition of organizational
structure, roles and responsibilities.

We have distinguished the following practices that need to be considered by
the organizations. Those are to determine the product architecture, to specify
product ownership between locations and to define product-based work distri-
bution among GSD teams at different locations.

Depending on the collaboration scenarios we have identified in the aspect
Strategy, the possible way for a Product structure definition might differ greatly.
Referring to the Offshore outsourcing model, the strategy with one core product
and full onsite ownership where the offshore partner is responsible for allocated
tasks in the product development lifecycle is considered to be most suitable [36,
41, 45]. In contrast, the model of Offshore insourcing can be based on a product
line architecture with variants which are built on top of a core product. The
ownership of the core product can be kept onsite, while the offshore site might
be responsible for the full development of one of the variants from the product
line [9]. Such a variant can be customized and market-specific. In this model the
offshore site has a great responsibility for the whole product variant, and thereby
global collaboration might have a form of peer-to-peer partnership [26, 36]. The
Innovative offshoring scenario is intended for the development of new innovative
products or prototypes by the offshore site with different possibilities of product
ownership boundaries depending on the initial collaboration goals and model.

Considering the approach to detailed software system architecture and fol-
lowing development work distribution between locations, our main suggestions
are to use modular architecture and decoupling that allow having well-defined
software work packages which can be distributed between different locations
based on available resources and expertise. Salger [35] demonstrates an example
structure of the software work package based on the experience at Capgemini
sd&m. The software work package might consist of the following parts: Software
requirement specifications describing use cases, user interface, domain objects,
and specifications of functional test cases; Design artefacts including an exter-
nal technical view on a software module and internal high level design view;
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Project management artefacts containing a list of work units described in earlier
parts, schedules, budget, definition of quality objectives and work acceptance
criteria [35]. Such a well-defined work package structure promises to ease work
transfer between locations and to achieve low dependencies between locations
during actual implementation work [7, 8, 12, 14, 20, 26, 36–41]. This way it might
be possible to reduce communication and coordination needs between different
locations. However, system integration could become a troublesome bottleneck.

4.4 Coordination

Global software development brings geographical distance and cultural diver-
sity into the software development process compared to co-located development.
Thus globally distributed software development teams need to be effectively
managed and controlled in order to complete software projects successfully, to
be inside a financial and technological budget, and to use available resources
and capabilities beneficially for the collaboration goals [20]. Therefore compe-
tent coordination, communication and control procedures should be attentively
planned and later performed by companies on an everyday basis. Coordination
can be seen as work integration in a way that each involved unit contributes
to the completion of the overall task [12, 40]. Coordination procedures describe
how collaboration sites communicate between each other in order to complete
commonly defined tasks and to achieve collaboration goals [12, 40]. The Coordi-
nation aspect represents the set of activities that aim at managing dependencies
within the global software development project workflow, so the work can be
completed faster and more effectively. According to a study by Nguyen-Duc and
Cruzes [39] such dependencies in a GSD context might include technical views
such as system integration, configuration change management; temporal issues
such as synchronization of schedules, deliveries between sites; software develop-
ment process organization; resource distribution such as infrastructure, budget,
or development tools. This aspect promises to be very important for setting
up global collaborations, because coordination and project management efforts
might become a cause of project hidden costs. Therefore coordination challenges
need to be minimized by the organizations starting from a planning phase. For
instance, differences in organizational policies, lack of common processes, vari-
ation of coding and testing standards between collaboration sites might affect
coordination and project management efforts, and also might lead to insufficient
end product quality and additional costs [39].

Within the aspect of Coordination we have specified two main practices that
need to be addressed by organizations, i.e., Project management and Project
control.

Project management aims at planning and organizing software development
project-related activities in such a way that they lead to successful work comple-
tion. Such activities might include creating shared synchronized understanding
of main milestones between collaboration sites, concrete tasks to perform, de-
liveries schedules, project budget constraints, peer-to-peer contact links between



82 I. Smirnova, J. Münch, and M. Stupperich

collaboration sites, and managing the whole project execution [39]. Project man-
agement can be seen as a mechanism that integrates software, human, and eco-
nomic relations in order to use existing technology, resources, time, capabilities
in the most productive and effective way [43]. Project control procedures refer to
the process of monitoring work status and ensuring that the work process goes in
the right direction according to the planned budget, timeframes and quality ex-
pectations [12]. Among project control procedures, a formal reporting structure
concerning updates, changes and escalation path can be seen to play an impor-
tant role for achieving visibility of software project status and work progress, for
detecting project bottlenecks and work conflict situations and reacting to them
early on [7, 10, 20, 39].

Different collaboration scenarios might have different coordination mecha-
nisms working better in particular situations. Based on a case study by Hossain
et al. in an Australian-Malaysian cooperation [44] we have identified different
possible ways of performing coordination processes and discovered how they can
suit different global collaboration models. For instance, the Offshore outsourcing
model might require a high degree of defined standard policies, direct supervision
and centralized project organization for the offshore team from the headquarter
company. For the Offshore insourcing and the Innovative offshoring scenarios
the software development work might be managed better with a high degree
of mutual adjustment when collaboration is based on building trust and social
relationships between sites, thus, many software project activities and decisions
are often performed jointly [7, 9, 12, 20, 23–26, 29, 33, 35–40, 43, 44].

4.5 Development Process

As soon as the collaboration model, the process breakdown, the product struc-
ture, the task distribution, the coordination and the control mechanisms are
identified, a solid foundation for defining and/or customizing a development
process is laid. The aspect Development process aims at defining the model for
software development activities between the collaboration sites. Based on ex-
perience from the authors it is recommended to mainly define the processes at
the interfaces between the collaborating sites and not to aim at unification of
all processes at all sites, especially when the sites belong to different organiza-
tions. Typically the specific local characteristics at each site make it hard to
prescribe unique internal processes at all sites. Defining a software development
process model also helps to clarify roles and responsibilities, the level of inde-
pendency between sites, and the product quality expectations. Frictions such as
role confusions can be avoided. Moreover, a development process can affect coor-
dination and communication efforts, infrastructure needs, change management
mechanisms and system integration efforts. In the Offshore outsourcing scenario
or the Innovative offshoring scenario the collaboration sites might keep their
own development processes if these processes are already established and well-
working [20, 24]. However, it is essential to synchronize project milestones and
schedules for important software product deliveries in order to achieve project
transparency, continuous frequent integrity and early feedback on the quality of
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developed software [20, 24]. In the case of the Offshore insourcing scenario that
has peer-to-peer close partnership orientation, it could be suitable to establish
standardized guidelines for a common software development process and tools
between sites. This promises to create a joint corporate level of work standards
[7, 37, 43].

4.6 Communication

Communication can be seen as the exchange of information that helps to reach
a common shared understanding between remote sites, including information
and knowledge sharing [12, 40]. The aspect Communication addresses all kinds
of communication activities between the different development sites. As global
software development collaborations are to a large degree human-based, commu-
nication becomes crucial and needs to be considered early on, i.e., starting from
the planning and negotiating phases of the collaboration till its full establishment
and maintenance. Numerous studies based on industrial project investigations
report the importance of communication in the GSD context and usually come
to the conclusion that it is the number-one problem. Studies focusing on com-
munication include the study by Mettovaara et al. in Nokia and Philips [25],
the case study by Leszak and Meier on embedded product development in the
telecommunications domain in Alcatel-Lucent between Germany and China [36],
the study by Paasivaara and Lassenius based on interviews in 8 global software
projects distributed across Europe, North America and Asia [24], and the study
by Oshri et al. at LeCroy (Switzerland and USA), SAP (India and Germany),
and Baan (India and The Netherlands) [30].

Geographical distances between teams often cause difficulties with using
traditional communication paths such as face-to-face meetings and informal com-
munication. Remote sites often need to rely on asynchronous ways of commu-
nication (tools such as E-mails, chats, blogs) or phone/video conferences that
bring certain risks like misunderstandings, delays, unnecessary work, reduced
trust, or absence of team spirit and partnership feeling. Those challenges might
result in additional project costs, customer dissatisfaction, and barriers to main-
taining long-time global collaborations. Thus companies need to consider and
plan communicational strategy early on in the first stages of collaborations.

With the aspect Communication we have identified five practices that aim at
building a successful communication strategy when establishing GSD collabora-
tions.

Communication protocol aims at identifying who is supposed to communi-
cate with whom within the company such as, communication channels, interface
points among collaboration teams and team members, sufficient frequency of
communication, information exchange paths, official corporate language [24, 42].
A detailed description of a communication protocol based on the organizational
structure should be documented and distributed among team members at all col-
laboration sites. It is expected to create awareness of team members from whom
they will get work inputs and to whom they need to distribute work output
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results. This way the software development project might gain more transparency
and traceability [24, 42].

Team awareness channels aim at making collaboration team members become
more familiar with remote colleagues and their skills, their expertise and avail-
ability, as well as their project activities and work status. It is expected that
teamness and trust between remote collaboration sites help to achieve project
visibility and to reduce delays for finding the right person to contact in case of
some questions [38]. Team awareness can be supported, for instance, by organi-
zational charts, project websites, or shared calendars [23, 24].

Social relationships between collaboration sites represent the result of all com-
munication activities and efforts. Relationship building is a long process and
therefore needs to be seen as a constant activity when doing global collabora-
tions. Face-to-face meetings are a highly efficient way for building social interre-
lations between collaboration sites, thereby frequent visits and staff exchanges
between sites are necessary. Even though face-to-face visits might cause addi-
tional investment and time, they need to be present especially in the first phases
of global collaborations [7, 12, 14, 23–25, 33, 36, 40, 44].

Rich communication tools aim at supporting all the above-mentioned com-
munication practices. Collaboration sites are often located at remote places, so
tools often provide the only way for software development teams to get con-
nected. Thus a variety of different communication tools such as web meetings,
phones, e-mails and mailing lists, chats, file transfer tools, groupware and shared
services tools should be provided by organizations [28, 37, 42].

All communication activities are expected to make global collaborations more
peer-to-peer partnership-oriented. Thus it helps to build up a common knowledge
base between collaboration sites. This promises to create the “organizational
memory”, shared collective understanding of the domain knowledge, technology
and business needs. It accumulates the experience of a collaboration in a specific
organizational context and might help collaboration sites to learn and improve
their way of working together [28, 37, 42].

4.7 Social Aspects

Global distribution of software development implies that individuals are usu-
ally not only geographically dispersed but also culturally. Thus the process of
socialization and cultural integration is important when setting up global col-
laborations. With Social aspects we refer to the process through which team
members gain the knowledge on behavioral and communication norms, atti-
tudes, cultural and social patterns of each other in order to work together in
cooperation [30]. The process of socialization and getting to know the partners
is expected to create a mutual vision on the collaboration and specific project
goals, to create the understanding of remote partners’ way of working and be-
havior, and to make global collaboration function successfully and beneficially
for all the sites. “When there is a win-win situation the motivation is usually
high and the chances of success get better” [25]. Socio-cultural distance might
bring many challenges and negative effects into the collaboration process such
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as difficulties and inability of sites to communicate, unawareness of remote col-
leagues’ qualification, unwillingness to exchange information, conflicts of tasks
interpretation and unsuccessful end results. These challenges might have a great
negative impact on the collaboration process between sites and the quality of
the end product. Therefore, organizations need to consider social aspects and
stimulate socio-cultural integrity between collaboration sites [7].

Within Social aspects we have specified two categories that need to be con-
sidered - Trust and Cultural understanding.

Trust is considered to be one of the keys for establishing effective, produc-
tive, reliable, and longitude collaborative social relationships between teams in
global software development contexts [22, 23, 40]. Trust can be defined as the
willingness of individuals to cooperate with others based on the belief that part-
ners are reliable, competent and will do actions which are beneficial for the
cooperation rather than for individual purposes [40]. “Trust is a pre-requisite
for globally distributed software development” [40]. Trust promises to create the
ability of remote collaboration sites to work together, and to build up the feeling
of teamness. Trust stimulates the willingness of sites to communicate and work
towards the completion of shared project goals - not “we and you” relations but
“us” [22, 29]. Lack of trust might lead to a situation of non-cooperation, social
conflicts, absence of information exchange, overall decrease in productivity and
end product quality, and eventually to job dissatisfaction among employees [29].
Thus a lot of efforts are needed to be done by organizations in order to build
trust between collaboration sites. Such efforts, for instance, are face-to-face vis-
its, frequent remote communication via a rich variety of tools, staff exchanges,
socio-cultural trainings, social activities. Trust needs to be built and maintained
through the whole partnership history from the first collaboration stages till its
end [11, 22, 25, 29, 33, 40].

Cultural understanding represents shared norms and beliefs which are histor-
ically situated and followed by people belonging to a concrete society [4]. In the
context of global collaborations socio-cultural diversity among sites might be in-
terpreted as a facilitator for promoting creativity, innovativeness, and knowledge
sharing. However, at the same time cultural diversity might become a barrier for
communication and effective coordination. Cultures differentiate especially with
respect to the sense of time, social hierarchy, power distance, and preferable com-
munication styles. All these distinctions affect the norms for organizational and
working culture. Therefore culture-specific understanding and training should
be addressed by organizations in order to create mutual awareness and avoid
conflicts and misinterpretations [4, 25, 30, 40, 42].

4.8 Infrastructure

Infrastructure refers here to all tools, platforms, and other technical means
that support technical, organizational, and managerial activities in the con-
text of distributed software development, maintenance, and operation. The term
infrastructure subsumes here, for instance, tool support for coordination and
communication, IDEs, and quality assurance tools. Although the infrastructure
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already plays an important role in co-located development, the global distribu-
tion of development tasks imposes additional and new requirements that should
be considered early on. It is necessary for organizations to identify infrastructure-
related requirements, to analyze the existing infrastructure, and to invest into
the infrastructure in order to reach the stated requirements. In addition, there is
a need to analyze how the existing infrastructure at different sites can be mod-
ified so that it fits to a new distributed setting. One essential requirement for
the infrastructure is the compatibility between sites. For instance, collaboration
sites should have equal internet connections, bandwidths, and communication fa-
cilities. Compatibility is important, for instance, for configuration management
environments, for development tools, and for coordination support. Coordina-
tion tools and communication tools promise to help mitigate communication
risks that are due to temporal, geographical, and cultural distances. A rich set
of groupware tools is expected to help reduce the impact of distance in global
software development, to increase the frequency and ease the communication
between sites, to lessen coordination efforts, and to provide equal accessibility
to all project-related artefacts. A compatible infrastructure at all collaboration
locations is highly important for conducting the distributed development process
effectively and efficiently [7, 28].

4.9 Organizational Change Process

When organizations start setting up global software development collaborations,
there is clear evidence that a sufficient amount of time is needed in order to gain
desired efficiency [27]. At first, challenges such as communication, coordination,
trust building, awareness of partners and integration of working procedures imply
significant reductions of the overall efficiency. Reasons for the decrease in the
work efficiency in the first collaboration stages are usually the time necessary for
building a compatible infrastructure, establishing the necessary communication
ways, providing domain, technology and cultural training, as well as building
social relationships and teamness. After the first stages of a global collaboration,
there is typically a period of time when partners learn to know each other and
better understand the ways of working together. In this phase, the software
development efficiency is usually recovering gradually. After this phase, global
collaborations might exploit scaling effects with respect to efficiency that go
beyond the efficiency of co-located development [9, 27, 41]. Gaining these scaling
effects requires the establishment of systematic process improvement procedures.

The accumulated working history with respect to the transfer from co-located
software development into a GSD working style gives a lot of insights and thus
should later be examined by organizations for potential improvements [9, 26, 27].
New ideas for process changes and improvement actions should be discussed and
analyzed jointly by the collaboration sites on a regular basis during the whole
period of the collaboration. The improvement of the distributed collaboration
can follow different process improvement approaches such as the continuous or
the model-based improvement. However, there is a lack of improvement ap-
proaches and experience that are focused on global collaborations. Therefore, we
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recommend to deploy a problem-oriented, continuous improvement approach.
The continuous process improvement aims at reaching a high level of standard-
ization of the overall global software development process that might lead to
improved end product quality and customer satisfaction [19].

5 Canvas

While setting up global software development collaborations different phases
can be distinguished. Each collaboration phase can be characterized by a spe-
cific set of activities that need to be performed by the organizations. We have
distinguished four main phases that organizations face when setting up global
collaborations. Based on defined collaboration phases and aspects that need to
be addressed by organizations, we have structured them as activity roadmaps
that can be adjusted for specific organizational contexts. The initial sequence
of activities was provided by the case company and refined at a joint work-
shop of Daimler and the University of Helsinki. The final order of activities was
created mainly based on experiences reported by project leaders from the case
company and results from the literature study. Some relations between activities
also have an underlying inner logic. The proposed activity roadmaps are aimed
to be a guidance and reminder for organizations about activities that need to
be performed when setting up global collaborations and moving from a local
to a globally distributed working mode. For practical industry use, we propose
an initial version of a visualized structure of activity roadmaps that we named
“Global canvas” (Fig.1). The proposed activity roadmaps for organizations in-
tending to establish global software development collaborations are described as
follows.

Phase 1. Initiate: In this phase an organization intends to transfer co-located
software development into a global context as one of its business strategies. Thus
the organization should investigate the potential benefits of transition into a
GSD environment, what models of global collaboration exist and what model
will suit the specific organizational context. Moreover, the organization makes its
first decisions on the partnership type and selects collaboration partners. Thus,
the proposed sequence of activities to be addressed by the organization at the
initiation phase might look as follows:

a) Identify needs and goals for doing a global software development collabo-
ration. Analyze carefully what benefits and outcomes are expected of the
global collaboration.

b) Choose a global collaboration model that is suited for the specific organiza-
tional context and the business needs.

c) Investigate the foreign legal system(s) concerning IP and contract laws.
d) Choose appropriate partner(s)/vendor(s) with sufficient infrastructure, ca-

pabilities and expertise needed for the chosen collaboration model.
e) Define a budget plan for doing global software development projects. Include

possible hidden costs such as communication tools or face-to-face visits.
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Fig. 1. Global canvas

Phase 2. Plan and Prepare: This phase aims at building all the conditions
needed for global collaboration to start functioning. An organization defines a
product structure, a work distribution, and responsibilities between collabora-
tion sites based on available resources. The model for work coordination and the
development process organization is chosen. In this phase, the organization still
keeps ongoing product development mainly onsite. However, at the same time,
the organization pilots first practices of setting up global software development
collaboration. The potential set of activities that need to be done by companies
at the preparation phase is described as follows:

a) Identify a development process breakdown and subsequent task distribution.
b) Define and document the organizational structure including specific roles,

responsibilities and peer-to-peer contact channels.
c) Identify an architecture and the product ownership between sites (based on

the collaboration model defined earlier and the process breakdown).
d) Define a product-based task distribution between sites based on available

resources and capabilities.
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e) Define the coordination mechanisms between collaboration sites. Choose an
appropriate project management model that suits the agreed partnership
model.

f) Specify project control procedures for monitoring work progress and detect-
ing problems as early as possible. For instance, the data on channels for
status reporting should be assigned, documented and distributed to team
members.

g) Choose a model according to which the software development process will
be working.

Phase 3. Pilot: This phase focuses on systematic testing of practices. This
phase aims at detecting the problems of collaboration - if some things do not work
at first, they can be changed early on. The proposed activities to be performed
are described as follows:

a) Provide a rich variety of communication tools in order to stimulate commu-
nication between sites and to avoid misunderstandings.

b) Start gradual building of social relationships between sites (e.g., organize
face-to-face visits, joint social activities, staff exchanges).

c) Ensure that the remote partner(s) has sufficient infrastructure needed for
software development projects. Provide compatibility of internet connec-
tions, bandwidths, communication facilities (for instance, video conference
rooms) between sites.

d) Introduce groupware tools that are aimed to ease the collaboration process
between sites.

e) Consider socio-cultural aspects between partners. Start building trust be-
tween sites early on.

f) Ensure the teams’ awareness of cultural differences and perceptions that
might occur in collaboration between partners belonging to distinct societies.

g) Establish rules for a communication protocol. Identify who should commu-
nicate with whom and how often. Make team members understand that
communication is an important part of everyday work.

h) Ensure team awareness channels. Team members need to be aware of re-
mote colleagues’ contact details, expertise, roles and responsibilities, work
schedules. Ensure that the teams are aware of the project status.

i) Accumulate the experience based on the working history between sites, and
create a collective shared knowledge base - the “organizational memory”.

Phase 4. Operate and Improve: The overall operation of a global software
development process is ongoing. Partners accumulate working history, learn,
propose and handle process changes and improvements. This phase aims at a
seamless operation and a continuous improvement of the collaboration. The set
of activities at this stage is suggested as follows.

a) Analyze the working history, discuss potential process changes and improve-
ments.
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b) Improve the process continuously and thereby aim at achieving a high level
of process standardization.

The proposed prioritization of activities in the different phases is not a strict
order but meant as guidance for practical use. The order of activities can be
customized based on specific organizational context and needs.

6 Conclusions

In this article we investigated and aggregated the aspects and main practices
that need to be addressed by companies when establishing global software de-
velopment collaborations. Furthermore, necessary activities were grouped into
collaboration phases and structured in a form of activity roadmaps that can be
used by industry as guidance for setting up global projects. The initial version
of a “Global canvas” presents the visualization of activity roadmaps. The canvas
provides a holistic view on setting up global collaborations, aggregates all the
main necessary aspects and presents the activities as feasible roadmaps.

However, the sequence of activities proposed in our canvas is not manda-
tory and based on assumptions, literature findings, and industry inputs. The
presented aspects are derived from the case company and might differ in other
contexts. Therefore, the general applicability is limited and more experience
is needed to better understand context-specific customization needs. As global
software development is gaining a growing interest and many companies in the
domain search for new business opportunities in a transition from co-located de-
velopment into the global environment, a practice-oriented worksheet that guides
decision making such as the canvas promises high potential. Besides using the
canvas for guidance, it could also be used for other purposes. Another use case
could be, for instance, using the canvas as an assessment scheme. We are plan-
ning to further evolve the canvas based on findings from applications in industry.
In addition, we are planning to systematically analyze the dependencies between
different practices and strategies as well as the suitability of the canvas for other
purposes than guidance.
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29. Moe, N.B., Šmite, D.: Understanding a lack of trust in Global Software Teams: a
multiple case study. Software Process: Improvement and Practice 13(3), 217–231
(2008)

30. Oshri, I., Kotlarsky, J., Willcocks, L.P.: Global software development: Exploring
socialization and face-to-face meetings in distributed strategic projects. The Jour-
nal of Strategic Information Systems 16(1), 25–49 (2007)

31. Nissen, H.W.: Designing the inter-organizational software engineering cooperation:
an experience report, pp. 24-27 (2004)

32. Faiz, M.F., Qadri, U., Ayyubi, S.R.: Offshore software development models. In:
Information and Emerging Technologies, ICIET 2007, pp. 1–6 (2007)

33. Cusick, J., Prasad, A.: A practical management and engineering approach to off-
shore collaboration. IEEE Software 23(5), 20–29 (2006)

34. Braun, A.: A framework to enable offshore outsourcing. In: Global Software Engi-
neering, ICGSE, pp. 125–129 (2007)

35. Salger, F.: On the use of handover checkpoints to manage the global software
development process. In: Meersman, R., Herrero, P., Dillon, T. (eds.) OTM 2009
Workshops. LNCS, vol. 5872, pp. 267–276. Springer, Heidelberg (2009)

36. Leszak, M., Meier, M.: Successful Global Development of a Large-scale Embed-
ded Telecommunications Product. In: Global Software Engineering, ICGSE 2007,
pp. 23–32 (2007)

37. Silva, F.Q., Prikladnicki, R., Frana, A.C.C., Monteiro, C.V., Costa, C., Rocha,
R.: An evidence-based model of distributed software development project manage-
ment: results from a systematic mapping study. Journal of Software: Evolution and
Process 24(6), 625–642 (2012)

38. Chang, K.T., Ehrlich, K.: Out of sight but not out of mind?: Informal net-
works, communication and media use in global software teams. In: Proceedings
of the, Conference of the Center for Advanced Studies on Collaborative Research,
pp. 86–97 (2007)

39. Nguyen-Duc, A., Cruzes, D.S.: Coordination of Software Development Teams
across Organizational Boundary–An Exploratory Study. In: Global Software En-
gineering (ICGSE), pp. 216–225 (2013)



A Canvas for Establishing Global Software Development Collaborations 93

40. Hofner, G., Mani, V.S.: TAPER: A generic framework for establishing an offshore
development center. In: Global Software Engineering, ICGSE 2007, pp. 162–172
(2007)

41. Mockus, A., Weiss, D.M.: Globalization by chunking: a quantitative approach.
IEEE Software 18(2), 30–37 (2001)

42. Deshpande, S., Richardson, I.: Management at the Outsourcing Destination-Global
Software Development in India. In: Global Software Engineering, ICGSE 2009,
pp. 217–225 (2009)

43. Casey, V.: Virtual software team project management. Journal of the Brazilian
Computer Society 16(2), 83–96 (2010)

44. Hossain, E., Babar, M.A., Verner, J.: How Can Agile Practices Minimize Global
Software Development Co-ordination Risks? In: Software Process Improvement,
pp. 81–92 (2009)

45. Hyysalo, J., Parviainen, P., Tihinen, M.: Collaborative embedded systems devel-
opment: survey of state of the practice. In: 13th Annual IEEE International Sym-
posium and Workshop on Engineering of Computer Based Systems, pp. 1–9 (2006)

46. Lamersdorf, A., Münch, J., Rombach, D.: Towards a Multi-criteria Development
Distribution Model: An Analysis of Existing Task Distribution Approaches. In
Global Software Engineering (ICGSE), pp. 109–118 (2008)

47. Wohlin, C.: Guidelines for Snowballing in Systematic Literature Studies and a
Replication in Software Engineering. In: 18th International Conference on Evalu-
ation and Assessment in Software Engineering, EASE 2014, pp. 321–330 (2014)



G. Dregvaite and R. Damasevicius (Eds.): ICIST 2014, CCIS 465, pp. 94–109, 2014. 
© Springer International Publishing Switzerland 2014 

Timed Automata with Action Durations –  
From Theory to Implementation  

Souad Guellati, Ilham Kitouni, Riadh Matmat, and Djamel-Eddine Saidouni 

MISC Laboratory, Constantine 2 University, 25000, Algeria 
{guellati,kitouni,matmat,saidouni}@misc-umc.org 

Abstract. Symbolic model checking is a technique for verifying finite-state 
concurrent systems that has been extended to handle real-time systems. Timed 
automata are widely used to model such systems behavior. In this paper we are 
concerned by durational actions timed automata (daTA) which is a timed auto-
mata handling action durations and true concurrency. Our aim is to compute  
efficiently the state space of (daTA) in order to verify quantitative timing re-
quirements and preserve the true concurrency property.  

We present a novel approach to compute quantitative information about the 
system and exploring the state space of daTA based on maximality semantics. 

We have designed a new zone graph under the maximality semantics, named 
Maximality-based Zone Graph (MZG), for describing symbolic execution of 
daTA. In the implemented tool TaMaZG, daTA description is compiled into a 
MZG and represented symbolically using the Difference Bounded Matrices data 
structure (DBM).  

Keywords: Real-time systems, maximality semantics, (durational actions) 
timed automata, zone graph, DBM. 

1 Introduction 

Timed automata (TA) was proposed to specify quantitative requirements expressed by 
timed constraints [3], they are an extension of finite state automata with a finite num-
ber (but arbitrary) clocks in continuous time. TA are very suitable for modeling and 
verifying real-time systems, indeed they ensure a good balance between expressive-
ness and tractability and they are supported by many verification tools in spite of this, 
the model suffers from many problems, principally state space explosion which im-
peding the scalability.  

Its decidability has been proved using the so-called region graph construction. Re-
gion graph provides timed abstraction for the behavior of timed automata, but it is not 
used for implementing practical tools because of the complexity of size and algo-
rithms. A zone graph was proposed as an alternative efficient implementation of 
timed automata based on an adapted data structures like Difference Bound Matrices 
(DBM) [16]. Most real-time model checking tools like UPPAAL [21] and Kronos 
[26] apply zones, which are much more practical and efficient symbolic states.  
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Timed automata assume a “global clock” semantics, i.e., all clocks advance simul-
taneously and at the same rate (and there is a common initial instant). All possible 
executions of TA are then represented by a transition system where, from any given 
state, the system may evolve in two possible ways: either it executes an action or it 
delays with a given amount of time the potential execution. In order to model urgen-
cy, invariants constrain how long the automaton can delay in a given location, at 
which point it is expected that some action (i.e., the one the modeler has intended as 
urgent) can be executed. 

It’s well known that timed automata model is developed under the hypothesis that 
transitions represent atomic action executions (actions are instantaneous and indivisi-
ble). Modeling non atomic actions requires two sequential transitions; the first one 
models the action start and the second, the action end. The duration (of action) is cap-
tured by the elapsed time in the intermediate state.  

In the practice of the timed automata model, splitting non-atomic actions into start 
and end actions aggravates the problem of state space explosion [4]. Another direct 
consequence of the interleaving semantics is the interleaved interpretation of concur-
rency, this is justified by the assumption that all actions are atomic, this means that 
two actions cannot occur simultaneously. 

It’s obvious that in real world systems, actions are not instantaneous and have du-
rations. This realistic characteristic is important in many cases.  

Instead of the interleaving semantics, maximality semantics [25] has been proved 
necessary and sufficient for carrying both the refinement process and action durations. 
Accordingly, models based on maximality semantics present concurrent actions diffe-
rently from choice [12], because of non atomicity of actions. These models advocate 
modeling durational actions without splitting them.  

The durational actions timed automata (daTA) [24] [20] [5] are a form of timed au-
tomata that admit a more natural representation of action durations and advocates 
carrying true concurrency. It’s based on maximality semantics [25]. daTA model has 
been defined and a nice characterization of the model was presented in [20]. More 
recently, daTA is defined as a semantic support of temporally timed Petri nets [5]. 
The daTA model advocates capturing durations of actions and true concurrency, 
which are realistic assumptions for specifying in natural way systems.  

To model duration of actions, every edge of the automaton is annotated by con-
straints on clocks which implicitly enclose them, of course those that are already 
started. A single clock is reset on every edge. When clock is reset it corresponds to 
the beginning of event. The termination of action will be captured by information on 
locations of the automaton, precisely on the destination location of transition, a set of 
temporal formulas identify actions in execution at state. In fact, the duration of an 
action is either in the constraint of the following edge, if there is dependence between 
the following actions, otherwise it is in the next locations and that means: action is not 
over yet. This elegant way to capture the durations is the effect of the maximality 
semantics. 

Another important aspect of real time systems is the urgency i.e., actions whose 
execution cannot be delayed beyond a certain time bound, in daTA model urgency is 
represented by deadlines as proposed in [9] [18] [8]. This representation of urgent 
actions is more natural and has the advantage of avoiding the most common form of 
time locks [11].  
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In daTA deadlines replace invariants as time progress conditions (TPC). Deadlines 
are clock constraints associated directly with edges in the automaton, which express 
the set of states where the corresponding action is expected to be executed without 
delay. Thus, in daTA, every state either allows time to pass or allows actions to be 
executed (i.e., daTA are time-reactive). 

Unfortunately, there are a few tools supporting models which use deadlines as ur-
gency representation. The exception is given by the IF tool [13] and MoDeST specifi-
cations [7].  

[19] was a tentative to use UPPAAL tool for verifying daTA by a translation of 
daTA structure to safety timed automata (TA à la UPPAAL). The main idea consists 
in translating deadlines in a form of invariants and preserving actions durations at all 
levels of analysis. 

In the same order of idea; in [18] networks of timed automata with deadlines 
(TAD) are translated to UPPAAL modeling language. The implementation of this 
translation algorithm was described; this allows UPPAAL to aid the design and analy-
sis of TAD models. 
 
Our Contribution. In order to preserve all achievements of the maximality semantics 
namely duration of actions and true concurrency, we will use the daTA information 
when creating the zone graph. We think it'll allow us to keep the maximality seman-
tics even on the symbolic representation of executions of daTA. The fundamental 
interest of this new approach is to propose a structure based on zone (i.e implementa-
ble) for  model checking and all other validation needs of concurrent real-time sys-
tems (possibly distributed). 

We propose an extension of zone graph definition based on the maximality seman-
tics called Maximality-bases Zone Graph (MZG). We present an algorithm and a set 
of operations to generate MZG graph.  

A tool implementing the proposed algorithm has been done. Furthermore, we illu-
strate the results on a simple example of automatic teller machine (ATM) system. 
 
Paper Outlines. Section 2 recalls some basic definitions about durational actions 
timed automata model. Section 3 proposes the definition of Maximality-based Zone 
Graph (MZG). Section 4 describes the Difference Bound Matrices (DBM) data struc-
ture for representing the clock zone. Section 5 presents the construction algorithm of 
MZG and in Section 6 the implemented tool is described. Section 7 concludes the 
paper and gives some perspectives.     

2 Durational Actions Timed Automata 

The durational actions timed automata (daTA) model is a form of timed automata that 
admit a more natural representation of action duration and urgent actions. daTA mod-
el was proposed and used for interpreting specifications written in D-LOTOS [24] and 
durational timed Petri nets (DTPN) real-time specification models [5]. Several charac-
teristics and good properties of daTA model are established in [20] such as determini-
zation and expressiveness.  
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Indeed, this model extends the timed automata model by the maximality semantics 
[25]. Another interesting particularity of the daTA model is the fact that only a single 
clock is reset on transitions. The reset clock models the beginning of action. The ac-
tion terminates when the associated clock attains the action duration.  

From operational point of view, each action has its own (associated) clock which is 
reset at the start of the action. This clock will be used in the construction of the timing 
constraints as guards of the transitions.  

 

Fig. 1. Two simple examples of daTA 

An example of a daTA  is shown in Fig. 1 (a). The automaton consists of three 
localities , ,  and two clocks , . A transition form  to  represents the start 
of action  (indicating the beginning of its execution), the transition from  to  is 
labeled by .  

Assuming a time granularity of seconds, the automaton  starts in locality . As 
soon as the value of  is less than or equal to 4, the automaton can make an  transi-
tion to  and reset the clock  to 0 . On the locality  the temporal formula 2  represents information about the duration of the action  (it is important to 
differentiate it from invariant in timed automata). When  is at most 2 and is at least 5, transition to  can be started (  executed) and  is reset. In the same logic the 
temporal formula 7  represents duration of the action .      

Another important aspect raised by the durational actions timed automata model 
(daTA) is the urgency. daTA admits a more natural representation of urgent actions, 
namely: deadlines, which are clock constraints associated directly with edges in the 
automaton (for illustration see Fig.1 (b)). 

We also assume that the condition  guarantees that if time cannot progress 
at some state, then at least one action is enabled from this state [9]. 

 
Formalization  
In the following we consider  a set of nonnegative real numbers. Clocks are real 
variables take values from . Let  be a set of clocks, a clock valuation over  is a 
function that assigns a nonnegative real number to every clock.  is the set of total 
valuation functions from  to . A valuation is noted ∈ , and for ∈ , 

(b) daTA with urgency 
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 maps every clock  to . For , the valuation [ ≔ 0  is de-
fined by: [ ≔ 0 0 if ∈ ,  otherwise.  

The set  of clock constraints  is defined by the grammar:                        |  | ~  | , where  ∈ , ∈  and ∈ , >, , . We 
write  when the valuation  satisfies a clock constraint  over  iff  evalu-
ates to true according to the values given by . 

We also use a subset of constraints where only the atomic form of clocks compari-
son is allowed. This set is defined by  by the grammar:   , 
where ∈  and ∈ . This subset represents condition duration over . 

 
Definition 1 (daTA). A daTA  is a tuple , , , , ,  where:  is a finite set 
of locations. ∈  is an initial location.  represents a set of actions (finite).  is 
a finite set of clocks.  is a finite set of edges. 
An edge , , , , , ∈  represents an edge from location  to ’ that launch 
the execution of action  whenever guard  becomes true. In addition, deadline  
imposes an urgency condition: the transition cannot be delayed whenever  is satis-
fied,  is a clock to be reset at this transition.   M: L 2   is a maximality function which decorates each location by a set of 
timed formulas named actions durations. These formulas indicate the status of action 
execution at the corresponding state.  means that no action is yet started. 

We define Clock Label Occurrence : 2 , as a function which gives 
clock names occurred in a given timed formulas, recursively by:                                                       ~                                                                           …  ..                                           
Such as ∈  , ∈ , ∈ , >, ,  and ∈ . 

 
Definition 2 (Semantics of daTA). The semantics of a daTA , , , , ,  
is a Timed Transition System , , , where: ,  | ∈   ∈  . ,  such that ∈ ,  0 .   Q Act Q  con-
sist of the discrete and continuous transitions:  

─ The discrete transition is defined for all ∈   by R1   
, , , , ,  ∈     ,          , [  ≔  

─ The continuous transition is defined for all ∈  by  

R2  
∈   ,   ,         , ,where  |  ∈ : , , , , ,   

is the time progress condition in  [9] [18]. 

Rule R1 states that an edge 
 , , ,

 defines a discrete transition from current lo-
cation  whenever the guard holds in current valuation  and clock  is reset to 0. 
According to R2, time can progress in  only when  is true, that is as long as 
no deadline of an edge leaving  becomes true. 
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Product of Durational Actions Timed Automata 
We proceed to definition of product construction for durational actions timed automa-
ta (daTA), so that a complex system can be defined as a product of component sys-
tems. 

 
Definition 3 (Product of daTA). Let , , , , ,  and , , , , ,  be two daTA. Let  be a set of synchronization actions 
where . Assume that the clock sets  and  are disjoint except 
for clock associated to the synchronization actions. Then, the product, de-
noted || , is the daTA  , , , , , , , where ,  and the transitions are defined by: 

1. For ∈ , for every , , , , ,  in  and , , , , ,  in , 
 has , , , , , , , . 

2. For ∈ \ , for every , , , , ,  in  and every  in ,  has , , , , , , , .        
3. For ∈ \ , for every , , , , ,  in  and every  in ,  has , , , , , , , .   

 

Fig. 2. Partitioning the set of actions 

Thus, locations of the product are pairs of component-locations and its duration 
conditions set is composed by the duration conditions sets (of the component loca-
tions). The transitions are obtained by synchronizing transitions with identical labels.  

All actions  in   and not concerned by the synchronization (in ) 
represent actions that can be in auto-concurrency. This set is denoted . This 
means that actions having the same names can be executed simultaneously see Fig.2.  

An example of the product construction is illustrated in Fig. 3.       

3 Zone Graph under the Maximality Semantics 

It’s well known that when exploring the semantics of timed automata the problem was 
the infinity of transition system. There exists an exact finite state abstraction based on 
convex polyhedra called zones [1] (a zone can be represented by a conjunction of 
clock constraints in ).  

When considering durational actions timed automata model we investigate max-
imality-based semantics and the particular considerations of urgency. 

 

  
: Synchronization actions. 

: Actions that may be in auto-concurrency. 
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In the follow we recall zone definitions and notations; we explore the extensions 
induced by maximality.  
    

 

Fig. 3. Product construction of daTA 

3.1 Clock Zones 

Clock zone is a set of clock interpretations described by conjunction of constraints 
each of which puts a lower or upper bound on a clock or on difference of two clocks 
[1]. The set of clock zones are defined by the grammar ≔  |  | | , where  is in { , }. 

Three operations on zones are important for the reachability analysis, 

• Intersection: For two clock zones  and , the intersection of the two zones is a 
zone, denoted . 

• Future: for a clock zone ,   denote the set of clock interpretations  for ∈  and ∈ .Thus  denotes the set of clock interpretations obtained by 
letting time elapse from some clock interpretation in .  

• Reset: for a subset  of clocks and a clock zone , [ ≔ 0  is the set of clock 
interpretations [ ≔ 0  for ∈ .  
NB: The set of clock zones is closed under these operations. 

3.2 Calculating Successor of Maximality Clock Zone 

We build a transition system whose states are zones; a zone is a pair ,  for a loca-
tion  and a clock zone  . Consider a zone ,  and a transition , , , , , ∈  of a daTA . Let ,  be the set of clock interpreta-
tions  such that, for some ∈  the state ,  can be reached from the state ,  by letting time elapse and launching the transition . That is, the set , ,  describes the successor of the zone ,  under the transition .   
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The clock zone ,  is obtained after the following steps: 

4. Intersect  with the time progress condition (TPC) of  to find the set of possible 
clock assignments for the current state. 

5. Let time elapse in location l using the future operator,  . 
6. Take the intersection with the time progress condition of location  again to find 

the set of clock assignments that still satisfy the time progress condition. 
7. Take the intersection with the guard  of the transition  to find the clock as-

signments that are permitted by the transition.  
8. Set the clock  (that is reset by the transition) to 0. 

The first and third steps ensure that intersection with the time progress condition is 
satisfied during elapse of time (since the time progress condition is convex, it suffices 
to ensure that the start and the final states satisfy the time progress condition) [1]. 

The resulting function which combines all of the above phases into one formula, 
we obtain: ,  [ ≔ 0 . 

The set ,  is also a clock zone because of closure of clock zones under 
different used operations. 

Definition 4 (Symbolic Semantics of daTA). Let   ∈  0 be the 
initial clock zone. The symbolic semantics of a daTA , , , , ,  is defined 
as a transition system , ,  called the maximality-based symbolic graph, where:    is a set of symbolic states. ,  is the initial state.  is a 
transition relation defined by the following rule:    

For all , , , , , ∈    ,  , , ,  [ ≔ 0   
3.3 Maximality-Based Zone Graph 

A Maximality-based Zone Graph (MZG) of daTA named maximal reachability graph 
is a zone graph extended by maximality information which conserves true concurren-
cy property at all levels of analysis. 

On Transition: in addition to action label, transition is labeled by a set of clock labels 
occurred in the guard formula. Those clock names capture the signature of actions 
which depends the current one.    

On States: information about actions potentially on execution is captured by the set of 
clock names coming from duration conditions. The function  operates on duration 
conditions of each locality to give the set of maximal events which materialize the 
true concurrency.  

It is important to note that, transitions starting from the initial location (initial 
transitions) are particular case. The initial transitions can indeed be guarded by formu-
las, using clocks names that are not yet attributed. These guards allow either delaying 
action or limiting its offer time. In accordance with the principle that the guard is 
formed by temporal formulas containing clocks which correspond to actions whose 
depends the current one, it's obvious that the set of event names that label initial tran-
sition in the zone graph remains empty without lost of generality. 
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For example, consider a daTA and the corresponding MZG shown in Fig. 4.  
 

 

Fig. 4. A daTA and its Maximality-based Zone Graph 

Definition 5 (Maximality-based Zone Graph). For a daTA , , , , , , a 
Maximality-based Zone Graph of , , , ,  is a transition sys-
tem where: , | ∈   . ,  is the initial state, 
such that ∈ , 0. 2  is a transition relation 

defined for all ∈  by: , , ,     , , , .  : 2  is a function which associates to each state a finite set of clocks 
representing maximal event names present in this state. It’s defined as:  , |  ∈ .  

4 Generating Maximality-Based Zone Graph 

In this section we propose an algorithm which constructs the Maximality-based Zone 
Graph for durational actions timed automata. It is based on the successor function and 
maximality semantics to create novel zones by using daTA structure.  

4.1 The Construction Algorithm 

The following algorithm describes how to construct a Maximality-base Zone Graph 
from a durational actions timed automata . Clock zones are represented by 

Difference Bound Matrices (DBM) and the set ,  is computed by the three 
operations on DBM described above rather than by operations directly on clock 
zones. The initial state is given by , . However the unbounded clock values may 
render an infinite Maximality-based Zone Graph and thus might the construction al-
gorithm not terminate (the symbolic state space is infinite). The solution problem is to 
introduce a K-approximation version of the infinite symbolic semantics. The idea is to 
utilize the maximum constant appearing in clock constraints in the daTA, to render a 
finite symbolic semantics (see [23] for more details).     
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Application to the example in Fig. 4: 

Initialization: ≔ , ; ≔ , ; ≔ ; ≔ ; , ;  
Step 3: , ≔ , ; ≔ \ , ;  
Step 5: ≔ ; ≔ , , ; ≔ , , ;  
Step 6: ,  ; 

Step 9: ≔ , , , , ; ≔ , , , ; ≔  , ; and so 
on.    

4.2 The Implementation: The DBM Data Structure 

A clock zone can be represented efficiently by matrices. The most common data 
structure used for representing a state space of timed automata is the Difference 
Bound Matrices (DBM) [16]. The DBM structure allows easier representation and 
lower complexity algorithms. A detailed presentation of DBM can be found in [6] 
[14]. 
 
Definition 6 (Difference Bounded Matrix). A Difference Bounded Matrix over  
clocks   is an 1  sequare matrix of pairs ,  with ∈ ,  and  ∈∞ .  Where ∞ is a special value denoting that no bound is present. 

The semantics of a DBM , , ,  ,   over a set of 
clocks , , … , , is the zone defined by the constraint  ,     , .  

A special clock called  is introduced, its value is always 0. This leads to more 
uniform notations for clock constraints. With the help of , we only need one form of 
clock constraints.  Each element in such a matrix represents a bound on the differ-
ence between two clocks and ,  denotes the , th element of zone .   

Algorithm : Construction of Maximality-based Zone Graph 
Input: Durational actions timed automata  
Output: Maximality-based Zone Graph  

Variables  
      locality of daTA ; : zones; 
     ;               /*  extended labels set */ 
     :set of tuples ;             /*transition relation of  */ 
     : set of pairs ;                        /* states of */ 

Begin 
1: ; ; ;             /*  */             
2: While  do    
3:  Choose and remove  from ;     
4:  For all transition  s.t  /*this ensures  is not empty*/ do 
5:   Succ ; ; ; 
6:  ; 
7:   If  such as  ten                    
8:    ; 

9:   Else ; ; ; 

   End if. End for. End while  
End 
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For a zone , the DBM representation is computed first by numbering all clocks in 
 to assign one row and one column in the matrix to each of them. The row is 

used for storing lower bounds on the difference between the clock and all other clocks 
while the column is used for upper bounds. The elements in the matrix are then com-
puted in three steps. 

1. For each constraint  of , let , . 
2. For each clock difference   that is unbounded in D, let ∞, .  
3. Finally add the implicit constraints that all clocks are positive, i.e. 0, and 

that the difference between a clock and itself is always 0, i.e. 0. 

As example, consider the zone  3 5 2 . To construct the 
matrix representing , we number the clocks in the order , , . The resulting ma-
trix is shown below: 
 
 

 
An efficient use of DBMs requires two operations on bounds:  

─ Comparison, it’s defined by ,  ∞, , ,  if  
and , , .  

─ Addition, defined by ∞ ∞, , , ,  and  ,, , . 

Though a set of clocks valuations may be expressed by different conjunctions of 
constraints, there exists a unique form, called canonical form, which allows compar-
ing zones together. A canonical form of a zone  is the representation with tightest 
bounds on all clock differences. Its computation is based on the shortest path Floyd-
Warshall’s algorithm [17].  

 
Basic Operations on DBM [14] 
For computing the successor of zone , , we show how to achieve required 
operations handling zones, namely Conjunction of two zones, the future of zones 
( ) and the reset operation ( [ ≔ 0 ) from the representation of a zone  [1]. 
These operations correspond to those defined on clock zones in section 3.1.  

Let , ,  be a representations of zones 
Intersection noted .  

For , ,  and , ,  , , , , , where  is 
as follows : If , then . If , then . If , and , 
then . If , and , then . 

The inclusion between two zones ,  is a particular from of the intersection de-
fined as  iff . 

 
 0, 3, ∞,
 ∞, 0, 2,
 5, ∞, 0,
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Clock reset [ ≔ 0  where  as follows: If , ∈  then ,0, . If ∈ ,  then , , . If ∈ ,  then , , . If ,  , then ,  , .  
Elapsing of time   (future) is defined as follows: , ∞,  for any 0. , ,  if 0 or 0. 
In each case the resulting matrix may fail to be in canonical form. Thus, as a final 

step we must compute its canonical form. All three of the operations can be imple-
mented efficiently. 

4.3 Complexity  

Each operation in the construction algorithm can be computed using the DBM data 
structure. The complexity of each step of the algorithm is, as for classical timed au-
tomata, polynomial in the number of clocks. Nevertheless the cost of labeling zones 
using the  function will take just one time step.  
 
Theorem 1: The zone-based construction algorithm has a polynomial time complexity 
related in the number of clocks, size of state space and the number of transitions of 
the daTA under analysis. 

4.4 Correctness and Termination 

We point out that the construction algorithm terminates because there are finitely 
many k-bounded zones. This for the fact that a finite k-approximations of zones can 
be explored for each state of the automaton.  

As proved in [10], the class of timed automata for which the construction algorithm 
is safely used is those named diagonal-free timed automata. Diagonal-free timed au-
tomata are timed automata with restricted form of clock constraints in which differ-
ence between clocks are not allowed to appear in the guards.  

Since, durational actions timed automata are subclass of diagonal-free timed auto-
mata model, so the following nice theorem holds: 

 
Theorem 2: The construction algorithm is correct for durational actions timed automa-
ta (where the constant used for the approximation parameter is the maximum constant 
used in one of the clock constraints of the automaton). 

4.5 Discussion (Maximality-Based Semantics and Model Checking) 

Real-time model checking [14] has been mostly studied and developed in the frame-
work of timed automata. Timed Computation Tree Logic (TCTL) [2] is adopted to 
describe properties of real-time systems. It’s a real-time extension of the branching 
temporal logic CTL with clocks. The properties of reactive systems are usually di-
vided into safety and liveness properties. Safety properties express requirements of 
the form “bad things will not happen”. Liveness properties express requirements of 
the form “good things will happen”. 
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The interest of daTA for model checking derives from the fact that the model specifies 
in addition of real-time constraints and deadlines, the state of execution of actions. Fur-
thermore, semantics of daTA model captures duration of actions and their eventual con-
current execution. This will enlarge the range of properties to be verified like, 

─ Actions incompatibility meaning that actions will never be able to be executed 
concurrently. 

─ Auto-concurrency level checking a state in which  actions of name  are in exe-
cution simultaneously. 

─ Specifying the concurrency degree in the respect of the same idea. 

Effectively, the information concerning current and concurrent executions, which 
are captured by timed formulas, initially on states of daTA, will be found in the locali-
ties of Maximality-based Zone Graph, what enlarges the range of properties that we 
are able to verify. 

5 The Tool: TaMaZG 

We have implemented the algorithm to compute all the reachable zones based on the 
maximality semantics. The tool implemented (TaMaZG) integrates a software for 
daTA edition and analysis. 

The TaMaZG tool generates the Maximality-based Zone Graph of durational ac-
tions timed automata. It consists of two main parts: a graphical user interface and a 
MZG generator engine.  

 

Fig. 5. Overview of TaMaZG 

TaMaZG has a graphical editor to draw and edit daTA structure Fig. 6 (a). The 
MZG-generator generates a Maximality-based Zone Graph, and MZG-Dotty adaptor 
Fig. 7 produces a dot file type. Its functional view is sketched in Fig. 5.  

The user interfaces and all of parts of TaMaZG are implemented in Java program-
ming language and executed on the user’s workstation. 
 
Example (Automatic Teller Machine)  
To illustrate our approach we propose the well-known example: the automatic teller 
machine (ATM) system.  This machine allows withdrawing money from account. Its 
behavior is as follow:  Customer has to insert card in machine. After he has to type a 
code, if code is correct the machine delivers money and card. If the code is wrong, the 
machine can keep card or reject it.   

 

Tool TaMaZG 

Graphical editor MZG-Generator MZG-Dotty adaptor .data 

 
MZG.dot 

 MZG.png 

 daTA.png  daTA.dot 
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Fig. 6 (a) and Fig. 6 (b) respectively present a daTA structure of ATM system with 
the graph editor of the tool TaMaZG and the dotty graph editor. The resulted MZG 
obtained automatically is depicted by Fig. 7. 

 

 

Fig. 6. daTA structure of ATM system 

 

Fig. 7. MZG graph corresponding to daTA of ATM system 

 
(a) TaMaZG graph editor (b) Dotty graph editor 
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6 Conclusion  

In this paper we have proposed a zone graph under true concurrency semantics. This 
model is named Maximality-based Zone Graph (MZG). Furthermore, we have devel-
oped a tool for computing quantitative properties of real-time systems. A formal 
zones graph based on maximality semantics of the system is constructed from dura-
tional actions timed automata description. We show that this graph can be generated 
using a classical DBM structure extended by functions to preserve true concurrency 
and action durations at all levels of analysis. 

Because our proposals are based on symbolic reachability definition, they can be 
applied to model checking realistic systems. The approach is illustrated by means of 
simple example.  

In its current version our proposal is able to handle timed maximality bisimulation 
of behaviors and formal test of concurrent real-time systems. However since the used 
abstraction is an over-approximation, the model based verification (model checking) 
can delivers spurious counterexample. Then the initial abstraction must be refined so 
that the spurious counterexample is eliminated.  

This task is not simple; it’s named the abstraction refinement possibly guided by 
counterexample [15] [22].  In [15] it’s done automatically over a subclass of timed 
automata.  We intend to complete this work in this direction. 
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Abstract. The goal of this paper is to introduce test patterns for checking in-
consistencies in the hierarchical structure of wordnets. Every test pattern (dis-
played as a substructure) points out the cases of multiple inheritance and two of 
them are studied in depth by expert linguists, or lexicographers. Furthermore, 
this research associates test patterns with the inconsistencies they help to detect 
in wordnets, and presents instances of the test patterns. All examples use the Es-
tonian Wordnet (Versions 66 or 67), some results we are shown for the Prince-
ton WordNet (Version 3.1). 

Keywords: wordnet, hierarchical structure, evaluation, test patterns, multiple 
inheritance. 

1 Introduction 

Many tasks of natural language processing, such as machine translation, information 
retrieval and word sense disambiguation use wordnets as a lexical resource. There-
fore, wordnets are attractive due to their hierarchical structure of lexical concepts. 
Unfortunately, there are no good methods to study the condition of its hierarchical 
structure. Richens [1] and Liu [2] describe two different types of rings in the substruc-
ture of the wordnet hierarchy that point to inconsistencies like a wrongly inherited 
domain category or ignoring the principle of economy. A common denominator of 
these two type of rings is that they consist of multiple inheritance cases. 

With respect to the state of the art, research has been conducted for individually 
testing the hierarchy substructures of wordnets. For example, David Levary gives an 
overview of the loops and self-references in the hierarchical structure of wordnets [3]. 
Liu [2] and Richens [1] show all rings of asymmetric and symmetric nature in a ring 
topology that is based on the same structure. In Smrž [4], the author presents 27 tests 
for quality control in wordnet development. Only some of those tests are for checking 
errors in the hierarchical structure, like ”cycles”, ”dangling uplinks”, ”structural dif-
ference from the Princeton WordNet and other wordnets”, or ”multi-parent relations”. 
However, there are no test pattern systems that would help to investigate a hierarchi-
cal structure in a general way, specially in the case of multiple inheritance. 
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This paper fills the gap in the state-of-the-art by asking the main research question 
of how test patterns help to check and evaluate the multiple inheritance in the hierar-
chical structure of wordnets. In order to answer the question, we present different test 
patterns as different views on the substructures of the wordnet hierarchy in the cases 
of multiple inheritance. The need to check the hierarchical structure emerges because 
of wordnet extensions with new concepts and semantic relations that either happen 
manually [5], semi-automatically [6, 7], or fully automatically [8, 9]. Thus, every 
pattern reveals different inconsistencies in the hierarchical structure. The majority of 
inconsistency cases are caused by redundant, missing or wrong semantic relations 
between synsets. The utility of the patterns lies in supporting expert linguists who 
check substructures after the extensions in any human language wordnet. 

We structure the paper as follows: Section 2 gives additional background for un-
derstanding the main body of the paper. Next, Section 3 shows test patterns for check-
ing the wordnets. Section 4 discusses the inconsistency taxonomy related to these test 
patterns. Section 5 evaluates the test patterns providing a numerical overview and 
finally, Section 6 concludes the paper and presents future work. 

2 Features of Wordnet-Like Dictionaries 

Wordnets share properties for the concepts of polysemy that are a part of the defini-
tions of the test patterns. On the other hand, regular polysemy is only a part of one test 
pattern definition, namely of the pattern dense component. In the remainder, Section 
2.1 gives general structural features for wordnet and Section 2.2 polysemy versus 
regular polysemy. 

2.1 Wordnet-Like Dictionaries 

The fundamental approach for designing WordNet-like dictionaries came from the 
Princeton WordNet [10]. Each wordnet shares certain structural features. First,  
synonym sets (synsets) group many synonyms that share the same meaning and are 
referred to as concepts. Semantic relations connect synsets to each other, e.g. by hy-
pernymy, meronymy for creating a hierarchical structure, and caused by, near syno-
nym that do not create a hierarchical structure. In this article, we consider only  
hypernymy-hyponymy relations as the objects of analysis. Furthermore, there is no 
extension limitation for approaching different semantic relations that shape the hierar-
chical structure. 

For details about Estonian Wordnet, we refer the reader to [5]. Furthermore, 
Princeton WordNet has 117,773 synsets and 88,721 hypernym-hyponym relations. In 
Estonian Wordnet Version 66, these values are 58,566 and 51,497 respectively, while 
for Versions 67, the values are 60,434 and 52,678, respectively. Princeton WordNet 
has hypernym-hyponym relations only in the cases of nouns and verbs; in the Esto-
nian Wordnet in the case of nouns, verbs and adjectives. 
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2.2 Regular Polysemy vs the Regularity of Multiple Inheritance 

According to Ravin and Leacock [11], polysemy is the multiplicity of meanings of 
words. The best-known definition of regular (also systematic or logic) polysemy is 
given by Apresjan [12]. According to Langemets [13], regular polysemy is a status 
where at least two words have at least two meanings with a similar relation between 
those meanings. For example, if the word school has the meaning institution and 
building, then the same is true about a hospital. The latter is also an institution as well 
as a building. According to Freihat et al. [14], institution building is an example of a 
polysemic pattern.  

Multiple inheritance in wordnet hierarchies is the case where one synset has at least 
two parents, i.e., the synset inherits properties from many concepts. The regularity of 
multiple inheritance is comparable to regular polysemy in that instead of words, there are 
synsets and instead of a polysemic pattern, there exists a pattern of many parents. It is 
important to mention that if synsets are singletons, then there is no difference between the 
meanings of regular polysemy and the regularity of multiple inheritance.  

Next, the set of test patterns for checking wordnet hierarchy-inconsistency is given. 

3 Test Patterns 

For every form of inconsistency, we will give a specific test pattern that is applicable 
to every language wordnet. Every pattern addresses a specific substructure of the 
hierarchical structure in wordnets and has the property of multiple inheritance, i.e. 
polysemy. For the sake of test pattern set’s completeness, the patterns presented in 
Section 3.1 are inspired by Liu and Richens [2, 1] while the remainder are entirely 
original work. 

3.1 Rings 

This pattern is a substructure where one superordinate has a subordinate via two 
branches, e.g. in Figure 1 and 2, U1 has the subordinate L1. We distinguish two types 
of rings. In the case of a symmetric ring topology (SRT) the lengths of all chains in 
the branches are equal, i.e. m = n in Figure 1. In an asymmetric ring topology (ART) 
the lengths are different, i.e. m ≠ n in Figure 2. Note that while Figures 1 and 2 only 
show two branches, this pattern extends to more branches. 

 

Fig. 1. Pattern of a symmetric ring topology 
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When a synset has information about a domain category, then both types of rings 
allow to detect a certain inconsistency automatically, e.g. in a situation where L1m and 
L2n are from different domain categories. Research in [2] confirms that one synset as a 
concept cannot inherit properties from different domain categories. 

 

Fig. 2. Pattern of an asymmetric ring topology 

The asymmetric ring topology with one redundant branch as in the center of Figure 
2 indicates that the branch connecting U1 to L1 is not allowed because this connec-
tions already transitively exists via L11 [10]. 

3.2 Closed Subset (CS) 

A modified equivalence-class-finding algorithm [15] yields the following pattern. As 
Figure 3 shows, and based on the sequence of hypernym relations, our algorithm se-
parates all coherent bipartite graphs. The inconsistency occurs when the location  
information about the root synset equals the upper level of a bipartite graph, e.g. U1 in 
Figure 3. This information indicates that the upper base involves concepts that should 
be on different levels. Thus, a root synset may either be added to a higher level, or 
connected to pre-existing higher-level concepts. 

 

Fig. 3. Pattern of a closed set 

3.3 Dense Component (DC) 

A dense component is a substructure of the hierarchical structure of wordnets that has 
at least two synsets with at least two identical parents. Every such kind of substructure 
presents the case of regular polysemy, i.e., systematic polysemy. Therefore, in the 
evaluation process, expert linguists/lexicographers have to check if regular polysemy 
is justified or not. The lower level synsets in Figure 4, L1 and L3, have at least two 
identical parents, U2 and U3. Additionally, dense components may have synsets in 
common that have at least two parents in the upper level’s set of nodes. For example 

U1

L5L3L1 L2 L6L4

U2 U3
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in Figure 4, L1 and L3 have in common not only the synset L2 but also the nodes U1 to 
U4 from the upper level. Separating this information keeps the polysemic context 
clear while every dense component is presented with related synsets to simplify the 
work of expert linguists/lexicographers. 

 

Fig. 4. Pattern of a dense component 

3.4 Heart-Shaped Substructure (HSS) 

In the case of a heart-shaped substructure, two upper level synsets have one common 
subordinate directly in common. For example in Figure 5, U1 and U2 have one com-
mon L1 and simultaneously the upper level synsets also have L3 partially transitively 
in common via L2. Linguists from Princeton University have found that this pattern is 
helpful for detecting wrong semantic relations, mostly role and type relations. Unfor-
tunately, a complete analysis has not been done for the Estonian Wordnet yet, but 
Figure 11 shows an example. 

 

Fig. 5. Pattern of a heart-shaped substructure 

3.5 Substructures through a Synset Member or a Part of a Compound Word 
(COM) 

The Estonian Wordnet consists of many cases where an upper level synset’s lexical 
unit relates to the main word in a compound word which is a member of the subordi-
nates set, e.g. U2 to L1 to L5 in Figure 6. Additionally, an upper level synset’s lexical 
unit may also relate to subordinates that have the same lexical unit, e.g. L1 to L5. Fur-
thermore, this pattern must simultaneously have at least one additional superordinate, 
e.g. U1 from among L1 to L5 in Figure 6. 

To evaluate this kind of pattern, expert linguists/lexicographers must ask: if U1 is 
connected to L1, why it is not connected to L2, L3, L4 or L5? This question helps to 
make a decision regarding inconsistencies that this pattern may have. In case of the 
Estonian Wordnet, we found that sometimes this pattern points to a situation where a 
subordinate should have additional synsets with different meanings, e.g. L1. 

U1 U2 U3

L1 L2 L3

U4

L2

U1 U2

L1

L3
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Fig. 6. Pattern of COM 

In the next section, we will introduce the inconsistencies that relate to respective 
test patterns. 

4 Inconsistencies of Substructures 

The purpose of our test patterns is to check after presenting a pattern if an instance of 
that wordnet's substructure contained inconsistencies. Thus, in Section 4.1, we will 
list these inconsistencies and in Section 4.2, we will give examples. 

4.1 Inconsistency Taxonomy 

Any correction a linguist/lexicographer carries out affects a substructure by either 
deleting, inserting, merging or modifying a synset. 

1. Regularity of Polysemy – in accordance with Section 2.2, linguists have to check 
if the regularity of multiple inheritance is justified or not. Linguists also check 
which synsets have to be connected to a pattern of parents. 

2. Ignoring the Principle of Economy (Redundant Semantic Relation) – for 
building a wordnet as a lexical inheritance system, we consider the following: 
every synset in a wordnet hierarchy has to be connected to the nearest concept. 
Here we focus on cases where one synset (S1) is connected to specific parents (S2) 
and at the same time to parents that are ancestors (S3) to both synsets (S1 and S2). 

3. Inappropriate Semantic Relationship – it implies that the semantic relationship's 
type must change. Atserias et al. [16] point to a situation that occurs in 
PrincetonWordNet ”the IS-A link is used to code other types of relations (e.g. 
similar or place)”. The same problem holds for a role and type relation that 
wordnets have not defined yet [17].  

4. Wrongly Inherited Domain Category – if one synset inherits many different 
concepts from different domain categories, at least one of them represents an 
exception to the linguistic theory [2] that a concept has to inherit properties only 
from the super-concept of the same domain category. The gloss of the synset 
indicates which of the categories is most appropriate [10]. 

5. Root synset on the wrong level – this is a sub-problem of the unique-beginners 
problem that Smrž [4] defines and means that dangling uplinks occurred. 

The assignment options of inconsistencies to test patterns are given in Table 1 com-
prises. The sequence numbers in the first column correspond to the inconsistency 
enumeration above while the test pattern abbreviations are given in the first row. 

L2

U1 U2

L1 L3 L4 L5
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Table 1. The kinds of inconsistencies the test patterns help to detect 

  ART SRT CS DC HSS COM 

1 Regularity of multiple inheritance    x+   
2 Ignoring the principle of economy x+   x   
3 Inappropriate semantic relation x x x x x+ x+ 
4 Wrongly inherited domain category x+ x+ x x x x 

5 Root synset on the wrong level   x+    

The symbol ”+” added to the table cells in addition to x denotes that a respective 
test pattern is particularly suitable for detecting a specific inconsistency type. Note 
that column ART has two ”+” assignments as Figure 2 shows two different examples, 
namely with and without a redundant link. 

4.2 Some Examples 

In this subsection, we will present the examples that cover the test patterns that are 
given in Section 3. Figure 7 represents the case of an asymmetric ring topology with 
an empty branch. Here the human is connected to bootlegger directly (dotted line) and 
indirectly. 
 

 

Fig. 7. Instance of an asymmetric ring topology 

 

According to the understanding that a wordnet is a lexical inheritance system, only 
the nearest concepts in the hierarchy have to be connected. Therefore, in Figure 7, the 
dotted line as a connection between the specific bootlegger and the too general human 
is redundant. 

Figure 8 depicts a closed subset. Two general concepts are related to specific ones. 
The concept with a colored background indicates to the root synset or unique-
beginner case or concept without any parents. In order to solve this situation, this kind 
of dangling uplink needs to be connected to a more general concept. 

{inimene, indiviid, ...} 
(human, individual, person)

{kombineerija, kompunnija, ...} 
(bootlegger, smuggler)

{ärimees, äritegelane, ...} 
(bourgeois, businessperson)

{hangeldaja, sahkerdaja, ...} 
(trafficker)
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Fig. 8. Instance of a closed subset 

 

Fig. 9. Instance of a dense component 

Figure 9 presents an example of a dense component where the dashed lines present 
background information and the colored background points to the same concept. This 
kind of additional information is for the linguist who does not need to check the wordnet 
management system for the background of every instance of a dense component. 

As the co-hypernyms are concepts of a different level, due to artistic production 
involving also applied art, it means „kunst“ must be the parent of „tarbekunst“ and 
the links between „kunst“ and „klaasikunst“ and also „kunst“ and „nahakunst“ are 
redundant. In Figure 10, the key synset is „madu“ (serpent) that is included in three 
compound words as „boamadu“ (boa), „lõgismadu“ (Crotalus) and „mürkmadu“ 
(Vipera aspis). „Boamadu“ (boa), in turn, simultaneously has the superconcept of 
„sall“ (scarf). 

Finally, Figure 11 shows an instance of a heart-shaped substructure. The question 
arises why “homöopaatia” (homeopathy) is not a subcase of “loodusravi” (naturopa-
thy). Secondly, are “mudaravi” (mud cure) and “homöopaatia” (homeopathy) subcas-
es of “alternatiivmeditsiin” (alternative medicine) or of “ravimeetod” (method of  
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Fig. 10. A substructure via a synset member or a part of a compound word 

 

Fig. 11. Instance of a heart-shaped substructure 

treatment)? On the basis of the definitions of these concepts, lexicographers decided 
that both are subcases of the method of treatment and that alternative medicine is 
connected to them via a holonymy relation. 

5 Evaluation 

We focused on two test patterns, namely the dense component (DC) and asymmetric ring 
topology with index zero (ART0), i.e. with a redundant link as depicted in Figure 2. Since 
the test patterns overlap, correcting the instance of the dense components test pattern also 
affects other test pattern instances, as shown in Table 2. The test pattern system of the 
Estonian Wordnet Version 66 indicated that the number of multiple inheritance cases 
reduced from 1,677 to 1,164 in comparison to the Estonian Wordnet Version 67. 

Table 2. The number of occurrences of test patterns 

  EstWN (v66) EstWN (v67) PrWN (v3.1) 
1 ART0 119 79 41 
2 ARTx 821 611 1,181 
3 SRT 567 270 531 
4 CS 21 11 9 
5 DC 121 24 107 
6 HSS 450 167 149 
7 COM 932 406 366 

 
In the process of using all test patterns to check the wordnets the lexicographer has 

to use the following typical actions: 
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─ add a new synset 
─ merge synsets 
─ remove a synset 
─ add or remove lexical units from a synset 
─ change a semantic relation 
─ add or remove a semantic relation 

These actions usually take place through the wordnet management system and will be 
repeated after every extensive change in the hierarchical structure of wordnet. 

6 Conclusion 

In this paper, we proposed the use of test patterns for detecting inconsistencies in the 
substructures of wordnet hierarchies. After specifying how these patterns relate to the 
types of inconsistencies, examples of real cases demonstrated test pattern 
applications. In the evaluation, we showed that test pattern application yields many 
reductions in inconsistencies in the substructures of wordnet hierarchies. 
Consequently, linguists and lexicographers have a set of heuristics available for 
locating inconsistencies faster. 

Different test patterns, covering often same hierarchical structures (but in different 
perspective) help to check wordnet hierarchy in the multiple inheritance cases. It turns 
out, those different perspectives point to different type of inconsistencies intended to 
evaluate for lexicographer. Lexicographer evaluates the instances of test patterns and 
if it is needed, corrects the wordnet hierarchical substructure, which the test patterns 
are pointing. The test pattern system introduced here helps to detect at least five  
different kinds of inconsistencies: regularity of multiple inheritance, ignoring the 
principle of economy, inappropriate semantic relation, wrongly inherited domain 
category, root synset on the wrong level. In order to solve these problems, the lexico-
grapher has to typically add, remove, or change the semantic relations or synsets.  

After the first correction of wordnet hierarchical structure through test patterns, the 
same process may repeat. 

As future work, we plan to investigate wordnets further to come closer to pattern-
set completeness. Additionally, the currently conceptually specified patterns must be 
formalized. That way it would be possible to meaningfully automate the detection of 
patterns in wordnet substructures, which would also include a recommendation 
system for inconsistency detection. 
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Abstract. Due to the enormous amount of data stored in spatial multidimen-
sional databases (also called spatial datacubes) and the complexity of multidi-
mensional structures, extracting interesting information by exploiting spatial  
data cubes becomes more and more difficult. Users might overlook what part of 
the cube contains the relevant information and what the next query should be. 
This could affect their exploitation of spatial datacubes. 

In order to help users to better exploit their spatial datacubes, we propose to 
use a collaborative filtering recommendation approach. The approach is based 
on computing the similarity between the user’s behaviors in term of their spatial 
MDX queries launched on the system. 

This paper introduces a new similarity measure for comparing spatial MDX 
queries. The proposed measure could directly support the development of spa-
tial personalization and recommendation approaches. The presented measure 
takes into account both the semantic similarity as well as the basic components 
of spatial similarity assessment models: the topology, the direction and the dis-
tance. 

Keywords: Spatial datacube, semantic similarity, spatial similarity, recommen-
dation, personalization. 

1 Introduction   

Spatial datacubes store generally important volume of historical information and mul-
tidimensional structures become increasingly complex to be explored easily. Extract-
ing relevant information becomes costly and hard, and decision makers using SOLAP 
(Spatial online analytical processing) tools may get frustrated.  

On the other hand, personalization and recommendation systems play a major role 
in reducing the effort of decision-makers to find the  most relevant information. Per-
sonalization is a research topic that has been the subject of many works in the fields 
of Information Retrieval (Adomavicius and Tuzhilin, 2005) and Web Usage Mining 
(Srivastava et al, 2000). Personalization consists in adapting the system to the prefe-
rences, needs and goals of user analysis.  In recent years, several studies have been 
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conducted for personalizing OLAP systems ( Garrigos et al., 2009; Glorio et al., 2012; 
Golfarelli et al., 2009; Biondi et al., 2011; Giacometti et al., 2009; Khemiri et al., 
2012) and GIS (Aoidh et al., 2009; Bellatore et al., 2010; Wilson et al., 2010).  

The notion of similarity has been considered as an important component for the 
development of personalization and recommendation systems (Wilson et al., 2010; 
Bellatore et al., 2010; Giacometti et al., 2009, 2011). Similarity measures are used to 
identify the degree of similarity between two entities. Collaborative filtering recom-
mendation approaches are based on comparing the similarity of the recommended 
items (Giacometti et al., 2011). In the content- based filtering approaches, establishing 
similarity between user’s profiles is an important step in the recommendation process.  
In GIS, similarity measures between trajectories, roads, map’s layers or spatial objects 
is widely used to establish recommendation systems. For example, In OLAP systems, 
(Giacometti et al., 2009) establish similarity between user’s sessions for the persona-
lization of OLAP systems. (Yang et al., 2010) propose a similarity measure based on 
the spatial proximity and the semantic similarity for the personalization of spatial 
services. The similarity between the objects is well developed in the spatial similarity 
assessment models (Rodríguez et al., 2004; Holt et al., 1997; 1999; Goyal et al., 2000; 
Lee et al., 2006). Although SOLAP users have specific preferences, needs and goals, 
SOLAP personalization and recommendation is a search field not well developed. 
The only work proposing personalization of SOLAP systems is presented by (Glorio 
et al., 2010, 2012). It presents an adaptation of the datacube schema by integrating the 
required spatiality at the conceptual level.  

To better support this process, we propose to assist the user during the datacube 
exploitation by recommending a relevant anticipated query adapted to his needs and 
preferences basing on a collaborative filtering approach. Collaborative filtering ex-
plores techniques for matching similarity between user’s interests and making rec-
ommendations on this basis (Beel et al., 2013). The idea in this paper is to detect the 
similarity between the spatial datacube users through their lunched MDX queries and 
to exploit it to recommend to the current user a relevant MDX query.  

To the best of our knowledge, there is no proposed similarity measure between 
spatial MDX queries and no developed recommendation approaches in the field of 
Spatial OLAP systems. 

In this paper, we aim to present a key tool for the development of personalization 
and recommendation approaches in spatial datacubes by allowing implicit similarity 
assessment between user’s preferences and needs through their posed MDX queries 
on SOLAP systems.  SOLAP users interrogate spatial data cubes using MDX queries 
and handle both thematic and spatial data having specific characteristics such as to-
pology and direction (Lee et al, 2006., Bruns and Egenhofer, 1996). Thus, in this 
paper we propose a spatio-semantic similarity measure between spatial MDX queries. 
The similarity measure takes into account the spatial similarity between spatial MDX 
queries as well as the semantic similarity. We (i) formalize an MDX query as a set of 
references (ii) propose a semantic similarity measure between MDX queries using a 
knowledge representation model  (iii) develop a spatial similarity measure between  
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MDX queries composed of a topological similarity/distance, a metric similari-
ty/distance and a directional similarity/distance  (iv) implement the CoSIM system for 
MDX query similarity assessment and validate the proposal using the human evalua-
tion technique.  

The proposed similarity measure allows implicit detection of SOLAP user’s prefe-
rences and needs according to the data stored in the spatial cube and supports the 
development of spatial personalization and recommendation approaches. 

2 Basic Formal Definitions 

In order to introduce and itemize the spatio-semantic similarity measure, we give, in 
this section the formal definitions of the basic concepts used in our proposal. 

 
Cube, Schema and Dimensions 
An N-dimensional Cube C is denoted C= (D1, D2,…, Dn, F) where: 

For each i∈[1,n], Di is a dimension table of schema Sch (Di)={Ai
0,…,Ai

j}. For 
each dimension i∈ [1,n],  Ai

j describes an attribute of the dimension Di .  Ai
0 

represents the primary key of Di.F is a fact table of the N-dimensional cube C.   
We present in Figure 1 a multidimensional schema allowing  the analysis of the 

crop (production). The constellation schema diagram is presented using the formalism 
of (Malinowski et al., 2004). It allows the analysis of the weight and the amount of 
the production according to the dimensions zone, time and product.  It allows to an-
swer queries such as:  “what is the total production of biological products in 2014 
produced in Norths regions?”, “what is the total production of high quality products in 
the suds regions in 2014”? 

 
Query References 
Given a cube C and an MDX query qc over C. We define the set of the references 
corresponding to an MDX query as follows: Rqc={R1,…,Rn, M1,…,MN}  where:  

{R1,…,Rn}: is the set of dimension members Di adduced in the MDX query. It 
represents the set of members of the dimension Di that is adduced from the SELECT 
and WHERE clause. 

{M1,…,MN}: is the set of measures used in the MDX query. 
 

Example: Given the following MDX queries: 
q1: SELECT {[Product]. [All Products]. [nonbiological]} ON COLUMNS, FROM 
[Production] WHERE {[Measures]. [Weight]} AND {[Region]. [All R gion]. [Re-
gion1]. [Zone1] 

     The references of the query q1 are Rq1= {nonbiological, Zone 1, weight}q2: 
SELECT {[Product]. [All Products]. [biological]} ON COLUMNS, 

FROM [Production] WHERE {[Measures]. [amount ]} AND {[Region]. [All  
Region]. [Region1]. [Zone 2].[Zone 3]} 

The references of the query q2 are Rq2: {biological, Zone 2, Zone 3, amount ). 
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Fig. 1. A constellation schema for the analysis of the crop production 

3 Semantic Similarity Measure for Comparing MDX Queries 

To compute the semantic distance between two spatial MDX queries, we propose to 
compute the semantic distance between the different references of each query. Several 
similarity measures between concepts are proposed in the literature. The similarity 
measures are based on  knowledge representation model offered by ontologies and 
semantic networks (Rezgui et al., 2013).The concepts is our proposal are representd 
by the query references.To compute the semantic distance between references of each 
query we use an edge counting method by applying the Rada distance (Rada et al., 
1989) using an application ontology representing the differents concepts of the multi-
dimensional database model (dimensions, measures and attributes).The  Rada distance 
computes the minimum number of edges which separate the query references in the 
ontology. We opted for the Rada distance because it is simple, accurate and efficient 
(Rada et al, 1989).  
 
Definition: Given q1, q2: Two spatial MDX queries, where : 

 
R1={R1

1, R1
2… R1

i., R1
n, M1

1,… M1
p,…Mm

1}: the set of references of the query q1; 
1≤i ≤n    and 1≤p ≤m  

R2={R2
1, R2

2, R2
j… R2

n, M2
1, M2

k,…M2
h} : the set of references of the query q2; 1≤j 

≤n  and 1≤k ≤h.i,j,p,k,m,n,h are positive integers 
Let A = (drij) 1≤i ≤n,  1≤j≤n : Denote  the matrix of the semantic distances between the 

references R1
i (1≤i ≤n) of the query q1 and the references R2

j(1≤j≤n) of the query q2; 
1≤i ≤n and  1≤j≤n; drij: The distance between the reference R1

i  of the query q1 and 
the reference R2

j of the query q2 using the Rada distance basing on the knowledge 
representation model offered by the application ontology. 

Let B = (dmpk) ) 1≤p ≤m,  1≤k≤h: Denote the matrix of the semantic distances between 
the references M1

P (1≤p ≤m)  of the query q1 and the references M2
k (1≤k≤h ) of the 

query q2 (in term of measure);  1≤p ≤m  and 1≤k≤h ; dmpk : The distance between the 
reference M1

P  of the query q1 and the reference M2
k of the query q2 using the Rada 

distance basing on the knowledgerepresentation model offered by the application 
ontology.  
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The semantic distance between the query q1 and the query q2 denoted Dsem  
(q1, q2) is obtained as follows: 

Dsem (q1, q2)= 
= == =

+
m

p

h

k

n

i

n

j

dmpkdrij
1 11 1

; 1≤i, j ≤n, 1≤p ≤m and 1≤k≤h       (1) 

 
The semantic similarity measure is derived from the semantic distance as follows: 

 

Simsem (q1, q2) = 1 / (1+ Dsem (q1, q2))                          (2) 

4 A Spatial Similarity Measure for Comparing Spatial MDX 
Queries 

Spatial similarity assessment is hard to address because of the complexity of spatial 
properties and relations. Since it is believed that spatial relations, mainly topology, 
direction and distance, capture the essence of spatial similarity assessment (Li et al., 
2006; Bruns and Egenhofer,1996). Thus, in order to measure the spatial distance be-
tween two spatial queries, we can measure the topological distance, the metric dis-
tance and the directional distance between the spatial objects adduced in each query. 

4.1 Distance between Spatial MDX Queries in Term of the Spatial Direction  

To compute the distance between two spatial MDX queries in term of the orientation, 
we propose to measure the distance between the orientations of the spatial objects 
adduced in the queries. In the literature, nine types of directions are used namely: 
{north, northwest, west, southwest, south, southeast, east, northeast, and equality}. 
The cost of converting a direction into a close direction is equal to 2 (Li et al., 2006). 
The following diagram shows the conceptual neighborhood and the cost of moving 
from one direction to another. 

 

Fig. 2.   Graph of spatial directions and the costs of transformation (Li et al, 2006) 

Definition: Given two spatial MDX queries q1 and q2, 

OBq1=( iobobob 1
2

1
1
1 ,...,, ) where iobobob 1

2
1

1
1 ,...,, : the spatial references ad-

duced in the spatial query q1 
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OBq2=( jobobob 2
2
2

1
2 ,...,, ) where jobobob 2

2
2

1
2 ,...,, : the spatial references ad-

duced in the spatial query q2 
Let B=aij: Denote the matrix used to measure the distance in term of the direction 

between the spatial objects of the  query q1 and the spatial objects of the query  q2,  
1≤i≤n, 1≤j≤m and  aij: the direction distance  between the object i in the query q1 and 
the  object j of the query q2 ; aij= MCT (ob1

i, ob2
j): presents the minimum cost of 

transformation of the orientation of an object i in the spatial query q1 to the orienta-
tion of an object j in the spatial query q2. 

The distance in term of the direction between the query q1 and the query q2  
denoted Ddir (q1, q2)  is computed as follows: 

 Ddir (q1, q2)= 
= =

n

i

m

j
ija

1 1

 ; 1≤i≤n and 1≤j≤m                        (3) 

Example: Given the following queries q1 and q2 

q1: SELECT {[Product]. [All Products]. [nonbiological]} ON COLUMNS, 
     FROM [Production]WHERE {[Measures]. [Weight]} AND {[Region]. [All Re-

gion]. [Region1]. [Zone1] 
        The spatial references of the query q1 are OBq1= {Zone 1} 

q2: SELECT {[Product]. [All Products]. [biological]} ON COLUMNS, 
  FROM [Production] WHERE {[Measures]. [Weight]} AND {[Region]. [All  

Region]. [Region1]. [Zone 2].[Zone 3]} 
         The spatial references of the query q2 are OBq2: {Zone 2, Zone 3} 

For example, we have the zone 1 exists in the north, the zone 2 in the northwest 
and the zone 3 in the South. Computing the directional distance between the query q1 
and the query q2 refers to computing the directional distance between the couple of 
spatial references of each query. 

Ddir (q1, q2)= Ddir (zone1,zone2)+ Ddir (zone1, zone3)= Ddir (north, north-
west)+ Ddir (north, south)=2+6=8. 

4.2 Distance between Spatial MDX Queries in Term of the Metric Distance 

To compute the metric distance between a pair of queries, we propose to measure the 
metric distance between spatial objects adduced by each query. For this purpose, we 
propose to use the traditional model composed by four possible situations for the dis-
tances (equal, near, medium and far). The cost of transition from one situation to 
another is equal to 1. Figure 3 shows the various possible situations and the cost of 
transition from one situation to another (Li et al, 2006). 
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Definition: Given two MDX queries q1 and q2 

OBq1=( iobobob 1
2

1
1
1 ,...,, ) where iobobob 1

2
1

1
1 ,...,, : the spatial objects adduced  

in the query q1; 

OBq2=( jobobob 2
2
2

1
2 ,...,, ) where jobobob 2

2
2

1
2 ,...,, : the spatial objects adduced in 

the query  
Let B=aij: Denote the matrix used to measure the metric distance between the spa-

tial objects of the  query q1 and the spatial objects of the query  q2,  1≤i≤n, 1≤j≤m 
and  aij: the metric distance  between the object i in the query q1 and the  object j of 
the query q2. 

The metric distance between the query q1 and the query q2 denoted Dmet (q1, q2) is 
computed as follows: 

 

 Dmet (q1, q2)= 
= =

n

i

m

j
ija

1 1

 ; 1≤i≤n and 1≤j≤m                          (4) 

 

Fig. 3. The metric distance network  (Li et al, 2006) 

Example: Given the previous queries q1 and q2 (Section 4). The spatial references of 
the query q1 are OBq1= {Zone 1}. The spatial references of the query q2 are OBq2: 
{Zone 2, Zone 3}.If we have the distance between zone 1 and  zone 2 is far and the 
distance between zone 1 and zone 3 is near. Computing the metric distance between 
the query q1 and the query q2 refers to computing the metric distance between the 
couple of spatial references of each query. 

Dmet (q1, q2)= Dm (zone1,zone2)+ Dm (zone1, zone3)= 3+1=4. 

4.3 Topological Distance between Spatial MDX Queries 

Computing the topological similarity between two queries depends on computing the 
topological distance between the pairs of spatial reference of each query. To compute 
the topological distance between spatial references, we propose to use the conceptual 
neighborhood graph proposed by (Bruns and Egenhofer,1996). 

As an extension to the conceptual neighborhood (Bruns and Egenhofer,1996), (Li 
et al., 2006) propose in the TDD model for spatial similarity assessment to decompose 
the conceptual neighborhood graph into three groups of topological relationships.  
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As such, the distance between two arcs in the same group (intra-group) is 2. However, 
the distance between two arcs belonging to two different groups is equal to 3. Except 
for the distance between the two nodes (meet and overlap) where the transformation 
cost is equal to 1.  Figure 4 presents the conceptual neighborhood network and the 
cost of transformation of the topological relationships as presented in the TDD model 
(Li et al., 2006).  

 
Definition: Given two MDX queries q1 and q. 

OBSS1=( iobobob 1
2

1
1
1 ,...,, ) where iobobob 1

2
1

1
1 ,...,, : the spatial objects adduced  in 

the query q,  

OBSS2=( jobobob 2
2
2

1
2 ,...,, ) where jobobob 2

2
2

1
2 ,...,, : the spatial objects adduced 

in the query q2 
 
Let A=aij: Denote the matrix used to measure the topological distance between the 

spatial objects of the  query q1 and the spatial objects of the query  q2,  1≤i≤n, 1≤j≤m 
and  aij: the topological distance  between the object i in the query q1 and the  object j 
of the query q2. 

The topological distance between the query q1 and the query q2 denoted Dtopo (q1, 
q2) is computed as follows: 

Dtopo (q1, q2)= 
= =

n

i

m

j
ija

1 1

 ; 1≤i≤n and 1≤j≤m                          (5) 

 

Fig. 4. Conceptual neighborhood network and topological relationships  (Li et al, 2006) 

Example: Given two queries q1 and q2 (Section 4). The spatial references of the 
query q1 are OBq1= {Zone 1}. The spatial references of the query q2 are OBq2: 
{Zone 2, Zone 3}.For example, we have zone 1 and  zone 2 are disjoin and zone 1 
contains Zone 3. The topological distance between q1 and q2 is computed as follows: 
Dtopo (q1, q2)= Dtopo (disjoin, contain)= 7. 
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4.4 The Spatial Distance between MDX Queries   

The spatial distance between queries varies proportionally to the topological distance, 
the orientation distance and the metric distance (Li et al, 2006., Bruns and Egenho-
fer,1996). Computing the spatial distance between two queries is derived from the 
topological, directional and metric distance between couple of references of each 
query. The spatial distance between two query is computed as follows: 

 
Definition: 
Given q1, q2: two MDX queries. The spatial distance between q1 and q2 is computed 
as follows:  

 
DSpatial (q1, q2)= Dtopo (q1, q2) + Ddir (q1, q2) + Dmet (q1, q2)                     (6) 

 
Where: 
Dtopo (q1, q2):the topological distance between  q1 and  q2. 
Ddir (q1, q2): the distance in term of orientation between q1 and  q2. 
Dmet (q1, q2): the metric distance between q1 and q2.  

4.5 A Spatial Similarity Measure between MDX Queries 

The similarity is inversely proportional to the distance, the higher is the distance, the 
lower is the similarity and vice versa. Thus, we define the spatial similarity based on 
the spatial distance between queries as follows: 

Given two spatial MDX queries q1 and q2. The spatial similarity between q1 and 
q2 denoted Simspatial (q1, q2) is computed as follows:q2 

      Simspatial (q1, q2) = 1/ (1+ Dspatial (q1, q2))                               (7) 

5 A Spatio-semantic Similarity Measure between MDX Queries 

The spatio-semantic distance between two queries  represents the degree of  spatial 
similarity and semantic relatedness between them. In assessing similarity between 
spatial MDX queries we take into account both the spatial and semantic apect .Thus, 
The spatio-semantic distance between two queries is derived from the spatial and 
semantic distance as follows: 

 
Definition: Given q1 and q2 two MDX queries, DSem (q1, q2) and DSpatial (q1, q2) 
denote respectively the semantic distance and the spatial distance between the queries 
q1 and q2. The spatio-semantic distance and similarity between q1 and q2, denoted 
resepectively  DSPS (q1, q2) and SSPS (q1, q2),are computed as follows : 

DSPS (q1, q2)= (DSem (q1, q2) + DSpatial (q1, q2))/2                 (8) 

SSPS (q1, q2)=1 / (1+ DSPS (q1, q2))                                      (9) 
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6 Performance Evaluations 

In the experimental evaluation, we developed the CoSIM (Compute SIMilarity) sys-
tem using Java language. CoSIM system  implements our proposal of the spatio-
semantic similarity measure. It identifies the references of a given MDX query and 
computes the semantic  measure/distance, the spatial  distance/measure and the spa-
tio- semantic  similarity measure/distance between two MDX queries according to the 
crop production spatial datacube (Figure 1). An example of a  spatio- semantic  simi-
larity measure/distance computed between two MDX queries using CoSIM is  
presented in figure 5. 

In order to evaluate the performance of our proposed similarity measure, we used 
the method of the human evaluation based on the Spearman’s correlation coefficient 
(Spearman, 1904). The Spearman’s correlation coefficient is widely used to assess the 
degree of the closeness of the rankings of a set of data. The value of the Spearman’s 
correlation coefficient ranges from 1 to -1. A value of 1 indicates exactly identical 
rankings, a value of -1 indicates opposite rankings and a value of  0 indicates that 
there is no correlation between the rankings.  The other values of the coefficient indi-
cate the existence of intermediate levels of correlation. 

In the evaluation process, we proposed 30 pairs of spatial MDX queries that have 
different degrees of spatio-semantic relatedness as assigned by the proposed similarity 
measure and we asked 15 human subjects to assign the degrees of similarity between 
the different pairs.  We chose 10 pairs having a high degree of relatedness according 
to our similarity measure, 10 pairs having a weak degree of similarity and 10 pairs 
having an intermediate degree of similarity. The MDX queries are generated using an 
MDX queries generator that we developed in Java. The MDX queries are generated 
from the crop production database (Figure 1) that we developped using the database 
management system MySQL. 

In order to evaluate the semantic similarity between the MDX queries, we  
define  an ontology regrouping the different concepts of the multidimensional sche-
ma (attributes, dimensions, measures and instances). These concepts could be in-
voked in the MDX query launched by the user. For experimental purpose, we  
developed an application ontology related to the production schema presented in 
section 2. The ontology regroups and presents the different concepts included in the 
multidimensional schema for crop production. Figure 5 presents the developed  
ontology. 

The experimental evaluation gave us a Spearman’s correlation coefficient equal to 
0,82. The obtained value of the Spearman’s correlation presents a high degree of posi-
tive correlation between the similarity values, accorded to the evaluated queries, using 
the human evaluation and the similarity values obtained through our proposal. The 
obtained correlation coefficient proves the efficiency of the proposed measure. 
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(a) (b) 

Fig. 5. (a) An agricultural crop production ontology and (b) CoSIM system 

7 Conclusion 

The research presented in this paper focuses on the role of the spatial and the semantic 
similarity in the development of SOLAP recommendation techniques. The contribu-
tion of the paper can be summarized as follows. First, It proposes a user centric spa-
tio-semantic similarity measure between spatial MDX queries in the context of 
SOLAP manipulations. The spatial similarity measure integrates both the semantic 
aspect as well as the spatial aspect of the similarity. The spatial similarity addresses 
the basic spatial similarity component defined in the literature: (1) the spatial proximi-
ty (2) the distance in term of the orientation between the spatial objects and (3) the 
directional distance between the spatial MDX queries. To the best of our knowledge, 
our proposal is the first work proposing a similarity measure between spatial MDX 
queries for spatial personalization. Second, experimental evaluations are presented 
and validate the efficiency of our work. This proposal offers several research perspec-
tives. First, we plan to integrate other comparison factors in our similarity measure as 
the spatial distribution and the comparison between the geometric attributes of the 
spatial objects. Second, the presented similarity measure will be used for the devel-
opment of a collaborative filtering approach for the recommendation of spatial perso-
nalized MDX queries.   
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Abstract. Managing the decisions in organizations raises substantial challenges 
in regards of the associated processes. In software project management decision 
making has the critical role in this scenario since it defines the manager’s  
responsibilities and stems from the various sources linked to the process. The 
decision making constructs the essential foundation and thereby it needs a relia-
ble framework for modeling of the decision structure. In this paper a conceptual 
multi-method simulation based framework will be introduced in a modality to 
cover multiple levels of the decision structure over software project manage-
ment process. The framework is base on a model in which is inspired by a semi-
supervised learning technique known as partially observable Markov decision 
process (POMDP). The methods used are integrated towards a multi-method 
simulation model whereas each of these methods exclusively realizes distinct 
aspect of software project management. The framework evolves the manner of 
decision making by a paradigm which establishes the foundation for a tactical 
level understanding and decision support for practitioners. At the results section 
an optimal decision policy for the framework will be presented. 

Keywords: Index Terms—software project management, decision modeling, 
semi-supervised learning, multi-method simulation technique, partially observ-
able Markov decision process, discrete event simulation, system dynamics. 

1 Introduction 

Software project management (SPM) is basically defined by the ability of decision 
making. It is the responsibility of managers to design this process and optimize it to 
minimize costs and maximize production. Decision makings are based on resources 
and constraints which are planned for the target project and the plan could change 
hardly in line with new requirements during project progress. But what could be done 
accordingly to confront changes which are contingent in every project, is to define an 
optimal plan with effective decisions.  

Decision making is a cognitive process resulting in the selection of a course of ac-
tion among several alternative scenarios. This process finally leads the decision maker 
to take an action or make a choice [3]. Thereby it is an ability based on experience 
                                                           
* Corresponding author. 
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and knowledge that enables a leader of a process to succeed. The nature of software 
projects on the other side add other complexity in which development process has 
intangibility that makes it difficult for managers to design a suitable strategy for deci-
sion making.  

SPM requires special mindset to make practitioners be able to conduct manage-
ment process in an effective and efficient manner. These mindsets  are from any 
point of view considered as a high level experience and management capabilities, 
since it originates from a complex process and organizational understanding [4]. 
Therefore Management of this knowledge requires special strategies for an effective 
knowledge management. 

It is evident that an effective approach for modeling the decision making process 
and redefining the decision structure over SPM is necessary. This model should be 
able to deal with high level of intangibility and continuous change requests within the 
software project. 

In this paper a framework which constructs the basis for modeling of decision 
making process over SPM will be introduced. This framework incorporates know-
ledge management discipline and simulation methods as well as the methodology that 
is supported by SPM discipline. In the framework new concepts will be introduced 
and the possibility of distinct levels of view over SPM would be realized. 

2 Related Literature 

DSS (Decision support systems) are generally implemented as expert systems to SPM 
process. The frameworks have been introduced in the literature of Software Project 
Management Decision Support (SPMDS). With study in the respective literature, it is 
stated the improvement of decision making by implementation of expert systems in 
SPM as follow. Cho [5] developed An exploratory project expert system to overcome 
the uncertainties of the project management and the surrounding environment. Then he 
stated that, it is worth trying to develop an estimation technique to learn from the past 
experience. Sadabadi [6] mentioned the possibility of developing a certain framework 
with implementation of simulation technique and expert systems to realize a game-
based environment for software development process. Donzelli [7] presented a hybrid 
process modeling technique whereas to provide both qualitative and quantitative sug-
gestions for SPM. His technique bridges the gap between the manager and the modeler 
by reusing the knowledge available in the organization. Neap  and Celik [8] present 
COMVOB, a knowledge based system for determination of marginal value of building 
project management. They stated that the dicision made by managers are traditionally 
during thee stages of buiding projects while value of their decision and their effects are 
important for successful projects. Olteanu [9] developes a decision support system 
tailored for Romanian biodesiel industry that system optimizes the main activities of 
the biodiesel value chain and supports the decision making process at management 
level. In addition the DSS enables the user to perform sensitivity analysis based on 
varying various input parameters. Janczura and Golinska [10] privided a computer 
application based on expert systems that helps software developer to choose 
appropriate model with the possublity of learning from this application along with 
participation in development process. Plaza and Turetken [11] aimed to improve the 
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body of knowledge on estimating project durations. Projects that are impacted by 
learning and knowledge transfers in the early phases prove to be very difficult to  
control with linear control methods. As stated by Antony and Santhanam [12] with 
supporting decision-making ability, the use of knowledge-base systems could implicit-
ly improve the learning process as a stimulus. Olteanu [9] addresses the necessity of 
implementation of DSS in project management to identify all opportunities for im-
provement of decision value and lowering the production cost. Janczura and Golinska 
[10] defines the DSS implementation as an appropriate criteria for choosing a model 
for software development life cycle. At the end the author mentions that selecting an 
appropriate software development life cycle model is a complex and a challenging 
task, which requires not only broad theoretical knowledge, but also consultation with 
experienced expert managers. Therefore, the computer application presented should be 
perceived as the first step towards building a system that could be applied in practice. 
Besir and Birant [13] stated the DSS use in SPM could avoid the possible erroneous 
results and help the companies to perform the managing and planning functions easier. 
As Yang and Wang [14] acclaimed, Project management is an experience-driven and 
knowledge-centralized activity. Therefore, project managers require some assistance to 
reduce the uncertainty at the early stage of constructing project plans. Authors applied 
cased–based reasoning technique for formulating the project requirements. 

Other scholars have implemented simulation technique as a method for modeling 
software engineering process. That is significant to mention there are two types of 
efforts in the literature focused on SPM modeling. Bolin et al [15], Fang and Marle 
[1], Huang, Lin and  Hsu [16], Navarro [17] and  Mittermeir et al [18] named soft-
ware development process learning improvement (SDPLI) but implicitly they have 
tried to digest topics of SPM. Also Bollin, Hochmuller and   Mittermeir [19], Gao 
and Xie [20], Salas, Wildman and Piccolo [21], Nembhard, YIP and Shtub [22] and 
Rodríguez et al [23] that explicitly addressed and focused on SPM experience acquisi-
tion solution. As noticed in the literature of SDPLI, approaches for improvement of 
learning scheme for software development process mainly paid attention to provide a 
set of facilities from models to applications to support learning process of SPM. 

The summary of existing works with implementation of simulation and DSS in re-
gards to SPM knowledge acquisition is shown in table 1.  Thereby the legends on 
table 1 are described as follow: 

Based on the level of understanding over SPM process as E-D: explicit direct view, 
O: operational, M: managerial, T: tactical, S: strategic and the concepts that are in this 
paper introduced based on decision support paradigm as DS: decision support, In-P: 
in-process decision support, Off-P: off-process decision support, N: not considered, 
Y: considered, P: partially considered. A brief explanation for the levels of view, 
according to Targowski [24] categorization of organizational and managerial under-
standing (tacit knowledge) basic, whole, global and universal mind. In this paper they 
are specified as (1) operational, (2) managerial, (3) tactical and (4) strategic levels. 
Accordingly in this paper two terms are specified as: The “in-process decision sup-
port” which resolves short-term and real-time decision issues and is assumed on the 
tactical level over SPM process. The “off-process decision support” resolves long-
term and past decision issues and is assumed on managerial level over SPM process. 
Also in the discipline coverage column in table 1, SPMDS stands for software project 
management decision support and SPMLI for software project management learning 
improvement. 
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Table 1. Characteristics of existing works with implementation of simulation and DSS in 
SDPEI 

Name Reference 
Discipline 

Coverage 

Explicit Tacit DS 

E-D O M T S 
In-

P 

Off

-P 

AMEISE Bollin et al., 2011 SPMDS Y Y Y N Y Y N 

PMA Dufner et al., 1999 SPMDS Y N Y N N N Y 

DSS for SR ESS 
Rus and Collofello, 

1999 
SPMDS P Y Y N Y Y Y 

DSS for SPM Donzelli, 2006 SPMDS N N P N N N Y 

SRNMDSPRM 
Fang  and Marle 

2012 
SPMDS Y Y P N N N Y 

EPECCS Cho 2006 SPMDS N Y P N N N P 

AKBS 
Antony and Santha-

nam, 2007 
SPMDS P N P N N N P 

SimSE Navarro, 2006 SPMLI Y Y N N P N N 

SESAM Drappa and Ludewig, SPMLI Y Y N N P N N 

OSS Sharp and Hall, 2000 SPMLI Y P N N N N N 

PMT Davidovitch et al., SPMLI Y Y N N N N N 

3 Framework Formation 

3.1 Simulation Model 

Simulation model is accountable to provide a basis for animation of SPM process. 
This operability is conducted through the implementation of multi-method simulation 
technique. The simulation techniques which are applied to this framework are discrete 
event simulation (DES), system dynamics (SD) and partially observable Markov deci-
sion process (POMDP). Therefore these methods will be used to model exhaustive 
simulation logic and engine. 

Discrete Event System Specification (DEVS) [25] atomic formalism allows to de-
velop a DES based system. An atomic DEVS model is defined as a 7-tuple:  , , , , δext, δint, λ >. 

Accordingly simulation model specification according to atomic DEVS would be: 
Set of input events  X useraction  
Set of output events   message, endofphase, startsimulation, endsimulation  
Set of sequential states  d, a | d Є start, phase1, phase2,phase3, phase4, end ,a Є 0, lenghtofphase   T∞  
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Where phase1,…, phase4 are software development life cycle phases considered, 
T∞ = [0,∞],  lenghtofphase lenghtofphase1, lenghtofphase2,lenghtofphase3, lenghtofphase4   

is the elapsed time during the phase. This variable is dependent on predetermined 
value of scheduled time for the phase (based on input variables before the start of 
simulation) and decisions the performer of simulation will make during progress of 
the phase. In this simulation it is supposed that “lenghtofphase” never will be zero. 
For a, the reason we accounted zero for the range (in T∞ range) is just because of start, end  states that their lifespan are considered . 

c= the time value of loading simulation, d= the time value of ending simulation and 
showing results as stated:  . 

Initial state S start, c  
Time advance function ta(s) = a for all s Є S 
External transition function  δext phase1, T∞ , phase2, T∞ , phase3, T∞ , phase4, T∞ , end, d  
Internal transition function  δint start, c , phase1, lenghtofphase1 , phase2, lenghtofphase2 ,phase3, lenghtofphase3 , phase4, lenghtofphase4 , end, d  

Output function  λ startsimulation, message, endofphase, endsimulation  
SD is an approach to understanding the behavior of complex systems over time. It 

deals with internal feedback loops and time delays that affect the behavior of the en-
tire system [26]. There mainly two topics in SD: (a) Causal loop diagrams, is a simple 
map of a system with all its constituent components and their interactions. By captur-
ing interactions and consequently the feedback loops, a causal loop diagram reveals 
the structure of a system. By understanding the structure of a system, it becomes poss-
ible to ascertain system’s behavior over a certain time period. (b) Stock and flow  
diagrams, to perform a more detailed quantitative analysis, a causal loop diagram is 
transformed to a stock and flow diagram. The graphical presentation of the SD model 
designed for this study is illustrated in fig 1.  This design is developed based on Ven-
sim version 6 application. 

A POMDP models an agent decision process in a Markov Decision Process, but 
the agent cannot directly observe the underlying state. Instead, it must maintain a 
probability distribution over the set of possible states, based on a set of observations 
and observation probabilities, and the underlying Markov Decision Process [27]. An 
exact solution to a POMDP yields the optimal action for each possible belief over the 
world states. The optimal action maximizes the expected reward of the agent over a 
possibly infinite horizon. Briefly a POMDP consists of 6 elements plus the belief state 
condition; set of states, actions, observations, state conditional transition probability 
function, conditional observation probability function and reward function. The speci-
fication of POMDO model for this study would be described in section 4. 
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Simulation Methods and Their Correspondence to the Level of Views. Each me-
thod projects specific level of perspective over simulation process. They operate at 
different level of abstraction and comprises of distinct elements. DES is the basis for 
constructing the simulation operability which is the SPM process. SD which entails the 
highest level of simulation abstraction that provides strategic view from the system 
behavior. Yet the multi-method simulation approach is not coherent and there is a gap 
between these two levels. POMDP fills out this gap and provides tactical view level of 
process. This level is as much significant as, on one side to coordinate the two different 
techniques of DES and DS and on the other side to adapt the continuous technique, of 
SD with the discrete one, of DES. The simulation methods and their correspondence to 
level of operation from each distinct perspective are illustrated in fig 2.  

 

 

Fig. 1. SD model designed for the framework 

 

Fig. 2. Process perspectives of each simulation method 
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Simulation Engine. Simulation engine is formed by interrelated operability of DES 
and SD. The simulation engine is responsible to provide the basis for dynamism of 
simulation events. DES is adequately rich to develop simulation system, but on the 
other hand the lack of high-level abstract view of simulated environment makes it 
insufficient to bring in the critical characteristics of SPM. For this reason SD com-
plements the operability of DES that allows the simulation system to be a strategic 
planning-decision-making platform for SPM process. Fig 3 illustrates the elements of 
multi-method simulation engine. 

 

 

Fig. 3. Multi-method simulation engine 

3.2 Strategic Decision Breakdown Framework for SPM 

Strategic decision breakdown is an approach to model decision structure properly. In 
this approach the decision structure would be categorized by domain, objective and 
transformation. To address SPM decisions in the proposed framework with strategic 
perspective, type of decisions will be identified. These types are stereotypes of SPM 
activities according to SPM methodology specification. With identification of deci-
sion stenotypes, objectives and respectively the transformation function would be 
determined. Transformation is a mapping function that links a decision frame into 
related operational work breakdown structure. As illustrated in fig 4, the decision 
design process from strategic level to operational activities is depicted. 
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4 Implementation 

4.1 Generating Policy 

For the proposed framework given the follow definition for POMDP model as S is the 
set of states, A is the set of actions and O is the set of observations:  

S1= phaseproceeding, S2= phasedone 
A1= noact, A2= hire, A3= fire, A4= planreview, A5= buytool  , A6= determineiteration 
O1= slowphaseprogress, O2= lowquality,  
O3= behindschedule, O4= lowbudget 
 

 

Fig. 4. Functional design of solution framework 

The set of actions, observations and transition functions are elicited according to 
[1] risk prioritization, for the considerable actions and related observations. The ac-
tion set labeled as “action stereotypes” helps to categorize the decision domains and 
to model the decision process effectively. Definition of transition functions are based 
on (1) and (2) respectively for actions and observations: P action .                            (1)  P observ .

                              (2) 

P(action) is probability function of action over states, “observ” is the number of re-
lated observations, “semiobserv” is the number of semi-related observation, P(observ) 
is the probability function of observation over states and risks are related risks to the 
observations, “semiriks” is semi-related risks. Table 2 shows the project risk list. 



142 A.T. Sadabadi  

Table 2. Project risk list [1] 

Risk ID Risk name Nature 
R01 Low budget Cost and time 

R02 Infractions against law Contract 

R03 Low communication and advertising for the show User/ customer 

R04 Unsuitable cast Organization 

R05 Unsuitable ticket price-setting Strategy 

R06 Unsuitable rehearsal management Controlling 

R07 Cancellation or delay of the first performance Cost and time 

R08 Poor reputation User/customer 

R09 Lack of production teams organization Organization 

R10 Low team communication Organization 

R11 Bad scenic, lightning and sound design Technical performance 

R12 Bad costume design Technical performance 

R13 Low complicity between cast members Technical performance 

R14 Too ambitious artistic demands compared to 
project means 

Requirements 

R15 Few spectators/lukewarm reception of the show User/ customer 

R16 Technical problems during a performance Technical performance 

R17 Low cast motivation Organization 

R18 Unsuitable for family audiences Strategy 

R19 Low creative team leadership Controlling 

R20 Low creative team reactivity Controlling 

Algorithm used to find the optimal policy is SARSOP [2] as described in fig 5. We 
have a set of states, but we could never be certain where we are. A way to model this 
situation is to use probabilities distribution over the belief states. For better manage-
ment of SPM process phases, the phase is divided into two states, “phaseproceeding” 
state which implies the process of the phase and “phasedone” which implies the phase 
is done. In a real SPM process each phase could be different dependant of manager’s 
strategy but for formulating the process the same situation is considered for all phases 
of SPM. Therefore, the probability distribution over the two states is, Pr(s = phase-
proceeding) = 0.50, Pr(s = phasedone) = 0.50 where s= state at time t. In this model 
there are advantages which would reduce the complexity of the algorithm of finding 
an optimal policy; 1-we know the initial belief point and 2-we know the initial action 
3-belief state transition is one-way which only transition is from “phaseproceeding” to 
“phasedone”. These three conditions of the model reduce the complexity of an expo-
nential algorithm. There are 6 actions and 4 observations, according to (3): Number of policies number of actions                (3) 

=6^4=1296 
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Algorithm SARSOP 

1. Initialize the Γ set of α-vectors, representing the lower bound on the optimal  

value function V*. Initialize the upper bound  on V*. 
2. Insert the initial belief point b0 as the root of the tree TR. 

3. repeat 
4. SAMPLE(TR, Γ). 

5. Choose a subset of nodes from TR. For each chosen node b, BACKUP(TR, Γ,  b). 

6. PRUNE(TR, Γ). 

7. until termination conditions are satisfied. 
8. return Γ. 

Fig. 5. SARSOP algorithm [2] 

It is a considerable large number to find an optimal policy from 1296 existent policies. E b ∑ γ E[r s , a |b , π                        (4) 

Where in (4), π is the policy, 0<γ<1 is discount factor, r is reward function, b0 is ini-
tial belief state and Eπ is expected value for policy π. 

Then the optimal policy would be (5): π argmax π E b                                                      (5) 

Determining the Optimal Policy. The optimal policy for the simulation framework 
is described in table 3. The transition of belief state with Piecewise linear and convex 
strategy, is converted into partitions, the belief space (state=phasedone). 

Table 3 shows an optimal policy for this framework since there are only two states, 
belief state can be represented with a single value. In doing so it is not much more 
than a table lookup and using of Bayes Rule. 

Generally finding an optimal policy over the POMDP is a very complex calculation 
form the complexity of algorithm chosen over an infinite number of horizons for the 
purpose. One of major issues in computing the optimal policy over belief states is the 
continuity. In finding POMDP optimal policy, it is more effective to divide the conti-
nuous belief space into several partitions and then to assign one action for each of the 
partitions. The set of partitions is resulted from the calculation of policy from infinite 
horizons and see the intersection for each of action-observation set of lines resulted from 
the value function called Piecewise linear and convex (PWLC). Fig 6 shows the visual 
PWLC presentation of computed optimal policy over the belief state partitions for the 
framework. The Y axis accounts for value of action and the x axis accounts for belief 
space probability distribution. Briefly, this figure illustrates the action segmentation for 
the considered belief space whereas in this case is the project progress. Simply PWLC 
visualizes the segmentation of belief space; each line is the value function of actions that 
are defined in specification of the model. The value function is a computed by SARSOP 
algorithm which is presented in section 4 (fig 5). Each intersection point of these lines on 
x axis, determines the respective partition point. 
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Table 3. Optimal policy over continuous belief 

Partition No Pr(state=phasedone) Action 

1  0.0000 to 0.3607 A2 

2  0.3607 to 0.4537 A5 

3  0.4941 to 0.6523 A3 

4  0.6523 to 0.7566 A6 

5  0.7566 to 0.7882 A1 

6  0.5037 to 1.0000 A4 

Policy Graph of POMDP. Policy graph is another form of a policy presentation for 
acting in a POMDP. A finite state controller, which each node of the graph is an asso-
ciated action, and the edge out of the node going to other node is each observation 
that is possible. For this framework, a “policy graph” is shown in fig 7. Since the 
actual graph is very complicated, for simplification, maximum branches starting from 
a node to show is implemented.  Fig 7 illustrates the same policy with 1 maximum 
branch starting from a node. This graph on the other hand provides a vision and clear 
visual for the analyzer to have a better insight on actions, observations and their im-
pact on decision process. Also policy graph reveals the central tendency of decision; 
nevertheless this strategy makes the complexity of POMDP mitigated. The legends of 
symbols used in fig 7 are, A as action, O as observation and Y as state. For all sym-
bols array number, the value in parentheses starts from zero and the value beside O is 
the probability of observation and Y is the belief point value. 

 

 

Fig. 6. PWLC Visualization of optimal policy 
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it should not be taken as a replacement for the domain expert. Therefore the decision 
model is not intended to make decisions. The existence and cooperation of the domain 
expert is necessary for ultimate assessment of the framework performance (according 
to the decision model) and determination of actual course of action. SPM and related 
knowledge areas in regards to decision modeling and new decision paradigm are illu-
strated in fig 8. In fig 8, the knowledge of SPM is categorized with planning and deci-
sion making domains for the purpose. 

The goals of this study can be discussed from two aspects: (1) From a practical as-
pect, we try to find a solution to improve decision making process, that it has likely 
better effect. (2) From a scientific aspect, we presented a model which maps actual 
decision process to an optimal policy. This paper demonstrated the possibility of this 
model. Also based on the pragmatic approach of this study in which employs con-
structive methodology, the practical aspect is highly considered. Therefore, the impact 
of the conceptual framework in any case, whether an operational solution is devel-
oped or not, shall identify potentially interesting and practically significant tendencies 
towards future studies.  

6 Future Work 

By integration of expert systems into the framework, the idea of reaching for having 
common features of decision support systems and decision management systems  
entirely will be accomplished. The goal is to develop a framework that involves in 
planning and decision making stages of SPM. The role of an expert system in the 
framework would be to specify structure for long-term perspective adjustment and 
help practitioners to acquire knowledge from past decisions. 
 

 

Fig. 8. Knowledge management and new decision paradigm for SPM 
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With minor alteration to the POMDP model, this framework could be generalized 
for a greater purpose of project management. As detailed in section 4, the specific 
process of software development has been chosen for action-decision analysis. With a 
model builder embedment for POMDP policy generation, multi-process analysis of 
decision modeling for other branches of management is feasible. 

The presented framework based on the pragmatic approach of the research would 
be transformed into an operational solution. The performance of the solution would be 
evaluated according to the acquired knowledge of SPM in two domains of planning 
and decision making. The optimal policy which is a decision model is the basis for in-
process decision support for the proposed solution. 

7 Conclusion 

The presented framework provides different views over SPM training and knowledge 
management, which were hardly considered in the existing approaches.  These views 
are ranged from strategic, tactical, managerial and operational dimensions of SPM 
experiential knowledge. 

The intention of implementing POMDP into the framework is to deal with complex 
aspect of SPM decision making process in which specifies tactics and principles to 
evaluate decision values. SD with underlying basis of simulation supported by DES, 
provides a comprehensive simulation engine that on one hand makes the possibility of 
developing an operational framework upon the conceptual architecture and on the 
other hand transforms the simulation framework into a strategic planning-training 
platform. The framework brings on a delicate feature for SPM practitioner which is 
called in-process decision support. With this feature it is possible to assess the deci-
sion issues and deal with them according to the designated strategy in a real time  
fashion. 

Acknowledgements. Special thanks to Advanced Informatics School, UTM for coop-
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Abstract. The difference between smart home (or smart agent) and intellectual- 
ized smart home (or intellectual smart agent) is delivered, and the framework 
for their modelling is described. Question of a sophisticated adequacy evalua- 
tion is raised to compare the reality and its model. The proposed approach was 
used to evaluate four different decision making technologies implemented in 
the models of the intellectualized smart home environment, and the comparison 
of those experimental technologies prepared by expert is presented. 

Keywords: intellectualized home environment, multi-agent system, systems 
training, retraining, self-training, modeling adequacy, decision making technol- 
ogies. 

1 Preliminaries 

First of all here we deliver our own point of view regarding the difference between 
the smart and intellectualized home environment [1]. In general, the intellectualized 
smart home environment is a software/hardware entity which interacts in a prescribed 
way with the environment’s user and as such, - inherits a functional organization, 
based on a deterministic or stochastic (fuzzy) description of its external activity and 
internal operations as well. If the environment’s behavior does not require from a user 
any programming activity, we have a smart or intelligent environment. 

In case when the home environment’s external interaction with the user and its  
in- ternal operations are based on a crisp algorithmic logic, we have smart home 
envi- ronment (SHE). 

When the SHE’s external interaction with the user and its internal operations are 
based on fuzzy algorithmic logic, we have the intellectualized smart home environ- 
ment (I_SHE). 

The level of smart home environment’s intellectics depends on two types of char- 
acteristics: 1) the type of possible agent actions to be performed in the environment, 
and 2) the type of interactions between those agents performing and supplying certain 
services to the user of the environment. Four types of smart home environment ob- 
tained from possible combinations of those two features are presented in Table 1. 
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Table 1. Types of smart or/and intellectualized home environments 

 

The process of development and intellectualization of such a smart home system 
must include the modelling environment adequate to the complexity of the reality. 
Main questions to be analyzed and answered in the model are shown in the Fig. 1. 

 

Fig. 1. Questions to be solved during the modelling process 

Must be emphasized that in general the system’s development as well as systems 
modelling deals with not only crisp but rather the fuzzy information, concerning us- 
ers’ requirements and the systemic intelligent inference along the whole value chain: 
smart home environment’s user - systems developer. Dynamically interacting pro- 
cesses of system’s actions and services predetermine a modular structure of the whole 
system. 

2 Modelling 

The modelling system must play a significant role not only in the simulation itself, but 
in the process of system’s implementation according to the user’s needs and industrial 
requirements for a concrete application area. General idea of the universality of the  
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modelling system under consideration can be seen and elaborated by the simulation 
environment proposed, implemented and used in the framework of the BIATech pro- 
ject (see Fig.2). Here a simplified modelling block, called BIAsim is presented as a 
significant part of the whole smart home environment’s modelling and development 
system. 

 

Fig. 2. Simulation environment implemented and used in the framework of the BIATech project 

 
A role of the BIAsim can be clearly seen after the generalized analysis of the 

whole I_SHE development process’ sketch. Usually the team (a), consisting of users, 
professional experts and IT people accumulate, discuss and prepare a set of require- 
ments (b) to be formalized (c) and presented in the form of a special type of user cases 
(UC) and systems functional requirements (FR) matrix (d). At the same time an anal- 
ogous FRxUC matrix must be created, which serves as an information necessary to 
produce a virtual home environment (f) where the user and IT people are able to mod- 
el, visualize and simulate in 3D-coordinate system all effects and consequences of 
requirements’ changes. The “on a shelf ready” approach based software and hardware 
artefacts’ prototypes for the smart home environment’s intellectualization are selected 
from the data base (DB) and are transferred to the virtual multi agent system (MAS) 
(g) to be implemented in the real MAS (h) serving for the direct intellectualized smart 
home environment’s control [2]. 
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3 Adequacy 

One of the very important problems to be solved in BIAsim implementation is a 
problem of the real home environment (RHE) and the virtual one (VHE) adequacy 
evaluation. 

In order to answer the question: how to evaluate system’s model’s adequacy to the 
reality (when the reality’s role plays the smart home environment to be intellectual- 
ized during the modelling and development processes), everybody looks for an oppor- 
tunity to compare model’s data with the corresponding data produced by the reality 
under investigation. In any case such a comparison covers input (I), output (O) as well 
as internal state (S) variables wherever they occur: in the entity Ω, or in its smaller 
elements. In Figure 3 the corresponding differences ε (εI, εS and εO) between the reali- 
ty and its model are determined. 

 

Fig. 3. Evaluation of adequacy of the model and the reality based on data differences 

Nowadays, neither ICT people nor scientists, experts or decision makers from 
different applied fields use so-called raw data. And in general, the object of 
computerized system analysis, decision making processes and information processing 
(especially when the problem deals with artificially intellectualized environment) 
shifts from raw data towards more sophisticated computerized evaluation processes 
according to the following scheme: 

Data → Information → Knowledge → Wisdom. 

As a matter of fact, each step in this transformation scheme is performed on the ba- 
sis of certain operations. For example, the transformation of raw data into information 
includes the procedure of data mapping on some context (CR – in case of a reality, 
and CM – in case of a model), as it is shown in Figure 4. Here DR and DM stand for 
data obtained from the reality and from the model correspondingly. 
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Fig. 4. Raw data transformation into information by mapping on a context 

More sophisticated operations are involved in the process when information is to 
be transformed into knowledge. Such a mapping is usually based on a test feedback 
paradigm: information used in a closed feedback control loop to reach a certain goal 
becomes the knowledge which guarantees positive or negative result with some de- 
gree of uncertainty [3]. 

The last step in this scheme (transformation of knowledge into wisdom) is still un- 
der discussion and thorough investigation, and we do not know any suitable formal- 
ized procedures except for knowledge implementation and summarizing of obtained 
results. 

So, more reliable and more understandable evaluation of smart home environment 
model’s adequacy to the reality can be obtained on the level of knowledge as it is 
schematically shown in Figure 5. 

 

Fig. 5. Adequacy of model and reality evaluation based on knowledge differences 

In this case, adequacy is evaluated qualitatively and/or quantitatively by a certain 
measure εKN  based on a causal/consequential analysis of functional organization of 
both the reality and the model under investigation. 

It must be emphasized that the reasoning on the knowledge level (on the level of 
meta information MI) enables us to compare existing theories with the results KN-R 
received from the investigation of a reality and even to correct the existing theories, if 
necessary. 
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4 Experimental Simulation 

A simplified version of BIAsim was successfully and efficiently used on the initial 
stages of a real project dedicated to the research and industrial implementation of the 
smart home environment’s intellectualization BIATech (“Research on Smart Home 
Environment and Development of Intelligent Technologies (BIATech)” [project VP1-
3.1-ŠMM-10-V-02-020]). 

Assume that the light sources should be controlled according to user preferences in 
a simple environment which is depicted in Fig. 6a). The two existing light sources can 
be controlled differently. The first light source on the left is a halogen lamp and can 
be controlled by an actuator which has 100 positions (0 – the light source is off, 100 – 
the light source lights at maximum intensity). The second light source on the right is a 
fluorescent lamp and can be controlled by an actuator only by switching the lamp on 
or off. Two illumination sensors are placed on each table below the light sources. 

Only three features describing the situation are taken into consideration: the illu- 
mination of each light source, each user’s location sensor’s measures and additional 
feature, indicating the presence of each user in the room. Only one user is interacting 
in this environment, and his preferences are: 1) all light sources should be turned off 
when he is in the middle of the room, 2) halogen lamp intensity should be adjusted by 
selecting thirtieth actuator position when he is near the table on the left, 3) fluorescent 
lamp should be switched on when he is near the table on the right. The testing results 
are obtained by using BIAsim simulation tool. They are depicted in Fig. 6b). 

As it was mentioned earlier, situations are described by several properties: the user 
presence, which in this case is chosen to be 1 when the user is in the room, X and Y 
coordinates and light illumination measures L1 and L2 of the halogen and fluorescent 
lamps illumination sensors’. The feature, denoting the user presence could also have 
other values, indicating when the user is or is not in the room. The modelled situations 
simply denote when the light intensity of the halogen lamp should be increased, de- 
creased or left unchanged according to certain features’ values obtained when the user 
had made corresponding actions. 

The questions under consideration were two. 
The first one - how the reality (a real home environment - RHE) is able to react to 

the actions and stimulus received from the intellectualized MAS elements. Practically 
acceptable results were received concerning the speed and accuracy of all intellectual- 
ized services. An example of a significant part of the virtual 3D testing environment 
of the RHE and the 2D map of equipment for the light intensity control and user’s 
movements is shown on the Fig. 6 a) and b). 

The second question under investigation was connected with the decision making 
technologies (DM_technologies) to be recommended for use in the MAS agents. Four 
different algorithms for the implementation of the RHE intellectualization paradigm 
were tested on the virtual environment (VHE) of the BIAsim: 1) the neural network 
based  intellectics  (NN_technology),  2)  fuzzy  logic  based  intellectics 
(FL_technology), 3) linear programming procedures based intellectics (LP technolo- 
gy), and 4) an intellectics based on Bayes decision making procedures 
(BA_technology). 
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(c) 

 

(d) 
Fig. 7. (continued) 

 

It is worth to mention the fact that in the sketches S stands for sensors’ signals 
pro- duced by the VHE and describing its situation, and A - for the actions proposed 
by the decision making algorithm and performed in the VHE to achieve and satisfy 
user’s wishes and expectations in the current situation. 

All four DM technologies were tested and compared on the VHE using the BIAsim 
according to the speed and data amount used for the action performance when: 1) the 
training process takes place; 2) decision is made for action; 3) the retraining process 
takes place in two different regimes – when user’s wishes change momentarily and 
when those changes are accumulated gradually; 4) when the intellectualized smart 
environment is under permanent observation starting “from zero information” (the 
self- training regime) and obtains possibility to react adequately to the implicit user’s 
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wishes. The received simulation results were evaluated by eight independent decision 
making experts according to the 10 degree system. Their average evaluations are pre- 
sented in the Table 2: a) - before and b) after the round up procedure. 

Table 2. Performance evaluation in both cases: a) and b) 

 
(a) (b) 

The Table 2 b) clearly shows that according to the average speed performance the 
preference must be given to the BA technology, but the total average summary con- 
firms the opinion that all four technologies are approximately equal for the purpose 
under investigation. 

5 Summary 

There is an increasing trend towards modelling smart as well as intellectualized home 
environment under multi-agent systems control. This paper presents our point of view 
concerning the difference between smart home/agent and intellectualized smart 
home/agent. More sophisticated evaluation of adequacy of the reality and its model is 
delivered. Four different intellectual decision making technologies are implemented 
on the modelling framework, and their results are evaluated by expert team. Conclud- 
ing reasoning and experimental simulation results permit us to consider the general 
approach as positively highly promising. 
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Abstract. Paper presents a technique for fuzzy rule extraction. It applies a divi-
sion of a feature space into fuzzy grids and a selection of discrete values as  
inputs for neural network. A neural network generates fuzzy rules that are sim-
plified using a decision table analysis tool Prologa. The tool detects and fixes 
cases of redundancy and ambivalence in a fuzzy rule base. A case study con-
tains an illustration of the proposed technique and a comparison of the results to 
other sources. A comparative analysis of a productivity of traffic light control-
lers developed using an expert rule base and a rule base formed using our tech-
nique is given. Iris classification problem is considered too. Comparison results 
prove better accuracy of the technique suggested. 

Keywords: neural network, fuzzy grid, automatic fuzzy rule generation, discre-
tization value. 

1 Introduction 

Fuzzy Logic has been successfully applied to the solution of problem in control and 
classification areas [1]. Fuzzy logic allows incorporating the knowledge of human 
experts into expert systems. These systems consist of two main components: know-
ledge base and fuzzy inference. The composing entire rule base of a fuzzy rule base 
system by an expert is one of the most important and time consuming task and some-
times the performance of the designed fuzzy system is far from the optimum. Gener-
ally, this task can be done using two different approaches. One approach is by extract-
ing the necessary rules directly from human experts, the other by automatically gene-
rating a set of fuzzy rules from a set of training data. With an increasing number of 
inputs and fuzzy sets, the number of rules is increasing exponentially, thus it takes the 
expert a lot of time to modify and tune fuzzy rules for good system performance. For 
this reason, the method that automatically generates fuzzy rule base using neural net-
work from a set of example data is proposed. 

Various approaches have been proposed for the automatic generation of fuzzy rule 
base from numerical data. Some of proposed rule extraction techniques were success-
fully applied to medicine [2], fault detection [3] [4], credit card screening [5].  
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Several researchers have applied artificial neural network (ANN) for generation 
fuzzy rules from a training data. Huang and Xing [6] present an approach that 
represents continuous-valued input parameters using linguistic terms. In the first step, 
the continuous-valued input parameters are converted into binary input parameters. 
The sets are represented in a binary form as follows— if there are three sets (small, 
medium, large) the set small will be represented as [1 0 0], the set large as [0 0 1]. A 
number of neurons in the output layer of neural network is equal to the number of 
classes of a classification problem. Input data vector is assigned to the class, neuron 
of which is most dominant in the output of neural network. The constructed neural 
network is trained using back-propagation algorithm; during the training process, the 
binary vector is presented to the NN input layer. Finally, the fuzzy rules are extracted 

by equation  = = >−×n
i

m
j ijij Bxw1 1 0  , (where n – number of inputs, m – number of 

sets, wij – weight, xij – input value, B - threshold value) and the most dominant values 
are selected. In the pruning process, an input parameter affects the activation of an 
output neuron that depends only on the maximum weight of the parameters and not on 
the minimum weight, hence, the accuracy of the inference system decreases. To over-
come this disadvantage, more efficient, simpler technique has been presented in [7]. 
The absolute difference between the maximum and minimum weights is calculated 
for each input parameter. Finally, the algorithm prunes each input parameter so long 
as the neuron remains activated. 

Ishibuchi and Nii [8] proposed fuzzy arithmetic based approach for extracting 
fuzzy rules from ANN. The n-dimensional linguistic vector Ap=(x1 small, x2 medium 
...) is presented to the trained three-layer feed-forward ANN, the output value of the 
ANN shows to which class the input pattern belongs. Finally, the consequent class 
and the grade of certainty are determined by an inequality relation between fuzzy 
outputs. 

Özbakır et al. [9] proposed a method for knowledge extraction by combining ad-
vantages of artificial neural networks and swarm intelligence. The proposed approach 
makes use of particle swarm optimization algorithm to transform the behaviors of 
trained ANNs into accurate and comprehensible classification rules. Particle swarm 
optimization with time varying inertia weight and acceleration coefficients is de-
signed to explore the best attribute-value combination via optimizing ANN output 
function. Later a novel approach for fuzzy rule extraction from neural networks was 
proposed [10]. 

The construction of the rule base can be viewed as partitioning the multidimen-
sional feature (input) space. The partitioned two-dimensional input space is depicted 
in Fig. 1. Feature space is partitioned into a set of separate regions (or units), which 
form a fuzzy grid. Single fuzzy if-then rule is generated for each fuzzy grid unit. A 
fuzzy rule generation technique from training data using a fuzzy grid was presented 
by [11]. Obviously, the technique performance depends on the amount of training 
data. Generating a rule base from a small number of training data it is likely that the 
training data will not cover all fuzzy grid units and many regions remain undefined. 
This may lead to a poor classification performance. In order to overcome this prob-
lem, Ishibuchi and Yamamoto [12] suggest a fuzzy discretization approach. An ad-
vantage of fuzzy discretization is the overlap between neighboring fuzzy sets while, 
there is no overlap in the method presented in [11]. This means that in the case of 
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fuzzy discretization, more rules can be generated from a small number of training 
patterns and more training patterns are involved in the generation of each fuzzy rule. 
Unfortunately, the training data still do not cover all regions using this rule generation 
technique. This is actual when the number of attributes is large and each attribute is 
divided into a large number of fuzzy sets. The fuzzy rules extracted by Ishibuchi and 
Yamamoto [12] method are able to classify more accurately a pattern than this is done 
by using Wang et al. [11] technique. If training data would cover all fuzzy grid units, 
the rules derived from such a feature space could classify data with the higher accura-
cy. However, an expert usually provides only a small amount of training data. This 
causes a small coverage of fuzzy grid by training data. In order to cover all fuzzy grid 
units with the small amount of the training data we propose applying a neural network 
that forecasts a class label to be assigned to a corresponding fuzzy grid unit. 

The approach suggested in the paper generates a fuzzy rule for every fuzzy grid 
unit using artificial neural network while inputs to ANN are discretized values of 
membership functions. A number of the generated fuzzy rules increases along with 
the increasing number of fuzzy sets and increasing number of inputs. Their sim-
plification is topical for an expert to be employed to check the generated rule base as 
well as for the further use. One of the ways used in the approach proposed is to re-
move redundant antecedent parts from the rules. The simplification of the fuzzy rule 
base is performed using a decision table analysis tool Prologa [13]. The tool also is 
employed for verification of redundancy and ambivalence cases (the tool suits well 
for verification of formal specifications too [14]). The technique for automated fuzzy 
rule generation using neural network was applied to solution of Iris classification 
problem and to traffic signal control. 

This paper is organized as follows: section 2 presents the fuzzy rule extraction 
technique; section 3 gives a brief description of a simplification mechanism and defi-
nition of verified properties; a case study where applications of the proposed tech-
nique to the Iris classification problem and Traffic lights control problem are explored 
in section 4. A comparison of the results obtained with respect to other sources is 
presented there too. Conclusions summarize the paper in section 5. 

2 Fuzzy Rule Extraction Technique 

In a fuzzy approach, the most important part of a classification system is a fuzzy rule 
base consisting of a set of fuzzy if-then rules. The fuzzy rules consist of the conclu-
sions from one or more conditions connected by and, or logical junctions. In this 
approach, fuzzy if-then rules of the following type are used: 

ppnnp CClassAinputAinput thenisand...andisif:R 11i  

where Ri is the i-th rule label, Api is antecedent fuzzy set on the unit interval [0,1], Cp 
is the consequent class.

 A proposed technique consists of the following steps: (1) definition of membership 
functions for each input; (2) constructing and training neural network; (3) division of 
feature space into fuzzy grid units; (4) selection of discrete values as inputs for ANN 
and (5) extract fuzzy rules using neural network. 
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Steps 1 and 2 are per-
formed with respect to a 
classic procedure of mem-
bership function definition 
and constructing and train-
ing a neural network (e.g. 
[15]). 

Step 3: Dividing feature 
space into fuzzy grid units. 
Each input inputi is parti-
tioned into Ni linguistic 
values (e.g. small, medium, 
large). This causes a divi-
sion of a feature space into 
units – fuzzy grid units. A 
number of linguistic va-
riables depends on a prob-
lem under consideration. An 
expert selects its quantity. 
However, this number is 
independent with respect to 
a number of data in a train-
ing set of neural network. 
Assume that inputs input1 
and input2 are partitioned by three linguistic values. Then a feature space is divided 
into 9 two-dimensional fuzzy grid units, as shown in Fig.1. 

Step 4: Selection of discrete values as inputs for ANN. The selection of discrete 
values consists of two stages. During the first one, a numerical attribute domain is 
partitioned into intervals. We assume that the domain of a numerical attribute ranges 
from α to β, and , , … ,  denotes d cut points. The cut points are used in de-
termining the intervals as defined in the following equations: [ ; [ ; … [ ; [ ; ,  
where :  and : , 2, , and  is i-th mem-
bership function. 

During the second stage, the determined intervals are used to obtain discrete val-
ues. The last will be used to train a neural network. A quantitative interval can be 
discretized by using an equal width discretization method [16]. According to the me-
thod, we choose a number of sub-intervals equal to k. Experiments with changing a 
value of k have showed such a dependency. If k was set less than 4, average classifi-
cation accuracy was 20 % less than at k = 4. While if k was greater than 4, average 
classification accuracy was almost the same as at k = 4 along with exponentially in-
creasing time of calculations. Further, in the paper we use k value equal to 4. 

The i-th interval of the j-th input is divided into the k equal sub-intervals between 
vmin and vmax values, where vmin is a start of the interval, vmax is an end of the interval. 

 

Fig. 1. Fuzzy grid 
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The sub-intervals have widths w = (vmax – vmin) / k, and the cut points: 
j
ix 1,  = vmin + w, 

j
ix 2,  = vmin + 2w, 1,  (m – the number of membership functions) 

j
ix 3,  = vmin + 3w, 

from the set { }j
i

j
i

j
i

j
i xxxX 3,2,1, ,,=  correspond to the selected discrete to be used as 

inputs to a neural network. 
Step 5: Generation of fuzzy rule using neural network. Once the network is trained 

(Step 2) and discrete values are selected (Step 4), a fuzzy rule base can be generated. 
Its consequent part is obtained by presenting a Cartesian product j

m
j XX ××1  as an 

antecedent part of the rule to the trained neural network, where m is the number of 
membership functions, j – number of input. The number of patterns, required to gen-

erate one fuzzy rule, is nr , where r is a cardinality of the set j
iX  (r = 3 w.r.t. Step 4). 

A fuzzy rule represents a relation between input data and output in a fuzzy grid 
unit. The fuzzy grid unit may contain several outputs corresponding to different 
classes. In order to define a dominating class, counters for each class occurrence in 
the grid unit are used. A class with the highest value of a counter corresponds to the 
dominating one. The procedure of rule generation algorithm is outlined in Fig. 2. 

Let us consider an example of fuzzy rule extraction. An abstract fuzzy system is 
described by two inputs and one output. Assume, each input is described by 3 fuzzy 
sets — small, medium, large and the output has two possible classes (class1 or class2). 

A finite set of possible inputs is obtained after a discretization of membership func-
tions. For example, discretized values of the membership function “medium” of input1 
are { }1

3,2
1

2,2
1

1,2
1
2 ,, xxxX =  the values of membership function “medium” of input2 are 

{ }2
3,2

2
2,2

2
1,2

2
2 ,, xxxX = . After discretization, a Cartesian product 2

2
1
2 XX ×  is presented to 

the trained neural network. When all possible combinations are explored (9 variants in 
our case) the consequent part of the rule is taken as a class label with the highest number 
of instances being assigned as the class of the fuzzy rule. E.g., if antecedent part of the 
rule is “If input1 is Medium and input2 is Medium” then the neural network assigns input 
patterns to class1 six times and to class2 three times (see Fig.1). Thus, the dominating 
class is class1 and the consequent part of the rule contains an assignment to class1. 

3 Simplification and Verification of the Generated Rule Base 

Our proposed technique enables a generation of fuzzy rule base covering all possible 
input alternatives, and the question about a consistency of the generated output is very 
important. Preece and Shinghal [17] identify four general cases of anomalies in rule 
bases. They are redundancy, ambivalence, deficiency and circularity. Due to a specif-
ic nature of rules in our fuzzy rule base, i.e. 

• all possible input alternatives are covered by the rules, thus deficiency anomaly is 
not possible; 

• generated rules do not make inference chain between themselves, thus circularity 
anomaly is not the case, 
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verification of the generated rule base became a checking of redundancy and ambiva-
lence. Along with the verification task, another important problem is reconstruction 
and simplification of the generated rule base in order to reduce the number of rules in 
a rule base, since in real applications, a generated rule base consists of hundreds of 
rules. These two issues can be solved using a computerized tool – Prologa [13]. Pro-
loga is an interactive design tool for a computer-supported construction and manipula-
tion of decision tables. It offers additional features assisting reconstruction, simplifi-
cation and verification of decision tables. 

The decision table DT is a function from the Cartesian product of the condition 
states (SB) to the Cartesian product of the action values (VB), by which every condi-
tion combination is mapped onto action configuration: 

DT: SB1 × SB2 × … × SBm → VB1 × VB2 × … × VBn. 

As it is stated in [18] “a decision table is equivalent to a set of production rules,“ 
which are the output of  rule generation machine. Redundancy and ambivalence is-
sues in the generated rule base might have the following cases (see summarizing 
Fig.2). 

The reconstruction and simplification of decision tables that represent fuzzy rules 
is performed with respect to [18]. As Prologa tool uses decision table representation, 
each rule is represented in a form of a decision table column. Upper part of the table 
contains condition subjects and values; lower part of the table contains action subjects 
and values. Since the rules conclude assignments of a certain class, they do not form 
an inference chain between themselves. Thus, entire rule base corresponds to single 
decision table. Decision table columns with the same action combinations (i.e. as-
signment to the same class) are contracted. This results in a possible reduction of a 
number of condition value combinations due to elimination of redundant condition 
parts. For example, decision table columns that represent rules r1: if a is High and b is 
High then Class1; r2: if a is High ^ b is Low then Class1 are contracted to single col-
umn representing the rule r: if a is High then Class1. Another possibility to reduce a 
number of rules is a changing a condition order. The condition order, at which the 
minimum number of contracted columns is found, is selected. Next section contains 
an illustration of the proposed technique. 

4 Case Study 

Accomplished case study consists of application of the proposed technique of auto-
mated generation of fuzzy rule base to a solution of Iris classification problem [19] 
and traffic signal control in Kaunas city [20]. The goal of experiments was evaluation 
of effectiveness of our technique with respect to [6, 12, 21, 22] as well as to illustrate 
an applicability of the technique proposed to well-known classification tasks and to 
actual problems in traffic management. 
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In production rule In decision table 

Redundancy 
Subsumed rule Subsumed column pair 

A rule R is redundant if another 
rule R’ subsumes it, i.e.: 

δδ RR ′→∃ : , where δ is some substi-
tution. 

A DT contains a subsumed column 
pair, if and only if it includes a pair of 
columns (SBj; VBj), (SBk; VBk) 
(1 ≤ j, k ≤ t), j ≠ k for which: SBj ⊆ SBk  
ir VBj ⊇ VBk. 

Duplicated rules Duplicate column pair 

Rule is redundant if and only if
( ) ( )δδδ RRRR →′∧′→∃ : . 

A DT contains a duplicate column 
pair if it includes a pair of columns SLj, 
SLk (1 ≤ j, k ≤ t), j ≠ k for which: SLj = 
SLk. 

Ambivalence 
Ambivalent rule pair Subsumed column pair 

A pair of rules R and R’ are ambi-
valent if the antecedent of R’ sub-
sumes the antecedent of R, and their 
consequents infer a semantic con-
straint C: 

( ) ( )( )(
( ) ( ){ }( ))CRconseqRconseq

RantecRantec

∈′
∧′→∃

δ
δδ

,
 

where δ  is some substitution.  

An ambivalent column pair occurs 
when two columns of a DT have incom-
patible action values specified – which 
specify execution of different actions or 
violate a semantic constraint, for over-
lapping set of input cases.  

A DT contains an ambivalent column 
pair ( SBj;VBj ),  ( SBk;VBk ) (1 ≤ j, k ≤ t), 
j ≠ k if SBj ∩ SBk  ≠ ∅ and  VBj ∩ 
VBk = ∅.       

 

Fig. 2. Redundancy and ambivalence issues in production rules and decision tables. Source: 
[17, 18]. 

4.1 Application to Iris Classification Problem 

The Iris classification problem is a standard benchmark problem for evaluating differ-
ent classification methods. It contains 150 patterns, which fall into three different 
classes containing an equal number of patterns (50 in each): Iris - Setosa, Iris - Versi-
color, Iris - Virginica. The classification problem consists of finding the correct Iris 
class on the four input attributes — sepal length, sepal width, petal length and petal 
width. The Iris flower data set [19] was used for the experiments. 

The three–layer feed forward neural network was trained with 15 patterns (five 
samples from each of the classes: Setosa, Versicolor and Virginica). The training 
patterns were obtained via a random process from the original Iris data set [19]. The 
neural network generates a fuzzy rule base. A fuzzy inference engine was develop to 
test rule base performance with new (unseen) patterns. After few experiments (up to 
10), the average accuracy of the generated rule base was evaluated. 

As our example contains 4 attributes: sepal length and width, petal length and 
width, and each attribute has 3 fuzzy sets — small, medium and large, 34 = 81 rules 
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had been generated. The last were imported to Prologa tool to perform simplification 
and verification activities. These tasks permitted to reduce a number of rules up to 8 
times by removing redundant antecedent parts of the rules. The analyzed and simpli-
fied rule base is depicted in Fig.3. 
 

 
Fig. 3. Simplified rule base of Iris classification problem 

We compared the results of the proposed approach application to Iris classification 
problem with the results reported in [12]. As it can be seen from Table 1, the accuracy 
of the proposed technique increases with the increasing number of fuzzy sets. 

Table 1. Comparison of experimental results for the Iris data set 

Number of fuzzy sets 
for each input 

Average accuracy of 
proposed technique 

Accuracy of [12] technique  

3 94.6 94 
4 95.8 89 
5 96.3 89 

 
In Table 2 we present a comparison of the proposed method to other techniques. 

The experimental results showed that the accuracy of the proposed approach varied 
from 98% to 99.3% and the average accuracy was 98.9%. 

Table 2. Technique classification accuracy compared to other sources 

Proposed technique [6] [12] [21] [22] 
98- 99.3 (*) 86-96 96.7- 98 95.4-96 99.3 

* The number of fuzzy sets was between 6 and 12. 

4.2 Application to Traffic Lights Control 

Another case study considers application of the proposed technique to traffic lights 
control in Kaunas city order to reduce traffic jams. A schematic view of the consi-
dered junction is presented in paper [23]. There are many intelligent approaches used 
to manage the flows of traffic in response of real time traffic situation at junctions 
[23], such as fuzzy logic, fuzzy-neural network, evolutionary algorithms, reinforce-
ment learning. 
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In this case study, we compare performances of traffic lights controllers (TLCs) 
developed by using automatically generated rule base, which was produced using the 
proposed technique and rule base created by an expert [1]. 

The criterion used for the evaluation is the average stopped delay [25], i.e. the de-
lay that occurs when a vehicle is fully immobilized. The better control strategy is the 
one that provides the lowest average delays. 

In order to create the traffic lights controller, 15 training patterns were provided by 
a domain expert as training data. A neural network with 3 input neurons and two out-
put neurons was used. The three-dimensional vectors were presented to the trained 
neural network. In order to define which control action to undertake – “extend current 
green” or “terminate current green”, a dominating class is defined using class coun-
ters. A total of 48 rules were obtained after rule generation. The rules were imported 
to Prologa tool to perform simplification and analysis tasks. Six rules were left after 
the simplification (see Fig.4) and were used creating a traffic lights controller. Here in 
the table Terminate action value “–” corresponds to “extend current green” and per-
mits checking an ambivalence property. 

The fuzzy logic controller described in [1] determines whether to stay in the cur-
rent green phase or switch to the next phase after a time of a green light. A green time 
of 10 seconds is given for the first time. If the TLC concludes to switch to the next 
phase, then the current green light will be terminated. Otherwise, the current phase 
will be extended for the time interval of 6 seconds and so forth until the maximum 
green time is reached (40 seconds). Extension time and its number is selected with 
respect to an intensity of transport flows in the junction. The same schema was used 
in the controller designed by our technique. Input parameters for the TLC are: Aver-
age number of vehicles in the lanes of current green phase; Arrival rate of current 
green phase; Average number of vehicles in the lanes of the next green phase. 

The number of vehicles of current green phase and the number of vehicles in next 
green phase are divided into four fuzzy sets: short, medium, long and very long. Ar-
rival rate has three fuzzy sets: low, medium and high. 

The controller control action is obtained as follow. The input data (most often crisp 
values) are fed to the fuzzification part of the TLC. Then fuzzified input data are en-
tered into the fuzzy inference system where the most appropriate rules are selected 
from the fuzzy rule base. To obtain a decision from this fuzzy output, the fuzzy set is 
defuzzified. There are several defuzzification methods [15] and the mean of maxi-
mum method is used in the proposed approach. 

 

Fig. 4. Simplified rule base for Traffic Lights Controller problem 
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Fig. 5. Comparison of the approach proposed and [1] at the same traffic volumes 

During the simulation, arrival rate of vehicles in the lane varied between 0,08 and 
0,19 vehicles per second (288-680 veh/hr). Comparisons were made by considering 
two cases of traffic volumes: equal and different at the approaches of junctions. 

Results of TLCs developed by our and [1] techniques are almost identical at low 
and medium vehicle arrival rates (Fig.5). During higher traffic volume, both control-
lers are able to control the traffic flows quite well. However applying the TLC de-
signed by our technique average stopped delay is lower than [1] technique at the equal 
traffic volumes. Table 3 represents the average stopped delays when traffic volumes 
at each approach are different. The first row of the table shows the lanes of the ana-
lyzed intersection. The arrival rate 
in the lane is shown in the second 
row of the table. The rest rows of 
the table show the results of the 
case study.  

The TLC by [1] control me-
thod has similar delays at low and 
medium traffic volumes, while 
the TLC by proposed in the paper 
technique seems to be effective at 
high volumes of traffic flows. The 
overall average stopped delay 
value at the different arrival rates 
was 15.64% lower if used pro-
posed technique for TLC control 
as compared to [1] technique. 
While at the same arrival rates in 
each lane, the TLC designed us-
ing suggested approach produced 
14.22% lower average stopped 
delays w.r.t. to TLC designed 
using [1]. 
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Table 3. Average stopped delays at different traffic 
volumes 

Lane 
Arrival 
rate 
(veh/hr) 

Average stopped delay (sec) 
Proposed 
technique 

[1]  

1,2,3 470 
17.99 19.08 4,5 360 

6,7 288 
1,2,3 470 

20.95 19.75 4,5 470 
6,7 288 

1,2,3 600 
28.51 31.69 4,5 470 

6,7 360 
1,2,3 680 

44.23 51.34 4,5 510 
6,7 360 

1,2,3 680 
70.39 93.89 4,5 600 

6,7 470 
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5 Conclusions 

An approach for fuzzy rule extraction using discretization of membership functions 
and neural network was presented in this paper. Its accuracy was compared during 
case studies. An effectiveness of the technique proposed is compared with the results 
of [6, 12, 21, 22] by analyzing the Iris classification problem. A comparison showed 
the main advantage of the suggested technique—the accuracy increases with the in-
creasing number of fuzzy sets.  

Another case study considered a problem of traffic lights control. Fuzzy logic con-
trollers were designed using rule base developed by an expert and the proposed tech-
niques. Control effectiveness of traffic junctions was measured in terms of average 
stopped delays at the same and different vehicle arrival rates. Results demonstrated 
the better productivity with respect to [1] of the approach proposed by the average 
14.9 %. 
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Abstract. The usage of probabilistic models in business process mining enables 
analysis of business processes in a more efficient manner. Although, the  
Bayesian belief network is one of the most common probabilistic models,  
possibilities to use it in business process mining are still not widely researched. 
Existing process mining approaches are incapable to extract directed acyclic 
graphs for representing Bayesian networks. This paper presents an approach for 
extraction of directed acyclic graph from event logs. The results obtained  
during the experiment show that the proposed approach is feasible and may be 
applied in practice. 

Keywords: Process mining, direct acyclic graph, event log, Bayesian belief 
network. 

1 Introduction 

Business processes are the most important aspect of every business as they define an 
activity or a set of activities that must be accomplished to achieve the organizational 
goals. Modelling and analysis of the processes is critical in identifying existing 
processes and understanding the contributions of new processes to the system [1].  

Process mining techniques are used to discover and analyze business processes in 
an automated way. Using all kinds of recorded process data, process mining tech-
niques attempt to automatically discover the structure and properties of the business 
process that can be visualized in business process models.  

Existing process mining solutions extract information from event logs and, for each 
business intelligence question, they require to iterate through the log each time. Also, 
the existing methods often extract models that do not semantically conform to exist-
ing processes as they allow transitions between activities that do not exist in the exist-
ing BP. 

To attempt to solve these problems, probabilistic models could be used. Although, 
the Bayesian belief network is one of the most common probabilistic models, possi-
bilities to use it in business process mining are still not widely researched.  

Existing business process mining algorithms cannot extract process models suita-
ble for Bayesian belief networks (BBN), because BBN requires a DAG. The goal of 
this paper is to present an approach on how to acquire a DAG from an event log suit-
able for the generation of BBN.  
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The paper is structured as follows: Section 2 provides a high-level view of the pro-
posed approach. Section 3 formulates a background for the approach by presenting 
the view of the event logs. Then, Section 4 describes problems with existing process 
mining algorithms for DAG extraction and presents directed acyclic graph extraction 
algorithm of our proposed approach. Section 5 presents experimental results of an 
exemplary case and section 6 provides overview of related literature. The paper con-
cludes with conclusions and future work.  

2 Proposed Approach 

The goal of our ongoing research is generation of BBN from event logs extracted 
from an information system. Since BBN is based on DAG, the focus of this paper is 
extraction of a DAG from event logs. For this purpose we propose an approach which 
attempts to extract a graph from event logs but avoids loops while extracting it. The 
algorithm is presented in Figure 1. 

 

Fig. 1. Algorithm for event log transformation into belief network 

The proposed approach starts with an event log (for details, see Section 3) extracted 
from existing information systems. The steps of the algorithm are: 

1. Data is extracted from an event log – process instance traces reflecting each indi-
vidual process execution are extracted into a set for loop detection and all individ-
ual events (which are associated to some trace) are extracted into additional set for 
graph creation. 

2.  The graph nodes are created/modified/updated while enumerating the event set. 
3. Upon possible loop detection, the loop source is identified and if the loop exists in 

the traces it is saved for last step, otherwise the graph is modified to reflect control 
flow but avoid the loop. 

4. When the event set is enumerated, additional dummy activities are created reflect-
ing loops in the process. 

The output of the algorithm is a DAG reflecting a one-way flow through the activi-
ties represented in the event log. 
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3 Event Logs 

Process mining focuses on extraction of knowledge from event logs commonly avail-
able in today’s information systems. One of the purposes of business process mining 
is to discover business process models or to check conformance of/enhance existing 
models [2]. The process mining starts from the events stored in information systems 
(i.e. transaction logs, audit trails, etc.).  

For this paper, we adapt the van Dogen definition of event logs [3]. We introduce 
two additional elements – M and δ. The definition is as follows: 

Definition 1. An event log over a set of activities A and time domain TD is defined as , , , , , , , , Where: 

• E is a finite set of events, 
• C is a finite set of cases (process instances), 
• M is a finite set of attributes, 
• :  is a function assigning each data attribute to an event, 
• :  is a function assigning each event to an activity, 
• :  is a function assigning each event to a timestamp, 
• :  is a surjective function assigning each event to a case, 
•  is the succession relation, which imposes a total ordering on the events 

in E 

The trace in the definition above reflects each business process case. In our context, 
we call it a trace, since it is a trace of execution history of a business case. 

Table 1. Event log example 

Trace 
ID 

Event Timestamp Organization 
Resource 

Data 

1 Incoming_claim 2014.01.05 8:05 {actor A} {claimant } 
1 Register_claim 2014.01.05 8:30 {actor A} {claim size} 
1 End 2014.01.05 13:57 {actor A} {rejected} 
2 Incoming_claim 2014.01.07 13:07 {actor B} {claimant} 
2 Register_claim 2014.01.07 13:13 {actor B} {claim size} 
2 Initiate_payment 2014.01.10 11:15 {actor B} {payment size} 
2 End 2014.01.10 11:17 {actor B} {complete} 

 
There are many difficulties in extraction of the process models – the events are in-

tertwined, the logs might contain noise or they could lack data [4]. 
Event logs used in process mining are more formal. At the moment, there are 2 

types of event logs in use for process mining purposes. They are MXML [5] and 
XES[6]. Both of these formats are based on XML markup language and are used for 
storing information about the execution of the business processes – metadata, busi-
ness process instance (case) information and events captured in the information 
system about the execution of the business processes. Since the XES format is a 
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newer version and is an upgrade of the MXML, we use the XES for the purposes of 
this paper. An example fragment of event log in XES format looks like this: 

<trace> 
    <string key="concept:name" value="0" /> 
    <string key="description" value="Example process instance" /> 
    <event> 
      <string key="org:resource" value="employee age 30-39" /> 
      <date key="time:timestamp" value="1970-01-01T01:00:00.000+01:00" /> 
      <string key="lifecycle:transition" value="complete" /> 
      <string key="concept:name" value="activity completed" /> 
    </event> 

4 Directed Acyclic Graph Extraction 

Existing business process mining approaches are not suitable for DAG extraction. 
This is because they allow edges in the graph that would form a loop (for example see 
experimental results in Section 5). The loops in those graphs appear because: 

• The business process contains a loop and it is extracted as such from the event log; 
• The business process contains parallel activities which are extracted as sequences 

from the event log. This extraction renders the model semantically incorrect  
and modeled activities become causally dependent, while in reality they are  
independent. 

For example, there may be traces “ABCD”, “ACBD” and “ABBCD”. The first two trac-
es do not have any repeated activities and have no loops, but standard process mining 
tools would extract it in a way to allow a loop (fig. 2a). The correct way would be to 
model them as independent activities (fig. 2b). For the third trace, the process allows the 
loop and it would look like shown in figure 2c. As it can be seen, there are two problems 
to be solved for DAG extraction – avoidance of loops not appearing in the event logs and 
restructuration of loops into single blocks to hide them. 

 

Fig. 2. Incorrect (a) and correct (b) graphs for traces “ABCD” and “ACBD”; graph of trace 
“ABBCD” (c) 
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We define directed acyclic graph as follows: 

Definition 2. Directed acyclic graph over event log L is defined as , , , 
where: 

•  is a set of nodes, 
• :  is a function mapping nodes to events, 
• : , ∈ , ∈ , ∈  &  is a set of edges connect-

ing nodes, whose representative events follow each other but do not form a loop 
and exist in the same trace;  

A process instance loop in our context is defined as a set of events that are ordered in 
sequence, but the first and last events in the set appears in the log more than once and 
they belong to the same trace: 

Definition 3. A process instance loop in an event log L is a set of events P={p0,p1,..,pi-

1,pi}  where: 

• P is a finite set of events, 
• ∈ : ∈  all events in the set belong to the event log, 
• , ∈  , where > , > 0, > 0, ,  , all events inside 

the loop are ordered, 
•  & , first and last elements follow each other in the trace 
• ∈ , ∈ , all events in a loop belong to the same trace 

An incorrect model level loop in our context is defined as a set of nodes that are or-
dered in a sequence and its first and last elements and their corresponding events nev-
er form a loop in any trace in an event log. 

As we can see, the objective of DAG generation is to transform an event log into a 
graph, where events follow each other in a way that would not form a loop. The loops 
existing in the event log must still be reflected in the graph to represent the semantics 
of the process flow. 

To solve this task, our approach is to iterate through the set of events and build the 
graph. While iterating the events and creating the graph, we must check if it would 
create a loop. To check if adding a node or creating an edge would create a loop, we 
go through the tree from bottom to top from the point where the edge/node would be 
added and check if we find a node with the same name. If we find one, then the 
arc/node would create a loop. 

If it does create a loop and there exists corresponding loop in event logs, it must be 
saved for additional processing. If a loop does not exist in the event log, there needs 
to be an additional step removing the loop but still reflecting the data and ordering as 
it is presented in the event log. For this purpose, we save the loop for later processing. 

For the problem of an incorrect model level loop, we find nearest common pre-
vious event for the child and parent nodes and make the nodes independent of each 
other, since we are sure that they never form a loop and are independent of each other 
(since their execution order is independent). 

Finally, after the creation of the directed acyclic graph, we enumerate loops exist-
ing in the event logs but not yet reflected in the graph that were saved in previous 



 Directed Acyclic Graph Extraction from Event Logs 177 

steps. For each loop, we create dummy graph nodes and place them directly after the 
last event in the loop and before the next event, since the execution of the loop de-
pends on the activity before the control flow activating the loop. 

The algorithm used in our approach to form a directed acyclic graph is shown in 
pseudo code below: 

For each trace in traces 
 For each event in trace 
  If Graph.NodeCount = 0 
   CreateRootNode(event.previous) 
  Else if not Graph.HasNode(event.previous) 
   Graph.AppendNode(event.previous)    
  If Graph.CreatesLoop(event,event.previous) 
   If ExistsLoopInTrac-
es(event.name,Parent(event).name) 
    SaveLoop(event,Parent(event),Next(event)) 
   Node x = 
Graph.NearestCommonParentNode(event,Parent(event)) 
   Graph.AppendChild(x,event)     
  Else 
   Graph.AppendChild(event,Parent(event))   
For each loop in SavedLoops 
 Graph.AppendDummyNode(loop) 

The result of the algorithm is a DAG which reflects the control flow of the process 
but avoids any possible loops. 

5 Experimental Results 

In order to test the proposed approach, a custom tool was made for XES event log 
processing and DAG extraction.  

For comparison with other approaches, we used alpha algorithm [7], Heuristics-
Miner [8] and manual event log review to see if the extracted graph reflects the 
process control flow. 

For experimental test data, two event logs were selected – a synthetic log com-
posed of 3437 traces consisting of up to 11 events and BPI 2012 challenge real-life 
log taken from financial institute, containing 262200 events in 13087 traces. 

The experiments tested two parameters – performance and correctness. Perfor-
mance was tested by extracting the process model 5 times and making the average of 
the amount of time it takes to visualize the model. Correctness in our case is how well 
the proposed approach reflects the control flow of the process model. The perfor-
mance results are presented in table 2. 
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Table 2. Performance comparison of proposed approach and existing approaches 

Approach Presented ap-
proach 

Alpha algorithm HeuristicsMiner 

Synthetic log 4.15s 3.27s 1.63s 
Real-Life log 40.63s 10.27s 5.67s 

 
The performance of the proposed approach appears to linearly depend on the 

amount of events in the event log. It is because the custom tool does not keep history 
– every time it checks for loop in the traces, it does so by iterating through all the 
event traces. The performance might be improved by optimizing the loop detection 
algorithm and implementing caching of already found event transitions. At the mo-
ment the algorithm’s performance is comparable with the other approaches only when 
the event log does not contain a lot of events. In case of many events in the log, the 
execution of the approach is slow. 

To present the structural testing, we present some fragments of extracted processes. 
In case of the synthetic logs, by manually reviewing the event log, it was noticed that 
the log does not contain any loops allowing for “check on advice complete -> advice 
claimant ->initiate payment”, but the alpha algorithm extracted the process that al-
lows for the loop to exist (figure 4). That is because the algorithm does not differen-
tiate between model level loop and process instance level loop. Our proposed  
approach successfully avoided creating the loop (figure 3). 

 

Fig. 3. Fragment of the extracted DAG by the proposed approach 

 

Fig. 4. Fragment of the extracted graph by alpha algorithm 
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For the second log, there were some loops that were avoided by the presented ap-
proach, but the log contained some loops in the process model too. One of the loops 
in the event log was “w_afhandelen_leadsstart->w_afhandelen_leadcomplete”. For 
this loop, the approach created dummy node “d” which has an edge out of the last 
event of the loop and edges to the nodes that correspond to the next events in the 
event log. The fragment of the extracted graph is shown in figure 5.  

 

 

Fig. 5. Fragment of the extracted graph showing dummy node 

6 Related Work 

The paper proposes custom graph extraction algorithm with a purpose of loop remov-
al to get a DAG for Bayesian belief network. There are quite a few process discovery 
algorithms [9] that are based on petri net (graph) extraction from event logs. Existing 
algorithms, i.e. HeuristicsMiner [8], Fuzzy miner [7] or Genetic Miner [4], extract 
graphs with loops or with loops that do not actually exist in the process rendering 
them unusable for generation of Bayesian belief networks. There’s been research on 
generic DAG extraction from sequential data, i.e. [10], but the generic methods do not 
take into account the semantics of business processes, where loops are important and 
have to be presented in the graph in some way. 

Process mining has seen quite a few applications in business process analysis. It 
has been used for time prediction – in [11] authors use regression equations based on 
event logs to prepare model for prediction on when the process instance (case) will be 
finished; in [12] authors generate transition system from an even log which is used for 
time prediction of a case. Authors of [13] propose to simulate discovered models for 
use in decision support.  

Bayesian networks is not a new research area, but its application in process mining 
has not been widely researched. In [16], authors extract Bayesian network from an 
event log. The authors do not take into account the possible extracted structure, but 
rather attempt to extract it by analyzing dependency between events in the log. In our 
approach, we use custom network structure extraction approach to model dependency.  
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7 Conclusions and Future Work 

This paper tackles the problem of Directed Acyclic Graph (DAG) extraction from an 
event log to be used for Bayesian belief networks generation. The main problem of 
the existing approaches that makes them not suitable for this task is their inability to 
avoid loops in the extracted graph.  

The presented approach is suitable for DAG extraction, because it checks if the ex-
tracted graph conforms to the ordering of event in an event log and transforms loops 
into dummy nodes representing loops. 

The experimental results show that the algorithm is able to work with both simple 
(synthetic) and complicated (real-life) logs, although it needs optimization, since it 
scales linearly with the amount of events in the event logs. 

Extracted DAGs allow creation of Bayesian belief networks which simplify the 
task of business intelligence extraction and future work includes combination of DAG 
extraction and event log transformation into Bayesian Belief network for complicated 
probabilistic analysis of the event logs. The Bayesian Belief networks could be used 
for business knowledge extraction and simulation of business processes based on real 
data. 
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Abstract. The purpose of this paper is to compare the efficiency of three 
different evolutionary programming techniques – Genetic Programming, 
Grammatical Evolution and Gene Expression Programming. These algorithms 
were applied to different type test problems with the same set of parameters. 
The results of the experiments and some insights on similar experiments of the 
other authors are provided. 

Keywords: genetic programming, grammatical evolution, gene expression 
programming, symbolic regression problem, multiplexer problem, artificial ant 
problem. 

1 Introduction 

Genetic programming is an evolutionary algorithm with the goal to evolve computer 
programs to solve user-defined tasks. This field enjoys growing popularity, 
modifications of existing techniques are proposed or new techniques are created. In 
this paper, we analyse one such technique – gene expression programming (GEP), 
proposed by Ferreira [3]. Information about the performance of this technique is 
contradicting. While Ferreira reported few orders of magnitude better performance 
compared to genetic programming, Oltean and Grossan [4] observed generally poor 
GEP performance on the so-called symbolic regression problems. Results published 
by different authors are often hard to compare because, for the same test problems, 
different parameter sets are used. We decided to address this issue and to compare 
performance of three different genetic programming techniques – “classical” tree-
based Genetic Programming (later in the article it will be called Genetic 
Programming, or GP), Grammatical Evolution (GE), and GEP. Three different 
problem types were used in the experiments – symbolic regression, multiplexer and 
artificial ant. 

The paper is organized as follows. Genetic programming techniques are introduced 
in Section 2. The test problems that were used to compare these techniques are 
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discussed in Section 3. Further, the results of the experiments are presented and, 
finally, brief concluding remarks are given. 

2 Background Information 

To evolve program to solve a given task by the means of genetic programming, the 
following steps must be performed [1, 8]. First, a set of terminals (program’s external 
inputs, zero arity1 functions and constants, for example, }0.1,{XT = ) and a set of 

functions (functions with arity of one or higher, for example, /},*,,{ −+=F ) that are 

sufficient to solve given problem must be composed. In this article, these sets of 
terminals and functions will be called GPTerminals and GPFunctions, to avoid the 
confusion with terminals in Backus Naur Form grammar (see Section 2.2). The next 
step is to create a fitness function that evaluates how good a given solution as a single 
figure of merit is. Then, initial generation consisting of available GPTerminals and 
GPFunctions is generated, fitness of each individual is evaluated, and a new set of 
individuals (called generation) is produced by applying genetic operations with 
specified probabilities on best-fit individuals. This step is repeated until an acceptable 
solution has been found or a maximum allowed number of generations has been 
reached. 

The following sections provide a brief introduction to GP, GE and GEP and 
highlight the main differences between these techniques. 

2.1 Genetic Programming 

The tree-based Genetic Programming was introduced by Koza [1]. Individuals are 
seen as parse trees (Fig. 1). The tree leaves represent GPTerminals, whereas the 
internal nodes represent GPFunctions. 

While such tree representation is convenient to use in some programming 
languages (such as LISP) it might not always be the case and efficiency may be lost. 
In addition, some genetic operations may be harder to use or implement. For example, 
for the tree representation, different mutation operations must be used for the leaves 
and internal nodes. 

 

Fig. 1. GP individual expressed as a parse tree. This parse tree can be decoded to X*X+X+1 

                                                           
1 Arity – the number of arguments a function takes. 
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2.2 Grammatical Evolution 

GE was introduced by O’Niel and Rayan [2]. This technique uses Backus Naur Form2 
grammar. BNF grammar can be expressed as G = {N, T, P, S}, where N denotes a set 
of non-terminals, T is a set of terminals3, P denotes a set of production rules of 
mapping of the elements of N to the elements of T, and S is a start symbol (S must 
belong to N). For example: 

var},op,expr{=N  

}0.1,/,,,,{ XT ∗−+=  

Production rules P: 

<expr> ::= <expr> <op> <expr>     (a0) 
         | (<expr> <op> <expr>)   (a1) 
         | <var>                  (a2) 
<op> ::= +                        (b0) 
       | -                        (b1) 
       | *                        (b2) 
       | /                        (b3) 
<var> ::= X                       (c0) 
        | 1.0                     (c1) 

expr=S  

GE individual is represented as a binary string of variable length. Consecutive groups 
of 8 bits (codons) are converted to the corresponding integers and are used to select a 
production rule from BNF grammar using the following mapping function: 

( ) ( )rulesofNumbervalueCodonRule __mod_=  

Consider the BNF grammar from the example above and GE individual in Figure 2. 
The start symbol is <expr>. From production rules, one can see that, for <expr>, 
three different rules − (a0), (a1) or (a2) − can be applied. To make a choice, the first 
codon value (72) is taken and used in the mapping function. Then, 03mod 72 =  
means that the first rule (a0) has to be used. Thus, <expr> is replaced with 
<expr><op><expr>. 

Now, the left-most not terminal symbol is <expr>. The second codon value is 18. If 
the mapping function is applied ( 03mod18 = ), the rule (a0) has to be used again. The 
expression becomes: <expr><op><expr><op><expr>. 

In the next step ( 23mod128 = ), the rule (a2) is applied, which produces the 
following result: <var><op><expr><op><expr>. 

                                                           
2 Backus Naur Form is a notation to describe the syntax of a given language in the form of 

production rules. 
3 It should be noted that GE terminal set consists of GPTerminals and GPFunctions. 
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The mapping continues until there are no non-terminal symbols left in the 
expression. The final result is X * X + ( X + 1 ). 

If there are extra codons left after mapping, they are ignored. If the end of the 
individual is reached before finishing the mapping, a wrapping operator is invoked – 
codons are read from the start of individual once again. If wrapping operator is 
invoked certain number of times, the mapping process is stopped and an individual 
gets the lowest possible fitness score. 

72 18 128 212 86 11 158 120 35 98 8 113 75 

Fig. 2. An example of GE individual (codons expressed as integers) 

Compared to other techniques, GE has few major advantages. The use of BNF 
grammar allows easy transformation of programs into any programming language that 
can be expressed by BNF grammar. In addition, domain knowledge can be 
incorporated into the grammar and no other parts of the system need to be modified. 
The representation of individuals in the form of binary strings is very flexible and 
convenient to use. Genetic operators are easy to apply. Wrapping is an effective way 
to reduce the number of unfit individuals. 

2.3 Gene Expression Programming 

GEP individuals are composed of one or more genes. Each gene is a fixed length 
string and consists of two different parts, called domains. Head domain contains 
function and terminal symbols, tail domain contains only terminal symbols (it acts as 
a buffer of the terminal symbols). The head length (h) can be chosen, the tail length 
(t) is calculated by the formula: ( ) 11 +−= nht , where n is the highest function arity. 

Consider a gene in Figure 3. For the function set /},*,,{ −+=F , 2=n . If the head 

length 5=h , then the tail length 6=t , consequently the total length of the gene 
is 1165 =+ . This gene can be expressed as a tree (equivalent to the tree shown in 
Figure 1) or decoded to the expression: X * X + X + 1. First seven symbols of 
this gene are used, others are simply ignored. 
 

head tail 
0 1 2 3 4 5 6 7 8 9 0 
+ * + X X X 1 1 X 1 1 

Fig. 3. GEP gene example 

The main advantage of the GEP technique is that it always produces syntactically 
correct individuals. Genetic operators are easy to implement, but must be applied on 
the head and on the tail separately, which makes it slightly inconvenient. 

More details of the GEP algorithm and its’ strengths and weaknesses can be found 
in [3] and [4] respectively. 
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3 Test Problems 

Three problem types used in the experiments are described in this section: symbolic 
regression, multiplexer, and artificial ant. This is a popular collection of the test 
problems widely used in the field of genetic programming. 

Two different test variants for each problem type were used. 

3.1 Symbolic Regression Problem 

The objective of this problem is to find a function in symbolic form whose output 
matches a given set of inputs and outputs. One of the most common symbolic 

regression test problems is quartic polynomial function xxxx +++ 234  examined in 
[1,2,3,4]. GEP performance results on this problem were inconclusive. Ferreira[3] 
found that GEP greatly surpasses GP, while Oltean and Grosan [4] found the opposite. 
Note that Ferreira used a smaller functions set (sin, cos, exp, log were not allowed). In 
addition, data points were from a different interval. To our opinion, this is the main 
reason of the difference in performance. Therefore, we have examined both test 
instances. They are denoted as follows: 

P1 − the functions set used by Koza[1] and randomly generated data set. 
P2 − the functions set and predefined data set (Table 2) used by Ferreira [3]. 

Table 1. General parameters for symbolic regression problems P1 and P2 

 P1 P2 

GPTerminals: x (the independent variable) x (the independent variable) 

GPFunctions: +, -, *, /, sin, cos, exp, log +, -, *, / 

Fitness cases: The given sample of 20 data 
points in the interval (-1, +1) 

The given sample of 10 data 
points in the interval (0, 20) 

Raw Fitness: The sum of the error over the 
20 fitness cases 

The sum of the error over the 
10 fitness cases 

Success 
predicate: 

( )( ) 01.0≤− ii yxf  for all 20 

data points 

( )( ) 01.0≤− ii yxf  for all 10 

data points 

 
100 sets of data points in the interval (-1, +1) were generated (1 set for each run) 

for the problem P1. The same predefined data set (Table 2) was used in all 100 runs. 

Table 2. Data set for the symbolic regression problem P2 

x 2.81 6 7.043 8 10 11.38 12 14 15 20 

f(x) 95.2425 1554 2866.55 4680 11110 18386 22620 41370 54240 168420 
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3.2 Multiplexer Problem 

The goal of Boolean multiplexer problem is to discover a composition of Boolean 
functions that can return correct value of a Boolean function after seeing a certain 
number of examples. 

An N-multiplexer has N  inputs and one output. Inputs consist of k address bits ia  

(i = 1, ..., k) and k2 data bits jd  (j = 1, ..., k2 ). The total number of multiplexer 

inputs is: kkN 2+= . 
The Boolean N-multiplexer has inputs: 1210110  , , , , , , , −− kk dddaaa  . The output 

of the Boolean multiplexer function is a value of one of the data bits. Which data bit 
to select is determined by the values of the address bits. For example, in Figure 4, 6-
multiplexer is shown. If address bits 10aa  are 01, the Boolean 6-multiplexer output 

will be the data bit 2d  ( 02 =d ). 

 

 

Fig. 4. Example of 6-multiplexer with the input values 010101 and the output value 0 

The examined multiplexers are as follows: P3 (3-multiplexer) and P4 (6-multiplexer). 

Table 3. General parameters for the multiplexer problems P3 and P4 

 P3 P4 

GPTerminals: a0, d0, d1 a0, a1, d0, d1, d2, d3 

GPFunctions: AND, OR, NOT AND, OR, NOT, IF 

Fitness cases: 823 = (all possible input 
combinations) 

6426 =  (all possible input 
combinations) 

Raw Fitness: Number of the correct outputs 
for fitness cases 

Number of the correct outputs 
for fitness cases 

Standardized 
Fitness: 

8 minus raw fitness 64 minus raw fitness 

Success 
predicate: 

Correct output for all fitness 
cases 

Correct output for all fitness 
cases 
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3.3 Artificial Ant Problem 

The purpose of this problem is to control an artificial ant, attempting to find all food lying 
on the grid. Food items form a twisting trail. The ant is facing east and the start is in the 
upper left corner of the trail in the square marked X (Fig. 5). The ant can perform one of 
the following operations: move forward one square in the direction it is currently facing, 
turn left or turn right (all consumes one step) or sense food ahead (free). When the ant 
moves into square, it eats the food if there is any. The ant can also use a binary sensing 
operator “food ahead”. This sensing operator enables to look into the square the ant is 
currently facing and executes one of its arguments depending upon whether the square 
ahead contains food or is empty. An ant control program is repeated until a limit of steps 
is reached or all food items are eaten. 

Two instances of the artificial ant problem were used: 
P5 −Santa Fe Trail (as described by Koza [1]); 
P6 − Trail from Dynamic Ant Trail problem (proposed by Fagan et al. [7]). 

 

 

Fig. 5. Santa Fe Trail on the left, Dynamic Ant Trail on the right 

The identical parameters were used for both problems (see the table below). Steps 
limit in Santa Fe Trail was increased from 600 (used by Koza) to 650, as suggested by 
Georgiou and Teahan [8]. 500 steps limit was used in Dynamic Tail. 

Table 4. General parameters for both artificial ant problems 

GPTerminals: LEFT, RIGHT, MOVE 

GPFunctions: IF_FOOD_AHEAD 

Fitness cases: One fitness case 

Raw Fitness: Number of the food items found 

Standardized Fitness: Total number of the food items minus raw fitness 

Success predicate: All food items found 
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4 Computational Experiments 

4.1 Experimental Setup 

The extensive computational experiments have been carried out using x86 series 
computer with an Intel 2.8 GHz four core processor, with 4GB RAM and 32-bit 
MS Windows operating system. Java library EpochX [9] was used to solve GP and GE 
problems. EpochX library extension developed by the authors of this paper was used 
for GEP problems. 

4.2 General Experiment Settings 

For each problem, 100 independent runs were performed, 50 generations in each run. 
Population size M = 100 was used for problems P2 and P3, M = 500 for the rest of the 
problems. Tournament selection (tournament size − 7) was used in all the experiments 
while comparing all techniques. One-point crossover was used with a probability of 

9.0=crp . 

BNF grammars used in the experiments can be seen in Table 5. It should be noted 
that the grammar used for artificial ant problem is different from the grammar used by 
O’Niel and Rayan [2]. As Robilliard et al. [5] noticed, the grammar used by O’Niel and 
Rayan does not allow multiple <op> inside THEN and ELSE blocks of the function  
IF-FOOD-AHEAD (thus reducing a search space and giving GE unfair advantage). 

Table 5. BNF grammars for all examined problems 

P1. Symbolic regression 
S ::= <expr> 
<expr> ::= <expr> <op> <expr> 
         | (<expr> <op> <expr>) 
         | <pre_op>(<expr>) 
         | <var> 
<op> ::= + | - | * | / 
<pre-op> ::= Sin | Cos | Exp | Log 
<var> ::= X | 1.0 

P2. Symbolic regression 
S ::= <expr> 
<expr> ::= <expr> <op> <expr> 
         | (<expr> <op> <expr>) 
         | <var> 
<op> ::= + | - | * | / 
<var> ::= X | 1.0 
 
 

P3. 3-multiplexer 
S ::= <expr> 
<expr>::= <expr> <op> <expr> 
        | ( <expr> <op> <expr> ) 
        | <pre-op> 
        | <var> 
<op> ::= AND | OR 
<pre-op> ::= NOT ( <expr> ) 
<var>::= A0 | D0 | D1 

 

P4. 6-multiplexer 
S ::= <expr> 
<expr> ::= <expr> <op> <expr> 
         | ( <expr> <op> <expr>) 
         | <pre-op> 
         | <var> 
<op> ::= AND | OR 
<pre-op> ::= NOT ( <expr> ) 
          | IF ( ( <expr> ) (   
<expr> ) ELSE ( <expr> ) ) 
<var> ::= A0 | A1 | D0 | D1 | D2 | D3 

P5, P6. Artifitial ant problem 
S ::= <expr> 
<expr> ::= <line> | <expr> <line> ) 
<line> ::= IF-FOOD-AHEAD THEN ( <expr> ) ELSE ( <expr> )  
         | op 
<op> ::= move | left | right
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4.3 Results 

The results of the experiments are presented in this section. The success rate over the 
number of generations for each tested problem can be seen in figures below. 

GP found more solutions for the problem P1 at the early generations but later got 
overtaken by both GE and GEP which almost tied at the end (Fig 6.). 

GP found more solutions for the problem P2 at early generations again. All 
algorithms performed well and found correct solution in more than 90% of runs (Fig 7.). 
 

 

Fig. 6. Success rate on the symbolic regression problem P1 (population size M = 500) 

 

Fig. 7. Success rate on the symbolic regression problem P2 (population size M = 100) 

Very similar trend can be seen for the 3-multiplexer problem. GP finds more 
solutions early and finishes just below 90% success rate threshold. GE and GEP show 
approximately equally good results again (Fig. 8). 
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The different behaviour has been observed on the 6-multiplexer problem (Fig. 9). 
This time, GE performed best with 61% success rate, GEP performed worst with 43% 
success rate, and GP was almost exactly in the middle with 51% success rate. 
 

 

Fig. 8. Success rate on the 3-multiplexer problem (population size M = 100) 

 

Fig. 9. Success rate on the 6-multiplexer problem (population size M = 500) 

The Santa Fe Trail problem turned out to be the hardest problem. As can be seen in 
Fig. 10, only a few solutions were found with GP and GE, and GEP found no 
solutions at all. 

The experiments were repeated with the obviously less complicated trail taken 
from Dynamic Ant benchmark. This time, GP showed the best performance, but, 
overall, the efficiency remained poor for all the algorithms. 
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Fig. 10. Success rate on the Santa Fe Trail problem (population size M = 500) 

 

Fig. 11. Success rate on the Dynamic Trail problem (population size M = 500) 

5 Concluding Remarks 

We have examined the GEP technique on the symbolic regression and multiplexer 
test problems. Additionally, we have analysed the GEP performance on the artificial 
ant test problems and this is, to our knowledge, the first attempt of testing of the 
efficiency of the GEP technique on these problems. For the sake of the fair 
examination, we have studied also the GP and GE techniques on the above mentioned 
test problems. The same set of controlling parameters was applied in all cases. 

Overall, the results were not conclusive. As a whole, GE performance was best, but 
difference was not drastic. We strongly suspect that these differences could be most 
likely reduced even more by fine-tuning of the algorithm parameters (like the 
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maximum tree depth on GP or the head size on GEP), using other selection 
procedures or different tournament schemes. 

By analysing the results got by the other authors [3,4], we offer some insights. 
In the experiments, we used tournament size 7 selection. When we changed 

tournament to binary, we noticed the success rate drop for both symbolic regression 
problems and 6-multiplexer problem. In Oltean and Grosan [4] experiments, binary 
tournament was applied. This might be one of the reasons why GE and GEP 
performance is quite poor in [4]. A huge performance difference between GP and GEP 
reported by Ferreira [3] can be explained by the fact that the comparison was not fair 
enough. A different set of functions, which reduces a search space, was used for the 
symbolic regression problem in [3]. Also, a fitness function designed to decode 
addresses one by one was used for 11-multiplexer problem in [3]. More sophisticated 
fitness function could better explain the difference in GP and GEP performance. 
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Abstract. Organizational alignment is an important issue in various interest 
areas such as Strategy, Business Process Management, Requirements Engineer-
ing, and Enterprise Architecture. From IT perspective the most holistic  
approach on alignment and control is Enterprise Architecture. Enterprise Archi-
tecture's eminent standard framework is TOGAF with companion architecture 
modeling language ArchiMate. Although ArchiMate proposes Motivation Ex-
tension to facilitate strategic alignment, this extension does not offer any facili-
ty to verify and/or validate the architecture model. Moreover, the Motivation 
Extension proposes its model elements to be linked to the core elements only 
through the stakeholder element. This paper proposes an ArchiMate Profile for 
GoalDAG. GoalDAG is a simple goal model that can be linked to the different 
model elements seamlessly and enables to validate the existing model. To 
represent GoalDAG integration with Enterprise Architecture, ArchiMate - 
GoalDAG profile is developed and exemplified through TOGAF's ArchiSur-
ance fictitious case study. 

Keywords: Strategic Alignment, Enterprise Architecture, TOGAF, ArchiMate, 
Goal Modeling. 

1 Introduction 

One of the main concerns in Business Management and IT Management is business – 
IT alignment. In fact, the business-IT alignment is a function of strategic alignment of 
the organization. According to findings in the literature, CIO and CEO main concerns 
are mainly alignment or related to alignment to some extent [1–3]. From our point of 
view, Organizational Strategy, Enterprise Architecture, Requirements Engineering, 
and Business Process Management are varied view points for the same problem han-
dling the issues of alignment in an organization. 

A holistic approach, covering and integrating different focus areas –Organizational 
Strategy, Requirements Engineering, Enterprise Architecture, Business Process Man-
agement- and abstract levels of the organization from top to bottom, is missing. Au-
thors proposed a generic goal model -GoalDAG- that covers abstract levels and the 
tools used in those abstract levels. 
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Fig. 1. Research Areas in Relation to Alignment 

 
• High Level 

o Strategy Map, Balanced Scorecard, VMOST, Strategy Theme 
Based Analysis, EA Strategy Layer 

• Middle Level 
o Business Processes, EA Business Architecture 

• Low Level 
o IT implementation, EA Information Architecture 

 

GoalDAG, a generic goal-graph based framework, is implemented to engage dif-
ferent interest areas, with different concerns of the high - middle - low levels of the 
organization. Those different interest areas use different approaches, and different 
tools for their own needs. The proposed capacity of covering all levels and tools of 
that abstraction level is highly ambitious. However the GoalDAG is basically a simple 
graph, the simplicity enables it to connect to an existing structure easily. Even more, 
the hierarchically the GoalDAG connected to a structure within an abstraction level of 
the organization, can be connected to a lower level structure seamlessly.  In this 
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study, GoalDAG integration with Enterprise Architecture through ArchiMate Model-
ling Language Extension is presented and illustrated using the ArchiSurance case 
study [4]. The aim is to lay the foundation of validation of ArchiMate Motivation 
Extension through GoalDAG. 

This paper is further structured as follows. 2Section 2 provides an overview of the 
goal and goal hierarchy concepts specific to this study and discusses the rationale 
behind this research. Section 3 briefly describes Enterprise Architecture, TOGAF and 
ArchiMate with emphasis on ArchiMate Motivation Extension and Language Exten-
sion Mechanism of ArchiMate. The concepts of GoalDAG and its model are intro-
duced in Section 4. Section 5 describes how ArchiMate Motivation Extension is  
extended to be linked with GoalDAG. Case study of ArchiSurance and results are 
presented in Section 6. Finally, Section 7 presents our conclusions and points to  
future work. 

2 Rationale behind GoalDAG 

Goal has different meanings, connotations, and nuances in different contexts (De-
fense, Psychology, Biology, Business, Software, e.g.). In this study, Goal word is 
used with the broadest possible meaning. The definition for Goal covers different 
terminology such as mission, objective, and outcome. Goal is any measurable specific 
result that is to be achieved. GoalDAG is the hierarchical organization of goals de-
fined in this broad context. The detailed definitions of Goal and GoalDAG are pre-
sented in Section 5. 

Following this simple foundation, evidently there are quite a few frameworks and 
methodologies to model goals. Thagard coherence model [5], GSN (Goal Structuring 
Notation) [6], GQM (Goal Question Metric) [7], KAOS [8], and TROPOS[9] are 
eminent examples of goal models. 

In those models, goals and their relations are defined very clearly. Additionally, 
users are able to add information into the model to define goal relations distinctively. 
In Fig. 2, a goal model for requirements engineering is presented [10]. This model is 
selected since the representation is very similar to GoalDAG model presented in this 
study with its weighted graph structure. 

Literature consists of complex, rich in meaning goal models[11]. So, what Goal-
DAG proposes, what is the contribution of GoalDAG? All goal models are built with 
expert knowledge; however, there are limited validation studies of those models. A 
goal model is built on expert knowledge and heuristics, still the model is a representa-
tion built on assumptions about the system. It resembles to human practical reasoning 
based on beliefs [12], obviously, it can be argued that an organization is more deter-
ministic than a human being. 

There are two types of validation methods to validate a goal model. First one is 
analyzing the correlation between two variables, which are measurements  related to  
the goals [13]. Second one is the animation of the system [14–16]. 
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Fig. 2. An example of a goal model with weights 

Correlation analysis does not take into account the whole goal hierarchy. So, as-
sume you have two goals which are contributors of the same parent goal. They may 
both have positive correlation with their parent goal. What if they are in conflict with 
each other? Correlation analysis is a good start for initial goal hierarchy structuring, 
unfortunately, it fails to analyze whole goal hierarchy [17]. 

Validation through animation (or simulation) is well-suited solution for require-
ments engineering for IT systems. If the system behavior is known, which is generally 
true for technical systems, validation can be done through animation very effectively. 
Though, the strategic – tactical - operational level activities level cannot be validated 
through animation, since the system behavior cannot be described precisely as in a 
technical module. Consequently, animation cannot be applied to higher level activities 
of an organization. 

GoalDAG model and its accompanying methodology proposes that the goal hie-
rarchy can be validated as a whole and can also be applied to higher level goals other 
than technical ones. The whole structure can be covered through a simple, generic 
GoalDAG structure of weighted directed graph. and/or, composition relations can be 
expressed with a single attribute of goal relation, namely, contribution weight. The 
resulting structure becomes analogous of SEM (Structural Equation Model) [18]. 
SEM can be analyzed statistically to validate the goal hierarchy as a whole. 

3 Enterprise Architecture 

In the context of high level understanding and controlling the organization from stra-
tegic level to technical level, Enterprise Architecture (EA) comes forward as the main 
concept with respect to IT. TOGAF 9 defines EA as a formal description of enter-
prise, which is a detailed plan at component level to guide its implementation. The 
plan consists of structure of components, their interrelationships, and the principles 
and guidelines governing their design and evolution over time [19]. This definition is 
constructed over IEEE's definition of Architectural Description of Software Intensive 
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Systems which was "fundamental organization of a system embodied in its compo-
nents, their relationships to each other, and to the environment, and the principles 
guiding its design and evolution" [20]. But a more distinctive definition is offered by 
Gartner by defining EA as the process of translating business vision and strategy into 
effective enterprise change by creating, communicating and improving the key re-
quirements, principles and models that describe the enterprise's future state and enable 
its evolution. The scope of the enterprise architecture includes people, processes, 
information and technology of the enterprise, and their relationships to one another 
and to the external environment. Enterprise architects compose holistic solutions that 
address the business challenges of the enterprise and support the governance needed 
to implement them [21]. Gartner's definition is much more distinctive since it puts 
more emphasis on business vision and strategy. The previous definitions given by 
TOGAF and IEEE are more IT centric, so they fail to address the main concern of 
guidance by business and strategy, although it is one of the top concerns of IT execu-
tives [22–25]. Business vision is originated from organizational strategy. Business 
Architecture (BA) is built upon the business vision through elements of Business 
Processes (BP). The other point at this stage is that BP should be layered to enable 
different stakeholders to advance their interest and their expertise aspects. There are 
many studies focusing on the rest of the structure which are mainly implementations 
of business processes by information systems[26–34]. In other words, the concern 
hierarchy, from top to bottom, should be as follows; strategic decision as top , busi-
ness vision, BP hierarchy as middle and conveying those key elements through the 
technical architecture as bottom. The main concern of business owners and strategic 
bodies is to align IT with enterprise goals. EA's central focus is BA, BA's functional 
elements are BPs, and IT’s target is to implement those BPs.  Diffusion of goals from 
 
 

 

Fig. 3. Organizational Strategy Operation 
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strategic level to technical detail is described by GoalDAG in a quantitative way 
guided with professional expertise to model initial GoalDAG modeling. Fig. 3 illu-
strates, overall strategic operations followed in an IT intensive organization. The 
GoalDAG links the strategy with BPs. 

3.1 Overview of ArchiMate® Architecture Modelling Language 

ArchiMate®, an Open Group Standard, is an open and independent modelling lan-
guage for enterprise architecture that is supported by many tool vendors and consult-
ing firms. ArchiMate® provides instruments to enable enterprise architects to  
describe, analyze and visualize the relationships among business domains unambi-
guously  [35]. There was no goal relation to the model elements in the first version of 
ArchiMate®, which was added in the second version. Fig. 4 presents Motivation Ex-
tension of ArchiMate®. 

 

Fig. 4. ArchiMate Motivation Extension Metamodel (Property of The Open Group) 

The relationship between a motivational element and architecture element is de-
fined through stakeholder element of the model. Generally, each stakeholder defines 
their requirements, especially constraints to the implementations, from their specific 
points of view. When these requirements are evaluated in isolation from each other, 
some strategic concerns may be lost or the resulting implementation may conflict with 
the organization’s strategy. Therefore, goals should diffuse to all main model ele-
ments independent of the stakeholder. Moreover, strategic goals and decisions are 
high level guidelines which cover all tactical and operational aspects of the imple-
mentations and actions on the system. 

3.2 Overview of ArchiMate® Architecture Modelling Language 

ArchiMate® consortium states that ArchiMate® contains only the concepts and rela-
tionships that are necessary for general architecture modeling [36]. The intention to 
keep ArchiMate® as generic as possible to cover most modelling needs, results in 
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limited capability of expressiveness for special needs. To overcome such limitations, 
ArchiMate® offers Language Extension Mechanism, called "Profiling", to facilitate 
specialized or domain-specific purposes. 

In profiling specialization mechanism, a profile is a data structure, defined sepa-
rately from the ArchiMate® language, but can be dynamically coupled with concepts 
or relationships [36]. Profiles can be considered in two types. One is Pre-defined pro-
files which are embedded into tools that support ArchiMate® but in the meantime, 
enabling their specialized capability features defined as attributes and relationships. 
The other type of profile is User-defined profiles, in which user can define their own 
profiles according to their needs. The Fig. 5 shows examples for specialization of 
ArchiMate®. 

  

  

Fig. 5.  Examples of Specialized Concepts and Relationships (Property of the Open Group) 

4 Formal Representation of GoalDAG 

This study models goal-hierarchy as a directed acyclic graph (DAG) with weighted 
edges, and relation functions. The weights of the edges are called contribution 
weights. DAG is a graph which has no loops, no multiple arcs, and no directed  
cycles [37]. 

Ordinary DAG has at least one node with in-degree zero. In the DAG used in this 
study, called GoalDAG, nodes represent goals and edges represent the relation be-
tween two calls, defining direction and contribution weight. GoalDAG is an inverted 
DAG, where the direction of the edges is from dependent to the dependee objective. 
Each node is representative of a metric. The relations between metrics are depicted as 
edges, from dependent to dependee. 

The formal definition is as follows: 

 
where 

V is the set of nodes in G and E is the set of edge. 
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Measurement; is a function m that evaluates the value, of the node representing a 
metric at any given time t, as a real number. 

 
Relation Function; is a function that represents how two objectives are correlated 
with each other, as a real number 

 
Contribution Weight; is a value that represents the degree of contribution of a goal 
to the parent goal, with respect to other goals which are also contributing to the same 
parent objective.  

 
 

 

Fig. 6. GoalDAG Meta Model 
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Since rf is a function, it can represent a wide range of correlations between two goals. 
In this context, it is generally used to represent a linear relation of two metrics, how-
ever, the relation function can be adopted according to the best curve fitting mathe-
matical function,  such as polynomial, exponential and especially natural logarithmic. 

GoalDAG meta-model is presented in Fig. 6. In this figure, the GoalGraph is the 
container element that keeps all elements related to GoalDAG. Goal element corres-
ponds to a node in GoalDAG. Edge element is the link between two Goals, one of 
which is the source, the other is target, and with an attribute keeping cw. cw is the 
contribution weight that shows the degree of the relation between source and target 
goals. Every goal is related with a set of Measurements, which are keeping the mea-
surements that is an instance of   Goal Metric. 

The meta-model for GoalDAG is developed with Eclipse EMF. When this meta-
model is used with Eclipse GEF, graphical editor for GoalDAG will be finalized as an 
Eclipse plug-in. 

5 GoalDAG Profile for ArchiMate® 

A mapping from GoalDAG to architecture definition language is a first step to inte-
grate enterprise architecture to goal hierarchy definition. This section first describes 
the preliminary mapping of GoalDAG model elements to the ArchiMate® model ele-
ments. 
Upon initial mapping, the specialized versions of ArchiMate® model elements that 
represent corresponding GoalDAG elements are introduced.  

To define the GoalDAG - ArchiMate® mapping, ArchiMate® concepts, especially 
Motivation Extension, are investigated. According to the mapping, if it is possible to 
keep the concept as it is, the ArchiMate® concept is directly used; otherwise specia-
lized versions are introduced. 

5.1 Concept Mapping 

The concepts from GoalDAG meta model, presented in Section 4, is mapped to Arc-
hiMate® Motivation Extension in Table 1.. 

In Motivation Extension, a stakeholder represents a person or a group of persons, 
or an organization that influences, guides, or constrains the enterprise. The motivation 
landscape relates to the architecture through stakeholder. In addition to the stakehold-
er relation, core elements can be related to the requirement model element of Motiva-
tion Extension through Realization Relation, although stakeholder is depicted to be 
the only structure that relates goal element to the core architecture through associa-
tion relation. For instance, in an organization there are many business services which 
have different stakeholders involved. Even though, all stakeholders have their own 
concerns and goals, the main goal of the business service undertaken might be differ-
ent. The goal of the business service can be linked to GoalDAG element with associa-
tion relation. 
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Table 1. Concept Mapping from GoalDAG to ArchiMate 

GoalDAG Concept ArchiMate Concept 

GoalGraph Motivation Extension  and  
related ArchiMate Elements 

Goal Goal - Driver - Principle - Requirement 
 
 

Edge 

Influence Relation 
Aggregation Relation between Goals 
     Association Relation between 

Driver  
Goal Realization Relation between  

Requirement and Principle 
Measurement Assessment 

Contribution Weight influences attribute of the relations 
- Stakeholder 

 
In fact, the association relation is defined as to be linking any pair of elements in 

the ArchiMate model. This, generic feature of the association relation facilitates link-
ing GoalDAG Goal element with the rest of the architecture with additional attributes, 
namely, direction and contribution weight. Stakeholder element does not have corres-
ponding model element in GoalDAG, since GoalDAG is only related to the goals and 
their hierarchical order. All subclasses of Motivational Elements, except Assessment, 
are mapped to the Goal element of GoalDAG. One can argue that the generalization 
of all Driver, Goal, Principle, Requirement elements into one Goal of GoalDAG may 
result in loss of information. In fact, GoalDAG is not a replacement of ArchiMate 
Motivation Extension, and all those elements stay same with enriching information. 
Moreover, as a rule of thumb, only the measurable elements with influence on higher 
goals should be used in relation with GoalDAG. 

Any Motivational Element relation that is related to Edge of GoalDAG should be 
related to an assessment, which corresponds to the Measurement of GoalDAG. The 
relation should define influences attribute that corresponds to the Contribution Weight 
of GoalDAG. 

6 Case Study: ArchiSurance 

The Open Group introduced ArchiSurance as an example to illustrate the use of the 
ArchiMate modeling language in the context of the TOGAF framework [4]. Archi-
Surance involves an insurance company concerned with insurance which constructed 
from the merger of three previously independent companies. 

In our study most important part of the ArchiSurance is architecture vision, con-
sisting of business goals. The elements related to business goals are also important to 
the case study. Architecture elements that are in relation with business goals can be-
long to different architectures, namely, the business, application, data, and technology 
architecture. 
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As we focused on the Architecture Vision phase for exploration of the motivational 
elements, the initial output is the first artifact to be worked on. Fig. 7 depicts, Stake-
holder Viewpoint to identify the main stakeholders in the architecture engagement 
and their concerns. 
 

 

Fig. 7. Fragment of Stakeholder View 

 

 

Fig. 8. Business Goals Associated with the Profit Driver 
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Once the high level motivational elements are defined, Profit Driver is investigated 
in detail to represent goals, which is shown on Fig. 8. 

After Profit Driver goals are defined, Principles View is created in Fig. 9. Follow-
ing this view, Goal Refinement view, represented more concrete low level goals with 
emphasis on relation types in Fig. 10. 
 

 

Fig. 9. Principles View Extended 

 

 

Fig. 10. Goal Refinement View 
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Fig. 11. Requirements Realization View 

Goal Refinement view is followed by Requirements Realization View, shown in 
Fig. 11. Requirements Realization View guides the implementations of the goals. We 
represent a consolidated total view of motivational elements of ArchiMate model for 
ArchiSurance in Fig. 12. 

The Open Group approach to define Architecture Vision starts with the definition 
of the stakeholders and their drivers. After defining the first level drivers, the goals 
related to the drivers, are defined. Goals are detailed hierarchically until principles are 
identified. Identified principles guide definitions of Requirements. Business services 
are built on those Requirements. 

The GoalDAG and ArchiMate Motivation Extension are examined in two areas, 
namely, Technical and Methodological. Technically, GoalDAG keeps the basic struc-
ture of advised approach but differs in two aspects: Assessments and Relations. Any 
GoalDAG goal should be measured. All GoalDAG relations have a direction and 
weight. To integrate GoalDAG with ArchiMate, not only goals, but also drivers and 
principles are actually linked to an assessment. 

Even though interrelations between the Goals of ArchiMate model, have direction, 
Driver - Goal relations have no direction, which are undirected association. Fortunate-
ly, ArchiMate allows Goals to be connected to Drivers through Influence Relation, so, 
in order to match ArchiMate to GoalDAG; those Association Relationships between 
Drivers and Goals are replaced with Influence Relationship. Relations in ArchiMate 
are enriched with influences attribute, which corresponds to the contribution weight of 
GoalDAG to keep GoalDAG model consistent. The corresponding GoalDAG graph is 
in Fig. 13. 

Methodological enhancement that GoalDAG introduces to ArchiMate approach 
can be simply called detailed hierarchical goals for validation. Meanwhile, Archi-
Mate Motivation Extension, depicted to branch the hierarchy to guide Business  
Service definitions. The Business Service definitions constitute the requirement  
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specification as shown in Fig. 11. GoalDAG methodology proposes goal hierarchy to 
be deepened to a level that is covering Business Processes. Although, Business 
Process are very important component for GoalDAG in organization alignment, Arc-
hiSurance case study do not include example Business Processes. Thus, we cannot 
show any branching through the business process in corresponding GoalDAG in-
stance. 
 

 

 

Fig. 12. Total view of ArchiMate Model related to Motivational Elements 
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Fig. 13. GoalDAG of ArchiSurance 

7 Conclusion and Future Work 

This study illustrates GoalDAG integration with Enterprise Architecture, on TOGAF 
with its companion architecture modeling language ArchiMate, as a part of GoalDAG 
integration with tools of alignment. 

TOGAF methodology’s ADM (Architecture Development Method) cycle strategic 
phase covers the on Architecture Vision phase using ArchiMate Motivation Exten-
sion. ArchiMate Motivation Extension is mapped to GoalDAG model elements in a 
systematic way and results illustrated with the ArchiSurance case study. 

GoalDAG concept mapping and integration with ArchiMate is fast and easy thanks 
to the generic nature of ArchiMate. GoalDAG specific model attributes, namely, di-
rection of contribution and contribution weight, are embedded into Motivation Exten-
sion. Moreover, other structural elements such as business processes can be linked to 
the goal hierarchy as a future work. 

Although ArchiMate allows a prolific way of profiling with regard to specific ex-
tensions, validation of the extended model is not robust. A well-formed GoalDAG 
model is highly related to the expertise and craft of the strategic analyst. Firstly, a 
robust and user friendly model validating facility is the target of the successor of this 
study.  

Secondly, however, ArchiSurance is a well-known and widely used case study; it is 
still a fictitious scenario. A real-world case study, covering strategic decision making 
process and Architecture Vision phase, is the best way to assess the validity of the 
GoalDAG integration with ArchiMate. Obviously, an ADM cycle, in any ordinary 
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organization, is highly complicated and takes a long period to implement. Even more, 
organizations generally shift from ArchiMate to sophisticated Enterprise Architecture 
tools, after getting accustomed to the TOGAF and architectural approaches, according 
to our field search. Given those complexities, authors plan to exemplify the ADM 
cycle in a subdivision of an organization. 

To sum up, fundamental ArchiMate Profile for GoalDAG is constructed and  
exemplified with ArchiSurance case study. A full-fletched real world case study will 
be able to show the validity, usefulness, and value of the GoalDAG-ArchiMate  
integration. 
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Abstract. This paper proposes a formal environment, named FMEBP, for mod-
eling business processes. This environment is based on a transformation ap-
proach that translates Web services, described in BPEL language, to abstract 
specifications, written in a high-level real-time language called D-LOTOS. The 
interest of D-LOTOS language is provided from the fact that it is based on true-
concurrency semantics and supports both timing constraints and actions dura-
tions. For assessing the proposed environment we study a specification of a 
Web services application. 

Keywords: Web services, BPEL, specification, D-LOTOS, timed constraints, 
business processes. 

1 Introduction 

Formalization, analysis and verification of Web services composition benefit from a 
considerable attention in the research community. This is due to the lack of formal 
semantics of Web services composition languages that are essentially syntactic and 
ignore the specification stage. In the literature, different approaches and methods have 
been proposed to formalize these languages and standards that are used to specify 
business process behavior based on Web services [4]. We quote in this matter the 
approaches that are proposed to formalize and verify Web Services Business Process 
Execution Language (abbreviated to BPEL) which is one of the highly used languages 
for model the composition of Web services and that has become the standard 
specification language for business process compositions and interactions.  

Major part of the proposed works is grounded on BPEL untimed behavior.  In 
[12], [16], authors are interested in mapping from BPEL to Petri Nets. A verification 
method based on a WSDL/BPEL to LOTOS NT transformation was proposed in [15]. 
In [7], [5] two-way mapping between BPEL and LOTOS was proposed. However 
these works have two major drawbacks. First, they provide only a partial coverage of 
BPEL language. On the other hand, they do not take into account the timed aspects 
(both timing constraints and durations of activities) induced by the interactions of 
BPEL Web services. This is due to the use of untimed formal models in which time is 
abstracted. Unfortunately, the lack of temporal aspects formalization reduces the 
accuracy of the obtained formal BPEL model and does not allow the analysis of 
quantitative properties. 
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In the literature, only few approaches have been developed to formalize the timed 
aspects induced by the interaction of Web services. In [6] the authors applied their 
approach to FIACRE specifications to model timed aspects of BPEL by covering both 
the relative and the absolute time of BPEL. Nevertheless, the properties are specified 
logically in LTL and MITL which makes it difficult to handle. In [13] a 
transformation from BPEL to dtLTS (discrete-time Labeled Transition Systems) has 
been done in order to capture the timed behavior of BPEL. However this approach 
only considers a discrete notion of time and ignores a dense model of time.  

In this paper, we are interested in formal modeling and analysis of the Web 
services composition. We present a formal environment, named FMEBP, for 
formalizing and verifying Web services described in BPEL. This platform is based on 
a transformation approach that translates the timed behavior of a BPEL process into a 
D-LOTOS specification. In this work, we have not only to verify the qualitative 
requirements, such as liveness, safety and deadlock freeness in the composition 
execution, but also to analyze the quantitative properties, i.e., the timed properties of 
BPEL Web services compositions. This verification is done via the check of 
behavioral properties related to the composition scenario, expressed using temporal 
logic. To do this the obtained D-LOTOS specification is transformed into DATA 
model [2]. The user can then use UPPAAL [11] to simulate the running process and 
model-check various properties he need.  

The rest of this paper is organized as follows: in Section 2, we briefly introduce the 
real-time model D-LOTOS and BPEL. In Section 3, we focus on the transformation 
of the BPEL code to D-LOTOS specifications using the FMEBP. In order to illustrate 
the application of the proposed environment, we describe the PurchaseTripOrder 
Web service case-study in Section 4. Finally, Section 5 concludes the paper and gives 
some perspectives provided by our approach.  

2 Preliminaries 

2.1 D-LOTOS 

D-LOTOS language [14] is a high-level specification model for modeling real-time 
systems. It extends Basic LOTOS language [3], [8] with timing and urgency 
constraints, in addition to a function “τ” giving to each action a duration.  
The grammar of D-LOTOS is defined as follows: 
 
   E ::= Behaviors 

stop | exit{d} | ∆dE | X[L] |   g@t[SP]; E | i@t{d}; E | E[]E | E|[L]|E |      
hide L in E |  E ≫ E | E |[L>| E  | E [> E   
 

This syntax concerns the syntax of behavior expression E. The informal semantics 
of syntactic items is the following: 
Let a be an action (observable or internal), E a behavior expression and d∈D a value 
in a countable time domain (for example, D is Q+). Intuitively, a{d} means that the 
action a must start its execution in the temporal domain [0,d]. ΔdE means that no 



 FMEBP: A Formal Modeling Environment of Business Process 213 

 

evolution of E is allowed before a time delay equal to d. In g@t[SP];E (resp. 
i@t{d};E), t stores the time passed since the enabling of the action g (respectively i) 
and which will be substituted by zero when this action finishes its execution. 

The other operators are those of process algebras as nondeterministic choice 
(E[]E), parallel composition (E|[L]|E), interiorization (hide L in E), sequential 
composition (E ≫ E), and preemption (E[>E). In the expression (E|[L>|F) the process 
E evolves independently of F. Two cases may occur: In the first case, E terminates its 
execution, and then the system terminates. In the second case, E synchronizes with F 
on an action in L, in this case E is preempted and F takes the control. Note that 
processes that are synchronized with F are not preempted. 

2.2 The BPEL Web Services Composition Language 

Web Services Business Process Execution Language [9] (BPEL for short) is an XML 
based language for specifying business process behavior based on interactions 
between a group of Web services partners. This interaction occurs through 
<partnerLinks>. In BPEL, we have two parts of modeling. 

The first is the abstract part. It is written in a WSDL document that describes the 
various Web services, their data types, port types and the messages exchanged 
between different partners without specifying any internal behavior. Specifically, in 
BPEL each <partnerLinks> may contain two roles (<myRole> and <partnerRole>) 
typed by <portType>. In each <portType>, we can declare several operations that are 
used to receive (input) or to send (output) <messages>. The second is the dynamic 
part which is described by two categories of activities:  

• Basic activities: are those which do not contain any other activity like <Receive>, 
<Reply>, <Invoke>, etc.  

• Structured activities: are obtained by composing other primitive and/or structured 
activities recursively. They are used to define the order in which their enclosed 
activities are executed. For example, sequential and parallel processing may be 
modeled respectively by <Sequence> and <Flow>. Finally, the <Scope> activity 
which allows the decomposition of the BPEL process into sub-processes. 

A scope can be associated with a set of:  

(a) Event handlers: which can be run concurrently and invoked when the 
corresponding event occurs (inbound messages events: <onEvent>, or alarm 
events: <onAlarm>); 

(b) Fault handlers: to handle error messages when a fault occurred;  
(c) Compensation handler: to compensate the scopes which are completed 

successfully in case where exceptions occur or a partner requests a backtrack; 
(d) Termination handler: that controls the forced termination of a scope. 
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3 Formal Modeling Environment of Business Process (FMEBP) 

3.1 The FMEBP Functionality 

FMEBP is a formal environment that automates the transformation process of BPEL 
descriptions to D-LOTOS specifications. This platform is implemented with Java as a 
plugin to Eclipse development environment. Its functional view is sketched in Fig. 1. 
The input is a BPEL executable file [9], that is, an XML document which specifies 
the behavior of business process, while the output is a D-LOTOS process that 
formalizing the input BPEL file. The user only needs to give a BPEL file as input, and 
then the plugin will automatically transform it into D-LOTOS process. The obtained 
D-LOTOS process can be directly and automatically transformed into other low-level 
timed structures (such as Durational Action Timed Automata (DATA) [2]), that can 
supply formal verification methods like model checking or bisimulation. The user can 
then use UPPAAL [11] to simulate the running process and check properties 
assessing the well system behavior.  

 
 
 
 
 
 
 
 
 
 

 

Fig. 2. The Formal Modeling Environment of Business Process (FMEBP) 

Executable code 

BPEL 

Formal specification 

D-LOTOS 

FMEBP 

:
δ

  

Fig. 1. Functionality of FMEBP 
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Once the BPEL process is fully translated to a D-LOTOS specification using 
FMEBP, the generated D-LOTOS specification is translated to a low-level real-time 
structure, named Durational Action Timed Automata (DATA for short) [2] . Hence, 
the UPPAAL tool [11] may be used for simulating the running of the process, as well 
as checking both qualitative and quantitative properties stated in temporal logic like 
TCTL [1]. These properties concern: safety (something bad never occurs), liveness 
(something good eventually occurs) and deadlock freeness.  

By taking into account the duration of the actions, we can easily verify the 
behavior properties besides the time performance as well. 

3.2 Translating in FMEBP 

BPEL services and D-LOTOS processes correspond to each other. A formal modeling 
of BPEL services is based on the observation that a BPEL definition is interpreted as 
a formal D-LOTOS specification. 

In BPEL we have two parts for modeling: the abstract part and the dynamic part. In 
this paper we are interested in formal modeling the second part which is the BPEL 
executable processes that specify the behavior of business processes (various 
activities of BPEL description) in full detail. In our presentation, we refer to Table 1 
where we show sample code of both languages. The correspondence is the mapping 
from BPEL Structured Behaviors model to D-LOTOS model. 

Mapping for the Basic Activities 
This part introduces the representation of basic BPEL activities in the specification 
language D-LOTOS. Basic activities are those which do not contain any other activity 
(for example, <invoke>, <receive>, and <reply> activity). In our approach, each 
BPEL simple activity is represented by a specific D-LOTOS process. 

Consider the mapping illustrated in Fig. 3 where act denotes a basic BPEL activity, 
and g and d represent respectively guard and duration. “act{g}” means that the action 
act has to begin its execution within g time units, and “act[τ(act)]” means that the 
necessary time for the complete execution of the action act is d=τ(act). 

process BPELBasicActivity [act[τ(act)],…] := 
              act{g}; exit  
Endproc 

Fig. 3. Mapping for a BPEL basic activity 

Mapping for the Structured Activities 
Structured activities are obtained by composing other primitive and/or structured 
activities recursively. They are used to define the order in which their enclosed 
activities are executed. In Table 1, we define D-LOTOS processes that represent 
structured BPEL activities.    

First of all, the <Sequence> and the <flow> activities in BPEL are formalized by 
the D-LOTOS sequential composition construct “≫” and the two parallel composition 
operators “|[…]| or ||” respectively. Intuitively, the D-LOTOS recursive process calls 
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correspond either to the <while> activity enabling repeated execution as long as its 
boolean condition evaluates to “true” at the beginning of each iteration, or to the  
<repeatUntil> activity that is used to express repetitive execution. In contrast to the 
<while> activity, the encapsulated activities of the <repeatUntil> activity are ex-
ecuted at least once as its boolean condition is evaluated at the end of each iteration. 
Note that the provided condition in both of them (a boolean expression) is not 
represented in our formalization. Thus, we use directly the non-deterministic choices 
between a recursive call (recursive behavior) and the exit action (ending behavior). 

The branching conditions in the <if> activity, might comprises boolean expressions 
that are not represented in our formalization. Again, we use directly the non-
deterministic choices “[]” (possibly multiple) to choose a possible activity which may 
be executed. 

Table 1. Transformation rules of BPEL structured activities into D-LOTOS model 

 

BPEL D-LOTOS 

Sequence 

process sequence[U n

i=1
 G

i
[di]] ≔     

    activity1[…] ≫ activity2[…] ≫ …            ≫  activityN-1[…]  ≫  acti-
vityN[…]          
Endproc  

If 

process if[U n

i=1
 G

i
[di]] ≔       

   condition1;  activity1[…]  []  …  []  
   condition2;  activity2[…]  [] exit       
Endproc 

While 
process while[U n

i=1
 G

i
[di]] ≔    

     (activity[…] ≫ while[…]) [] exit  
Endproc  

RepeatUntil 
process repeatUntil[U n

 i=1
 G

i
[di]] ≔    

   activity[…] ≫ (repeatUntil[…][]exit)    
Endproc 

Flow + Links 

process flow[U n

i=1
 G

i
[di]] ≔        

 

     activity1[…]  |[linki]|  activity2[…]   
     |[linki]| … |[linki]|  activityn[…]     
Endproc 

FaultHandlers 

process faultHandlers[…]≔       
         catch1[faultName1, …]    
   []    …  
   []    catchn [faultNamen, …]  
   []    catchAll [faults, …]  
Endproc 
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Modeling of BPEL Timed Aspects 
The behavior of a BPEL Web service comprises not only the concurrency, 
synchronization and communication between its various activities, but also the delay 
of response of the service. These aspects can be modeled using D-LOTOS model. 

In BPEL, there are two expressions to manage the time. The <for> expression 
which specifies a duration for a certain period of time (takes into account a relative 
time) and the <until> expression that specifies a delay until a certain deadline is 
reached (takes into account an absolute time). These expressions are used either in the 
<wait> activity, or in the <onAlarm> element of a <pick> or an <eventHandlers>. 

The formal modeling of the relative time of BPEL (the <for> expression) is 
straightforward in D-LOTOS. This could be considered as synchronization on a timer 
gate which its delay is the indicated duration (∆duration-expr). Regarding the absolute 
time of BPEL (the <until> expression), it could be treated by bounding the temporal 
domain between the starting date of the BPEL process and the indicated deadline. 

In order to formalize the reception time of a request i.e. of the <receive> activity 
and the <onMessage> events of both the <eventHandlers> and the <pick> activity, we 
should annotate the BPEL code before transforming it to D-LOTOS specification by 
time constraints [10]. This can allow specifying bounds of the activity duration and 
guarantees that any action will take place at the right moment of time. In this formal-
ism, we assume that the execution time of each BPEL activity and the response time 
of a synchronous invoke of a Web service (request-response invocation) are bounded. 

Moreover, the fact that some BPEL activities may take certain period of time to 
terminate their executions is treated in FMEBP by using D-LOTOS actions with 
durations “a[τ(a)]” and clock guards “a{g}”. The τ(a) function gives the execution 
time of this action and the g guard guarantees that this action will take place at the 
right moment of time. 

4 Case Study 

In order to show how a BPEL code is translated into a D-LOTOS specification using 
FMEBP, we give the PurchaseTripOrder example “Fig. 4” which is a BPEL Web 
service issued from electronic commerce. It describes a service that processes an on-
line purchase of a trip. We will transform this latter into D-LOTOS and we show how 
the relative and the absolute times are treated in our approach as well as how we for-
malize the interactions between a customer and the PurchaseTripOrder service. Be-
cause of the relative complexity of this Web service, we do not detail its textual BPEL 
and WSDL descriptions, but we present its workflow graphically using the BPEL 
graphical representation. 

In the following, we explain how to generate D-LOTOS specification from the 
PurchaseTripOrder BPEL process given in Fig. 4. The system is composed of one 
customer and one PurchaseTripOrder service; this is because of the createInstance 
value which is declared “yes”. 
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─ The behavior of a customer is as follows: 

• The customer sends a purchaseTrip request. 
• After the reservation of the flight, the hotel and the car, the customer receives 

an invoice. 
• Then, the customer can request for the trip detail as well as cancel the trip, 

until a fixed deadline. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Timed PurchaseTripOrder example 

─ The behavior of the PurchaseTripOrder BPEL Web service is as follows: 

• When the PurchaseTripOrder Web service receives a purchaseTrip request, it 
creates a new instance to handle the requests of the customer. This is due to the 
“createInstance = yes” attribute.  

• Then, the service asks the customer for the allocation of flight, hotel and car in 
order to calculate the cost, then it send the invoice to the customer. 

• Finally, the service enables the customer to do some operation as long as the 
specified deadline has not been reached. Note that each access is available 
during a certain period of time d. 

In FMEBP, each BPEL activity, either primitive or structured, is represented by a 
specific D-LOTOS process. Consider the mapping illustrated in Fig. 5 where 
receive_ReceiveTripOrder[...] is a D-LOTOS process that models the receive activity 
named ReceiveTripOrder. purchaseRequest denotes a communication point (gate) in 
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which the BPEL Web service receives the purchaseTrip requests from customers. g 
and d represent respectively guard and duration. “purchaseRequest{g}” means that the 
action purchaseRequest has to begin its execution within g time units, and 
“purchaseRequest[d]” means that the necessary time to complete the execution of the 
purchaseRequest action is d. 

Upon receiving a purchase order from a customer, the service initiates 
simultaneously two paths: a sequence activity, named EvaluateCost, which are used 

<sequence name="Main">  
  <scope name="TripPurchase"> 
     <sequence name="PurchaseTrip"> 
       <receive name="ReceiveTripOrder" 
                createInstance="yes" 
                operation="purchaseTrip" 
                partnerLink="traveler"  
                … /> 
       <flow>  …   </flow> 
       <assign name="PrepareInvoice" … > 
               …  </assign> 
 
       <reply name="SendInvoice" 
              operation="purchaseTrip" 
              partnerLink="traveler" … > 
              …  </reply> 
     </sequence> 
  </scope> 
 
  <assign name="PrepareInvoice" … > 
          …  </assign> 
  <while name="PredateLoop"> 
  </while> 
</sequence> 

process sequence_Main[…] := 
      scope_TripPurchase[…] 
   >> assign_PrepareInvoice[…] 
   >> while_PredateLoop[…] 
Where 
 
  process scope_TripPurchase[…]:= 
      sequence_PurchaseTrip[…] 
  where 
 
    process sequence_PurchaseTrip[…]:= 
         receive_ReceiveTripOrder[…]  
         >> flow_PurchaseTrip[…]  
         >> assign_PrepareInvoice[…] 
         >> reply_SendInvoice[…] 
    where 
       process receive_ReceiveTripOrder 
               [purchaseRequest[d]]:= 
            purchaseRequest{g}; exit 
       Endproc 

       … 
    Endproc 
 
  Endproc  
Endproc 

Fig. 5. D-LOTOS process corresponding to the Main sequence activity 

<flow> 
 
  <invoke name="CreateTicket"  
           operation="createTicket" 
           partnerLink="ticket" … > 
           … 
  </invoke> 
 
  <sequence name="EvaluateCost"> 
    <assign name="InitializeCost" … > 
             …   </assign> 
 
    <if name="FlightDecision"> 
      <condition>...</condition> 
      <scope name="FlightReservation"> 
 
         <compensationHandler> 
           <assign  
             name="ReimburseHotel" … > 
             …    </assign> 
         </compensationHandler> 
 
         <assign name="ChargeHotel"… > 
                 …  </assign> 
      </scope> 
    </if> 
 
 
    <if name="HotelDecision"> … </if> 
    <if name="CarDecision"> … </if> 
 
  </sequence> 
 
</flow> 

process flow[…] := 
       invoke_CreateTicket[…] 
       |||   
       sequence_EvaluateCost[…] 
where 
  process invoke_CreateTicket[…] := 
        ticketRequest{g}; exit 
  Endproc 
  process sequence_EvaluateCost[…] := 
        assign_InitializeCost[…] 
        >> if_FlightDecision[…] 
        >> if_HotelDecision[…] 
        >> if_CarDecision[…] 
  where 
    process if_FlightDecision[…] := 
          ( condition1{g}; 
            scope_FlightReservation[…] ) 
         [] exit 
    where 
      process scope_FlightReservation[…]:= 
          (   
          (assign_ChargeHotel[…] ≫  
           enableComp_fr;exit)  
 
       ) |[enableComp_fr, undoPurchase_fr]| 
           compensationHandler_FR[…] 
      where 
        process compensationHandler_FR[…]:= 
            enableComp_fr; undoPurchase_fr;  
            assign_ReimburseHotel[…] 
        Endproc 
      Endproc 
    Endproc 
      … 
  Endproc 
Endproc 

Fig. 6. D-LOTOS process corresponding to flow activity of the PurchaseTripOrder  process 



220 I.E. Chama, N. Belala, and D.-E. Saidouni 

 

to evaluate the cost, and an invoke activity, named CreateTicket, to create a ticket for 
the customer. Once the two concurrent paths are completed, the service sends an 
invoice to the customer. The formalization of such activities is given in Fig. 6 where 
we show how the EvaluateCost activity is formalized as a sequential composition of 
four D-LOTOS processes: assign_InitializeCost[…], if_FlightDecision[…], 
if_HotelDecision[…] and if_CarDecision[…]. 

To formalize the FlightReservation scope activity “Fig. 6” we have to formalize its 
behavior and the behavior of its compensation handler. The 
scope_FlightReservation[…] D-LOTOS process given in Fig. 6 is the result of these 
behaviors. In the case where no fault occurs during the execution of the 
FlightReservation scope, this scope completes if all its enclosed activities complete. 
In this case, the corresponding D-LOTOS process enables synchronization on the 
enableComp port to indicate the successfully completion of this scope in order to 
make available its compensation handler for invocation. Moreover, the 
compensationHandler_fr[…] compensation handler process “Fig. 6” can only be 
executed when the enclosing scope completes successfully (the synchronization with 
the enableComp port is enabled) and is triggered by the 
compensate_TripPurchase[…] compensation process using the undoPurchase port 
“Fig. 8”. If these two conditions are fulfilled, the compensation handler is executed. 
Any other attempt to compensate this scope will be ignored. 

<while name="PredateLoop"> 
  <condition> … </condition> 
  <pick name="PredateMenu"> 
    <onMessage operation="getTripDetail" 
               partnerLink="traveler" … > 
       <sequence name=" GetTripDetail"> 
           … 
       </sequence> 
    </onMessage> 
 
    <onMessage operation="cancelTrip" 
               partnerLink="traveler" … > 
       <throw 
           faultName="tns:cancelation"    
           name="CancelTrip"/> 
    </onMessage> 
 
    <onAlarm>                    
       <for>'PT2M'</for> 
          <assign name="SetLoggedOff"> 
            … 
          </assign> 
    </onAlarm> 
 
    <onAlarm>                    
       <until>'2002-12-24T18:00+01:00' 
       </until> 
          <assign name="SetDateReached"> 
            … 
          </assign> 
    </onAlarm> 
  </pick> 
</while> 

  …   Alarm[…]  |[pause]|    …  
  
process while_PredateLoop[…] := 
 
   ( pick_PredateMenu[…] >>  
             while_PredateLoop […] )  
   [] exit 
 
where 
   process pick_PredateMenu[…]:= 
 
      getTripDetail{g}; 
      sequence_GetTripDetail[…] 
  [] 
      cancelTrip{g};throw_CancelTrip[…] 
  [] 
      delay(d)assign_SetLoggedOff[…] 
  [] 
      Pause;assign_SetDateReached[…] 
    
   where 
      process sequence_BalanceSeq[…] := 
          assign_PrepareTripDetail[…] 
          >> reply_SendTripDetail[…] 
      Endproc 
 
      process throw_CancelTrip[…] := 
           cancelation{g};exit 
      Endproc 
       … 
   Endproc 
 
Endproc 

Fig. 7. The PredateLoop while activity and their corresponding D-LOTOS process 

(1)

(2)

(3)

(4)

(1) 

(2) 

(3) 

(4) 
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The PredateMenu pick activity “Fig. 7” is itself decomposed of getTripDetail, 
cancelTrip, loggedOff and dateReached branches which are specified respectively: 
the consultation of the trip details, the annulation of the trip, the closing the current 
session and the ending the service. The getTripDetail branch is a sequence of two 
activities (prepareTripDetail and SendTripDetail), while the cancelTrid branch is a 
throw activity. If the customer does not select any one of the desired operations within 
5 minutes the loggedOff branch is triggered and the assign activity (SetLoggedOff) is 
executed. Finally the dateReached branch is used to specify a delay in which the 
service is only offered until the specified deadline is passed or reached. If the deadline 
is reached, the assign activity (SetDateReached) will be executed and the Web service 
will proceed by replying a negative response to the customer.  

When the cancelation fault occurs during the execution of the BPEL process, i.e., 
the throw_CancelTrip[…] process enables synchronization on the cancelation port     
“Fig. 7”, the execution of the main process will be stopped and the faultHandlers[…] 
process will catch this fault and executes the catch[…] process “Fig. 8”. Note that the 
strong termination forced by an enclosing scope is respected in our approach. 

 
 
<process> 
   <faultHandlers> 
 
      <catch 
        faultName="tns:cancelation"> 
 
        <sequence name="Cancel"> 
 
          <compensateScope 
              name="UndoPurchase" 
              target="TripPurchase"/> 
 
          <assign 
              name="PreparePenalty" 
              validate="no"> 
               …  </assign> 
 
          <reply name="SendPenalty" 
               operation="cancelTrip" 
               partnerLink="traveler" 
                ... /> 
        </sequence> 
      </catch> 
 
   </faultHandlers> 
 
   <sequence name="Main"> 
     …  
   </sequence> 
 
</process> 

 
hide enableComp, executeComp, faultName in 
 
process purchaseTripOrder[…] ≔      
     sequence_Main[…]  |[cancelation>| 
     faultHandlers[…]   
 
where 
   //  sequence_Main[…] (Fig. 5)  
 
   process faultHandlers[…]≔       
        catch[cancelation]   
   Where 
     Process catch[cancelation[d]] ≔ 
       cancelation{g};sequence_Cancel[…]  
     Where 
       Process sequence_Cancel[…] ≔ 
           compensate_TripPurchase[…] >> 
           assign_PreparePenalty[…] >> 
           reply_SendPenalty[…] 
       Where 
         Process compensate_TripPurchase[…] 
             undoPurchase;exit  
             [ ] empty[…] 
         Endproc 
         … 
       Endproc 
     Endproc 
 
   Endproc 
Endproc 

Fig. 8. Formalizing PurchaseTripOrder BPEL process by D-LOTOS 
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5 Conclusion and Future Work 

In this paper, we have presented a formal modeling environment of business process, 
named FMEBP. It is a formal environment that automates the transformation process 
of BPEL code to D-LOTOS language. By using FMEBP, we transform BPEL 
activities into D-LOTOS processes. This transformation allows us to verify not only 
the reliability and correctness of service composition but also the timed properties of 
BPEL. 

The use of D-LOTOS formal language has several advantages. First of all, its 
structure is very close to the programming structures of a Web service process and 
enables to model directly and easily a Web service (which is a process). In addition, 
the obtained D-LOTOS process can be directly and automatically transformed into 
other low-level timed structures (such as Durational Action Timed Automata [2] 
(DATA)), that can supply formal verification methods like model checking or 
bisimulation. 

The proposed formal environment is based on the formalization of both behavioral 
and timed aspects of BPEL descriptions. Therefore, our transformation approach 
allows us to model and verify a richer set of properties compared to the other 
approaches that exist in the literature. 

As perspective, we look for proposing another formal environment based on the 
translation of BPEL directly into real-time low-level model such as DATA models 
[2], without using an intermediate specification language. This can optimize the 
obtained low-level structure and accelerate the formal verification of the Web services 
composition. 
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Abstract. Customer Flow Management (CFM) systems are used to manage 
queues and support customer service business processes at various companies. 
The customer experience could be improved and waiting time reduced, if the 
service provisioning adapts to the context. To solve this problem, an approach 
for design and implementation of CFM systems on the basis of adaptive 
workflows is proposed. The adaptive workflows are modeled using BPMN and 
implemented using the object-oriented approach. To support model-driven im-
plementation of adaptive workflows, the BPMN meta-model is extended to 
represent adaptive features and to support reuse of workflow activities across 
multiple alternative implementations of workflow execution variants. To illu-
strate the approach, a prototype of the dynamic luggage registration and online 
ticket re-registration in case of flight cancellation CFM system is developed. 

Keywords: adaptive workflows, customer flow management. 

1 Introduction 

Queues are reality of daily life, for instance, in the shopping centers, governmental 
institutions, entertainment events, airports, and other queuing areas. The studies show 
that the queues can cause loss of person’s control, boredom feeling as well as physical 
discomfort [1]. The queues point to the fact that waiting and service time is not ma-
naged effectively and underlying business process can be improved.  

Workflow management (WfM) systems are used to manage the business processes 
[2,3,4] This kind of systems has become one of the most successful ways of process 
coordinating and automating [5]. As time goes by, programming and software devel-
opment becomes more agile and dynamic. In past, development of the system began 
with in detail design and planning of all functions. Nowadays, developers should take 
into consideration the fact that system will change and evolve during the utilization 
period to adapt to changes in the organization, business processes and business envi-
ronment. Traditional WfM systems were not intended for such scenario, that’s why 
adaptive workflows have been receiving much attention in recent years [7,8,9]. 

The interest about implementing flexibility into business processes has increased 
for the last decade because of the fact that in a dynamic business environment organi-
zation’s economic success depends on ability to rapidly react on changes in the mar-
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ket. The changes are usually caused by product or service customization, production 
process optimization, customer service enhancement or amendments of law [10]. One 
of the key benefits of using adaptive workflows is possibility to modify running 
processes on the fly, to manage process exceptions without or with minimal person 
interaction, to adapt to context and to work with external systems and sensors, to run 
diagnostics [11]. The adaptive workflow is a logical extension of traditional 
workflows and the new generation of business process execution. 

Nowadays, many information systems, which fit different organization functional 
needs, are available. That includes operational systems, database management sys-
tems and specific enterprise applications. Customer flow management (CFM) sys-
tems, which aimed at organizing customer service processes and ensuring that the 
service level is maintained regardless of the customer flow intensity, can be perceived 
as specialized WfM systems. However, there can be many more things that can be 
done to free additional time for the customer until his/her turn comes [30]. A concep-
tual method for designing CFM systems was developed in [12] although implementa-
tion issues were not further elaborated. 

In this paper, possibilities to use adaptive workflows to enrich the functionality of 
CFM system are investigated. The aim of this research is to develop solutions for 
CFM system design and implementation, which use an adaptive workflow object-
oriented approach, to enhance CFM process adaptability, workflow execution variants 
flexibility and implementation reusability. 

The rest of this paper is structured as follows. Section 2 presents results of related 
work analysis and theoretical justification of the adaptive workflow development and 
usage in CFM system optimization. Section 3 presents main concepts of the proposed 
object-oriented adaptive workflow development approach. In Section 4, we introduce 
our prototype of airline CFM system for dynamic luggage registration and online 
ticket re-registration in case of flight cancellation. This paper concludes with future 
research directions and evaluation of the approach in Section 5. 

2 Related Work 

During the related works investigation, the key focus fields were business processes 
management (BPM), WfM and BPM systems, including investigation of the basics of 
operations, aims and tasks of adaptive workflows, development history and imple-
mentation approaches, CFM disadvantages and development possibilities. 

Waiting time is essential and can dramatically influence the level of the customer’s 
satisfaction [13]. Studies show that queues can cause the loss of control and overesti-
mation of waiting time. Boredom and physical discomfort are also identified [1]. The 
fact that customers have to waste their precious time to get desired or needed services 
can negatively influence the evaluation of service provider [14, 15].  

In recent years there is increase in interest for implementing flexibility into busi-
ness processes because traditional WfM systems were not intended to be more agile 
and dynamic during a utilization period of a system. In a dynamic business environ-
ment organization’s economic success is dependent on ability to rapidly and flexibly 
react on changes in the market. As a result, workflow should be easily and rapidly 
modifiable both in the development and maintenance phases [4]. Adaptive workflow 
effectively reacts to system, environment, or context changes [16].  
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What is an adaptive workflow? Taking into consideration that workflow is compute-
rized consequent execution of business process tasks, it can be stated that adaptive 
workflow is execution of an adaptive process. Adaptive process is process that is not 
fully standardized and can adapt to environment, e.g. consultancy or business startup 
process, engineering problem solving process, audit, evaluation of sophisticated insur-
ance cases, complex medical cases etc [16]. Many researchers [11, 17, 18, 19, 20]) have 
defined adaptive workflow as a mechanism, that can implement strategies, that allow to 
avoid exceptions, discover and process them in different application levels. The ability 
to change process behavior during the run time is critical factor for adaptive workflows. 
[21] considers adaptive workflows as a vast and important research field. They are con-
fident that these systems improve service quality and are focused on users.  

There are many approaches to implement adaptive workflow. These are single model 
and open point approaches [6, 8, 22, 23], event-based processing [19, 24] and agent and 
web-service based approach [17, 20] and also adaptation using business process variants 
[4, 25, 26, 27]. Recently the new approach was proposed – execution model approach, 
which uses object-oriented paradigm in business process development [28]. There is not 
a standard way for technical implementation of Adaptive workflows. Also designing the 
adaptive workflows using one of the most popular modeling standards – BPMN, it is 
hard to visualize business process variants in a model and to define inheritance between 
main elements – tasks. These problems results in three tasks of this paper – understand 
how to implement the adaptive workflow; choose the most appropriate implementation 
approach that allows enhancing CFM system functionality; make sure, that nowadays 
adaptive WfM systems are available.  

Nowadays, usual CFM systems are used in many spheres most commonly for 
queue organization [29]. Developers of MobiQ prototype and researchers [30] state, 
that two disadvantages are identified in CFM systems. Firstly, customers have to go to 
organization office to reserve a place in the queue for service. Secondly, after the 
ticket is received, customer have to wait for his turn inside the organization premises, 
as systems does not update information on remaining waiting time remotely and on-
line. In other words, customer could use waiting time for his personal needs – for 
instance rest in the nearby park, or travelling time to the nearest service point. CFM 
systems do not provide dynamic processing depending on the current exception situa-
tion. These problems allow defining this paper’s aim and 4th task – design and im-
plement the adaptive workflow to optimize functionality of a CFM system. 

3 Adaptive Workflow Development 

The CFM system is built on the basis of the underlying workflow. It is assumed that 
there is a general workflow defining the main high level activities. There are also 
several alternative ways these activities can be performed. Appropriate combinations 
of these alternative activities form workflow execution variants. In order to provide 
for workflow adaptability, appropriate process variant is selected for the execution 
depending on the current context. The object-oriented approach is used to design and 
implement the adaptive workflow in order to reduce development effort associated 
with implementation of the multiple workflow variants. 
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3.1 Workflow Design 

The adaptive workflow underlying the CFM system is developed as an object-
oriented workflow (OOWF). The first step is to identify main activities of OOWF and 
alternatives of performing these tasks. In the terms of notation used by [25], the gen-
eral process is expressed as  , , , , 

where N is the set of tasks in the process, E is the set of events, G is the set of 
gateways and :  is the set of connectors. 

The general process is enriched by specifying alternatives for execution of each 
task: , , , , , 

where :  associates alternatives with tasks and A is the set of alternatives.  
 

 
Fig. 1. Reusability and flexibility using OOWF tasks 

The general process and variants elaborated by specifying alternatives of the tasks 
are illustrated in Fig. 1. The tasks of general OOWF are circles - A, B, and the alter-
natives are X:A, Y:A, X:B, Y:B, Z:B (shaded lanes show association among the gen-
eral tasks and their execution alternatives). The workflow variants also contain tasks 
and activities, which are not present on the general process. Each alternative task has 
its own specific implementation, e.g. specific user interface.  

3.2 BPMN Extension 

The workflows can be modeled using BPMN. However, in order to represent 
workflow execution variants and to support their object-oriented implementation, the 
standard BPMN meta-model is extended. The meta-model extension is developed for 
the Activity flow element (Fig. 2). Class of Task is introduced to represent 
the task object-oriented implementation. This element captures general aspects of the 
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task while the Task Alternatives element represents variant specific imple-
mentation of the task. The specific implementation inherits general features of the 
tasks thus allowing for reduction of the development effort. Switching Rules 
class defines adaptive behavior of the workflow and is used to select appropriate 
workflow execution variant according to the current context represented by the Con-
text Data element. In order to represent human interaction with the CFM system, 
the GUI class implementing user interface for each task is also introduced.  
 

 
Fig. 2. The extension of BPMN meta-model  

These extensions are intended for supporting object-oriented implementation of the 
adaptive workflow while the standard BPMN focuses on analysis and design issues. 
That allows for model-driven implementation of adaptive workflows in a spirit of 
executable modeling as proposed by [28]. The Object-Oriented programming (OOP) 
approach differs from procedural and modular paradigms in a fact that objects can 
interact with each other using interfaces. The fundamental concepts in OOP include: 
object, classes of objects, methods, messages, abstraction, encapsulation, object inhe-
ritance and polymorphism. OOWF derives it features and concepts from OOP. The 
OOP and OOWF comparison of main concepts is represented in Table 1. 

OOWF structure is made of attributes which are used to store data of incoming or 
outgoing messages. Methods describe behavior of an OOWF. When a message from 
the context data is received, the state of the workflow can be changed. The main ob-
jective of the OOWF is to achieve adaptive process management. As a result business 
process becomes more flexible and agile. Moreover, the adaptive workflows provide a 
mechanism of an exception handling, dynamic adjustment of business process based 
on contextual data, and effective implementation of evolutionary changes. 
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Table 1. OOP and OOWF main features and concepts 

Basic  
concepts 

OOP OOWF 

Object 
Is an instance of a class.  Is the implementation of the task, where 

task executor, task functionality and 
adaptation mechanisms are known. 

Class 
Represents a set of objects with 
similar structure and behavior. 

An abstract business task, which de-
scribes tasks with similar structure and 
behavior. 

Message 
The instrument of object communi-
cation – call to object’s method 

Input and output data of a workflow. 

Method 

Defines an algorithm, which is 
executed by an object as a reaction 
to message. Method is a piece of 
code that is connected to class or 
object.  

Specific functionality which can change 
the workflow instance task behavior, 
state and identity. Usually is an imple-
mentation of a subprocess. 

Abstraction 

It is a simplified description of 
something that highlights its most 
important characteristics and aims 
and at the same time ignores unim-
portant details. Distinguishes the 
most essential characteristics of the 
object so that the object can be 
uniquely identified and clarifies its 
conceptual boundaries. 

The workflow is divided in 3 levels – 
abstract, definition and instance levels. 
The first level also indicative of the fact 
that workflows inherent characteristic of 
abstraction. If an implementation of a 
workflow is not known over OOWF 
class, then it can be empty and imple-
mented in the inherited classes. 

Encapsula-
tion 

Describes the ability of an object to 
hide its data and methods from 
outside. 

The access control of workflow devel-
opment and implementation. Only the 
process manager can create, modify, and 
delete process elements. 

Inheritance 

Subclass inherits the superclass 
structure and behavior. Used to 
promote the use of existing code 
with little or no modifications. 

Specific business task can inherit the 
structure and behavior from another 
abstract business task. Inheritance en-
hances reusability and flexibility of 
workflow development and maintenance 
process.   

Polymor-
phism 

OOP polymorphisms principle is 
usually used for functions and oper-
ations, when multiple functions with 
the same name execute different 
actions.  

It is possible to implement polymor-
phism in OOWF by using input data and 
branching mechanism.  
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3.3 Workflow Implementation 

The adaptive workflow is implemented as an expanded business process explicitly 
showing all alternative tasks and execution paths: , , , , Φ, R , 

where function  Φ , , ,  defines transformation from  to , 
for example,  :  defines transformation of initial nodes and their  
execution alternatives into the set of tasks in the expanded model. Process variants, 
switching rules and context data are used to design the expanded model and imple-
ment the adaptive process in adaptive WfM systems (Fig. 3). The context data are 
input of business process that affects behavior of the workflow. The switching rules 
and process variants are used to adapt business process. The statistical data are an 
output of the executed adaptive workflow. These data can be used to monitor and 
compare with targeted customer service requirements.  

Implementation of the expanded business process implies merging all process va-
riants into a single model (Fig. 3). The adaptive behavior is represented using the 
context-dependent gateway, where decisions concerning execution of the appropriate 
process variant are made. The context data trigger the switching rules, and the CFM 
processes execution is adjusted accordingly.  The tasks in the process variants are 
implemented as objects of the Task Alternative class and inherit characteristics 
of the general task. The process variants can packaged as templates for further reuse 
in other workflows. The exception handling for the adaptive workflow is provided. 

 

 

Fig. 3. Implementation of an adaptive workflow using OOWF 
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4 Implementation Example 

In this section, to illustrate the proposed development approach, we discuss ideas and 
techniques for the prototype’s case applied to the passenger airlines and the CFM in 
airports. This does not narrow at all the application spectrum and generalization of the 
solution and it is meant to assist flow of ideas. 

Nowadays, airlines provide many more services than just ticket sales and registra-
tion via mobile devices and web sites. A passenger can be served from the moment he 
decided to buy a ticket till the end of round trip flight collecting feedback and statis-
tics from whole process. Moreover, adaptive workflows integration with CFM system 
could improve, firstly, luggage registration process using sensor’s data and, secondly, 
ticket registration with car rent and hotel reservation processes case of flight cancela-
tion to make it possible offering online re-registration.  

BPMN model is shown in Figure 4. The first process variant is for management of 
flight cancelation. The other process variants provide sensor data processing at a lug-
gage registration checkpoint and sending messages to passengers with information 
about current state at checkpoint and proposed instructions. The message depends on 
the amount of passengers in queue, who has not registered their luggage yet. For ex-
ample, there are three options available: if queue length is less than 5 people, then 
message is sent to inform about possibility to arrive later; if queue length is less than 
20 people and greater than 5 people, then message is sent to inform about necessity to 
arrive immediately; if queue length is greater than 20 people, then message is sent to 
inform about only one possible variant - use the “VIP” registration. 
 

 

Fig. 4. Luggage registration and online ticket re-registration processes improvement 
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The prototype has been implemented using a commercial WfM system (Micro-
soft SharePoint Server 2010) and a 3-d party extension (Nintex Workflow  
for SharePoint) to create the adaptive workflow for optimization of CFM system 
business processes.  

As a result two main OOWF tasks “Registration task” and “Sensor”, four of  
first level inherited OOWF tasks “Luggage Registration task” and “Ticket Registra-
tion task”, “Queue sensor” and “Weather sensor” were created. Also there were  
implemented three alternative tasks of “Luggage Registration task”: “Inform about 
possibility to arrive later”, “Inform to arrive immediately” and “Inform to use “VIP” 
registration” Only one adaptive workflow to manage the whole business process is 
needed, and it consists of four process variants (Appendix A).   

5 Evaluation and Conclusions 

In this paper we have concentrated on design and implementation solutions of CFM 
systems to reach development reusability and flexibility including exception handling. 
We have shown that the dynamic flow management problem has many facets and is 
therefore a worthwhile area of study. We have proposed the BPMN meta-model ex-
tension. We demonstrated its suitability for the specification of adaptive workflows to 
optimize CFM system in our prototype called AdaptFly. Its main purpose is optimiza-
tion of luggage registration and re-registration processes. The presented prototype 
serves as a proof of concept that the approach is feasible and efficient. The chosen 
platform has a few of unresolved technical errors, but nevertheless it has many advan-
tages, such as features to provide workflow objects inheritance, intuitional and robust 
capabilities of GUI elements to create, store and manage adaptive workflows and  
rich monitoring tools. 

This approach provides three main advantages. First of all, analysis of business 
process can be realized with UML. Business logic of process is distributed into 
classes as it happens in real life and then is visualized using BPMN modeling lan-
guage, which is preferable in Non-IT world. Secondly, in the future OOWF tasks can 
be used in other business processes or easily improved by adding new task alterna-
tives. So, complex business requirements can be realized using OOP best practices.  
Last but not least, one of main disadvantages of rules based approach is reduced. 
Usually there are some external rules that manage process behavior. The process and 
rules are hard related. There is no problem to realize evolutionary changes in such 
scenario, but there is no fast answer on question: “What would happen with business 
processes and rules if reengineering process of organization has been started?” It 
means that all related rules with old processes are no longer valid and must be recon-
figured or redeveloped. In turn, process variants with OOWF tasks could be just re-
grouped or enriched by new task alternatives. 
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Future steps include enhancing the alert mechanisms using Short Message Service 
(SMS) and social networks in order to be able to give fast possibilities of interaction 
with customers. Moreover the prototype is ready to use external sensors. Also Gartner 
analysts [31] pay attention to the cloud technologies that enables organizations to use 
such technology as a service, reducing the investment needed and the time of imple-
mentation lifecycle. It means that the next step is to upgrade the prototype providing 
cloud solutions. 
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Abstract. Mobile UML (M-UML) has been proposed as an extension of UML 
to model mobile agent-based software systems. As UML, M-UML suffers from 
lack of semantics due to its semi-formal structure. Formal methods have been 
used largely in order to deal with such problems. π-calculus is one of these for-
mal methods  that deal with mobile computation. In this paper, we propose a 
formalization of M-UML statechart diagrams using π-calculus in order to pro-
vide a formal semantics for such diagrams. The generated π-calculus specifica-
tions are then used to analyze and check systems using π-calculus analytical 
tools (e.g. MWB tool). We illustrate our approach by an example. 

Keywords: Mobile UML (M-UML), π-calculus, formalization, MDA. 

1 Introduction  

UML (Unified Modeling Language) is a language to visualize, specify, build and 
document all the aspects and artifacts of a software system [1]. It has been extended 
in [2] to model mobile agent-based software systems by covering the mobility aspects 
which represent the novel concept inherent to such systems. UML has no formal se-
mantics and hence, it is often needed to tackle incompleteness and ambiguity of their 
diagrams by means of formalization. This later uses Object Constraint Language (OCL) 
(which is normally comes with and used for describing rules that apply to UML) or any 
other formal language. Analogously, M-UML suffers from the same problems and in 
the case of mobile statechart diagrams, OCL is not the most appropriate formal lan-
guage, as it does not provide appropriate constructs to represent behavior and mobility 
aspects modeled in these diagrams correctly. In addition, OCL has ambiguous nature 
which will not help in reasoning and formal proofs [3]. On the other hand, using  
π-calculus to formalize M-UML diagrams can help in providing precise semantics to 
M-UML statechart diagrams. Thus, we propose in this paper an integrated approach 
M-UML statechart diagram/π-calculus specification for modeling and analysis of 
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mobile agent-based software systems by mapping mobile statechart diagrams to π-
calculus specifications. The generated π-calculus specification will be considered as a 
formal semantic used in analysis; such as early detection of errors (deadlock, live-
lock,…), check if certain properties are satisfied, or check the equivalence between 
different diagrams by using π-calculus analytical tools like the Mobility Workbench 
(MWB) [9][10]. 

The rest of the paper is organized as follows. In Section 2, we present some related 
works. In Section 3, we recall some concepts of M-UML. In Section 4, we present the 
π-calculus computation model. In Section 5, our approach is presented. In Section 6, 
we illustrate our approach through an example. Section 7 concludes the paper and 
gives some perspectives of the work. 

2 Related Works 

There is a large body of work in the literature which attempt to formalize the seman-
tics of UML statechart diagrams and it is impossible to review all of them. Thus, we 
consider the most related ones to our contribution. The authors in [19] provided a 
categorization and comparison of 26 approaches of state machines semantics formali-
zation. In [16], a formal semantics of statechart diagrams is given by a temporal logic-
based formalization. In [11] and [17], CSP is used to define a formal semantics of 
statechart diagrams. Other formalizations of statechart diagrams using PROMELA 
[13], Esterel [14], and Petri nets [18] formalisms are developed. 

Other works can be considered since they seem very close to our work in using π-
calculus to formalize UML diagrams. In fact, the authors in [15] have proposed a 
formalization of statechart diagrams in the π-calculus by a bottom-up approach. In [5] 
and [6], the π-calculus is used to formalize UML activity diagrams. In [7] an automat-
ic translation of UML specifications made up of sequence and state diagrams into π-
calculus processes is provided.  

The semantics of UML statechart diagrams with mobility was handled in [20] and 
[8]. Actually, the authors in [20] have proposed an approach for transforming mobile 
UML statecharts diagrams to nested nets using meta-modeling and graph grammars 
for modeling and analysis purposes. In [8], a formalization of mobile state machines 
using the TLA logic is presented and used to define the notions of refinements.  

With regard to all these previous studies, we notice the following concerns: 

• Although there exists already a formal semantics of M-UML statechart diagrams in 
[20], the target semantic domain chosen is very limited in semantics and in tools.   

• The work presented in [15] was done without considering mobility, besides the 
fictive strategy adopted in formalization which often consider that it exist fictive 
(non-identified) processes which accomplish some tasks behind the door. By ex-
amination of this approach, we quickly detect that it is impossible to analyze and 
verify a pi-calculus specification generated by this formalization using specialized 
tools (e.g. MWB [9][10]). This is what discourages us to pick this formalization 
and extend it to M-UML statecharts.  
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• The informal definition of the semantic mapping in large of all previous works, 
especially in [15], [20], which make them insufficient to full define the translation. 

• The authors in [8] propose a formalization of mobile UML state machines by 
means of MTLA which is an extension of Lamport’s Temporal Logic of Actions 
(TLA) with spatial modalities. The approach can be classified in the ones using sta-
techart diagrams for refinement purposes besides the poverty of the target model 
(MTLA formalism) in theory and tools. 

In contrast to all these works, our contribution provides multiple benefits over 
them: 

• We use in our work the pi-calculus as the target semantic domain; this will facili-
tate describing these diagrams and capturing the mobility feature. In addition, the 
pi-calculus provides a rich theory and tools for concurrent systems and mobile 
communication. This makes it more appropriate for analyzing and verifying mobile 
systems modeled as M-UML statechart diagrams than other formalisms including 
nested nests (in  [20]) which focus only on dynamic behavior. 

• Our study provides a full formal definition of the semantic mapping between M-
UML statechart diagrams and the pi-calculus. In contrast to [15], [20] and [8], our 
approach allows making easy the automation of the translation and its scalability. 

• We present a complete and a persistent approach at least for analyzing and verify-
ing the mobility feature captured in these diagrams. This will allow to import the 
generated pi-calculus specifications into the specialized tools (e.g. MWB [9][10]) 
and proceed to analysis. 

3 M-UML Statechart Diagrams (MSDs) 

M-UML Statechart Diagrams (MSDs) [2] have been introduced to model the behavior 
of a mobile agent/object by exposing their different states. We present bellow (Fig. 1) 
structural elements of MSDs, and we focus on the new elements introduced by M-
UML to deal with mobility in statechart diagrams. 

An object is at the beginning in the initial state, and after that it can be found in 
other states at a given time. A state with a box (M) is a mobile state; it is a state 
reachable by the object out of its base platform. A transition is a link that comes from 
a source state and reaches a target state. A mobile transition is a transition with a box 
(M) between two states reachable by the agent/object in two different platforms; it has 
several forms as illustrated in Fig. 1. All states reached by an object either at its base 
or away will be depicted with a dashed box (M). A remote transition which carries a 
box (R) is a state reached by a mobile agent while interacting with another agent re-
motely. A transition with <<agentreturn>> stereotype represents the return of the 
mobile agent to its original platform by reaching a state in it. If the object finishes the 
execution, it will attain the final state.   
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Fig. 1. Structural elements of MSDs 

4 π-calculus 

The π-calculus [4] is a process algebra which has been introduced as a rigorous sematic 
model for mobile systems. It is developed to cover the limitation of others calculus in 
terms of expression power by authorizing the passage of “channels” between processes. It 
can be used for the representation, the analysis, the verification and simulation of mobile 
systems. The π-calculus uses two concepts to model mobile systems: a process that is an 
active communicating entity in the system, and a name that is anything else, e.g. a com-
munication link, variable, data, etc. The abstract syntax for the π-calculus is given by: 
 

   P ::=   0             Nil; empty process 
       |  x (y) . P         Input prefix; receive y along x 
       |  x <y> . P       Output prefix; send y along x 
       |  τ . P            Silent prefix; an internal action 
       |  P | P            Parallel composition  
       |  P + P           non-deterministic choice 
       | (ν x) P           Restriction of name x to process P 
       | ! P               Replication of process P 
       | [x = y] P         Match; if x = y then P 
       | [x = y] P         Mismatch; if x = y then P 
       | A(y1, … , yn)     Process Identifier  

And, we define the following shortcuts: 

∈Ii iP
def

=  P1 + . . . + Pn  (summation of all processes), ∏∈Ii iP
def

=  P1  |  . . .  | Pn         

(composition of all processes), and  x1 def

=  x1, x2 ,...., xn         (series of channels) 

M M M M 

M 
M M M M 

M M M R M 

State2 
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State3 
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State1 
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5 The Proposed Approach 

In this section, inspired by [5], [6] and [12], we define a textual abstract syntax as a 
formal definition of an M-UML statechart diagram. Then, we start our formalization 
by formally define the mapping toward the π-calculus.      

5.1 Formal Definition of MSDs 

─ Definition 1: (MSDs Definition) 

Mobile statchart diagrams (MSD) are defined as: 
- S = NS U MS U RS is the set of states where: 

NS is the set of normal states 
MS is the set of mobile states 
RS is the set of reached states 

- K = {NT, MT, RT, AT} is the set of transitions kinds where:  

NT represents normal transitions 
MT represents mobile transitions 
RT  represents remote transitions 
AT represents agentreturn transitions 

- E = {E1, E2, ..., En}        is the set of events.  

- C = {C1, C2, ..., Cm}       is the set of conditions. 

- A = {A1, A2, ..., Ak}       is the set of actions. 

- T = KxSxExCxAxS         is the set of all transitions. 

A mobile statechart diagram is a 9-tuple: 

  MSD = (MSDname, S, T, δK, δsrc, δtrg, δE, δC, δA) where: 

- MSDname  is the name of the mobile statechart diagram. 

- δK : T           K  returns the kind of a transition. 

- δsrc : T           S  returns the source of a transition. 

- δtrg : T           S  returns the target of a transition. 

- δE : T           E  returns the event of a transition. 

- δC :  T          E  returns the condition of a transition. 

- δA :  T          S  returns the action of a transition. 

─ Definition 2: (Mapping Function) 

We define a function Ψ for representing each mobile statechart diagram as process 
expressions in the π-calculus. The function Ψ is defined as follows:  

Ψ(.) : MSD              Pi-calculus 
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- MSD is the set of all mobile statechart diagrams. 
- Pi-calculus is the set of pi-calculus process expressions.  

This function defines for each mobile statechart diagram M ∈  MSD, its corres-
ponding pi-calculus specification Ψ(M) ∈  Pi-calculus. 

─ Definition 3: (Process Expression Function) 

We define the following bijective sub-functions: 

Ψ ELMe∈ : ELMMSD              π

},{ NPI
 

- ELMMSD represents a set of elements of MSD. 

-π

},{ NPI
is the set of process identifiers “PI” and channels “N”. 

This function translates each element of the mobile statechart diagram into a pi-
calculus process identifier or a channel. 

─ Definition 4: (Equivalence Class) 

We define an equivalence relation R on the set of states S as: 

          R = {<S1, S2> | S1, S2 ∈  S are two states which run on the same platform} 

Then, this equivalence relation defines a partition of the set S where:  

          [s]R = {x ∈  S | (s , x) ∈R}  

The quotient set (equivalence classes set) is defined as: 

          S/R = {[s]R | s ∈  S} 

The quotient set represents the set of platforms of the mobile statechart diagram. 

─ Definition 5: (Platforms Distinction) 

We define a surjective function which returns for each diagram its platforms. 

                     δP : S
               S/R 

Which localizes for each state its platform of execution such that:  

                    ∀ s ∈  S,  ∃p ∈  S/R, where δP (s) = p. 

5.2 Formalization of MSDs 

The technique adopted to formalize mobile UML statechart diagrams is to define the 
appropriate π-calculus representation of the reached state (current state) of the object 
in terms of a process identifier. This later interacts with other processes such as the 
platforms scheduler, the conditions evaluation process, the events wrapper, and the 
actions handler to dynamically progress toward other states processes regarding the 
communication results.  
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─ Rule 1: (the platforms scheduler) 

Let P1, P2, ... ∈  S/R, Ψp(P1) = p1, Ψp(P2) = p2, … , the platforms scheduler is the 
process that deals with the platform where the mobile agent/object is currently ex-
ecuted on. The behavior of the platforms scheduler is given by the process: 

PS(migrate, p1) 
def

= p1.PS(migrate, p1) + migrate(newp).PS(migrate, newp)    

In the platforms scheduler process, “pi” is used to model a particular platform “i” 
in the system and this channel will be changed dynamically when we switch to anoth-
er platform. This channel is used to model the interaction between the states and the 
platform where they have performed on. “migrate” is a channel for requesting a mi-
gration from a platform to another. PS continues to interact with states by the output 
action “pi” recursively. The need for the migration is modeled by an input on the mi-
gration channel that represents the next new platform. The modeling of the mobility 
feature is guaranteed by the interaction between the platform process and states 
processes. The formalization is built upon this process; it is the manager of the 
movements of an object from a state to another in different platforms. 

─ Rule 2: (Events wrapper) 

Let T1, ... , Tn ∈  T, δE(T1) = E1, … , δE(Tn) = En ΨE(T1) = e1, ... , ΨE(Tn) = en , rtc 
is a channel to represent the run-to-completion of events. An event is something oc-
curring in a system that triggers a potential change. We model the semantics of the 
occurred events by the behavior of the process ER(rtc, e1,… ,en) as follows: 

ER(rtc, e1,…,en) 
def

=  τ.!e1.rtc.....τ.!en.rtc.ER(rtc, e1,…,en) 

We model the occurrence of something as an internal action “τ” that is produced in 
the events process “ER”. After that, the channel corresponding to the event is sent. 
We use the replication operator “!” to indicate that the event process makes multiple 
copies of an event, since the same event can triggers several transitions. The sequen-
tial outputs of events in the events process ensures that one event will be performed at 
a time and the output action “rtc” guarantees the run-to-completion of events such that 
the environment will dispatch an event only if the previous was finished.  

─ Rule 3: (conditions evaluation) 

Let T1, ... , Tn ∈  T, δC(T1) = C1, … , δC(Tn) = Cn, ΨC(T1) = c1, ... , ΨC(Tn) = cn. true 
and false are two channels to represent the current evaluation of a condition (true or 
false), the semantics of conditions evaluation are modeled by the process 
CE(true,false,c1, … ,cn) as follows: 

CE(true,false,c1, … ,cn) 
def

= ∏
=

n

i 1
ci(g).(g<true> + g<false>).CE(true,false,c1, … ,cn) 

A guard condition is a logical expression that must be true to take the transition. 
The process receives a request for the evaluation of a condition by the input action 
“ci(g)”. It then uses the received channel to return the Boolean value by outputting the 
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channel “true” or “false” according to the evaluation. The parallel choice used in the 
conditions process will guarantee that all the conditions evaluations are performing in 
parallel, and the invoked one will be executed. 

─ Rule 4: (actions handler) 

Let T1, ... , Tn ∈  T, δA(T1) = A1, … , δA(Tn) = An, ΨA(T1) = a1, ... , ΨA(Tn) = an, 
We model the semantics of the actions by the behavior of the parameterized process 
AH(a1, … ,an) as follows: 

AH(a1, … ,an) 
def

=  
=

n

i 1

ai.τ.AH(a1, … ,an) 

On receiving the input action “ai”, the actions handler process executes the action 
(modeled as an internal action “τ”) and recursively iterates to perform other actions. 
The non-deterministic choice is used to treat the adequate action. 

─ Rule 5: (state + simple transition) 

Let S1 ∈  S, S2 ∈  S, T1∈T, δP(S1) = P1, δP(S2) = P1, δSrc(T1) = S1, δTrg(T1) = S2, 
δK(T1) = NT, δE(T1) = E1, δC(T1) = C1, δA(T1) = A1, ΨP(P1) = p1, ΨE(E1) = e1, 
ΨC(E1) = c1, ΨA(A1) = a1, and ΨS(S1) = S1(p1, e1, c1, a1). We model the semantics of 
a state with a transition which has an event, a condition and an action by the behavior 
of the parameterized process S1(p1, e1, c1, a1) as follows: 

S1(p1, e1, c1, a1)
def

= p1.S1(p1, e1, c1, a1) + e1.(ν g)c1<g>.g(y). 

                         ([y=true] a1.S2(p1) + [y=false] S1(p1, e1, c1, a1)) 

A state is localized in a platform and waits to be reached. This is modeled as an in-
put action “p1”, and in this case the process modeling the state continues to communi-
cate with the platforms scheduler (see Rule 1) until an event occurs i.e. receipt of the 
adequate channel “e1” from the events wrapper (see Rule 2).   

A condition is represented as a channel “c1” which will be used to evaluate the 
guard condition. Actually, after an event occurs, the process modeling the state 
creates a new channel “ν g” and uses the output action “c1<g>” and the input action 
“g(y)” to retrieve the current evaluation of the condition by communicating with the 
process of conditions evaluation (see Rule 3). The matching construct “[y=true]” 
indicates that the condition is verified. The matching construct “[y=false]” indicates 
that the condition is not verified, i.e. the transition can’t be realized.  

An action is represented as an output action “a1”. After the occurrence of an event 
and the evaluation of the condition, the action is executed by communicating with the 
actions handler process (see Rule 4) and consequently there is a change to the state S2 
if the condition is verified. Otherwise, the transition can’t be taken, the action is not 
executed and the object continues as itself. 

─ Rule 6: (state +remote transition) 

Let S1 ∈  S, S2 ∈  S, T1∈T, δP(S1) = P1, δP(S2) = P1, δSrc(T1) = S1, δTrg(T1) = S2, 
δK(T1) = RT, δE(T1) = ε, δC(T1) = ε, δA(T1) = A1, ΨP(P1) = p1, ΨA(A1) = a1, “remote” 
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is a channel for remote interaction and ΨS(S1) = S1(p1, remote, a1). We model the 
semantics of a state with a remote transition by the behavior of the parameterized 
process S1(p1, remote, a1) as follows: 

S1(p1, remote, a1)
def

=  p1.S1(p1, remote, a1) + τ.((ν r1) remote< r1> | r1(a1)).a1.S2(p1) 

The interaction between a local agent with a remote agent is modeled by sending 
an output action using the channel of remote interaction “remote” and in parallel waits 
to receipt the result. These input and output action will retrieve the remote action 
channel which will be used to execute the corresponding action by communicating 
with the actions handler process (see Rule 4). 

─ Rule 7: (state + mobile transition) 

Let S1 ∈  S, S2 ∈  MS, T1∈  T, δP(S1) = P1, δP(S2) = P2, δSrc(T1) = S1, δTrg(T1) = 
S2, δK(T1) = MT, δE(T1) = ε, δC(T1) = ε, δA(T1) = ε, “migrate” is the channel used to 
request a migration, and ΨS(S1) = S1(p1, migrate). We model the semantics of a state 
with a mobile transition by the behavior of the parameterized process S1(p1, migrate): 

S1(p1, migrate)
def

=  p1.S1(p1, migrate) + τ.(ν p2)migrate< p2>.S2(p2) 

A process modeling a state is in contact with the process modeling the platforms 
and their location in a particular platform is specified using the channel “p1”. The 
process S1 modeling the state S1 interacts with the platforms scheduler process PS by 
sending and receiving the “p1” channel in a recursive way. When an agent/object 
moves from the state S1 on platform P1 to another state S2 on the platform P2, a new 
channel p2 is created and sent towards the scheduler PS using the “migrate” channel 
to indicate the movement and the process modeling the state S1 behaves like the 
process modeling the mobile state S2. The channel “p2” will become the new parame-
ter of the process PS (see Rule 1). All types of mobile transitions will be modeled in 
our proposition in the same manner.  

─ Rule 8: (state + <<agentreturn>> transition) 

Let Sn ∈  S, S1 ∈  NS, T1∈T, δP(Sn) = Pm, δP(S1) = P1, δSrc(T1) = Sm, δTrg(T1) = 
S1, δK(T1) = AT, δE(T1) = E1, δC(T1) = C1, δA(T1) = A1, ΨP(Pm) = pm, ΨP(P1) = p1, 
and ΨS(Sn) = Sn(pm, migrate). We model the semantics of a state with a <<agentre-
turn>> transition by the behavior of the process Sn(pm, migrate) as follows: 

Sn(pm, migrate)
def

=  pm.Sn(pm, migrate) + τ.(ν p1) migrate< p1>.S1(p1) 

A <<agentreturn>> transition is similar to a mobile transition. It only differs by the 
fact that the mobile agent/object makes a return to the original/base platform i.e. the 
platform from which it is dispatched at the first time. We describe this using the first 
interacting channel “p1”. 

─ Rule 9: (MSDs) 

Let MSD = (MSDname, S, T, δK, δsrc, δtrg, δE, δC, δA) a mobile statechart diagram and 
Ψ(MSD) = MSDname, The behavior of this mobile statechart diagram is defined in 
the π-calculus by the process expression: 
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 MSDname 
def

=  (ν msd) (S1 | PS | EW | AH | CE) 

Here, we have to assemble as a process the whole system formed by a restricted 
composition of five processes and which evolved dynamically by message passing 
between themselves. msd are different channels used. 

6 Example 

Let us apply our approach on the mobile statechart diagram illustrated in (Fig. 2) and 
borrowed from [2]. It models a mobile voting system (MVS), where a mobile agent 
VC (vote collector) gets a list of voters from a stationary agent VM (vote manager) 
and visits the VO’s (voters) stations which already have the list of candidates to col-
lect the results of the votes and returns them to the VM that mandated the VC in ac-
tion. The example in (Fig. 2) shows a simple state behavior of the mobile agent VC. 
Firstly, the VC is in the state ReadyToMove (RTM) at its base platform (P1) while it 
gets an event StartVotingProcess to move by a mobile transition to the state Voting-
ManagerReached (VMR) in another platform (P2). At VMR, the mobile agent per-
forms an action GetVotersList to get the list of voters and moves by a transition to the 
state WaitForList (WFL) and waiting for the list. At WFL, when the mobile agent 
receives an event VotersList, it executes the LogList action while interacting remotely 
with the Logger and moves to the state ReadyToCollectVotes (RCV). After that, the 
mobile agent performs the action GetVote and moves to the state WaitingForVote 
(WFV) in the first VO platform (P3). Finally the mobile agent performs a <<agentre-
turn>> transition to return to its base platform.  

The execution semantics of the mobile voting system (MVS) modeled as a mobile 
statechart diagram is given by the following π-calculus specification: 

RTM (p1, migrate, vmstartvotingprocess)
def

=  p1.RTM (p1, migrate, vmstartvotingpro-
cess) + vmstartvotingprocess.(ν p2)migrate< p2>.VMR(p2, migrate, vmgetvoterslist) 

VMR(p2, migrate, vmgetvoterslist) 
def

=  p2.VMR(p2, migrate, vmgetvoterslist) + 
τ.vmstartvotingprocess. WFL(p2, vmvoterslist, loggerloglist) 

WFL(p2, vmvoterslist, loggerloglist) 
def

=  p2.WFL(p2, vmvoterslist, loggerloglist) + 
vmvoterslist.loggerloglist. RCV(p2, migrate, vogetvote) 

RCV(p2, migrate, vogetvote) 
def

=  p2.RCV(p2, migrate, vogetvote) + τ.vogetvote.(ν 
p3)migrate<p3>.WFV(p3, migrate) 

WFV(p3, migrate) 
def

=  p3.WFV(p3, migrate) + τ.(ν p1)migrate<p1>.WFV(p3, migrate) 

PS(migrate, p1) 
def

= p1.P(migrate, talk) + migrate(newp). PS(migrate, newp)    

ER(rtc, vmstartvotingprocess, vmvoterslist ) 
def

=  
τ.!vmstartvotingprocess.rtc.τ.!vmvoterslist.rtc.ER(rtc, vmstartvotingprocess, vmvo-
terslist ) 
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AH(vmgetvoterslist, loggerloglist) 
def

=  vmgetvoterslist.τ. AH(vmgetvoterslist, log-
gerloglist)  + loggerloglist.τ.AH(vmgetvoterslist, loggerloglist) 

MVS
def

=  (ν migrate,vmstartvotingprocess,vmgetvoterslist, vmvoterlist, loggerloglist, 
vogetvote, p1, rtc) (RTM | ER | AH | PS) 

 

Fig. 2. The mobile statechart diagram of the VC 

7 Conclusion 

Mobile UML (M-UML) is an extension of UML to model mobile agent-based soft-
ware systems. As UML, Mobile UML is a semi-formal language and consequently 
lacks for a precise semantics and formalization. In this paper, we have proposed an 
approach to formalize UML mobile statechart diagrams using π-calculus.  It consists 
of defining a set of rules mapping the elements of mobile statechart diagrams to theirs 
corresponding pi-calculus expressions.  We have focused on the main elements 
which affect the mobile behavior of object/agent in these diagrams.  In a future work, 
we plan to extend our approach to take into account all notational elements of UML 
mobile statechart diagrams, and consequently more mobile agent-based software sys-
tem will be covered. We plan also to develop a full integrated environment for the 
automatic generation and analysis of pi-calculus specifications and formalize more 
M-UML diagrams such as mobile sequence diagrams and mobile activity diagrams 
since they represent different aspects of a mobile system.  
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Abstract. Completeness of requirements has persisted as a challenge in software 
development projects. Particularly, in an iterative and incremental development 
process, only a small portion of requirements are specified before iterations start. 
Initial versions of the models may be developed in parallel whilst requirements 
elicitation is still ongoing. In this paper, we propose a metamodel approach for 
automating the detection of incompleteness in requirements during the concep-
tual modeling process. Our approach utilizes the metamodel information to allow 
the modeler to record explicitly each of the model's "known-unknowns", i.e. 
items of information which are needed to make the model complete, yet which 
cannot be inferred from the available requirements.  

Keywords: Known, unknown, requirements, metamodel.  

1 Introduction  

Completeness of requirements has persisted as a challenge and motivation over the 
last 30 years for research in requirements engineering [1, 2]. Much research effort has 
been put on developing requirements methodologies to improve the completeness, 
consistency, and accuracy of requirements. It has resulted in standards [3], syntax 
models [4, 5, 6], language [7], etc. for requirements specification. Incompleteness 
however still remains a common phenomenon.  

Incompleteness problems persist because they are just too difficult to predict all of 
the details required by a project. Particularly, in an iterative and incremental software 
development process, only a small portion of requirements are specified before itera-
tions start. The missing information required is rarely written down in a form where it 
is immediately useable by the project. The delay between the point in time at which 
the developer realizes that an item of information is needed and the point in time at 
which the requirements analyst is able to elicit the required information straddle suc-
cessive time-boxed increments of the development process.  

Detecting missing requirements forms an important issue throughout a software 
development life cycle. A variety of techniques and tools [1, 8, 9, 10, 11] have been 
proposed and developed to validate requirements and to detect missing information in 
a requirements document. During a modeling process, it is common to uncover uncer-
tainties over the content of the model [9]. The uncertainties identified by the modeler 
can imply the missing information about requirements, and remind the development 
team to elicit the omissions in requirements.  
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In this paper, we aim at clarifying the known and unknown state of requirements, 
and propose a metamodel approach to detecting the unknown requirements. Taking 
entity-relationship (ER) diagrams [12, 13] as an example, we have implemented a 
metamodel database for storing ER diagrams. The database allows the conceptual 
modeler to state explicitly that an item of information concerning the detail of the 
model is, at present, unknown. Using this information structure, we are able to gener-
ate a comprehensive list of questions for which the requirements analyst must obtain 
answers in order to make the requirements complete with respect to the conceptual 
model. 

The rest of this paper is organized as follows. Section 2 introduces different states 
of knowledge from a requirements analyst point of view and discusses the possible 
state change. Section 3 presents our approach to detecting missing requirements by 
using a metamodel specification. The approach is further demonstrated in Section 4, 
which explains how we store known unknown information in the metamodel database 
and subsequently use it in order to generate a list of questions that help to discover 
missing requirements. Our approach and the implementation is further discussed in 
Section 5, as well as the future work and concluding remarks. 

2 Knowns and Unknowns 

Importance of dealing with the “knowns” and “unknowns” has been discussed and 
debated in science and technology communities over the past two decades. The terms 
refer not only to the presence and absence of knowledge possessed by people, but also 
to their awareness of what they do not know and to their unawareness of what they do 
actually know. In the context of software development, a tacit knowledge framework 
[11, 16] has been proposed to distinguish between the known and unknown require-
ments using the properties of expressible, articulated, accessible, and relevant. In this 
section, we further clarify the different states of knowledge possessed by a require-
ments analyst and discuss how the unknown detected by a conceptual modeler trig-
gers the state change of knowledge possessed by the analyst. 

2.1 Knowns and Unknowns in Requirements 

Known and unknown form two statuses of knowledge perceived and processed by 
individuals. The status varies when the knowledge possessor changes. That is to say, 
the stakeholders possess a body of knowledge about a proposed system which is not 
necessarily possessed by the analyst at the beginning of the project. Requirements 
analysis is the process of transforming that knowledge into a coherent set of require-
ments and communicating that knowledge to the project team [1, 17]. Along with 
improved understanding of the universe of discourse, the known and the unknown is 
continuously shaped, and maintains a dynamic relationship. This entails that we must 
clarify both the point of view and the point in time when discussing the status of 
knowledge. 
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We look retrospectively at a completed project and adapt the requirements tax-
onomy [11, 16] to distinguish between four states of knowledge at any given point in 
time in a project, and they are known-known (KK), known-unknown (KU), unknown-
known (UK), unknown-unknown (UU). 

 
Fig. 1. States of requirements analyst’s knowledge concerning requirements at any given time 

The four states of knowledge is laid out in Fig. 1. The left-hand K or U indicates 
the requirements analyst’s awareness of the knowledge concerning a requirement. The 
right-hand K or U indicates whether or not the needed knowledge is possessed by 
stakeholders and/or SMEs at a given point in time. If yes, the knowledge is a KK or a 
UK, depending on how the analyst is aware of the knowledge; otherwise, it is a KU or 
a UU.  

KKs refer to requirements which an analyst is able to elicit from the stakeholders 
and SMEs. A KK is explicit and clear at that time, and the project team proceeds with 
the subsequent development activities.  

KUs refer to the knowledge which the requirements analyst is aware of, but (s)he 
has not yet been able to elicit from the stakeholders. That is to say, the analyst may 
encounter difficulties in acquiring the required knowledge [11]. The simplest form of 
a KU can be a missing business rule [18, 19], which likely exists only in the heads of 
individuals [1]. As long as the source is unreachable or unidentified, the knowledge is 
not elicited, and remains unknown to a requirements analyst. 

UKs refer to the knowledge that the stakeholders and/or SMEs possess, but of 
which the requirements analyst is unaware at the time. That is to say, a stakeholder or 
an SME can provide the knowledge, but has not been asked for the knowledge by the 
requirements analyst. The knowledge is not transferred to the analyst. Such know-
ledge is tacit, i.e. embedded in individual experience. Once its value is recognized by 
the analyst, requirements can be elicited, and UKs evolve into KKs.  

UUs refer to the knowledge which the analyst is unaware of, and is not possessed 
by the currently identified stakeholders and SMEs. As the software system becomes 
increasingly complex and faces constant changes, it is impossible to predict and speci-
fy the large body of knowledge about the system and complex environment where the 
system operates [2, 20]. There might be unexpected changes, e.g. in the regulatory 
framework, occurring during the project life cycle. It would be unreasonable to expect 
that the UU could have been foreseen by the analyst or the stakeholders. A UU is 
unknowable [14], unpredictable, and emerges during the project life cycle.   
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It is important to mention that the left-hand U indicates the analyst’s unawareness 
of the knowledge concerning requirements at a given point in time. A UU or a UK 
can only be brought into consciousness when problems occur and make analysts real-
ize the value of the serendipitous knowledge, and ascribed in retrospect.  

2.2 Techniques for Detecting Unknown Requirements 

As the project progresses, the knowledge concerning a requirement can transfer from 
one state to another. On the way of transferring from unknown requirements to known 
ones, it is important to make analysts become aware of the unknown but relevant 
knowledge, especially when it is absent, as it forms a pre-condition to activate re-
quirements elicitation for missing and vague information. 

Various techniques can help to detect missing and vague requirements. They  
include requirements review, checklist, planning testing cases, preparing for user 
manual, model-checking, prototypes, etc [1, 6, 15]. In addition, a lot of research ad-
dresses the problems of missing requirements, and presents a variety of approach for 
discovery of omissions in requirements. For example, Lee and Rine [8] presented an 
integrated framework to construct proxy viewpoints model from legacy status re-
quirements; Salay et al. [9] presented partial models to manage uncertainty uncovered 
over the content and structure of requirements models; Yang et al. [10] proposed a 
machine learning approach for identifying uncertain cues in requirements documents; 
and Sutcliffe and Sawyer [11] review a number of elicitation techniques and tools that 
support discovering unknowns in requirements. Specifically, model checking is a 
powerful technique for checking and reasoning about the syntactical and semantic 
completeness and consistency of a software specification [6]. Although various model 
checking techniques and tools are developed to analyze the completeness and consis-
tency of models, they mostly put the focus on requirements models, and rarely elabo-
rate on the linkage between requirements and software design models. There is no 
systematic approach for eliciting and updating unknowns in the conceptual modeling 
process. 

Detecting unknowns is threaded throughout the project life cycle backwards and 
forwards. In particular, in an iterative and incremental development process, require-
ments are no way complete before the design and implementation starts in iterations. 
Problems and questions regarding the incompleteness and vagueness of knowledge 
arise. If developers cannot get the required information, they have to make their own 
interpretations, which are not always correct and explicitly specified, and may lead to 
substantial effort on detecting and fixing the improper interpretations.  

2.3 Detecting and Eliciting Missing Requirements Based on a Modeler’s 
Unknown 

Models are commonly used to describe different views or perspectives of the software 
system for implementation. It is not always the case that a modeler is provided with a 
complete and consistent description of the world-to-be-modeled, and (s)he may face 
problems of what and how to model [21]. As shown in Fig. 2, the grids represent the 
knowledge developers possess at a given point in time. The left grid represents the 
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knowledge concerning requirements, and the right one represents the knowledge con-
cerning design. The UKs and UUs are in grey, as they can only be ascribed in retros-
pect. The identified KKs and KUs are in black.  

When an unknown issue concerning a model is identified, we call it a modeler’s 
KU, as the model is always directed by a known specification, e.g. a metamodel, with 
which a modeler is acquainted. Generally speaking, a modeler’s KU implies the miss-
ing information which (s)he cannot retrieve from the existing documents. Requests 
for missing information can be forwarded to the requirements analyst, and they reveal 
what the analyst was either unaware of (i.e. a UK or a UU in the left grid) or did not 
know even though (s)he was aware of the missing (i.e. a KU in the left grid). The 
tracing paths are shown in thick arrows connecting the two grids.  

 

Fig. 2. A modeler’s unknown triggers the state change of knowledge possessed by the analyst  

When a modeler consults the analyst and SMEs about his KUs, the knowledge of 
which the analyst used to be unaware becomes explicit, and its state starts changing 
too. Arrows insides the left grid show possible transitions between the knowledge 
states. Such transitions can be complicated and in particular, it may alternate between 
different states several times before finally reaching a KK state. Basically, the transi-
tion from a KU to a KK implies a successful requirements elicitation process, and the 
reverse one indicates the probability of identifying new unknowns from existing 
known ones. The other transitions imply the awareness process of the required know-
ledge as being known or unknown by the analyst.  

It is worth mentioning that such a process fits in different software development 
process models. As long as there is a modeling activity, the modeler’s unknowns can 
be collected as requests for elicitation requirements at the time.  

3 Metamodel and Unknown Requirements  

Whereas the process of detecting UKs and UUs at the requirements stage is often 
counted as a matter of luck [11], detecting KUs in the modeling phase is a relatively 
tractable problem where the model is described in a modeling formalism which  
has an associated metamodel. Essentially, the metamodel comprises a collection of  
constructs and rules for what constitutes a valid concrete model in the modeling lan-
guage. [22, 23]. Constructs are normalized elements in a particular model instance, 
and rules specify the way of integrating construct instances into a model.  

When a modeler construct a model on the basis of available requirements,  
if the model conforms to the metamodel, there are no KUs; otherwise, if insufficient 
information has been provided about the constructs in the model, each such omission 
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constitutes a modeler’s KU. The above observation forms the basis of how we can 
enumerate, automatically, the set of all KUs associated with the model constructed on 
the basis of available requirements. We now describe in detail one particular model-
ing formalism, i.e. the Entity-Relationship (ER) model, in order to illustrate these 
concepts. 

3.1 An Entity Relationship Metamodel 

We adapt a metamodel for the enhanced entity relationship model, based on Fidalgo 
et al. [13]; see the upper division in Fig. 3. We follow Fidalgo’s terminology by refer-
ring to entities in the metamodel as meta-entities. Distinct meta-entities are constructs 
to represent the entities, relationships and attributes in an ER model. The attributes of 
a meta-entity are referred as meta-attributes, and examples include “Participation”, 
“Is_Weak”, etc. which are presented in ovals in the metamodel diagram.   

An ER model is shown in the lower division in Fig. 3. It is an excerpt derived from 
the scenario of a conceptual view of the database in an organization [21]. In the ex-
cerpt, there are three entities, i.e. Employee, Department and Dependent, and two 
relationships, i.e. Employment and Dependency.  

3.2 KUs in an ER Model and the Match in the Metamodel 

When constructing an ER model, the modeler, working from the requirements, has 
considerable latitude in the design of the model's structure. As shown in Fig. 3, hav-
ing creatively defined the meta-entity instances, e.g. Employee, Department and Em-
ployment, however, the modeler is highly constrained by the business rules with re-
gard to the integration of instances. For example, Employment is a relationship con-
necting an Employee with a Department. When defining the relationship’s cardinality, 
the modeler may be unclear as to whether the requirement is for a model which allows 
the possibility that an employee can work in more than one department. In other 
words, is there an unstated requirement that the proposed system must be capable of 
modelling such relationships? If such a rule is not available in documents, the mod-
eler detects one unknown issue about the cardinality of the relationship_link connect-
ing the Employment relationship and the Department entity, which is marked as “1 or 
more?” in Fig. 3. As the modeler is aware of the unknown, we call it a modeler’s KU. 
In order to clarify the value to the cardinality, (s)he shall contact the analyst or other 
stakeholders to obtain a precise or complete statement of the requirements (see thick 
arrows in Fig. 2).   

The definition of instances in a model depends largely on the requirements and the 
modeler's design, whereas the integration structure and the constraints is sometimes 
determined by business rules [18, 21, 24], which encompass statements of goals, poli-
cies, or constraints with respect to states and processes in an organizations [1].  
These statements are subsumed as part of notation schemes in conceptual modeling 
[24]. When business rules are not explicitly specified in requirements, the underlying 
rationale for a modeler to construct a conceptual model might be insufficient. One 
consequence of this is that a delay in discovering relevant rules will tend to delay 
completion of the model’s construction. 
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Fig. 3. Relations between the modeler’s KUs and the metamodel 

Thanisch et al. [21] identified twelve categories of incompleteness that a conceptual 
modeler may encounter in the process of constructing an ER model, as summarized in 
the left column of Table 1. The incompleteness encompasses unknown attributes of enti-
ties (e.g. Categories 1-4) and relationships (e.g. Categories 5-11), and an unknown con-
cerning whether an attribute belongs to an entity or a relationship (Category 12).  

Table 1. KUS identified in an ER model and their associated meta-entities or –attributes  

 Category of KUs in an ER model [21]
 

Related meta- entities/attributes in 
the metamodel [13] 

1 One entity or two? Entity 
2 Weakness of an entity  Entity.is_weak 
3 Attribute value multiplicity Attribute.type
4 Attribute status: identifier or a part of a composite identifier Attribute.type
5 Degree of a relationship “N” in the Target relationship connect-

ing Relationship and Relationship_Link 
6 Connectivity of a relationship Relationship_link.cardinality 
7 Optionality of the occurrence of an entity in a relationship Relationship_link.participation 
8 Generalization: subtypes overlapping or disjoint Inheritance.disjointness
9 Multiple relationships: inclusive or exclusive OR -
10 Aggregation hierarchy redundancy Category 
11 Relationship redundancy Relationship
12 Attribute of a relationship or an entity Source relationship between 

Attribute_link and Element 
 
In the following sections, we describe our implementation of the metamodel data-

base, and how we have extended it to allow the modeler to state that an item of infor-
mation pertaining to the concrete model is currently unknown. Once a concrete model 
has been loaded into our metamodel database, our software identifies the constructs 
and the attributes that are subsumed by the metamodel and are related to the incom-
pleteness, as shown in the left column of Table 1. Such a match is also exemplified in 
Fig. 3, and the examples illustrate omissions in the cardinality of relationship links 
(Category 6 in Table 1). 
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4 A Tool to Detect the Incompleteness of ER Model  

It is straightforward to implement the metamodel as an ordinary relational database. 
We have implemented such a metamodel database which can store all of the details of 
any ER model in such a way that the database design for the model can be generated 
from the content of the metamodel database. As explained below, we have designed 
our metamodel database so that it explicitly stores information about a modeler’s 
KUs.  

4.1 The Metamodel Database Design 

We have incorporated into our implementation of the metamodel database the capa-
bility of explicitly stating whether a value corresponding to a meta-attribute is known 
or unknown. There is a table for each of the meta-entities in the metamodel. Each of 
the meta-attributes associated with a meta-entity is implemented as a field in the table. 
This is particularly important in the present context because this is where we are able 
to store the information about a KU. For example, in our metamodel database, there is 
a table for the “Entity” meta-entity, which we have named “tblEntity”. Once we have 
loaded the example ER model from the lower division of Fig. 3 into our metamodel 
database, we can query tblEntity, as illustrated in Fig. 4. 

 

Fig. 4. An example query of the tblEntity table 

As shown in Fig. 4, we have included Fidalgo et al.’s “is_Weak” meta-attribute as 
an attribute in our table. However, instead of restricting the values to “Yes” and “No”, 
we allow the modeler to assign a third value, “Unknown”. A rule of ER modeling is 
that an entity name is unique. Hence entityName is the primary key for the table.  

Note that we require the modeler to provide both a singular and a plural form of the 
entity name. This is to facilitate the automatic generation of natural language ques-
tions from the content of the metamodel database. 

4.2 The Application 

As well as the database tables, we have implemented three sets of stored procedures 
which facilitate interaction with our metamodel database whilst shielding the details 
of the metamodel from the users. The first set of procedures allow the conceptual 
modeler to insert the description of a concrete ER model (with KU, of course) into 
our database. The second set of stored procedures generate data definition language 
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statements to create the concrete database design for the target database, using the 
information stored in our metamodel database. These stored procedures take into 
account the KUs, producing a “worst-case” design. The third set of procedures is  
most relevant to the present paper. This set comprises one procedure for each of the 
categories of KU. Each procedure automatically generates a set of natural language 
questions which attempt to elicit the information required to eliminate incomplete 
information concerning requirements and business rules. The procedure does this by 
extracting each of the records in the unique table associated with this particular KU 
which as the value “Unknown” in the field corresponding to the meta-attribute. When 
the procedure finds such a record, it prints out a natural language question which soli-
cits the information needed to translate this KU into a KK.  

In Table 2, we give the T-SQL code which is executed to generate questions relat-
ing to cardinality KUs (i.e. Category 6 in Table 1). The code needs to identify every 
relationship link record which (a) is associated with a binary relationship and (b) has 
the value 'Unknown' in the cardinality field of the record. This set of records is ob-
tained by joining the Relationship table with the RelationshipLink table on relation-
ship_ID. 

Table 2. T-SQL code to generate questions for each cardinality KU 

BEGIN 
  DECLARE @relationship_ID INT 
  DECLARE @entityName_1 SYSNAME, @entityName_2 SYSNAME 
  DECLARE @link_1 INT, @link_2 INT 
  DECLARE @role_1_plrl SYSNAME; 
  DECLARE db_cursor CURSOR FOR   
  SELECT DISTINCT L.relationship_ID, 
           L.relationshipLink_ID, 
           L.[entityName],  L.role_plrl 
     FROM (   SELECT * FROM tblRelationship 
       WHERE [degree] = 'binary' 
          ) AS R INNER JOIN 
         (    SELECT * FROM tblRelationshipLink 
       WHERE [cardinality] = 'Unknown' 
 ) AS L ON R.relationship_ID = L.relationship_ID;   
    
    OPEN db_cursor    
    FETCH NEXT FROM db_cursor INTO    
                 @relationship_ID, @link_1,  
                 @entityName_1 , @role_1_plrl 
    WHILE @@FETCH_STATUS = 0    
    BEGIN    
      SELECT @link_2 = relationshipLink_ID, 
       @entityName_2 = [entityName] 
      FROM [dbo].[tblRelationshipLink] 
      WHERE relationship_ID = @relationship_ID 
      AND   relationshipLink_ID <> @link_1; 
       
      PRINT  'Can '  
         +  fn_addIndefiniteArticle(@entityName_1)   
         + ' '  + @role_1_plrl + ' more than one '  
         + @entityName_2  + '?'; 
      FETCH NEXT FROM db_cursor INTO 
                 @relationship_ID, @link_1,  
                 @entityName_1 , @role_1_plrl    
    END    
    CLOSE db_cursor    
    DEALLOCATE db_cursor  
END 
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With the ER model in Fig. 3, our metamodel information system recognizes that 
the modeler has not provided any information about (a) whether participation in the 
relationships is mandatory or optional and (b) the maximum cardinality of the set of 
relationship instances in which a given entity instance can participate. When the code 
in Table 2 is executed, it automatically generates a set of questions to elicit more in-
formation about the generality of the requirements and/or the business rules of the 
organization, as shown in Fig. 5.  

 

 

Fig. 5. Generated questions of cardinality Unknowns 

Answers to these questions must be obtained before a complete ER model can be con-
structed. Meanwhile, however, a database design can be generated which is based on the 
“worst case” that the requirements are for the most general database design. In the above 
example, this worst case corresponds to a “yes” answer to each of the questions above. 
This would mean extra tables are needed to model many-to-many relationships between 
the entity classes, making updates slower and maintenance more complex. If, subse-
quently, it is discovered that some of answers to the above set of questions is “no” then it 
may be possible to refactor the database in order to simplify the design. 

5 Discussion  

Requirements constrain the design solution and the exact balance of satisfying these 
requirements cannot be known in advance of producing a design [18]. The main aim 
of our approach has been to detect and report missing constraints through a) the me-
tamodel of conceptual models and b) the linking between the metamodel specification 
and requirements. Information specified in a metamodel forms a basic schema to 
represent a software system under development, and serves as a reliable and effective 
checklist for detecting omissions. The automated detection and report process guaran-
tees that requirements of which analysts or modelers may not be aware will always be 
made explicitly, which helps the development team to detect and manage missing 
requirements when planning subsequent development activities.  

As a proof of concept we used the ER model to illustrate our approach, imple-
mented it in the relational database environment, and demonstrated how omissions in 
an ER model are detected and reported. The generated questions enumerate various 
requests for missing requirements. As an ER model’s main constructs are entities and 
relationships that can exist among them, the detected unknowns are mainly about 
entities’ attributes and their relationships. Requirements regarding action assertions, 
mathematical calculations, inference rules, etc. [1, 19] are associated with events, 
guards, conditions, etc. which are specified and reflected in different modeling tech-
niques. Similarly, our approach works as long as the linking between requirements 
and the metamodel specification is understood and explicitly specified.  
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In our current implementation, besides setting up the metamodel database environ-
ment, we have developed procedures to insert an ER model, to report requests for  
missing requirements, and to create concrete database design to the target database. All 
these can also be implemented in a metaCASE tool or a modeling tool which includes a 
metamodeling language to specify methods. Comparing with the metamodel database, a 
metaCASE tool facilitates the syntactic and semantic specification of a methods and 
provides flexibility of method specification. Implementing our approach in a metaCASE 
tool and analyzing how it supports the detection of missing requirements in a specific 
application domain forms the next step of our research on this issue.  

Concerning the implementation of reporting function in our metamodel database, 
we have developed procedures to detect KUs that are illustrated in Table 1, with an 
exception of Category 9 (i.e. Multiple relationships: inclusive or exclusive OR), 
which is about the constraint on multiple relationships, and is related to the semantic 
meaning of the model. Such specification is not in the current metamodel, and hard to 
define a meta-entity or attribute that matches it. The lack of detecting unknowns in the 
semantic meaning of a model forms a limitation of our approach. In addition, it is 
easy to see that the detected unknowns are from the instances that have been created 
and specified in an ER model. If there is any important instance missing from the 
model, omission regarding the instance’s attributes or constraints cannot be detected. 

Clearly, these limitations are derived from the nature of the metamodel. As meta-
models can express the logical syntactical structures of models only, the semantic 
completeness and semantic constraints of a model cannot be specified in the current 
metamodel specification. In order to deal with the unknowns associated with the se-
mantics of a model, formal methods with rigorous semantic basis can be applied 
combined with the modeling technique. Besides, domain ontology provides a thesau-
rus of concepts and the inference rules. The inference rules can be used to detect se-
mantic inconsistency. Detecting the semantic incompleteness and inconsistency in a 
model forms one important direction of our future work. 

In summary, our main contribution is twofold. First, we clarified four states of 
knowledge from the requirements analyst point of view at any given time in a soft-
ware development project, as well as the possible paths of the state transition trig-
gered in other development activities. Second, we demonstrated and discussed how 
the transition is triggered by using our metamodel approach in the modeling process. 
On the basis of our implementation, we shall further study how our approach can be 
combined with the different model checking techniques to support the missing re-
quirements detection process in a more effective and flexible way. 
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Abstract. One of the main features of Model Driven Architecture is a model-to-
model (M2M) transformations, which improve the overall model-driven sys-
tems development process by speeding up the development process itself and 
also enabling the reusability of the existing models within a single or even mul-
tiple projects. However, CASE tool-supported M2M transformations quite often 
lack so needed flexibility and customization options. The main goal of this pa-
per is to present a practical model-driven approach to improve the usability of 
partial model-to-model transformations in a CASE tool environment. The ap-
proach is currently implemented in the CASE tool MagicDraw; however, it can 
be adopted by any other CASE tool that meets certain capability requirements. 

Keywords: model-to-model transformation, drag-and-drop actions, MDA, 
UML profile, DSL, CASE tool. 

1 Introduction 

Since the advent of Model Driven Architecture (MDA) [1] in 2003, its impact on the 
overall process of model-driven systems development becomes more and more evi-
dent. Additional boost to it was given by the introduction of UML 2.0, which brought 
into play the powerful model extension mechanism. Today, every advanced CASE 
tool utilizes at least few features of MDA, such as platform-independent and plat-
form-specific modeling, model integration, model-to-model (M2M) transformations 
featuring model reusability and traceability [2]. When talking about M2M transforma-
tions [3], one should mention that the usability of this feature quite often lacks so 
needed flexibility and customization options – in many cases, this is due to the fact 
that the feature itself is implemented as a hard-coded solution, rather than a model-
based one. Moreover, number of such M2M transformations in a CASE tool might 
also be quite limited and not always satisfy the needs of a user.  

Our current practical experience with various CASE tools, as well as the feedback 
from our professional partners also indicates that a certain subtype, i.e. user-interacted 
partial M2M transformations are in particular demand by many, especially when it 
comes to agile, highly iterative model-driven development. By the term partial M2M 
transformation we assume the case where not the whole model, but only a user-defined 
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part (fragment) of the model (i.e. a set of selected source model concepts) is being trans-
formed into a fragment on another model (i.e. a set of target model concepts). In general, 
a CASE tool user prefers to have a certain degree of “freedom of choice” when it comes 
to selecting a process of work, ability to create few models at a time while reusing each 
other’s concepts, modifying these models on demand, etc. This is where the advantage of 
partial M2M transformations over traditional complete M2M transformations is the most 
obvious.  

As a rule, any kind of M2M transformation in a CASE tool is either a hard-coded 
one or implemented using a dedicated transformation language (ATL [4] and QVT [5] 
are arguably the most widely-used ones). In both these cases, the possibility for a user 
to somehow modify the predefined transformations or even add new ones is highly 
limited. In this paper, we present a practical model-driven approach to improve the 
usability of partial M2M transformations in a CASE tool environment. This approach 
provides a capability not only to customize the existing M2M transformations but also 
to develop new ones in a model-driven way.  

Currently, one can find a great number of research papers, project reports and all kinds 
of discussions related to various aspects of M2M transformations. However, none of the 
analyzed sources delivers a practical, well-defined solution for model-driven manage-
ment of user-interacted partial M2M transformations in the environment of an actual 
CASE tool. Due to this fact and also taking into account the paper size limitations, we 
will omit the related work discussion as such and concentrate more on other high priority 
aspects of our research. Further, the paper is structured as follows: in Section 2, we 
present basic requirements for a CASE tool to support the proposed approach; in Section 
3, the approach itself is presented and discussed in more details; in Section 4, some  
illustrative examples of the core component of the approach (i.e. drag-and-drop action 
specifications) are presented; conclusions are drawn in Section 5. 

2 Requirements for a CASE Tool to Support the Approach 

The proposed M2M transformation approach is highly dependent on certain features 
of a CASE tool; therefore, we will define basic set of requirements for a CASE tool, 
which should be met in order to use the approach:  

• Support of UML extension mechanism to introduce language extensions, custom 
DSLs or even other modelling languages (e.g. BPMN, SoaML). Today, the majori-
ty of state-of-the-art CASE tools (e.g. Visual Paradigm, ArgoUML, MagicDraw, 
Modelio, ObjectIF, Papyrus) support this kind of extensibility through UML profil-
ing [6, 7]. This capability can also be achieved by providing the ability to develop 
custom metamodels from scratch (e.g. Rational Software Architect); however, such 
approach is more time- and effort-consuming as a rule. Our approach is based on 
UML profiling. 

• Extensibility of CASE tool functionality. In this regard, UML CASE tools can be 
divided into functionally extensible and non-extensible ones. This capability of 
functional extensibility is inherent to open source solutions or/and the ones sup-
porting plug-in-based implementation architectures with stable public API. Our 
approach is based on (but the conceptual part is not bound to) the latter. 
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• DSL engine and its extensibility. If a CASE tool has an implemented UML  
extension mechanism, then it certainly has some DSL engine as well. The critical 
question is, if that engine is extensible and how this is achieved. If the previous 
two requirements are satisfied by quite many CASE tools, the third one limits this 
number to quite few. Today, only several reviewed CASE tools support model-
based DSL customization. Here, the strongest are MagicDraw by No Magic Inc. 
[8] and Enterprise Architect by Sparx Systems [9]. However, to our knowledge, 
only MagicDraw has extended its DSL engine to allow the customization of so 
called D&D handlers that play a crucial part in our approach [10]. 

Provided all the above mentioned capability requirements are met, each CASE tool 
still has its own ways of implementing things. Further on, we will use a CASE tool 
MagicDraw to present basic aspects of the approach. 

3 The Approach of Partial Model-to-Model Transformations 

3.1 Illustrative Example 

Before we go into conceptual and technological details of the approach itself, let us 
start with two simple examples that will illustrate the usability of the approach in 
actual modeling activities, and its capability of enabling one to create new and confi-
gure the existing M2M transformations in a model-driven way.  

For the first example, let us assume a business analyst has a BPMN business 
process model (BPM) designed for some business domain. Now, it is up to another 
member of the project team, namely, a system analyst to develop a user functional 
requirements model based on the business knowledge provided by the designed BPM 
(and some other sources of knowledge, which we will omit for simplicity reasons). 
Our system analyst starts doing it by designing a UML use case diagram (UCD). This 
is not nearly a straight forward process; therefore, the analyst would normally start 
designing this diagram from the scratch just by looking at some process diagrams of 
the BPM. But instead of creating new UML concepts and putting them into UCD, the 
analyst starts selecting certain concepts from the BPM itself and then dragging and 
dropping them right into the worksheet of UCD; at the same time, CASE tool reacts 
to each analyst’s drag-and-drop action by creating sets of new interrelated UML use 
case model (UCM) concepts and automatically deploying them into the diagram. An 
illustrative example of one of such drag-and-drop actions is presented in Figure 1: a 
selected task from BPMN business process model (Tag 1) is being transformed into a 
set of interrelated concepts (Actor-Association-UseCase) of UML UCM, which are 
then automatically deployed into a use case diagram (Tag 2). 

For the second example, let us assume our system analyst is not really happy with 
the limited set of predefined partial M2M transformations that he has at his disposal. 
While working with UML use case models, he wants to have the same drag-and-drop-
invoked transformation not only for BPMN Task concepts (as shown in Figure 1) but 
for SubProcess concepts as well. To make this happen, he simply opens up the 
BPMN_BPM-to-UML_UCM transformation model, finds the transformation specifi-
cation dedicated to BPMN Task, and uses it as a pattern to develop a new transforma-
tion dedicated to BPMN SubProcess. With a bit of practical experience, it all took 
him less than five minutes to have a new partial M2M transformation ready for use. 
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Fig. 1. Illustrative example of a partial M2M transformation using D&D action  

The two above mentioned examples illustrate main “selling” features of the pro-
posed approach, which will be described in more details further below. 

3.2 Basic Principles of the Approach 

Figure 2 describes the basic concepts of structural composition of the approach.  

 

Fig. 2. Basic structural composition of the approach in a CASE tool environment  

 
After a user of a CASE tool performs a predefined D&D action (D&D Action) on a 

particular concept from a source model (Model), it acts as a trigger to invoke a DSL 
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engine (DSL Engine), which uses certain D&D action specification (D&D Action 
Specification) to perform M2M transformation. Each D&D action specification uses 
model concept types from either UML metamodel (UML Metamodel) or/and one or 
more UML profiles (UML Profile), which are used in that particular M2M transfor-
mation. D&D action specification may also be related to a transformation pattern 
(Transformation Patter) in case of more complex M2M transformations. 

Further, two basic scenarios of application of the implemented M2M transforma-
tion approach are presented (Figure 3 and Figure 4).  

 

Fig. 3. The 1st scenario of using partial M2M transformation  

Figure 3 describes the first scenario of a user-system interaction when a user in-
itiates some partial M2M transformation by dragging and dropping a concept from a 
source model into a diagram of a target model. Note that the scenario has two cases:  

• The 1st case is when a transformation specification is supplemented with a trans-
formation pattern; 

• The 2nd case is when a transformation specification does not have a supplementary 
transformation pattern. 

Figure 4 describes the second scenario of a user-system interaction when a user  
initiates a partial M2M transformation by dragging and dropping a concept onto 
another concept in the same diagram. Transformations of this type do not use sup-
plementary transformation patterns. Note that this scenario also has two cases:  

• The 1st case is when dragging and dropping a concept onto another concept assigns 
the first concept as a new value to a predefined property of the latter concept; 

• The 2nd case is when dragging and dropping a concept onto another concept creates 
a new relationship between these concepts. 
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Fig. 4. The 2nd scenario of using partial M2M transformation 

However, in order to actually start running the application scenarios (Figure 3 and 
Figure 4), one needs to develop a set of partial M2M transformation specifications 
first (unless they are already provided by someone else). The distinctive feature of our 
approach is that this stage is done in a model-driven way. Basic steps of the scenario 
for the development of partial M2M transformations are shown in Figure 5.  

 

 

Fig. 5. Basic scenario of mode-driven development of partial M2M transformations  

The scenario starts from two conceptual level steps: first, the development of a 
transformation matrix that specifies transformation mappings among corresponding 
concept types of source and target models, and second, the specification of each trans-
formation mapping using transformation rules. These two steps are not mandatory; 
however, they help to specify the transformations in a formalized manner and keep 
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them organized. For this conceptual part we use a specific transformation specifica-
tion approach, which was presented in [11]; we will not elaborate on these steps any 
further because of the paper size limitations. After a transformation rule is specified, it 
can be realized in a model-driven way using our implementation.  

The main composing elements of M2M transformation model itself are presented 
in the next subsections of Section 3. 

3.3 Drag-and-Drop Action Metamodel 

Drag-and-drop (D&D) actions are one of the core elements of the proposed partial 
M2M transformation approach. In a CASE tool, D&D capability may be implemented 
as a hard-coded (which is the most common case) or a model-based solution. Model-
based solution provides much more control over the customization options and exten-
sibility of D&D actions.  

 

Fig. 6. D&D action metamodel for M2M transformations 

Current version of MagicDraw already uses some extension to UML metamodel 
(Tag 1 in Figure 6), which allows one to specify properties of D&D actions responsi-
ble for dragging and dropping one model concept onto another within the same dia-
gram and creating relationships between these concepts or assigning some property 
values to a target concept as a result. Other D&D action behavior (e.g. dragging and 
dropping a concept from UML model into a diagram) is still hard-coded. 

In order to realize the M2M transformation approach, the existing D&D action me-
tamodel was extended with additional specialization metaclass (Tag 2 in Figure 6).   

Description of the properties of D&D action metaclasses is presented in Table 1. 
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Table 1. Description of properties of D&D action metaclasses  

Metaclass property Description 
sourceElement The mandatory property defining a type of a source model concept 

that will be dragged onto some target model concept or a target dia-
gram. The property can specify a class, a metaclass, or a stereotype.  

representationText The property defines a short description of a D&D action. 
relationActionResult When the property is not empty, the result of the D&D action is a 

new relationship between two concepts. The property relationActio-
nResult defines a type of a relationship that will be created. 

propertyActionRe-
sult 

When the property is not empty, the result of the D&D action is a 
new value assigned to a property of a concept after another concept 
was dragged and dropped onto the first concept. The property defines 
property of a target concept, to which the dragged and dropped 
source concept (SouceElement) will be set as a value. 

appendMode The property is of Boolean type and complements propertyActionRe-
sult. If the value is set to “true”, then each time the specified D&D 
action is performed, new value is stacked to the already existing 
values of the specified property of a target concept; if the value is set 
to “false”, then the new value will be set over the old one.   

targetDiagram Defines a type of a target diagram, on which the D&D action will be 
performed.  

newElementCrea-
tionResult 

The property is of Boolean type. If the value is set to “true”, then a 
new concept will be created in a target model after the source concept 
(sourceElement) is dragged and dropped into a diagram of the target 
model (targetDiagram); if “false”, then the new element will not be 
created. 

elementRepresenta-
tionResult 

The property complements newElementCreationResult. It specifies 
the graphical representation of the newly created (or just represented) 
concept in a target diagram (targetDiagram). 

externalTransforma-
tionSource 
 

Defines a class from the custom M2M transformation plugin, which 
implements custom M2M transformation rules of more complex 
transformation cases.  

transformationPat-
tern 

Defines a class, whose structure specifies a transformation mapping 
between concepts of a source and a target models. When specified, 
this transformation pattern supplements D&D action specification. 

 
An example of instantiated D&D action metaclasses is presented in Figure 7. Note 

that a non-mandatory TransformationPattern property binds this D&D action specifi-
cation with the supplementary transformation pattern (Figure 8); in other words, a 
complete M2M transformation model may or may not have a supplementary trans-
formation pattern (see Section 3.4 for more information).  

Lastly, in order to actually start using newly developed M2M transformation, its 
D&D action specification needs to be assigned to a specific stereotyped customization 
class, which binds the main target concept with one or more D&D action specifica-
tions (Figure 7). If customization class for the main transformation target concept 
does not yet exist, it also has to be created before assigning any D&D action specifi-
cation to it. 
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Fig. 7. Example of D&D action specification and customization classes 

3.4 Transformation Pattern Specification 

In our approach, one-to-one concept transformation within a single or two different 
models can be realized using the extended D&D action definition alone (see the illu-
strative examples in Section 4). However, for many-to-many concept transformations, 
D&D action definition is not enough – additional specification of concept types’ 
mappings is required. We call this specification a Transformation Pattern.  

When used together, D&D action definition and transformation pattern compose a 
complete partial M2M transformation model, which provides the following possibili-
ties to the transformation: 

• Any concept type or its property can be mapped to any other concept type or its 
property. 

• One can specify mappings within a single model or between different models ex-
pressed in the same or even different modeling languages (e.g. UML and BPMN, 
BPMN and SoaML). 

• Many-to-many mapping can be specified. 

A transformation pattern is identified by a custom stereotype <<TransformationPat-
tern>>, which is derived from the UML metaclass Class (Figure8).  

The pattern itself is realized as a structured class that has its internal structure, 
called Structure Compartment. The structure compartment of a transformation pattern 
holds two parts: Source and Target. In the source part, there is one or more inner parts 
deployed – these represent concept types and/or properties of concept types of a source 
model.  In the target part, there is also one or more inner parts deployed – these 
represent concept types and/or properties of concept types of a target model. In each 
part, inner parts are interconnected using connectors – these interconnected inner parts 
define certain common patterns of the particular type of model. In its turn, mappings 
between source and target models are also defined using connectors (pay attention, 
however, the semantics of using connectors in the first and second cases differs). 

An example of a transformation pattern is presented in Figure 8. The pattern speci-
fies: a source part describing BPMN Process Model pattern composed of a Task that is 
deployed in a Lane, and a Resource assigned to a Lane; a target part describing UML 
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Fig. 8. Transformation pattern example 

Use Case Model pattern composed of an Actor associated with a UseCase; mapping 
between certain inner parts of the source and target parts. 

Note that in general the validity of a model is ensured by a CASE tool’s model va-
lidation engine (provided, the CASE tool supports certain metamodel). In other words, 
if a CASE tool supports a certain level of enforcement of model correctness, an incor-
rect model cannot be created or at least syntactical errors are highlighted for correction. 
On the other hand, at this stage of development, our M2M transformation approach 
does not restrict a user from developing incorrect transformation patterns; in its turn, 
this should lead to incorrect target model fragments after certain transformation is per-
formed. However, on the execution of such transformation, a MagicDraw user will get 
a warning message that the action could not be executed as it leads to the creation of an 
incorrect model (such message is generated if the creation of a model fails). 

4 Illustrative Examples of D&D Action Specifications 

In this section, we will present four D&D action specification examples illustrating 
four basic cases that were introduced in Section 3.2. Short description of the presented 
cases (Table 2) is as follows: 

• The first case: a BPMN data object (e.g. “Order”) is being dragged from BPMN 
process model and dropped into a UML class diagram. The result of the transfor-
mation is a new UML class (“Oder”) deployed in the diagram. 

• The second case: a BPMN task (e.g. “Assign Special Carrier”) is being dragged 
from BPMN process model and dropped into a UML use case diagram. The result 
of the transformation is three new concepts deployed in the diagram: actor 
(“Clerk”), use case (“Assign Special Carrier”) and association connecting the actor 
to the use case. Transformation pattern is also used in this transformation specifica-
tion. This case is described in more details throughout the whole paper. 

• The third case: a SoaML interface class (e.g. “Receiver”) is being dragged and 
dropped onto a consumer or provider class (e.g. “Consumer”) in a SoaML diagram. 
The result of the transformation is a new value (“Receiver”) set to a predefined 
property (“Type”) of the consumer or provider class (“Consumer”). 
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• The fourth case: a UML actor (e.g. “Customer”) is being dragged onto another 
UML actor (e.g. “VIP Customer”) in a UML use case diagram. The result of the 
transformation is a new generalization relationship connecting the two actors. 

In Table 2, some cells are marked as “no value”, which means that the corresponding 
properties of certain D&D action specifications have no values. A property with no 
value means that it is not relevant to a particular D&D action specification. 

Table 2. Examples of D&D action specifications 

Metaclass  
property 

Case 

1st  2nd  3rd  4th  

<<Customization>> stereotype 

customizationTarget Class Use Case SoaML Consumer,
SoaML Provider 

Actor 

<<DragAndDropSpecification>> stereotype 
sourceElement DataObject Task Interface Actor 
representationText Create Class Create Actor re-

lated with Use 
Case 

Set Type Create Generaliza-
tion relationship 

relationActionResult Trace Trace not filled-in Generalization 
propertyActionResult no value no value Type no value 

appendMode no value no value False no value 

<< DragAndDropSpecificationExtention>> stereotype 
targetDiagram Class diagram Use Case diagram no value no value 

newElementCreatio-
nResult 

True True False False 

elementRepresentatio-
nResult 

no value no value no value no value 

externalTransforma-
tionSource 

no value no value no value no value 

transformationPattern no value BPM_TO_UCM
_1 

no value no value 

5 Conclusions 

In this paper, we presented the approach and implementation of user-interacted partial 
model-to-model (M2M) transformations. One of the key features of this approach is 
the model-driven development and customization of M2M transformations, which 
greatly increases the flexibility and usability of this capability when used in a CASE 
tool environment. Our current implementation works as an extension to the CASE 
tool MagicDraw; however, the conceptual part of the approach could be reused in 
other advanced CASE tools that meet the defined requirements. 

One more distinctive feature of the proposed approach is that it can be applied to 
any graphical modeling language that is based on UML metamodel. Within the IDAPI 
project (see Acknowledgements), the approach is currently being experimented with 
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four modeling languages: UML, BPMN, SoaML and SBVR. CASE tool MagicDraw 
supports UML profiles for BPMN [12] and SoaML [13]; also, UML profile for SBVR 
[14] was introduced by the authors of this paper. 

The plans of the nearest future involve further improvements of the D&D Action 
metamodel and DSL engine itself to bring even more usability features to user-
interacted partial M2M transformations. 
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Abstract. Electronic business uses ICT to support its activities. This has positively 
impacted business performance. Recognizing the successful implementation of e-
business, governments have decided to use ICT in public services in order to 
improve the performance of government organizations in providing best possible 
information and services to citizens, businesses and other public departments. 
Computing technologies have grown by leaps and bounds, and governments of all 
nations plan to make optimum use of such advanced technologies across public 
service organizations. However, due to financial crises, governments have resorted 
to cost-cutting, which in turn has resulted in a cap on their ICT budget. As a large-
scale facility, e-government requires large monetary investment from the 
government. Some new inventions in the field of computing technologies have 
made cost reduction possible, while also increasing the efficiency and flexibility of 
government sectors. One such invention is cloud computing, which provides 
information and computing services as utilities. Cloud-based e-government 
provides the best possible services to its citizens and businesses at an affordable 
cost. This is because governments do not need to purchase and install ICT 
equipment on their premises. In this paper we analyse cloud computing and its 
applications in the context of e-government. 

Keywords: E-Government, E-Business, Cloud Computing, Service-Oriented 
Cloud. 

1 Introduction 

The concept of e-government was inspired by e-business and e-commerce in the late 
1990s [1]. The use of information and communication technology (ICT) in business 
was tremendously enhancing business performance. Successful implementation of e-
commerce and e-business led governments worldwide to introduce ICT in the public 
sector, too. Their main aim was to provide information and services to citizens, 
businesses and other public departments using the Internet and the World Wide Web 
(www). Slowly, the plan came to fruition, thanks to the already existing concepts of e-
commerce and e-business. Today almost all countries in the world are efficiently and 
effectively using the e-government concept. 

Advances in computing technology have resulted in evolutionary changes in e-
business and e-commerce, such as the introduction of Service-Oriented Architecture 
(SOA). The emergence of SOA has led to the outsourcing of business establishment and 
functioning to online services [2]. According to [3], “Cloud computing is the realization 
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of SOA”. The use of ‘cloud computing in e-business’ poses a significant question: Would 
the use of cloud computing services be possible in the e-government domain? 

In e-government, public sector organizations provide information and services to 
citizens and businesses with the help of modern ICT. This results in better performance 
of these organizations by increasing their effectiveness and efficiency, and facilitates 
interaction between citizens and government. The concern here is that if governments 
invest huge amounts of money in creating an e-government system, the system should be 
reliable, easy to maintain, cost efficient and satisfactory [4]. However, e-government 
faces several challenges, primarily budget shrinking for ICT, increasing public demand 
for information and services and continuous advances in technology. In order to 
overcome these challenges, governments should be willing to adopt innovative ideas for 
e-government such as advanced computing technologies. The current economic crisis has 
forced governments to cut down on costs, and therefore, cap their ICT budget. In such a 
situation, the traditional e-government model has become difficult to operate. 

2 Cloud Computing Background  

Cloud computing is a result of significant innovations in virtualization, utility computing, 
elasticity, distributed computing, grid computing, storage, content outsourcing, security 
and Web 2.0, networking, the World Wide Web and software services [5][6]. Since the 
concept is described in different ways by various authors, no single agreed-upon 
definition of cloud computing exists. However, one well-known definition is as follows: 
“Clouds, or clusters of distributed computers, provide on-demand resources and services 
over a network, usually the Internet, with the scale and reliability of a data centre” [7]. 
Another definition is provided by the [8], “A paradigm in which information is 
permanently stored in servers on the Internet and cached temporarily on clients that 
include desktops, entertainment centres, computers, notebooks, wall computers and 
handhelds”. The U.S. National Institute of Standards and Technology (NIST) includes 
some other important aspects of cloud computing in its definition: “A model for enabling 
ubiquitous, convenient, on-demand network access to a shared pool of services (e.g., 
networks, servers, storage, applications and services) that can be rapidly provisioned and 
released with minimal management effort or service provider interaction” [9]. This 
definition promotes the availability of cloud computing and describes its five essential 
characteristics in addition to its three delivery models and four deployment models [9]. 

2.1 Cloud Computing Characteristics 

The five characteristics of cloud computing mentioned in the NIST definition are as 
follows: 

 

• On-Demand Self-Service: With the help of the cloud service provider, 
consumers can avail themselves of the cloud service, that is, computing 
capabilities, network storage and application, 24/7 without the need for any 
human interaction. 

• Broad Network Access: The availability of cloud computing services on the 
Internet makes it easily accessible through standard mechanisms by both thick and 
thin clients (e.g., laptops, mobile phones, or Personal Digital Assistants ‘PDAs’). 
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• Resource Pooling: Cloud computing uses a multi-tenant model to assign and re-
assign physical and virtual resources to consumers according to their demands [10]. 

• Rapid Elasticity: Cloud computing can scale resources both up and down as 
required. The cloud appears to be infinite to consumers, who can purchase as 
much or as little computing power as they need. 

• Measured Service: One of the essential characteristics of cloud computing is 
measured service, whereby the usage of services and resources is constantly 
monitored, controlled and reported for fair pay-as-you-go model implementation. 

2.2 Cloud Service/Delivery Models  

Cloud services can be categorised on the basis of the following three service/delivery 
models: See Figure (1). 

 
• Software as a Service (SaaS): The SaaS service model enables consumers to 

use the service provider’s applications running on a cloud infrastructure. 
Consumers can access the applications using various client devices through a 
thin client interface such as a Web browser (e.g., Web-based email). However, 
they do not have the access to manage or control the underlying cloud 
infrastructure, that is, network, servers, operating systems, storage or even 
individual application capabilities. Though consumers do have access to limited 
user-specific application configuration settings [10][11]. 

• Platform as a Service (PaaS): The PaaS service model enables the consumer to 
deploy consumer-created or -acquired applications onto the cloud infrastructure 
with the help of programming languages and tools the provider supports. Once 
again, as in the SaaS model, the consumer does not manage or control the 
underlying cloud infrastructure, but can control the deployed applications and 
possibly the application-hosting environment configurations [11]. 

• Infrastructure as a Service (IaaS): The IaaS service model provides the 
consumers with processing, storage, network and other fundamental computing 
resources. The consumer can deploy and run arbitrary software, including 
operating systems and applications. Like in the other two models, the consumer 
cannot manage or control the underlying cloud infrastructure but has control 
over operating systems, storage and deployed applications and possibly has 
limited control over select networking components, such as host firewalls [10]. 
 

 
Fig. 1. Cloud architecture [4]  

Depending on the different stages of workflow or different phases of business 
processes of an e-government system, government decision-making bodies and the Chief 
Information Officer (CIO) can select from these three service models to satisfy demands 
from different government departments and various requirements of citizens. Table (1) 
depicts a comparative study of the three service/delivery models of government cloud.  
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Table 1. Comparison of service models 

 

2.3 Cloud Deployment Models 

More recently, the cloud community has categorised four cloud deployment models; 
[10][11][12][13][14], as follows: 

 
• Private Cloud: In this model, the cloud infrastructure is deployed solely for a 

single organization. The organization may itself manage the infrastructure or 
outsource it to a third party, and the cloud infrastructure may exist in the 
organization’s premises or be based off-premise [12]. 

• Community Cloud: This model deploys the cloud infrastructure to several 
organizations at the same time and supports a specific community that shares 
similar concerns (e.g., mission, security requirements, policy and compliance 
considerations). The cloud infrastructure may be managed by the organizations 
or by a third party and may exist in the organisations’ premise or be based off-
premise [12]. 

• Public Cloud: This model enables the cloud infrastructure to be made available 
to the general public or to a large industry group. The infrastructure is owned by 
an organization that provides cloud services [12]. 

• Hybrid Cloud: In this model, the cloud infrastructure is composed of two or more 
clouds (private, community or public) that remain unique entities, but are bound 
together by standardized or proprietary technology that enables data and application 
portability (e.g., cloud bursting for load-balancing between clouds) [11]. 

Government decision-making bodies and the CIO can choose from these four 
deployment models according to the control capacity over government cloud, data 
sensitivity, users, business requirements and budget. Table (2) depicts a comparative 
study of the four deployment models of government cloud. 

Table 2. Comparison of deployment models 
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2.4 Cloud Computing Benefits 

The potential benefits of cloud computing are numerous. The sharing of ICT capabilities 
in the cloud helps individuals, businesses and government agencies use their resources 
more efficiently and effectively (US Committee on Science, Technology and Space). 
Individuals use cloud computing for email, content and information sharing; file storage 
and payment services; among other services. Businesses and government agencies use it 
for basic office tools, project management, collaboration and design of custom 
applications. In addition, government agencies also are helped by cloud computing to 
improve the quality of the services they provide to citizens through e-government 
solutions (EU Directorate General for Public Policies, Cloud Computing). Cloud 
computing is indeed better than the traditional widely used computing model in use 
today, in which organizations have to purchase all the equipment and software and then 
operate them by themselves [7]. In contrast, cloud computing is a usage-based model, 
wherein the user pays only for the resources used. Moreover, installation and 
configuration of expensive machines and applications on one’s own premises is not 
required, and this results in reduced capital expenses. Another key benefit of cloud 
computing is scalability. Cloud-based storage services can easily manage the huge 
amounts of data, which are difficult to manage using the traditional databases. Cloud 
computing also offers flexibility and freedom; that is, it allows customers hassle-free 
service provider portability so that they can enjoy more up-to-date solutions. 

2.5 Growth of Cloud Computing 

The global IT expenditure reached $3.4 trillion in 2008, although that year the aggregate 
spending was expected to decline for the first time since 2001. The decline would continue 
up to 2010 [15]. Indeed, across the private sector, IT spending has been constantly 
decreasing. This is the result of inter-related impacts of economic recession and the credit 
crisis, which has led to significant decline in capital budgeting and credit availability for 
large IT projects. The only developing areas of IT in the wake of the crisis are outsourced 
IT and IT-enabled services [16]. As these new areas enter the marketplace, many of them 
have associated themselves with the cloud system. Thus, the expenditure involved in these 
services is likely to reduce over the next few years, and competition seems imminent 
between larger, traditional models and these upstart firms [17]. 

According to IDC estimates, approximately 10 per cent of the nearly $64 billion 
spent on business applications worldwide in 2008 was on cloud computing 
applications delivered remotely [18]. Analysts like Gartner correctly projected a 
growth rate of 20 per cent or more for cloud computing over the years to come [19]. 
The global market for cloud computing services reached $42 billion in 2012, a growth 
rate of 30 per cent [20]. It reached the $150 billion annual mark in 2013 [21]. 

3 E-Government and Its Benefits  

As mentioned above, e-government uses ICT to provide public services to citizens, 
businesses and other public service departments. The ultimate goal of any government 
is to improve the efficiency and effectiveness of its organizations, so that they can 
provide the best possible services to its stakeholders, that is, citizens, businesses and 
other public service departments [22]. In the 1990s, governments came under 
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increasing pressure to achieve these two objectives. Hence, they resorted to the e-
government concept. Today almost every country in the world is making optimum use 
of modern computing technologies in order to provide proper services to its citizens 
and businesses, and also to interact with other governments. 

Any technology needs constant advancement for better progress, and so does e-
government. Innovation is the key here. E-government should adapt to latest 
developments in ICT to keep itself up to date. Cutting-edge ICT facilitates an 
effective and efficient e-government system. The traditional e-government model is 
also effective; however, its effectiveness can be further enhanced by introducing 
innovative computing technologies like cloud computing into its system. 

4 Cloud Values in E-Government  

The e-government service platform uses the cloud computing environment to its 
advantage in order to create the corresponding values for government, public, 
environment. 

4.1 Values For Government 

The government shifts the e-government system to the cloud computing environment 
to create the following values: 

4.1.1 Benefitting the Public  
E-government tends to bring service to the core of its function to bring about a 
change. Cloud computing can systematise the IT resource service, thus standardising 
resource deployment. Thus, it makes possible measuring and tracing back of IT 
resources [23], which in turn provides services to the public via a network. Moreover, 
this facility can be used as per public demand and usage and can be paid for in 
accordance with the application usage. Thus it provides the public with an innovation 
service model of IT resources. In addition, the government can enhance computing 
and storage capacity of the system, thereby providing the public with more diversified 
value-added services via cloud computing [57][58]. 

4.1.2 Promoting Cooperation With Enterprises 
If the government uses cloud computing, it can provide not only the traditional 
support of policy and environment to local high-tech development zones and software 
parks, but also a variety of IT support, thus attracting more business and a higher 
inflow of funds. Cloud computing service platforms would create more opportunities 
for the government to cooperate with enterprises; thus the government can use 
enterprise background strength to support local development and to easily manage the 
procurement and outsourcing tasks [57][58]. 

4.1.3 Promoting Public Construction 
The current requirements for power system capacity are increasing gradually in the 
power construction, especially in the construction of smart grids. The existing power 
system capacity is unable to bear the load. Toward this end, countries resorted to the 
idea of a power system based on cloud computing. Cloud computing has powerful 
processing capabilities and high-level system integration to support the construction 
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of smart grids. In addition, it can make full use of the existing hardware resources of 
the power system and reduce investment in new hardware [59].  

4.1.4 Increasing the Utilization Rate of Resources 
It is difficult to anticipate the number of system resources required. This results in 
uneven distribution of data centre resources. However, the virtualization technology 
of cloud computing can virtualize servers, storage devices and other physical 
hardware, thus building the e-government system on the logic hardware. In this way, 
a single physical device can be shared by different services across various 
government agencies. It also avoids poor resource utilization by allowing isolated 
management of the physical device [59]. 

4.1.5 Improving Administrative Efficiency 
Cloud computing can save the deployment time required to create new applications, 
and is conducive to data sharing and cooperation, thereby improving administrative 
efficiency [60][61]. 

 
• Rapid provision 

At present, in the e-government system, the process of creation of new 
applications and updates is tedious and time consuming. It has to pass through a 
lengthy route of budget provision approval, fully funding and finally the actual 
implementation. However, in a cloud computing environment, systems can 
dynamically adjust resources according to the needs of the new application. This 
implies that in the case of unused resources, the system will immediately make 
itself available to new applications, thus saving deployment time. 

• Sharing and cooperation 
The present e-government network data is in a state of ‘distributed storage, 
distributed access [24]. The data centre resembles several isolated islands of 
information, lacking the support of data sharing or a collaboration platform. 
However, the network distributed computing feature of cloud computing can 
integrate data from storage devices of various government agencies into a data 
resource pool. This will help data sharing and accelerate search speed. It will 
also prove beneficial for establishing platforms for different government 
agencies, making cooperation with each other from different places possible. 

4.1.6 Reducing the Budget 
The e-government system using a cloud computing environment can reduce the cost 
associated with hardware, software, human resource and electricity, thereby reducing 
the overall system budget [62][63]. 

 

• Hardware 
Cloud computing facilitates the sharing of physical devices and the dynamic 
allocation of system resources, thus reducing hardware requirements and 
depreciation costs of the data centre. 

• Software 
Currently, the system software license can be bought for a one-time payment. In a 
cloud computing environment, the government will be able to use the mode of 
software as services and platform as services paying as per the usage, thus reducing 
cost. 
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• Human resources 
Cloud computing can upgrade systems and configure settings, thereby reducing 
human dependence. This will reduce the overall cost incurred by the human 
resources departments. 

• Electricity 
Cloud computing can increase the utilization rate of resources, and can help in 
energy optimization, thus reducing the electricity cost of data centres. 

4.1.7 Increasing Robustness 
The e-government system making use of cloud computing has improved its accuracy, 
compatibility, security and disaster recovery capability [62][65][66] [67][68]. 

 

• Accuracy 
At present, upgrading and maintaining e-government systems involves several 
repetitive steps by people. This leads to tiredness, which in turn causes 
operational errors. However, cloud computing can decrease the dependence on 
humans, thus avoiding human error. 

• Compatibility 
Currently, there is lack of integration in the e-government system; hence, the 
compatibility and stability of the system suffer. Cloud computing can prove 
conducive to the e-government system by providing government officials with a 
unified work environment, which will significantly improve compatibility and 
stability. 

• Disaster recovery 
The current e-government backup system and disaster recovery capabilities are 
unable to meet the demand for IT development. Cloud computing can provide 
systems with virtually unlimited storage capacity and a more comprehensive 
backup mechanism. Moreover, systems in a cloud computing environment can 
back up each other between the backup centres in different places. 

4.2 Values For Society 

The e-government service platform based on cloud computing creates the following 
values for the society [65][69][70][71]: 

4.2.1 Reducing the Initial Capital Investment 
Commercial activities and IT are closely linked. This is because performing numerous 
business operations simultaneously increasingly needs IT support. Thus, 
entrepreneurs have to invest heavily to acquire such support. In this respect, the cloud 
computing services platform can provide enterprises with IT resource services, 
including computing, storage, software, to name just a few. With the help of cloud 
computing, entrepreneurs can transform the capital input of information construction 
into actual operating expenses. Moreover, the cloud computing environment also 
reduces the demand for technical staff, thereby reducing labour cost. 

4.2.2 Promoting the Transformation of Industry 
Many software parks and high-tech zones have been set up by the government to 
promote the local software outsourcing industry. This development is promoting the 



280 O.Ali, J. Soar, and J. Yong 

 

industrial structure and transforming manufacturing into a service outsourcing 
industry, thereby upgrading the local industry. Here, the cloud computing service 
platform can provide developers with a development platform based on the needs, and 
which is conducive to collaborative development; thus it can shorten the software 
development cycle. In addition, the platform can also provide a test environment 
based on practical needs and thus improve the overall quality of software. 

4.2.3 Scientific Study Supply 
IT has carved a niche in the education and academic field as well, especially by 
providing high-performance computing resources for scientific research. 

At present, IT equipment is managed by the respective project teams and owned by 
the respective departments of educational institutions. This does not allow resources 
to be shared among departments, causing resource waste. However, such institutions 
can procure more powerful computing resources via the cloud computing services 
platform. In addition, the virtualization characteristic of cloud computing can solve 
the problem of ownership of equipment by virtualising the physical device. 

4.3 Values for Environment 

The demand for global energy at present has increased enormously, and as a result, the 
climate and environment are gradually deteriorating. This means that protecting the 
environment has become important in order to save humankind. Cloud computing can 
greatly increase the judicious utilization rate of resources, reduce energy consumption 
and thus help the global economy to stride forward to a greener future [72][73]. 

5 Challenges in Cloud and E-Government  

When the storage and processing of sensitive data are in the hands of a third party, 
trust becomes a major concern for e-government stakeholders. Several factors come 
into play to build that trust, namely, truth, reliability, faith, confidence and strength. If 
you believe in others’ capabilities and skills, you can reasonably rely on them and 
leave your valuable assets to their care [25]. Trust plays an important role in the 
success of an e-government system. Hence, it is important that people have trust in 
the e-government system. Cloud computing comes with its own challenges that can 
directly affect the e-government system. Some of the problems are as follows: 

5.1 Privacy  

In a cloud computing environment, data are not stored and processed locally at the 
enterprise premises. Rather, third parties do that at their own sites through remote 
machines installed at various locations. In such a situation, it is natural for individuals 
to be concerned about the privacy of their personal data and information because it is 
the right of every individual to secure their private and sensitive information [26][74].   

5.2 Lack of User Control  

Lack of user control and ownership affect trust. The lesser control over our assets, the 
lesser the trust in the system [25]. In a cloud-based e-government system, data are 



 Impact of Cloud Computing Technology on E-Government 281 

 

stored at third-party data centres, and thus we have less control over our own data, 
while the cloud computing providers have complete access to it. Therefore, it 
becomes important for intellectual property and personal information to be protected 
[27][28][74][75].  

5.3 System Failure  

Sudden failure of the system also affects users’ trust in cloud computing. Some public 
services must be available to citizens 24/7. However, at times these services fail to 
deliver in a cloud computing environment. Any loss of data or any kind of security 
breach cannot be compensated for by the cloud service providers as the data is 
irreplaceable [29].  

5.4 Security  

Some of the other security concerns involved with cloud computing are the 
“confidentiality, availability and integrity of data or information” [30]. Security helps 
establish users’ trust in cloud computing [29]. In the e-government context, cloud 
computing must be secure.  

5.5 On-Demand Self-Service  

On-demand self-service is one of the most important characteristics of cloud computing. 
It is achieved through virtual environment or management interface accessible to all 
cloud service users. The cloud service provider is responsible for maintaining the security 
of the management interface from unauthorized access because the management 
functionality can be accessible only to a few authorized administrators. Access 
authorization is given to authentic users through claim-based access control, federated 
identity approaches and security assertion mark-up language [32][33]. 

5.6 Data Leakage  

Data leakage also affects the trust of citizens and public sector organizations in cloud 
based e-government systems. Since the e-government system contains sensitive data and 
information about users and businesses, security of the data is important. Data leakage 
can discourage governments from using cloud-based e-government systems [31]. 

6 Cloud in Government 

Public demand for services guides the development of e-government. The focus of e-
government has changed from office automation and administration supervision to 
public services. This transformation reflects the change in government functionality. 
Governments around the world hope to obtain the trust and support from their people. 
Therefore, globally e-government systems oriented towards public services are being 
established, thus enhancing the national competitive strength. 

Cloud computing is an innovative mode not only of computation but also of resource 
utilization [23][34]. It can provide users with IT resources in the form of service via 
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network. Therefore, the government can provide its citizens with more varied service 
contents via cloud computing. This becomes consistent with the e-government’s aim of 
bringing service into its core domain. Besides, as a kind of green technology, cloud 
computing can considerably increase the utilization rate of resources at data centres and 
can reduce energy consumption. For these reasons, cloud computing is the best 
environment to establish e-government. On the other hand, it has not gained much 
popularity yet. If governments around the world promote its development, the scale of 
cloud computing can be expanded rapidly, thus popularizing the concept. Therefore, use 
of cloud computing services by governments will tremendously stimulate the development 
of this concept. In short, cloud computing and e-government can complement each other. 

Cloud application scenarios in e-government could help to foster the benefits described 
of cloud computing in e-government. These application scenarios would depend on a 
specific business case but might include using the cloud for hosting of all main data used 
in operations by local government. The cloud could be also be used to host or provide 
application software; there are cloud providers in several industries who provide both 
application software access and data hosting per day or per transaction fee [76]. 

Although the mode and degree of promoting cloud computing at present is diverse 
across governmental systems, establishing an e-government service platform based on 
cloud computing has become the main trend. The following provides the current 
status of cloud computing service promoted by governments across the globe. 

6.1 The USA 

The U.S. government is the most focused in establishing e-government based on 
cloud computing. The government hopes to centre all national e-government systems 
on the cloud computing environment, utilizing it to the fullest. 

• Data.gov 
In May 2009, the U.S. government released its Data.gov website as a data 
inquiry service platform based on cloud computing [35][36]. The government 
believes the public could understand the government’s data through this 
platform and thus the transparency of the government could be enhanced. 
 

• Apps.gov 
In September 2009, the U.S. government released the Apps.gov website. This is the 
federal government portal based on cloud computing [36][37], and aims to promote 
cloud computing in all government departments. With the help of this portal, the 
government hopes to reduce the system budget, improve system security and 
performance, and provide the public with IT service via cloud computing. 

6.2 China 

Many local governments in China have taken the assistance of companies possessing 
rich experience in cloud computing to establish cloud computing service platforms in 
order to provide IT support for local enterprises, thereby stimulating economic growth 
and promoting industrial growth. 
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• Dongying Cloud Computing Centre 
In September 2009, the Dongying municipal government, with the aid of IBM, 
established its cloud computing centre in the Yellow River Delta [23]. From this 
centre, the government provides IT support to enterprises via cloud computing. 
This move has resulted in the local oil industry chain development and 
competitiveness of small and medium software enterprises. It has also helped 
promote the economic development of the Yellow River Delta region. 

 

• Wuxi Cloud Computing Centre 
In March 2008, the Wuxi municipal government established a cloud computing 
centre with the aid of IBM [36]. The government hoped to provide cloud computing 
service support to the local software outsourcing industry, to accelerate the 
development of the software industry, thereby gradually transforming the traditional 
manufacturing industries into a service-led economy. 

6.3 New Zealand 

The Ministry of Commerce of New Zealand made an announcement in June 2009 
declaring that it would be consolidating IT procurement for all its government agencies. 
The aim was to form ‘centres of expertise’ focused on rationalizing IT acquisition and 
investigating the significant roles of cloud computing and SaaS in the future [38]. 

6.4 Australia 

Forbes Insights, in association with KPMG International, conducted a study among 429 
government executives in 10 countries including Australia on the initiative taken by and 
the progress made by governments in adopting cloud computing. The result of the study 
indicated that the rate of cloud adoption is scaling new heights in Australia. It also 
indicated that adoption in the government sector is slower than in the private sector, 
perhaps due to perceived risks [39]. The Australian government remains cautious about 
the challenges of cloud computing due to the inherent security, privacy and trust issues 
[40][41]. However, in order to overcome these challenges, the Australian government 
issued a policy in April 2011 [41], devising cloud computing strategies, issues and benefits 
for government and guidance information. Despite the existence of this policy, use of 
cloud computing in the government sector remains lower than in the private sector [42]. 

6.5 The United Kingdom (UK) 

The UK government has strategically prioritised the creation of ‘G-cloud’, a 
government-wide cloud computing network [43]. In June 2009, the joint report of the 
Department for Business Innovation and Skills and the Department for Culture, 
Media and Sport [44], entitled ‘Digital Britain Report’, asked the UK government to 
lead a wide-ranging digital strategy for the country. Prime Minister Gordon Brown 
made the following announcement related to the report: “Digital Britain is about 
giving the country the tools to succeed and lead the way in the economy of the future” 
[44]. The prime aim of the Digital Britain strategy is to improve IT-enabled 
government service and allow for more services to be provided online. To support this 
action, the UK’s IT procurement efforts will focus on enabling the government to 
become a leading force in the use of cloud computing. The report states: 
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“The Government’s impact on the digital economy goes way beyond its role as policy 
maker. In delivering public services, as a large customer of ICT products and services 
and as the owner of data systems, the public sector has enormous influence on the 
market. In many areas, such as education, health and defence, Government can use its 
position as the leading procurer of services, to drive up standards – in some cases to set 
standards – and to provide an investment framework for research and development” [44]. 

7 Cloud Migration Strategy 

One observer has correctly admonished IT executives, noting that when it comes to 
shifting to cloud computing, “Standing pat means being left behind” [23][45]. Linda 
Cureton, NASA’s CIO, stated the matter thus: 

“I’d like to say it a little more bluntly. If CIOs don’t get ready, manage fears and 
manage their risk, they will get run over by this disruptive technology. Your 
organization is doing it anyway – without you! So do something! You don’t have to 
move your entire enterprise into the cloud, just take the first step and look at some 
appropriate data sets. This does not have to be an all or none decision” [46]. 

One should bear in mind that ‘cloud computing is a tool, not a strategy’ [47]. IT 
leaders working for the government should be well advised to take a programmed 
assessment of how cloud computing can fit into their overall IT strategy, in support of the 
mission and overall strategy of their agency. This involves a six-step process, as follow. 

7.1 Learning 

In order for the cloud migration strategy to begin, learning the basics of cloud computing 
is very important – through attending seminars, networking, talking with vendors and 
reading. As cloud computing is a new paradigm in computing technology, technology 
transfer must happen– the ‘techies’ in and outside of government will have to take that 
extra step to educate and inform the ‘non-techie’ policy makers (Agency executives, 
staffers and lawmakers) about the merits and value of cloud computing. Sufficient 
funding will be required for research to establish how cloud computing is working – or 
not – in various fields and at all levels of government. This will help ground the policy 
and practices of governmental use of cloud computing. 

7.2 Organizational Assessment 

In the second step, IT managers must assess their present IT needs, structure and 
capacity utilization. In a cloud computing environment, resources can be added or 
subtracted based on needs and demands; thus it is critical for IT managers to honestly 
assess their IT baseline. In terms of data centre utilization, it will be important to 
categorise resources based on their needs, that is, whether they are required all the 
time and are necessary for day-to-day operations in order to establish a baseline for 
internally hosted operations. Only then can decisions be made as to whether to 
continue to host ‘excess’ capacity in the data centre or to contract for cloud services 
as needed to scale up in order to meet seasonal, cyclical or event-based demand for 
greater amounts of computing resources. 



 Impact of Cloud Computing Technology on E-Government 285 

 

7.3 Cloud Pilot 

The third step is the selection of one area – or one specific project – by the IT managers to 
‘cloud pilot’ and assess their ability to manage and bring such a project to fruition. As with 
any new technology, cloud computing is undergoing a great deal of experimentation. 
Internet users are experimenting with cloud applications in their daily lives – from Twitter 
to Gmail to using photo-sharing sites. In the same way, organizations are also conducting 
cloud computing experiments – efforts that are distanced from their core IT operations and 
often at the periphery of (or trying to connect to) the organization. 

Many times, even in the public sector, such experiments may be considered ‘rogue’ 
operations conducted by individuals and units to test the utility of the technology. 
These are important efforts, and they should be supported – and reported within and 
outside the organization – so that others in the IT sector and in the wider community 
can learn about the successes and downsides of operating in the clouds. Thus, sharing 
both ‘best practices’ and ‘lessons learned’ in cloud computing is vital. Indeed, such 
demonstration - or ‘science’ projects - in large and small organizations will, 
predictably, drives the eventual acceptance and adoption of cloud computing [48]. 

7.4 Cloud-Readiness Assessment 

After the internal assessment and external outreach stemming from the pilot effort, IT 
managers should conduct an overall IT cloud-readiness assessment to determine if their 
organization has data and applications that could readily move to a cloud environment, 
and if a public/private/hybrid cloud would be suitable or usable for these purposes and 
they need to rank potential projects. As this assessment progresses, IT decision makers 
must focus on establishing rules as to which data and applications can –or cannot – be 
housed in any form of cloud environment. In doing so, they will discover a definite field 
of ‘cloud-eligible’ and ‘cloud-ineligible’ data and applications. 

7.5 Cloud Rollout Strategy 

At this stage, it is important to roll out the cloud computing strategy – gaining buy-in 
from both organizational leadership and IT staffers, and communicating with both 
internal and external stakeholders about the goals, progress and costs/benefits of each 
cloud project. Now the cloud transitions from a test effort to a more mainstream 
system in the way the agency manages its data, operations and people. It becomes part 
of ‘normal’ organizational operations, just as other old tech innovations (From 
telephony to fax to the Internet to email to social media) have become IT tools, used 
in support of the agency’s IT strategy, and more importantly, its overall strategy. 

7.6 Continuous Cloud Improvement 

In the final stage, the process takes the final shape–‘continuous cloud improvement’– 
where the agency/organization/unit moves the appropriate data and applications to the 
cloud and back from the cloud to internally hosted operations, if necessary, after 
thoroughly and continuously assessing the appropriate use of cloud technologies for that 
particular agency. The shift to more cloud-based applications will help government 
agencies acquire new capabilities to communicate and collaborate. However, it will also 
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necessitate some quick policy decision-making and the implementation of operational 
rules. For instance, decisions need to be made as to who can access what files and the 
type of access one will have (e.g., read-only, editing access) [49]. 

8 Conclusion 

Since the 1990s, e-government has become attractive government systems worldwide. 
Today almost every country in the world has developed and implemented its own e-
government system in some form or another in order to improve the performance of its 
public sector organizations. The main aim is to provide the best public services to citizens 
and businesses in an efficient and effective manner. Effectiveness and efficiency can be 
increased further if governments make good use of new and modern computing 
technologies like SOA. Cloud computing is the realization of SOA, which is a direct 
outcome of research in virtualization, utility computing, distributed computing, grid 
computing, content outsourcing and Web 2.0. Cloud-based e-government systems 
perform better than the traditional e-government systems. Cloud-based e-government 
provides several benefits over the traditional system. Since information and applications 
are hosted online in cloud computing, they are available and accessible from anywhere 
and at any time. In light of the current economic situation in which governments around 
the world are under pressure to cut their expenditure, they are putting a cap on the ICT 
budget as well. In such a situation, cloud-based e-government is a good option since in 
such a system, governments do not need to purchase ICT equipment. Rather they lease 
ICT resources and services according to their need. In short, capital costs are replaced by 
operational costs for the resources used by government organizations. Trust and security 
also play an important role in the success of e-government. One of the important 
stakeholders of e-government are the citizens, therefore, they should trust the e-
government system. In cloud computing, data is stored and processed at third-party 
premises; and this means that citizens and businesses are concerned about the 
confidentiality and security of their sensitive data and information. Similarly data leakage 
can also affect the trust of citizens and businesses because in some cases the data loss can 
be irreplaceable. Nevertheless, the cloud-based e-government system is providing more 
benefits than loss in the form of efficiency, scalability, flexibility and cost effectiveness 
as compared to traditional e-government. 
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Abstract. The paper introduces the stage-based specialization of the initial  
reusable GLOs treated as meta-programs. The aim is to support pre-
programmed user-guided adaptation of the Computer Science (CS) teaching 
content within the educational robot environment. Specialization of GLOs by 
staging enables to flexibly (automatically) prepare the content at a higher level 
for the different contexts of use. We describe the approach along with the case 
study from the user’s perspective taking into account the specializer tool we 
have developed. The contribution of the paper is the staged specialization for 
the pre-programmed adaptation of the learning content.  

Keywords: Meta-program-based GLO, LO adaptation through specialization, 
GLO specialization through staging, robot-based CS teaching. 

1 Introduction and Related Work 

Learning Object (LO) research is a wide topic. The term defines the course-
independent learning content aiming at supporting interoperability and reusability in 
the domain. Among multiple ideas and approaches the generative learning objects 
(GLOs) proposed by Boyle et al. [22], [17] play a significant role. GLOs are defined 
as “an articulated and executable learning design that produces a class of learning 
objects“[4]. GLOs being reusable and executable items (programs and meta-programs 
in our case [27]) may offer also new opportunities to create individual and highly 
adaptable learning content. The adaptability problem of LOs is broadly discussed in 
the literature. In e-learning, adaptation is thought of as the customization of the  
system “to the cognitive characteristics of the students and implies the study and con-
junction of technical and pedagogical aspects” [10]. The paper [15] defines adapta-
tion as “the adjustments in an educational environment aiming to (1) accommodate 
learners’ needs, goals, abilities, and knowledge, (2) provide appropriate interaction, 
and (3) personalize the content”. Some LO design aspects can be found in [8]. 

The aim of this paper is to discuss the meta-program-based GLO specialization which 
(if designed correctly, e.g. if criteria for adaptation are pedagogically sound) enables the 
pre-programmed adaptation of learning content. As we do not consider adaptation itself 
in detail here, we are able to formulate the task as GLO specialization for adaptation. As 
GLO is an executable specification (i.e. meta-program), below we introduce the main 
concepts of two research streams: (1) meta-programming and (2) program specialization 
as follows. Meta-programming [28] is a generative technology that allows achieving the 
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aims of automation. It deals with how to perform manipulating programs as data. The 
result of the manipulation is the lower-level program. At the core of this manipulation is 
parameterization. There are many different views to understand, or to deal with this ap-
proach. Examples are generative programming [6], aspect-oriented programming, etc. 
(reader can learn more from [28]).  

Program specialization or partial evaluation (a.k.a. refactoring [26], especially in 
SWE) is the technique that makes it possible to automatically transform a program 
into a specialized version, according to the context of use [12], [2]. Initially partial 
evaluation has been used to compiler generators design [13] and later as a source-to-
source transformation technique whose aim was to improve program performance 
[14]. Now, however, there are much more applications including program obfuscation 
[16], model transformation [23], security improving [9] and many more [3], [2]. 

Program specialization also relates to stage programming and meta-programming, 
especially in logic programming research [24], [25]. Shortly it can be summarized as 
multi-stage programming, i.e. the development of programs in several different 
stages. Taha was the first to provide a formal description for a multi-stage program-
ming language [29]. Staging is a program transformation that involves reorganizing 
the program execution into stages. He treats the use of the formal language MetaML 
to develop meta-programs as multi-stage programming. The concept relates to the 
fundamental principle of information hiding through the introduction of a set of  
abstraction levels (stages) aiming at gaining a great deal of flexibility in managing  
the program construction process. In fact, a program specializer performs the spe-
cialization process in two stages. The first is early computations (when some program 
variables are evaluated at the compile time). The second is late computations (when 
the remaining variables are evaluated at the run time).  

The contribution of the paper is the pedagogically sound stage-based specialization 
of the initial highly reusable GLOs (in fact meta-programs) to support pre-
programmed user-guided adaptation of the CS teaching content within the educational 
robot environment. By ‘pedagogically sound’ we mean the fact that stages are defined 
through functions of Bloom’s taxonomy levels [7] for topic cognition. The paper’s 
structure is as follows. Section 2 presents the GLO specialization task, section 3 – a 
basic idea of the approach. Section 4 provides a case study with experiments to spe-
cialization domain–specific GLO to teach CS within the educational LEGO NXT [1] 
robot environment. Section 5 evaluates and concludes the main result. 

2 GLO Specialization Task 

Here we need first to look at the program specialization task. Futumura [30], for ex-
ample, formulates this task as a transformation processπ as follows: 

 ),...,,)(,...,,,(),...,,,,...,,( ''
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1 nmnm rrrcccrrrccc παπ =  (1) 

The left side of Eq. (1) presents the state of a program to be evaluated before speciali-

zation. Here the values ),...,,,,...,,( ''
2

'
1

''
2

'
1 nm rrrccc of variables ),...,,,,...,,( 2121 nm rrrccc

 
of the program are split into two subsets: the constants as compile time values (denoted 

by 'c with the adequate index) and variables as run time values (denoted by 'r with the 
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adequate index). The right side of the equation specifies the state of the program after 

specialization using the “specialization algorithm ,α  which evaluates ( ),...,, ''
2

'
1 mccc in 

the first stage and then evaluates ),...,,( ''
2

'
1 nrrr in the second stage, though the stages are 

not defined explicitly. The higher-level program that implements the “specialization 
algorithm” is called specializer. In fact, the specializer is a meta-program because it gen-
erates through the process π  the other, i.e. a specialized program. 

Now we are able to formulate the meta-program (i.e. GLO) specialization problem 
similarly. Let be given a set of parameters )},...,(),,...,{( 11 nmm ppppP += of a GLO, 

where the space P is decomposed into two subsets under the following constraint: 
dependent parameters (if any, see Section 4) have to appear in the same subset. Simi-
larly to (1), we formulate the problem as the two-stage specialization task as follows: 

 ),...,)(,...,,(),...,,,...,( 1111 nmmnmm pppppppp ++ = παπ  (2) 

Here, parameters ( mpp ,...,1 ) are evaluated in stage 2, thus being treated as con-

stants, while the remaining parameters ),...,( 1 nm pp + at this stage are treated as va-

riables. Stage 2 is treated as the highest. To be evaluated in stage 2, parameters 
( mpp ,...,1 ) have to be active (meaning their usual role in the meta-program), while 

the remaining parameters have to be passive (meaning not being evaluated). Note that 
programming languages (e.g. C++, PHP) have a very simple mechanism to change 
the state of a variable, when it is processed or evaluated, from the active state to the 
passive state. For example, the record ‘\p’ denotes that the parameter p is passive in 
some context.  

It is the role of a specializer (formally denoted asα ), among others, to pre-
program the change of states so that parameters ),...,( 1 nm pp + would be passive at stage 

2 (which describes evaluation of ( mpp ,...,1 ) only) and they would be active at stage 1 

(which describes evaluation of ),...,( 1 nm pp + ). By stage 1 in (2) we mean a sub-process 

ofπ . Stage 1 is treated as the lowest. 
The equation (2) can be generalized by introducing the concept of multi-stage (e.g. 

k-stage) specialization. Indeed, we can “think” in terms of recursion, i.e. to apply 
“specialization” by partitioning the remaining parameters ),...,( 1 nm pp +  in two subsets 

(under the stated constraints) again and again until some of remaining parameters 
will be evaluated (k -1) times. Therefore, we can write:  

 ),...,)(,...,,(),...,,,...,( 1111 nmmnmm pppppppp ++ = παπ ),..,)(,..,,( 11 niim pppp ++πα …  

 … )...,)(,...,,( 11 njji pppp ++πα … (3) 

For increasing readability and stage visibility, we use a column-based representa-
tion of staging in Eq. (4), where the top of the right side equation represent the highest 
k-stage, the next represents (k-1)-stage and so on till 1-stage.  

),...,)(,...,,(),...,,,...,( 1111 nmmnmm pppppppp ++ = παπ  

),..,)(,..,,( 11 niim pppp ++πα … 

)...,)(,...,,( 11 njji pppp ++πα … (4) 
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Eqs. (2-4), in fact, describe the specialization not a meta-program itself but its 
model expressed as a parameter set. With respect to specialization through staging, 
however, the parameters of different type should be evaluated differently. For exam-
ple, pedagogical context should be evaluated first, the student’s context next, and then 
the content [8]. Thus the staging should be managed adequately. For this purpose, we 
use the priority weights assigned to each parameter. We express the weights through 
fuzzy variables with values taken from the set {HP, IP, LP} (HP- high priority; IP – 
intermediate priority, LP- low priority). Semantically, those variables define the spe-
cialization context to specialize the GLO by staging without redundancy (see also 
sub-section 3.1 and Section 4). 

3 Basic Idea of the Approach  

We describe the approach from the user’s perspective using the specializer  
(MP-ReTool – “meta-program refactoring tool”) we have developed [11]. The tool 
transforms a heterogeneous meta-program (HMP) coded in PHP into the equivalent 
multi-stage representation through specialization or refactoring [26]. We are able to 
use the tool for GLOs because they, in fact, are HMPs. We use GLOs to automatically 
generate LOs to teach CS (programming). The tool accepts the initial GLO specifica-
tion along with the consistent GLO parameter model as input data. The basic assump-
tion to correctly interpret the approach is that the initial GLO should be designed for 
reuse. The latter means that the GLO implements the enhanced learning variability 
[27]. The latter includes pedagogical, social, content, and specific technological vari-
ability. Therefore, the concrete context of the GLO use requires its specialization 
before being adapted and used.  

The tool implements the user-tool communication model to solve the specialization 
problem. There are two modes of using the tool. In mode 1, the user (typically 
teacher) indicates (through the communication model) on how GLO parameters are to 
be allocated to stages. In mode 2, the tool works fully automatically. In this case, 
however, parameters are to be supplied with non-redundant weights (for details see 
sub-section 3.1 and Table 1) introduced by the GLO designer (teacher) when the 
specification is coded. We explain the approach schematically in Fig. 1. Here, GLOR 
should be read as “designed for reuse” and GLOS - as “specialized for adaptation”. 
The adequate GLO models are expressed through the set of parameters {P} and out-
lined graphically in Fig. 1(a). Here, T(S) should be read as “transformation through 
specialization”; PM – consistent parameter model described as a specific textual data 
structure; k – number of stages; {P}R – GLO model before specialization and {P}S – 
GLO model after specialization in terms of parameter space. 
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a) 

b) 

Fig. 1. Specialization phase: a) tool’s level, b) GLO models before and after transformation 
(see right side) represented as equivalent parameter spaces 

In Fig. 2, we present the simplified real task to explain the approach in some more 
details. The task is the straight line movement of the educational NXT robot to model 
(teach) linear algorithms in RobotC (it treats as a target (teaching) language in terms 
of HMP). Three parameters (pairs of motors, movement time and speed) along with 
their values characterize the initial GLO specification of the task (see Fig. 2 (a) and 
(b) on left side). The right side of Fig. 2 illustrates the state of the task after speciali-
zation (i.e. after the use of the tool, when the number of stages is equal to 2). This 
state is visible through the use of the other tool (PHP compiler), which interprets 
GLOs when the use of the specialized GLO takes place. Here the parameter p1 (mo-
tors pairs) is at the stage 2 (it is visible for the user), while the remaining parameters 
p2 and p3 are at stage 1 (they are invisible at stage 2). 

 

a)

 

 

p1 p2 p3

 

b)

 

 

c)

  
2

1

Fig. 2. a) Abstract Interfaces of GLOR and GLOS models; b) user’s view of the GLOR and 
GLOS interfaces; c) abstract view of specialization 

We only revealed one aspect of our approach, i.e. the essence of the specialization 
task (without the context of use). The other aspect is the consequent of the specializa-
tion process itself. In fact, the k-stage GLO is a generator of the other GLO, i.e. (k-1)-
stage GLO and so on. In this context, the PHP processor is the generator that accepts 
the k-stage GLO as input and produces a (k-1)-stage GLO as output. 

We can summarize the task as follows: GLO or meta-program k-stage specializa-
tion is the partitioning of the whole parameter space into k subsets first without inter-
secting using some prescribed rules, and then, the assigning subsets to stages with 
respect to prescribed constraints. 
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3.1 Pedagogical Aspects of GLO Specialization 

In our approach, we aim at performing specialization so that automatic adaptation of 
the content to the user’s context would be possible. There are two kinds of users (due 
to GLO reusability): teachers and learners. Therefore, GLO should be specialized for 
adaptation for both categories of actors. 

Having a pedagogically sound specialization of a GLO, teacher should first make 
adaptation to his context and later to allow the learners to make adaptation by them-
selves to their context. The teacher’s context has to be separated from the learner’s 
context (such as profile, etc.), when the adaptation takes place. The content adaptation 
to the learner’s context, on the other hand, should be the self-guided process. Such an 
adaptation is a cognitive process, or more precisely, the early stage of the knowledge 
gaining in the learning process.  

In general, Bloom’s taxonomy levels [7] predefine the cognitive process. We 
present the levels as (L1: Remember; L2: Understand; L3: Apply; L4: Analyse; L5: 
Evaluate; L6: Create). Now we are able to connect Bloom’s taxonomy levels with the 
needed number of stages from the pedagogical perspective. As it was stated in Section 
2, fuzzy variables {HP, IP, LP}, being the parameter weights, serve for managing 
stage selection. Indeed, the value HP is relevant to teacher’s context parameters; 
therefore, HP can be treated as a constant because the teacher knows the teaching 
context. As we want to make content adaptation to the learner’s context as flexible as 
possible, we need to accept that the values IP and LP are not constants but functions 
of Bloom’s taxonomy levels. The basis of the assumption is that a learner should have 
the possibility to move gradually (in step-by-step manner) from the lowest level to the 
highest, when self-selecting of the content for learning takes place. Thus, we write: 

 HP = constant; IP = )(λf  and LP = )(* λf , (5) 

Where *, ff are different functions but their arguments are subsets defined on the 

same set },...,{ 61 LL⊂λ ; iL - a level of Bloom’s taxonomy; Note that what levels we 

need to treat as arguments of the functions depend on the task and teacher’s intention. 
It is the reason why we left the possibility for the teacher to reason about actual values 
of IP and LP (see Table 1) before using the tool MP-ReTool. The more precise defini-
tion of IP and LP values enables to assign parameters to stages easily and calculate 
the needed number of stages automatically (e.g. for our task k=5, see Table 2). 

The latter enables us to reason about the theoretically possible number of stages 
form the pedagogical perspective. If we assume that all teacher context parameters 
(labelled as HP) are placed at stage k and the content parameters at stage 1, then 

)(max pk  might be equal to 6 + number of teacher-related stages (in (6) )(max pk - theo-

retically possible number of stages defined from pedagogical perspective). In practice, 
however, there is no need to consider all levels iL  as separate units.  

Now we are able to combine technological (t) and pedagogical (p) aspects in calcu-
lating the upper bound of stages ),( tpkm to make specialization correctly as follows: 

 )}.(),(min{),( maxmax pktktpkm =  (6) 
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Here, )(max tk  is the upper bound of stages from the pure technological viewpoint, i.e. 

the number of independent parameter groups (e.g. )(max tk =11 in our case study, see 

Fig. 3); further, for simplicity reasons, we accept that the number of teacher-related 
stages is equal to 1 in our case study. 

4 Case Study and Experiments 

The aim is to demonstrate the specialization process of the real learning task using NXT 
robot environment [1] and the GLO approach. We have selected the “Ornament drawing 
by robot” task. The learning objective was to teach loops and nested loops written in 
RobotC [18]. The GLO specification, as teaching content for reuse,  
has been written manually in advance. PHP has been used as a meta-language and Ro-
botC as a target language. Using the tool MP-ReTool, we were able to extract the depen-
dency (interaction) models from the given specification (see Fig. 3 and Table 1). Legend 
below Table 1 explains the meaning of all parameters and their values.  

a) 

 

b)

 

Fig. 3. Model of GLO “Ornament drawing by robot”: a) parameter model; b) value interaction 
model of parameters LL and P1 

In Fig. 3, we present the model of the task as a parameter dependency graph (a) 
and value interaction for parameters LL and P1 (b). The value interaction model (val-
ues within circles; lines – the constraint requires in terms of feature modelling [5]) 
predefines parameter dependency and should be read as: “It is required to draw the 
only one ornament with the robot’s help for the beginner (BG), while for the ad-
vanced learner (AD) it is required 2 or 3 ornaments”. To understand the task, learners 
should have previous knowledge on robots architecture and functionality. For exam-
ple, learners know that there are 3 motors (A, B, C) used in pairs (AB, AC, BC), there 
are two kinds of velocity (drawing and idle move). 

In Table 1 (see graphs on right), we present the task models in more details. There 
are two variants (a) and (b) of the GLO model. They differ by the assigned weights 
introduced by the teacher. Weights are functions of Bloom’s taxonomy levels. They 
describe the semantics for adaptation. The made assignment enables the tool to calcu-
late the number of needed stages. Note that for this task kmax(p)=6+1=7; kmax(t)=11 
(the number of independent parameter groups) and km(p,t)=min{11,7}=7. Thus, the 
identified numbers of stages (4 and 5) are valid for both models (a) and (b). 
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Table 1. Characteristics of the initial GLO (Ornament drawing by Robot)  

Characteristics of GLO Name of parameters (in bold) and their Values (in brack-
ets), for abbreviations and meaning, see legend below 

Context-based parameters  CO (LN); LA (CT; PS); LL (BG; IT; AD)  
Content-based parameters S (AB; AC; BC); V1 (10; 30; 50); V2 (10; 30; 50); 

T (1000; 3000; 5000); P (4; 5; 7); D1 (10; 30); 
D2 (10; 30); T1 (200; 500); P1 (1, 2; 3) 

Parameters’ interaction model 
(Line means interac-
tion/dependency) 
Bloom’s Taxonomy Levels 
(BTLs) 
L1: Remember  
L2: Understand 
L3: Apply 
L4: Analyse 
L5: Evaluate 
L6: Create 
 

HP– Highest Priority 
IP – Intermediate Priority as a 
function of BTLs 
LP – Lowest Priority 

a)  

b)  

Legend. CO – curriculum objective (LN – loops and nested loops), LA – learning activity (Case study 
(given by Teacher)- CT; Practise (done by Learner) – PS); S – selected motor (AB, BC, AC), V1, V2– 
drawing velocity of motors (pen on the paper), T – robot’s drawing time, P – number of ornament’s parts, 
D1, D2 – moving velocity of motors (pen over paper), T1 – robot’s moving time, P1 – number of orna-
ments. LL – learner‘s previous knowledge level (Beginner-BG; Intermediate – IT; Advanced – AD). 

For example, for the model (a), 5 stages are needed (see Table 2). For the model 
(b), 4 stages are needed (stage 4 contains CP and LA; stage 3 contains S, V1, V2, D1 
and D2; stage 2 contains T and T1; stage 1 contains LL – P1 and P). Note that the 
variants (a) and (b) provide slightly different possibilities for adaptation (knowledge 
levels to be gained already at the adaptation phase). Note that this is the “surface 
knowledge” in terms of “surface learning and deep learning” [20], [21]. Here, surface 
learning is defined as “accepting new facts and ideas uncritically and attempting to 
store them as isolated, unconnected, items”. Indeed the user sees data in stages as 
isolated items. However, the more stages we have the more steps the adaptation in-
cludes. But the needed number stages should be linked with the task semantics. The 
latter dictates the teacher’s intention. 

Table 2 summarizes the specialized task for adaptation (model (a), see Table 1) 
given from the users’ viewpoint, where the teacher’s and learner’s specializations  
are separated. The criteria for the learner specialization are levels of Bloom’s  
taxonomy. 

In Fig. 4, we present the results of solving the Ornament drawing task: the gener-
ated instance according to the given parameter values (a) and the Robot’s view to run 
the task (b). 
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Table 2. Characteristics of GLO (Ornament drawing by Robot) obtained by using MP-ReTool 

Specialization for teacher 
Teacher’s context parameters CO; LA stage 5 

Specialization for learner 
Level: Cate-
gory of 
Bloom’s Tax-
onomy -BT 

BT Description 
using the verb-
subsets from [19] 

Visible parameters at current stage 
and already evaluated parameters at 
previous stages (blacken) as they are 
seen in the specialized specification 

Stages for 
adaptation 
by learners 

L1: Remember recognize, recall S* stage 4 
L2: Understand interpret, exemplify, 

classify, summarize, 
infer, compare, 
explain 

S; V1; V2; D1; D2 stage 3 

L3: Apply execute, implement S; V1; V2; D1; D2; T; T1 stage 2 
L4: Analyse differentiate, organ-

ize, attribute 
S; V1; V2; D1; D2; T; T1; P; P1-LL 

stage 1 

L5: Evaluate check, critique 
L6: Create generate, plan, 

produce 
 

*) Learner should have previous knowledge about LEGO NXT Robot; 

task main(){ 
//Preparation for drawing  
   motor[motorB] = 50; 
   wait1Msec(100); 
   motor[motorB] = 0; 
//Drawing 
   for (int j=0; j<7; j++){ 
      motor[motorC] = 30; 
      motor[motorA] = 30; 
      wait1Msec(1000); 
      motor[motorC] = -30; 
      motor[motorA] = 0; 
      wait1Msec(1000); 
   } 
//Drawing of ornament is finished 
   motor[motorB] = -50; 
   wait1Msec(100); 
   motor[motorB] = 0; 

}                              a)

 

 

b) 

Fig. 4. The derived instance in RobotC (a); b) the Ornament drawing task by NXT Robot  

5 Evaluation and Conclusion 

We have described the specialization task and approach to transform the reusable 
GLO (which, in fact, is a meta-program) into its multi-stage format. The aim of this 
transformation is to make possible the pre-programmed user-guided adaptation of 
GLOs when used. We have developed the tool to specialize (automatically) the real 
GLOs used for generating teaching topics in CS within the robot-based environment.  

As our application is highly heterogeneous and includes such sub-domains as teaching 
content (curricular), pedagogy, programming languages, educational robotics, we are 
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able to reflect the essential variability aspects explicitly through parameters in the devel-
oped specifications. We treat these aspects as learning variability. To make the learning 
variability easy manageable, we have enriched it with parameter priorities using fuzzy 
variables (HP, IP and LP). For the pedagogical evaluation, we express the variables 
through cognitive levels of Bloom’s taxonomy. The use of fuzzy variables enables to 
resolve two problems: 1) to assign parameters to stages easily and calculate the needed 
number of stages automatically; 2) to specify adaptation as a gradually augmenting 
process in ‘surface’ knowledge gaining. 

Because of the necessity of managing changeability and adaptation of the teaching 
content to the context of use, we have found the stage-based specialization of the 
GLO (this is the main contribution of the paper) as a relevant and beneficial technolo-
gy. The practical needs have come from our extensive experiments in using NXT and 
other educational robots in the real setting (school) to teach CS topics. From the 
teacher’s perspective, GLO specialization first to prepare the content flexibly and 
opens the way for the learner-guided automatic adaptation of GLOs. From the learn-
er’s perspective, the teacher’s initiated adaptation then makes the learner’s self-
adaptation process possible and enables to generate LO to drive the learning process 
according to the learner’s contexts and needs.  
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Abstract. This work presents a performance evaluation of the state-of-the-art 
computer vision algorithms for object detection and pose estimation. Depth  
information from Kinect sensor is used in this work for the estimation task. It is 
shown, that Kinect depth sensor is more superior for orientation estimation than 
a regular stereo camera setup. Accuracy and performance of a point cloud 
alignment ICP method is analyzed and tested. Furthermore, multiple object de-
tectors accuracy and runtime performance is evaluated. Simple but effective 
techniques are provided for the comparison. Conducted experiments show  
a maximum object detection accuracy of 90% and speed of 15 fps for standard 
size VGA images, while ICP alignment performance of 2 fps is achieved.  
Additional optimizations would be necessary to attain better real-time object 
detection and pose extraction performance. 

Keywords: pose estimation, performance, point cloud, iterative closest point. 

1 Introduction 

Accurate detection of objects and their poses from images or video data is a well-
known task in computer vision. This problem as been analyzed for almost half of a 
century and is receiving great interest from many researchers till now. Required for 
many applications, the ability to detect and estimate the position and orientation of an 
object in different environments is highly desirable. While detection serves as an ini-
tial tool for object localization and identification in the camera frame, pose extraction 
- as a refinement step, gives the accurate orientation of the object in 3D space. Such 
knowledge obtained allows for robots or other tools to grasp and manipulate objects 
more precisely. 

Recent advances in the field show promising results but still no perfect method ex-
ists for the given issue. The problem also arises when choosing which algorithms to 
apply in robotics or other field for the task. Detection accuracy, estimation accuracy 
and run-time speed are crucial parameters for many applications, especially in real-
time ones. While many algorithms exist and can be chosen from, a combined compar-
ison of the state-of-the-art solutions is still lacking. This work fills in the existing gap 
by analyzing well-known algorithms and their performance using a single evaluation 
methodology. 
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2 Related Work 

Over the years many object detection and pose extraction algorithms were proposed 
with different performance and accuracy characteristics. This section gives an over-
view of different algorithms used in current applications to fully understand the avail-
able solutions for the analyzed problem. As by [1] object detection methods can be 
classified into three main groups: pattern based, model based and feature based me-
thods. These groups will be discussed more thoroughly further. 

Pattern based methods such as the ones using fiducial markers or different color 
patterns attached to objects were proposed in [2] and [3] works. While this method is 
very accurate (due to easy to detect high-contrast markers), the requirement for direct 
manipulation with the object cannot be accomplished always. Moreover, this method 
suffers greatly from pattern occlusions by environment clutter. Multiple patterns need 
to be attached to the object from different sides to remedy the problem. 

A more robust and less susceptible are the model based methods. In this type of  
algorithms the model database is known or is built a priori before detection. Such 
technique incorporating a prebuilt 3D CAD models were used in [4, 5]. Using the 
technique, model edges and corners need to be matched against extracted image edges 
and corners. Depending on primitive types matched (segment to segment or corner to 
corner) - the accuracy decreases at the expense of gained processing performance. In 
other model based techniques as proposed in [6], the pose was computed using itera-
tive optimization techniques. Optimization allowed to refine the detected object pose 
by minimizing the orientation error. While edge based model methods are resilient to 
illumination changes and give an accurate pose estimate, the increased processing 
requirements also negatively affect processing time. Another disadvantage is the re-
quirement to have an accurate 3D CAD model built before detection. A much more 
robust approach would be to learn the model dynamically before detection. 

The largest feature based algorithm category contains methods that extract differ-
ent interest data - color, corner or gradient information from image or video RGB 
frames and can use that data for object detection. First well known subcategory of 
such algorithms are solutions directly manipulating color information. More frequent-
ly HSV or YUV color spaces are used for object detection because of better resilience 
to illumination changes. Object detection by color range or by building object color 
histograms was proposed in [7, 8, 9]. The mentioned papers implemented simple  
object detection by evaluating image histograms and by doing adaptive color compar-
isons. Dynamically changing thresholds were used to increase adaptability to illumi-
nation changes. Additionally, Kalman filtering was integrated to improve the tracking 
accuracy between successive video frames. While color based detection is fast and 
easy to compute, the method is still highly not invariant to illumination changes, fails 
to discern between same objects or same color background and can be used only for 
tracking dominant color objects without any texture.  

Other type of algorithms in the feature category is feature detectors such as SIFT, 
FAST, ORB, SURF, BRISK, HARRIS, SHI-TOMASI and others. Feature detectors 
are capable of extracting stable interest points from an image and with accompanying 
descriptor match them between different images. Many detectors rely on image  
gradient information, are invariant to translation, rotation and scale changes. SIFT 
feature detector for object detection was used in [10] with SVM orientation classifier. 
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A database of 8 image views around the target object was used. Though, average 
orientation detection accuracy of 90% was achieved, the method was limited to planar 
surface objects and one orientation axis was fixed. Similar results were received in 
[11] using a SURF detector. While feature detectors are a promising technique for 
planar object detection and image panorama stitching, it still needs highly textured 
surfaces (gradients) for best repeatability, matching performance and cannot be effi-
ciently used for complex shape texture-less object detection alone. 

Another object detection approach is based on image templates and ML (machine 
learning). Algorithms such as Haar [12] and HOG [13] were successfully used for 
face, human, car detection and can be trained using positive and negative image ex-
amples for any type of object detection. Haar method uses Ada boosting technique to 
create a strong classifier out of a cascade of weak binary classifiers. Classifiers are 
trained from Haar type features extracted from images. The HOG algorithm uses an 
SVM classifier trained using of a fixed size image window containing a grid of gra-
dient edge histograms. The downside of the ML template based approach is the need 
for thousands of positive and negative images to obtain an accurate classifier.  

Effective solution has been presented in [14] by fusing multiple modalities - image 
gradients and depth gradients acquired using Microsoft Kinect sensor. The introduced 
LINE-MOD algorithm was specially designed for any kind of object detection. As 
presented in the original paper, it allows training a database from thousands of object 
templates for object detection. Templates can also provide approximate initial  
orientation for further pose refinement. Another combined template and tracking solu-
tion - the TLD algorithm, was created by Zdanek Kalal and implemented by Georg 
Nebehay as OpenTLD [15]. The improvement over all other methods for TLD is the 
dynamic just-in-time learning and error correction. 

A definitive state-of-the-art algorithm for point-model registration and alignment is 
the ICP (Iterative Closest Point) that was used by numerous works such as [16, 17] 
for different view Kinect depth registration and 3D model scanning-acquisition. 

Given the initial method overview, further presented work in this paper was based 
on the Haar, HOG, LINE-MOD, TLD and ICP algorithm performance and accuracy 
evaluation. 

3 Evaluation Methods 

Evaluation methods presented in this section were used to assess efficiency of se-
lected algorithms. The assessment procedure was divided into two separate tests – 
object detection and object orientation estimation. Each part with its own evaluation 
technique will be presented in further subsections. Since accurate stereo depth data 
was required for each step an additional depth camera data accuracy evaluation phase 
was conducted before all tests. 

3.1 Object Detection 

In order to evaluate object detection accuracy a database of objects was assembled. To 
create as much variety as possible – textured, non-textured and different shape objects 
were chosen for training and testing. The training and testing procedure is given in a 
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diagram Fig. 1. Training flow is marked using solid line arrows and testing using dotted. 
The training samples were generated by recording a video of the object from different 
views and orientations and then manually selecting a bounding box around the object in 
every frame. Selected image samples were used to train each detector algorithm. 
 

 
Fig. 1. Object detection training and testing procedure 

Testing procedure was accomplished in a similar way – another video was record-
ed and ground truth bounding boxes were extracted manually. The same video frames 
were given to the classifier for object detection. Computed bounding boxes and 
ground truth boxes were tested for correctness using an overlap ratio as given by (1) 
equation. ω , >  (1)

where T – threshold for correct matches (usually 0.5), Bn – area of computed bound-
ing boxes (n = 1..2). 

3.2 Object Pose Estimation 

The pose estimation evaluation procedure as defined in Fig. 2 was used to assess the 
ICP algorithm performance. To correctly evaluate object pose estimation a 3D point 
cloud reference model for each tested object was built in the training phase (solid 
arrows). This was accomplished by using a similar fiducial marker technique as de-
scribed in [17] and implemented via ARToolkit+ library. In the testing phase (dotted 
arrows) a video was recorded with Kinect camera in various orientations of the object 
placed in the center of the fiducial marker plane. A point cloud of each video frame 
was extracted and target object point cloud separated from the scene using plane de-
tection and Euclidean clustering methods available in the PointCloud library. For each 
frame the built 3D reference model was aligned with the current frame’s object point 
cloud using the ICP algorithm. In testing phase the fiducial marker plane served only 
as a reference for the ground truth model pose. After the ICP alignment, the aligned 
and ground truth object poses were compared using techniques described further. 
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Fig. 2. Model creation and alignment testing procedure 

Given a known model pose matrix M1=[R1|t1] and aligned model pose matrix 
M2=[R2|t2], (where Ri – is a 3x3 rotation matrix and ti – is a 3x1 translation vector) 
we wish to know the alignment correctness. Extracting Euler angles (pitch, yaw, roll) 
from the rotation matrices R1 and R2 and comparing them element-wise will give 
ambiguous results as there are many ways to compose the same rotation matrix with 
different Euler angles [18]. Spherical coordinate approach was used in this work in-
stead. Each rotation matrix is uniquely identified by a pair of rotation angles (φ, θ) on 
a unit sphere as shown in Fig. 3. So the final full transformation evaluation was done 
by transforming a unit vector p = {1,0,0} by each of the R1 and R2 matrices, convert-
ing the resulting p1 and p2 points to spherical coordinates by equations (2), (3) and 
taking the angle difference (4). Pose translation parts were compared by taking the 
difference of the two t1 and t2 vectors. arctan  (2)arccos (3), ,  (4)

Additionally deviation from identity matrix evaluation metric (as defined in [19]) 
and given by (5) was used to verify the correctness of the rotation comparison. , ,    ∈ 0, 2√2  (5)

where I – the identity matrix and ·  is the Frobenius norm of a matrix. 
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Fig. 3. Every point on a unit sphere has unique (φ, θ) spherical coordinates 

4 Depth Accuracy Evaluation Results 

Since the selection of a stereo system had an influence on the LINE-MOD and ICP 
algorithm accuracy, an initial depth accuracy experiment was conducted before any 
other tests. A stereo camera system consisting of two identical Prestigio PWC 2 web-
cams and a Microsoft Kinect sensor was compared. OpenCV library functions were 
used to calibrate the stereo system and SGBM disparity calculation algorithm was 
used to compute dense disparity map and depth map for the webcam system. For each 
test a large flat surface was placed in front of the depth camera at a known distance 
and average depth was computed from the depth image by selecting a stable region on 
the flat surface area. The test results are presented in Fig. 4. From acquired data it is 
clear that Kinect depth image information is more accurate and the error is increasing 
more slowly with distance. Both curves are second order polynomial functions. 
 

 
Fig. 4. Stereo webcam system and Kinect depth image error comparison 
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5 Object Detection Results 

By the previously defined object detection evaluation methods an object database of 8 
different objects were assembled for testing. The used test set is shown in Fig. 5. 

 Fig. 5. Objects used for training and frames from training sequence 

A 1 minute video at 640x480 resolution and 30 fps of color and depth data was 
recorded using Kinect for each object for training. A total of 1800 color and depth 
images of each object encompassing bounding boxes were extracted from video 
frames manually. A limited amount of images were used for automated training due 
to high memory requirements of the training process. 1300 positive images and 3200 
negative images were used for HOG training. Default OpenCV training settings and a 
window size of 96x96 pixels were selected. Haar method was trained with 500 posi-
tive and 1500 negative samples at a window size of 24x24 pixels, for 15 stages, mi-
nimal hit rate – 0.999, false alarm rate – 0.5 and max weak classifiers – 20. 

Testing was accomplished automatically by comparing the bounding boxes for 
overlap in 8 different videos of approximate 1 minute in length as described in the 
previous section. All experiments were executed on Intel Core 2 Duo P8400 2xCore 
2.26GHz CPU with 4GB of RAM. The accuracy and run-time performance test re-
sults are given in Fig. 6. 

 

 
Fig. 6. Object detection method accuracy and run-time performance 
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Test results show that detectors are capable of achieving 60-90% detection accura-
cy. Haar and TLD results compared to the presented in the original papers are close 
(91% and 81% respectively). Using depth and color data yields more feature points. 
Still LINE-MOD accuracy is less than the expected 95% as presented in original pa-
per. The least accurate HOG method also showed the worst detection run-time per-
formance, while TLD was the fastest method compared. A maximum of 15fps speed 
has been achieved using TLD for 640x480 image frame processing.    

6 Orientation Estimation Results 

By the previously defined object pose evaluation methods the same 8 objects were 
tested. A voxel size of 1 cm was used to filter the test point clouds. ICP algorithm was 
run for a maximum of 100 iterations, using 1e-3 pose convergence epsilon and cor-
respondence threshold set to 4 cm for all tests. Test results of all tests are given in the 
Table 1 further. The accuracy of the Φ metric was computed using (6) equation. 1 2√2 · 100% (6)

Table 1. ICP orientation estimation results 

Test 
name 

Position  
(abs. mean error, mm) 

Rotation 
(abs. mean error, deg)

Φ metric Time,  
ms 

X Y Z Φ θ Error Acc. %

Book 37.50 31.58 54.38 5.02 7.28 0.30 89.44 621.15 

Bottle 23.82 49.82 43.75 12.96 28.00 0.75 73.32 496.66 

Box 31.78 18.07 52.33 6.36 5.02 0.24 91.48 456.01 

Car 23.77 16.94 11.05 15.87 31.12 0.95 66.35 374.93 

Cup 7.24 6.50 2.20 17.96 78.11 1.82 35.52 238.21 

Sheep 30.55 23.20 41.71 25.65 39.28 1.22 56.87 340.56 

Shoe 18.30 22.90 7.04 11.48 17.76 0.60 78.88 404.70 

Teddy 36.22 26.34 65.76 38.67 29.76 1.25 55.89 613.95 

Mean 26.15 24.42 34.78 16.75 29.54 0.89 68.47 443.27 

 
Test results show that the depth alignment with the ICP method gives an average of 

3.4 cm translation error and nearly 30 degrees average rotation error. The ICP match-
ing is a costly operation and its performance is far from real-time with an average 
640x480 frame processing time of 443.27 ms (or approximate - 2 fps). It can be seen 
that simpler shape objects (as a book) show better matching accuracy with respect to 
more complex ones (sheep, teddy). Highly symmetrical objects (cup) show poor 
orientation estimation results due to difficulty to discern between similar looking 
poses. 
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7 Conclusion 

This work presented a simple approach for object detection and pose estimation effi-
ciency calculation. The four selected and analyzed state-of-the-art object detection 
methods showed a maximum of 15fps speed when performing standard VGA 
640x480 resolution image processing and detection accuracy up to 90% with the low-
er bound not less than 60%. 

The object pose estimation ICP algorithm showed mean absolute translation error 
of 3.4 cm and mean rotation error of 30 degrees when aligning Kinect extracted point-
cloud data. While the algorithm runs approximately at 2 fps on laptop computer, plen-
ty of optimization or data simplification possibilities exist for future work. 

By combining object detector and ICP information it is possible to exclude a sig-
nificant amount of point cloud points by analyzing only the object region of interest. 
A possible combination of an object tracker and a detector would allow to increase 
the overall accuracy even more at the price of lower run-time performance.  

Many applications such as robots do not require or cannot process large amounts of 
data, so reducing the image frame size to 320x240 could also reduce the point cloud 
size 4 times giving a significant performance boost. Keeping the same or achieving 
better estimation results would be a challenge for future work also. 
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Marcin Woźniak and Zbigniew Marsza�lek

Institute of Mathematics, Silesian University of Technology,
ul. Kaszubska 23, 44-100 Gliwice, Poland

{Marcin.Wozniak,Zbigniew.Marszalek}@polsl.pl

Abstract. In this paper we discuss the idea to apply evolutionary com-
putation method, in particular firefly algorithm, to search for key-points
in 2D images. In the research, classic firefly algorithm is used to search for
special areas in test images. Research results are presented and discussed
to show potential efficiency of applied method.

Keywords: evolutionary computation, firefly algorithm, key-points
search, 2D image classifier, 2D image processing.

1 Introduction

Evolutionary computation (EC) is one of most important fields in computer
science. One may present it’s applications in different sciences, projects and
industry. EC represents power of computational intelligence (CI), where dedi-
cated mechanisms solve complex problems. Among these methods one can name
genetic algorithms (GA), evolutionary strategies (ES) and heuristic algorithms
(HA). These methods are mapping behavior of real life to solve given task. They
are efficient in positioning, simulating different objects and complex optimiza-
tion. One can also find their efficiency in search for optimal solutions and easy
implementation with high precision. Let us give some examples.

In [8] was presented application of ES to create learning sets for artificial
intelligence (AI) control systems. LAN models positioning and optimization by
the use of GA or ES is presented in [9], [29], [30] and [31]. GA are also efficient in
optimization of medical diagnostic classifiers (see [20]) and positioning of ultra-
sound surgery (see [21]). They also play crucial role in manufacturing systems
(see [14]). HA may be applied in industrial processes simulations, i.e. iron cast
as shown in [15]. HA are adaptive to conditions of diverse fitness functions as
presented in [18]. Efficiency of GA versus analytical approach for optimization
of solar thermal electricity plants is discussed in [4]. While stability and conver-
gence of EC is discussed in [2], [5], [10], [23] and [34]. Some hybrid EC methods
are applied in model of airport gate scheduling as presented in [11]. EC are effi-
cient in FUZZY-PID controllers positioning (see [28]), job scheduling problems
(see [38]) and image processing (see [33]). As You see EC may be applied in vari-
ous and complicated models which describe sophisticated co-working subsystems

G. Dregvaite and R. Damasevicius (Eds.): ICIST 2014, CCIS 465, pp. 312–323, 2014.
c© Springer International Publishing Switzerland 2014



An Idea to Apply Firefly Algorithm in 2D Image Key-Points Search 313

and complex problems. These convinced us to assess it’s efficiency in 2D image
processing.

In this paper we aim to show possibility of using EC, in particular firefly algo-
rithm (FA), to search for key-points in 2D images. For the research were taken
sample images from open test images databases www.imageprocessingplace.com
and www.ece.utk.edu/gonzalez/ipweb2e/. In following sections we present clas-
sic attempt and FA application to search for key areas. Applied FA presents
high precision, is easy to implement and solves given task very fast. This makes
presented solution efficient.

2 Key-Points Search Methods

There are many aspects where EC can help to solve given problems and analyze
2D images. In [32] is discussed application of some algorithms in preprocessing
human signatures for AI classifiers. In [12] EC methods are used to design shape
imitation. Here we would like to discuss potential application of EC in the process
of 2D image classification.

Computer image is composed of points, which have special position and prop-
erties. Among them are saturation, sharpness, brightness and more. All these
features compose objects visible to our eyes and give information about ob-
jects in the picture. This information can help to identify somebody or some-
thing. Therefore position of each pixel (each one has measurable coordinates
X = (x, y) = (xi,1, xi,2)) and it’s properties (i.e. brightness and saturation) are
crucial for classification. We implemented EC method to find areas that contain
many pixels of the same kind, which can be classified by AI system.

2.1 Classic Attempt

One of classic methods used for key-points recognition is SURF (Speeded-Up
Robust Features) algorithm. This method gives description of the image by se-
lecting characteristic key-points. Here is given only a short presentation, for more
details please see [1], [3], [7], [13] and [22].

Our SURF combines selection of key-points with calculating 64-element vec-
tor (descriptor). In SURF is applied integrated image and filter approximation
of block Hessian determinant. To detect interesting points is used particular
Hessian-matrix approximation (see [1] and [3]). For point X = (x, y) in the
image is defined Hessian matrix H(X, σ) in X at scale σ using formula

H(X, σ) =

[
Lxx(X, σ) Lxy(X, σ)
Lxy(X, σ) Lyy(X, σ)

]
, (1)

where the symbols are: Lxx(X, σ) – convolution of Gaussian second order deriva-

tive ∂2

∂x2 . We define approximation Dxx, Dyy and Dxy using formula

det(Hap) = DxxDyy −
( |Lxy(σ)|F |Dxx(σ)|F
|Lxx(σ)|F |Dxy(σ)|F Dxy

)2

. (2)
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Then, image is blurred to get DoG (Difference of Gaussian) images, which helps
to find edges. To localize interesting points is used non maximum suppression in
3×3×3 neighborhood. Maximum determinant of Hessian matrix is interpolated
at scale σ, which helps to differ between first level and each octave. In [3] or
[7] SURF descriptor is based on similar properties. First is fixed reproducible
orientation based on information from circular region around pixel. Then, is
constructed square region aligned to selected orientation and SURF descriptor
is extracted from it. Please see [1] and [3] for more details.

2.2 Firefly Algorithm

Firefly algorithm (FA) maps behavior of flying insects that we all can see in the
summer - fireflies. This method maps them while searching for best partner. In
the research we have implemented this process for 2D image key-points search.

One of first versions of FA was presented in [34], [35] or [36]. Since then it
was efficiently applied in many fields. In [6] chaotic FA is applied to reliability-
redundancy optimization. In [16] FA is applied to minimum cross entropy thresh-
old selection. In [19] this method is applied to solve traveling salesman problem.
It is efficient in continuous optimization (see [37]) and multi-modal optimization
(see [34]). FA is also efficient in image compression, please see [17]. All these
convinced us to apply classic FA in the process of 2D image classification. Let
us now present mathematical model of classic FA algorithm applied to search
for image key-points.

The method describes behavior of fireflies in natural conditions, characterized
by several biological traits:

– Specific way of flashing.
– Specific way of moving.
– Specific perception of other individuals.

These features are modeled with numerical values. In this way we translate
natural characteristics of biological organisms on mathematical model used to
develop specific EC method. Thus, in implementation of classic FA we assume:

– Ipop–light intensity factor for given species.
– γ–absorption coefficient of light in given circumstances.
– β–factor for attractiveness of firefly species.
– μ–factor for random motion of individual.

In description of FA we also use the following assumptions:

– All fireflies are unisex, therefore one individual can be attracted to any other
firefly regardless of gender.

– Attractiveness is proportional to brightness. Thus, for every two fireflies less
clear flashing one will move toward brighter one.

– Attractiveness is proportional to brightness and decreases with increasing
distance between individuals.
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– If there is no clearer and more visible firefly within the range, then each one
will move randomly.

– Firefly and pixel (2D image point) are equal in FA algorithm.

Distance between any two fireflies i and j situated at points (pixels) Xi and
Xj in the picture is defined as Cartesian metric

rtij = ‖Xt
i −Xt

j‖ =

√√√√ 2∑
k=1

(xt
i,k − xt

j,k)
2, (3)

where the symbols are: Xt
i , X

t
j–pixels in the picture in t iteration, xt

i,k, x
t
k,j–k-th

components of spatial coordinates Xt
i and Xt

j that describe each firefly position
(pixel in the image) measured in t iteration.

Light intensity Itij from firefly i that is received by firefly j decreases with
increasing distance rtij between them. Natural light is absorbed by media, so
attractiveness also vary according to absorption and distance between them. In
the model light intensity varies according to

Itij(r
t
ij) = Ipop · e−γ·(rtij)2 , (4)

where the symbols are: Itij(r
t
ij)–intensity of light from firefly i that is received

by firefly j in t iteration, rtij–distance between firefly i and firefly j defined in
(3), γ–light absorption coefficient mapping natural conditions.

Attractiveness of firefly i to firefly j decreases with increasing distance. At-
tractiveness is proportional to intensity of light seen by surrounding individuals
and can be defined by formula

βt
ij(r

t
ij) = βpop · 1

1− e−γ·(rtij)2
, (5)

where the symbols are: βt
ij(r

t
ij)–attractiveness of firefly i to firefly j in t iteration,

rtij–distance between firefly i and firefly j defined in (3), γ–light absorption
coefficient mapping natural conditions.

Movement of individual is based on conditioned distance to other individuals
surrounding it. Firefly will go to most attractive one, measuring intensity of
flicker over the distance between them. In given model, natural identification
of individuals and their attractiveness defined in (5) depends on light intensity
defined in (4) and distance separating them defined in (3). In nature fireflies that
are closer not only see themselves better, but also are more attractive to each
other. Using these features in the model, calculations remap natural behavior of
fireflies. Firefly i motions toward more attractive and brighter (clearer flashing)
individual j using information about other individuals denotes formula

Xt+1
i = Xt

i + (Xt
j −Xt

i ) · βt
ij(r

t
ij) · Itij(rtij) + μ · ei, (6)

where the symbols are: Xt
i , Xt

j–points in the picture, βt
ij(r

t
ij)–attractiveness

of firefly i to firefly j defined in (5), Itij(r
t
ij)–intensity of light from firefly i
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that is received by firefly j defined in (4), rtij–distance between fireflies i and
j defined in (3), γ–light absorption coefficient mapping natural conditions, μ–
coefficient mapping natural random motion of individuals in population, ei–
vector randomly changing position of firefly. Using these facts we build CI to map
behavior of fireflies in the process of computer algorithm. Let us now present FA
implementation and discuss some examples.

Start,
Define all coefficients: Ipop–light intensity, γ–light absorption,
βpop–attractiveness, μ–natural random motion, number of fireflies and
generation–number of iterations in the algorithm,
Define fitness function for the algorithm using (7),
Create at random initial population P of fireflies in 2D image,
t = 0,
while t ≤ generation do

Calculate distance between individuals in population P using (3),
Calculate light intensity for individuals in population P using (4),
Calculate attractiveness for individuals in population P using (5),
Evaluate individuals in population P using (7),
Create population O: move individuals towards closest, brightest and most
attractive individual using (6),
Evaluate individuals in population O using (7),
Replace δ worst individuals from P with δ best individuals from O,
The rest of individuals take at random,
Next generation t = t+ 1,

end
Values from population P with best fitness are solution,
Stop.

Algorithm 1: FA to classify 2D images key-points

3 Research Results

Algorithm 1 presented in section 2.2 was applied to search for 2D image key-
points. Each firefly is representing single pixel (point in image). Population move
from pixel to pixel and search for specific areas. In the research we have used
simplified fitness function. This function reflects quality of image points as

Φ((xi,1, xi,2)) = ϕi =

{
0.1 . . .1 for points of defined saturation
0 other

, (7)

where symbol ϕi denotes brightness and sharpness of evaluated pixel. This mea-
sure reflects value in scale from 0.0 to 1.0, where colors might change from black
to white. When fireflies fly in iteration, they pick pixels with best fitness within
the range of their flight. Then from all individuals we take δ of them, where



An Idea to Apply Firefly Algorithm in 2D Image Key-Points Search 317

fitness function is highest or lowest (depending on experiment). These points
(fireflies) are taken to next iteration and the rest of population is taken at ran-
dom from all image points. Random points selection in each iteration helps to
search entire image for the best points of interest.

Simulations were performed for 120 fireflies in 20 generations with set coef-
ficients: Ipop = 0.25, βpop = 0.15, γ = 0.3, μ = 0.25, δ = 30%. As objects for
examinations were taken standard test images, downloaded from open test image
databases (see section 2). We have performed experiments on different types of
pictures: sharp, blurred, landscapes, human postures and faces. In the research
we were looking for special objects concerning brightness and saturation of pix-
els defined in standard way. Therefore, using FA from section 2.2 we searched
for key areas. Each of resulting key-points (pixels) is marked in red. We have
provided some close-ups of classified areas for better presentation. First we tried
to find dark areas where ϕi = 0 or ϕi = 0.1. In second attempt we were looking
for bright areas where ϕi = 0.9 or ϕi = 1.

3.1 Dark Areas in Images

Fig. 1. Dark key-areas in human posture images: on the left SURF, on the right FA

Dark objects are present in various images. They can represent objects in
landscape (constructions, blocks, etc.), natural phenomena (tornadoes, shadows,
etc.), human figures or human appearance (clothes, face features, hair, eyes,
etc.). In Fig.1 - Fig.4 are presented research results for key-points representing
dark areas. We can see that classic FA can easily find dark objects of different
shapes like human hair, clothes and some appearance features. It is also efficient
in finding some aspects in landscapes. In Fig.3 and Fig.4 are presented research
results of searching for shades under constructions or dark parts of machinery. All
these areas were found by FA using very small number of fireflies and iterations.
Let us now present research results for bright objects localization.
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Fig. 2. Dark key-areas in human face images: on the left SURF, on the right FA

Fig. 3. Dark key-areas in architecture images: on the left SURF, on the right FA

Fig. 4. Dark key-areas in machinery images: on the left SURF, on the right FA
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3.2 Bright Areas in Images

Bright areas can represent objects in landscape (bright or lightened construc-
tions, machinery, etc.), natural phenomena (clouds, sun, etc.), human figures or
human appearance (gray hair, eyes, bright clothing, etc.). In Fig.5 - Fig.8 are
presented research results for key-points representing bright areas in images. We
can see that classic FA can easily find bright objects of different shapes. FA
pointed human faces or bright clothes better than SURF (see Fig. 5 and Fig.6).
It is also efficient in locating bright or lightened constructions like machinery or
buildings present in Fig.7 and Fig.8.

Fig. 5. Bright key-areas in human posture images: on the left SURF, on the right FA

Fig. 6. Bright key-areas in human face images: on the left SURF, on the right FA
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Fig. 7. Bright key-areas in architecture images: on the left SURF, on the right FA

Fig. 8. Bright key-areas in machinery images: on the left SURF, on the right FA

3.3 Conclusions

Application of classic FA allows to easily and reliably find key-areas in examined
images. Algorithm efficiency is increased if we are looking for key-points with
high contrast in relation to surroundings (see Fig.1 and Fig.3). If we are pro-
cessing images where many points are of the same valor, classification may be
more complicated. There, algorithms must find bright points among many pix-
els of similar kind or brightest/darkest among many bright/dark ones. If photos
are taken during day, all objects of bright properties are lightened in some way
(see Fig.8). Similarly for night photos objects are darker. Therefore FA calcula-
tions are slightly more complex. For example in Fig.7 we were looking for bright
constructions in highly sun-lighted photos. Moreover there are some clouds on
the sky. All these made classification process complicated. However similarly to
dark areas search, all bright areas were found by classic FA even using even small
number of fireflies and iterations.
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In conclusions we see that presented FA can find whole areas (objects) of
interest, covering them with found key-points. This feature makes it promising
tool for AI recognition systems and image classifiers. Moreover calculations per-
formed by FA method are simple. We just use formulas (3) – (6) to calculate
position and perform move of each point in examined images.

4 Final Remarks

Application of EC methods, in particular classic FA, to search for key-points
allows to easily and reliably select areas of interest. At the same time, EC meth-
ods allow to easily explore entire 2D image in search for selected objects with-
out many complicated mathematical operations. Presented idea to apply FA is
efficient.

EC methods are efficient in positioning or optimization of different systems,
like queuing models (see [29], [31] or [30]). One can find other EC methods
efficiently applied in the process of data acquisition (see [8]) or dynamic object
positioning (see [24], [25], [26] and [27]). Research presented in this paper show
that EC methods, in particular FA, are also excellent to perform process of
2D image classification for AI systems. Therefore similar experiments may be
performed using other EC methods, their modifications and other input objects.
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31. Woźniak, M., Kempa, W.M., Gabryel, M., Nowicki, R.K., Shao, Z.: On Applying
Evolutionary Computation Methods to Optimization of Vacation Cycle Costs in
Finite-buffer Queue. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz,
R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2014, Part I. LNCS (LNAI), vol. 8467,
pp. 480–491. Springer, Heidelberg (2014)
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Abstract. Mobile devices are currently the most popular way of delivering ubi-
quitous augmented reality experiences. Traditionally, content sources for mo-
bile augmented reality applications can be seen as isolated silos of information, 
being designed specifically for the intended purpose of the application. Recent-
ly, due to the raising in popularity and usage of the Semantic Web technologies 
and the Linked Data, some efforts have been made to overcome current aug-
mented reality content sources limitations by integrating Linked Data principles 
and taking advantage of the significant increase in size and quality of the 
Linked Open Data cloud. This paper presents a literature review of the previous 
efforts in this respect, while highlighting in detail the limitations of current  
approaches, the advantages of integrating Linked Data principles in mobile 
augmented reality applications and up-to-date challenges in regarding this still 
novel approach. The authors conclude by suggesting some future research  
directions in this area. 

Keywords: Mobile Augmented Reality, Linked Open Data, Semantic Web. 

1 Introduction 

Mobile augmented reality has seen significant growth in the past few years, due to the 
proliferation of smart mobile devices. Mobile augmented reality applications have 
been proved to work successfully in domains ranging from education to gaming and 
tourism [1]. The most popular mobile augmented reality applications are those that 
allow the user to explore his surroundings, most of these applications being what we 
call augmented reality browsers. However, the browsing experience is a quite plain 
one, as the user can see Points of Interest around him, access them for some more 
information and click a link that sends them in another application (usually the mobile 
browser) for full description. 

In parallel, the Web of Documents, that seem to be the working base for aug-
mented reality now, has evolved into a Web of Data, due to the adoption of a set of 
principles and technologies belonging to the Semantic Web [2]. Although the full 
vision of the Semantic Web hasn’t emerged yet, a more practical part of it, named 
Linked Data [3], has grown in popularity and adoption. Linked Data works on stan-
dards of the Semantic Web (a representation standard, RDF [4], and a query mechan-
ism, SPARQL [5]) and is focused on uniquely identifying things in the world, making 
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their description accessible on the Web and interlinking them to provide more context 
and information. The Linked Open Data cloud of linked datasets has emerged as a 
proof of the adoption of such principles. 

In this paper, we argue that current augmented reality applications are limited in 
their content workflow and that Linked (Open) Data can bring some clear advantages 
in this respect. We review some projects in this area and we present some concerns 
and discussion points on integrating Linked Data in augmented reality. In the final 
part we suggest some directions for future research in this field. 

2 Related Work 

Some of the early efforts in integrating Semantic Web in mobile applications are 
mSpace Mobile and DBpedia Mobile, although these applications do not leverage 
augmented reality technologies. mSpace Mobile is an exploring application that keeps 
track of location and context, while integrating various resources from the Web in a 
Semantic Web style [6]. The prototype was tested in London, making use of such 
sources as Open Guide to London, IMDb, BBC and others. 

DBpedia Mobile is a client application that makes use of DBpedia content (an ef-
fort to extract Linked Data from Wikipedia) to offer a map-based interface for explor-
ing the surroundings of a user [7]. The user can follow links to other related content 
and can contribute to the Linked Data content by publishing photos or reviews of 
nearby points of interest. 

Augmented reality-based mobile applications that integrate Linked Data principles 
have started to emerge more clearly in 2010. 

In [8], the authors describe an envisioned future of mobile augmented reality and 
discuss the current limitations in the landscape of mobile augmented reality applica-
tions that hinder this desirable future. Linked Data principles, with a focus on the 
Linked Open Data cloud, are proposed as an appropriate mechanism to override these 
limitations. Some concerns regarding the implementation of Linked Data, such as the 
perceived complexity of RDF and SPARQL technologies, along with trust issues, are 
presented. 

A significant exploitation of sources from the Linked Open Data cloud, together 
with more specialized knowledge sources from the cultural heritage domain, is done 
in [9]. The application enables the user to search and browse cultural heritage infor-
mation in Amsterdam with a location-aware mobile device which displays an 
“enriched local map” of Points of Interest. The authors present a detailed approach for 
integrating the various Linked Data sources, while highlighting some common chal-
lenges, such as harvesting, merging and aligning the information. It is concluded that 
Linked Open Data sources deliver limited information if processed in isolation, but 
integrating them, together with some other more specialized repositories, can yield a 
very informative location-based service. 

In 2011, the authors highlight in a position paper [10] the personalization aspect of 
Point of Interest recommendations that can be achieved through the use of Linked 
Data principles in a heritage-based augmented reality application. The authors argue 
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that Points of Interest described as Linked Data can benefit from enhanced associated 
metadata, through the processing of resources that are linked to the Point of Interest, 
thus enabling recommender systems to personalize and contextualize better. Also, 
Linked Data-based Points of Interest enable a browsing-like experience for the user, 
helping him to easily find more information. 

The SmartReality project, a nationally funded project in Austria, started at the end 
of 2010 with the purpose of investigating the combination of augmented reality with 
Semantic technologies and Web services for a smarter information delivery [11]. The 
authors propose a general workflow for the envisioned SmartReality platform.  
According to this workflow, the platform is responsible for filtering, ranking and 
formatting Semantic Web retrieved content, based on the TOIs (Things of Interest) 
recognized by the augmented reality mobile client. The TOI is a modified version of 
the more common POI (Point of Interest) and features only a name, an identifier 
(unique URI) and a category (also a unique URI). The project aims to reuse current 
standards for augmented reality and the other technologies involved. 

A demonstration of the SmartReality concept is showcased in [12], where an aug-
mented reality client enhances common posters found on the streets with music-
related content (e.g. information about the artist, booking a ticket at the concert). An 
annotation tool is implemented for the poster, to help content creators to link posters 
or parts of the posters with Semantic-based content or services. A more detailed 
workflow of the SmartReality platform is presented, along with tools and processes 
used for retrieving and processing the information. The proof of concept is limited to 
augmenting street posters with content from just one Linked Data source (play.fm). 

In [13], the researchers take a novel approach by arguing for and implementing a 
model that replicates, aggregates and consolidates Linked Data graphs directly on the 
mobile device, thus eliminating the need for a separate processing server and an al-
ways-on Internet connection. The sensor-based augmented reality mobile application 
is deployed in a mountain area and uses data sources such as LinkedGeoData, DBpe-
dia and Geonames for exploring the surroundings. The approach is currently limited 
to a reduced number of possible replicated RDF triples and to a sensor-based tracking, 
which is sufficient only in some scenarios. 

ARCAMA-3D is an augmented reality location-based mobile application that faci-
litates surroundings discovery by overlaying 3D models of buildings on the real world 
as seen by the urban user [14]. The 3D models are interconnected with the Linked 
Open Data cloud, thus extending the information offered to the user but also extend-
ing the Linked Open Data cloud itself. The authors propose an ontology called arca-
ma-owl to describe, in space and time, the OiIs (Objects of Interest). In a follow-up to 
the project [15], a web application is implemented that allows for uploading 3D mod-
els and linking them to the Linked Open Data cloud. Also, a mediator ontology is 
employed for linking information such as the roles of buildings with similar informa-
tion from DBpedia. 

Some projects highlight that further research should focus more on the semantics 
of the Linked Data, i.e., the augmented reality application should also be able to sug-
gest touristic paths, not only to allow browsing links from the Points of Interest. 
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Previous projects show successful attempts at integrating Linked Data principles in 
mobile augmented reality applications, while highlighting common challenges in 
pursuing this approach. Further research should focus on overcoming such challenges 
on a wider scale (significant number of Linked Open Data sources integrated) and in 
more general use cases. 

3 Mobile Augmented Reality and Linked Data Integration 

3.1 Limitations of Current Content Sources for Augmented Reality 
Applications 

Current efforts in mobile augmented reality applications are targeted towards better 
image and location recognition and improvements in rendering 3D graphics [1]. Con-
tent has always been obtained from fairly simple databases which act as isolated silos 
of information. This is typically found in augmented reality-based touristic guides, 
where a user, to find more information about a Point of Interest, has to click a link 
that opens another application (usually the mobile browser). The content is usually 
handpicked and very specific for the kind of application that it is made for and cannot 
be reused. 

Popular augmented reality browsers on the marketplace are Wikitude, Junaio and 
Layar (although the latter one has recently focused on print augmented reality). These 
browsers issue queries to an augmented reality server, which in turn query a server 
that stores Points of Interest using a radius filter [16]. Due to this simple form of stor-
ing content, more complex functionalities of the augmented reality application are 
hard to develop (e.g. reasoning). The user can simply see the Points of Interest around 
him and select one to see some more details (he cannot ask, filter etc.). 

Due to the heterogeneous landscape of standards (or lack of) for augmented reality 
applications [17], integrations and reusability are massively hindered. 

3.2 Advantages of Linked Data Integration 

Linked Data principles are well-suited for organizing content for mobile augmented 
reality applications. In [3], the authors present four characteristics of the Web of Data: 
data is separated from format and presentation; data is self-describing (vocabularies 
that describe the data can be found via URI dereferencing); data uses a standardized 
access mechanism (HTTP) and a standardized data model (RDF); and it is open (new 
data sources are constantly added and can be dynamically integrated). 

In his popular W3C design note on Linked Data [18], Tim Berners-Lee issues four 
simple rules for publishing data: use URIs as names for things; use HTTP URIs so 
people can look up the names; provide useful information using the standards (RDF, 
SPARQL) when people look up a URI; include links to other URIs, to enable discov-
ery of more things. 

These simple yet effective rules have enabled the constant growth of the so-called 
Linked Open Data cloud: a significant number of datasets, published by various or-
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ganizations or individuals, in various domains, with an open license, linked between 
them. The Linked Open Data cloud has evolved from 12 datasets in May 2007 to 295 
datasets in September 2011 [19]. Some datasets have become hubs in the Linked 
Open Data cloud because they store information for very common concepts (e.g. 
DBpedia) or location-based information (e.g. Geonames). 

The authors identify in [8] three ways through which Linked Data in general and 
the Linked Open Data cloud in particular can enhance augmented reality: through 
dynamic selection and integration of data sources, through enabling the utilization of 
a wide range of contextual data and by offering the user a Web-like browsing expe-
rience in augmented reality applications. 

Previous projects have successfully demonstrated the integration of various data-
sets from the Linked Open Data cloud in an augmented reality application [9, 13, 14]. 
This integration is possible due to common encoding and standards (RDF, RDFS, 
OWL and SPARQL). 

Moreover, easy discovery of new datasets to be integrated is enabled through vari-
ous means, such as semantic search engines (e.g. Sindice), follow-your-nose principle 
and consulting catalogs for dataset metadata (e.g. CKAN) [20]. 

Previous projects have also demonstrated the possibility for the user to find addition-
al information by following the links that are attached to the Points of Interest. Due to 
the way that Linked Data is working, the augmented reality application is able to show 
bits of additional data inside the view of the application, without requiring the user to 
leave the application and to open a new application (usually the mobile browser). 

The following scenario reveals the advantages of integrating Linked Open Data in 
mobile augmented reality applications for the end user:  

Maria is for the first time in Palermo, Italy, and she is interested in local cultural 
touristic attractions. Luckily, her augmented reality-enabled glasses can help her to 
explore the surroundings in every way she desires. She starts her journey in front of 
the cathedral. While admiring the outstanding building, she scrolls through the histo-
ry of the cathedral as documented on Wikipedia. She would like to visit it, but unfor-
tunately it is closed. She easily checks the timetable, as it was published on the open 
data portal of the City Hall, and finds out that she can visit it the next day in the 
morning. Maria is curios which other buildings nearby have so many architectural 
styles as the cathedral (norman, gothic, baroque and neoclassical). The augmented 
reality application suggests some nearby buildings that fit the criteria. Maria chooses 
one of them and the application highlights on her surroundings the shortest route to 
get there, using information from OpenStreetMap. As she walks towards this destina-
tion, she is able to see photos of how the streets of Palermo looked like in the past, 
superimposed on the actual view of the city.  

Not only augmented reality applications benefit from the Linked Open Data cloud, 
but the vice versa is also true. There is an increasing amount of content created for 
augmented reality applications. If this content is linked into the Linked Open Data 
cloud, then the Linked Open Data cloud grows in size and diversity and this benefits 
Linked Data application developers. 
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3.3 Some Concerns and Discussion Points 

While applying Linked Data principles to augmented reality can yield great benefits, 
there are some issues that need to be taken into consideration. 

One of the biggest advantages of the Linked Open Data cloud, its significant size, 
might easily become a disadvantage, if content is used in a mobile application without 
specific filtering. This is because a query in the Linked Open Data cloud might yield a 
great number of Points of Interest around the user, which would overwhelm an expe-
rience typically provided on a small screen device. Filtering which takes into account 
the context (e.g. what the user is doing, what preferences he has set in his social net-
work) is certainly necessary. 

A lot of issues regard the inherent nature of Linked Open Data. Datasets are hete-
rogeneous in terms of vocabularies used and have overlapping information. Common 
Linked Data publishing workflows include vocabulary mapping, interlinking datasets 
and cleansing data for an integrated dataset to be obtained. Entity resolution issues 
(deciding if two entities from different datasets are referring to the same thing or not) 
are worsened by ambiguity, which can be of two types: name ambiguities (due to 
typos, different languages and homonyms used) and structural ambiguities (inconsis-
tent relationships to other entities). These can be resolved using ontology matching 
techniques [21]. Content itself can differ between datasets that have overlapping in-
formation, and integrating them involves taking a decision whether to use one source 
or the other. 

Not only integrating various datasets can raise issues, but also the datasets in isola-
tion, because “authors that work with user generated Linked Open Data have to deal 
with duplication, misclassification, mismatching and data enrichment issues” [22]. 

In [9], the researchers report on having to deal with multiple Semantic Web chal-
lenges while integrating sources from the Linked Open Data cloud for the cultural 
heritage augmented reality browser: different schemas, different labeling conventions, 
different geodata, errors in geodata and conflicts in typing. For the schema matching, 
the authors had to create around 200 mapping rules by hand. The paper reports that it 
typically found discrepancies of 20m, in some cases even hundreds of meters, in 
coordinates of the same location, as reported by various sources in the Linked Open 
Data cloud. Inaccuracy of the geodata required a range of at least 35 meters in order 
to find all possible candidates for a Point of Interest. These results indicate that a 
more sophisticated algorithm for integration of spatial information is required. 

In [13], the researchers also report on differences in content retrieved from similar-
domain Linked Open Data sources, which required aggregation and consolidation of 
the data. 

Other Semantic Web specific issues are trust, provenance, quality, relevance, pri-
vacy and licensing. For dealing with the provenance aspect, developers can use the 
PROV ontology proposed by the W3C [23].  

Another significant discussion point is the architectural pattern for integrating 
Linked Data in the augmented reality application. Three architectural patterns are  
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Fig. 1. Linked Data architectural patterns [25] 

presented in [24]: the Crawling Pattern (sources are crawled and cached in a single 
datastore), the On-The-Fly Dereferencing Pattern (URIs are dereferenced on the spot) 
and the Query Federation Pattern (a query is issued to a fixed known set of sources). 
The architectural patterns are depicted in Figure 2. 

In augmented reality situations, where registration with the real world needs to 
happen in real-time, the first pattern should be the preferred one, although it has the 
disadvantage that the information is not always up-to-date. Depending on the use 
case, this might be a problem or not. In [9], the authors report on retrieving the RDF 
statements on-the-spot, although in some cases it takes even 50 seconds. They believe 
this might not be a problem if the content is preloaded as the application tries to guess 
in advance which Points of Interest the user is approaching. 

4 Future Research Directions 

Given the high potential of integrating Linked Data in mobile augmented reality sce-
narios, we envision some trends in this direction: 

─ Towards Linked Open Repositories for augmented reality content. We should 
be able to publish augmented reality content that we create to open repositories. At 
the same time, we should be able to easily access content that someone else 
created, from such open repositories, so we don’t have to recreate it [26]. Such re-
positories would best work using Linked Data principles and technologies, because 
they offer the framework for heterogeneous content to be queried, processed and 
published using the same standards. 

─ Smarter integration of geodata. We imagine an effort towards integrating geoda-
ta at a large scale, with algorithms for schema alignment and entity reconciliation 
that have good performance and precision. Integration should work flawlessly, not 
only with very simple geographic objects, like coordinates for a point, but also 
with more complex geometries (such as lines and polygons). The framework that 
enables this integration should support dynamically adding or removing of data-
sets, as well as ranking the datasets, based on data quality and relevance for the 
task that the user has at hand. 
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─ Towards a generic augmented reality-based linked data browser. There are 
several Linked Data browsers developed as research projects, such as Tabulator, 
Disco and OpenLink [27]. We envision an augmented reality-based Linked Data 
browser which people would use to browse content, described using Linked  
Data principles, that is geo-tagged around them. This would benefit the Linked  
Data domain, as it will allow users to browse an otherwise unfamiliar machine-
readable content in a more natural and engaging way. 

─ Towards more personalization and contextualization. Linked Data has the  
potential of offering a huge amount of information. Even when using closed data-
bases for content delivery, the number of Points of Interest returned to the user can 
be overwhelming. Semantic Web and Linked Data principles can enable reasoning 
over the data, such that results of users’ queries can be more relevant. Results can 
be also personalized, for example by leveraging the FOAF profile of the user. 

5 Conclusions 

Current approaches in content delivery for mobile augmented reality applications 
have some limitations due to content being stored in isolated silos of information. 
Linked Data principles and technologies can aid in this respect, but researchers need 
to address some concerns that are related either to the inherent nature of Linked 
(Open) Data or directly to the integration of Linked Data in augmented reality appli-
cations.  

We have presented in this paper the current limitations of mobile augmented reality 
applications regarding the content used, along with the Linked Data principles, mainly 
openness and standardization, that can help overcome the current issues. We hig-
hlighted some discussion points regarding the interconnection of these two fields and 
we pointed out to some concerns, like trust, quality and integration, which should be 
addressed in this endeavor. We have reviewed several projects that seem to confirm 
these concerns. 

We suggest some future research directions in this area, namely linked open repo-
sitories for augmented reality content, smarter integration of geodata, a generic aug-
mented reality-based linked data browser and more effort towards personalization and 
contextualization. These directions should highlight even more the potential of inte-
grating Linked Data in augmented reality applications.  
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Abstract. Mobile augmented reality applications have seen tremendous growth 
in recent years and tourism is one of the fields in which this set of technologies 
has been proved to be a natural fit. Augmented reality has the potential of en-
hancing the surroundings of the tourist in a meaningful way. In order to provide 
personalized and rich content for the augmented reality application, researchers 
have explored the use of Semantic Web and especially Linked Data principles 
and technologies. In this paper we review existing projects at the intersection of 
these technologies and current aspects, not necessarily specific, but highly rele-
vant to the integration of Linked Open Data in mobile augmented reality appli-
cations for tourism. In this respect, we discuss approaches in the area of geodata 
integration, quality of the open data, provenance information and trust. We con-
clude with recommendations regarding future research in this area.  

Keywords: Linked Open Data, Mobile Augmented Reality, Tourism, Ontology 
Matching, Geographic Information Systems. 

1 Introduction 

Mobile augmented reality has emerged as the most popular and convenient form of 
augmented reality, mainly due to the proliferation of mobile devices and ubiquitous 
computing. Several fields of use have proven to be proper for deployment of mobile 
augmented reality technologies. We argue for the natural fit of mobile augmented 
reality applications in the field of tourism and we present some research and commer-
cial projects in this area. Next, we address the issue of content sources for mobile 
augmented reality applications. The usual approach of developers and content pub-
lishers in this respect is to use isolated databases for content, which limits the infor-
mation depth of surroundings exploration for tourists. We identify the benefits of 
exploiting Linked Data principles and technologies for enriching content in mobile 
augmented reality applications for tourists and explore some projects that tackle this 
approach. 

Several aspects have been identified in the literature as being relevant to Linked Data 
integration. We place this aspects in the context of mobile augmented reality applica-
tions for tourism and present current efforts in research in these areas. The most impor-
tant aspect is geodata integration i.e. ontology matching and entity disambiguation  
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during integration of several heterogeneous and overlapping datasets from the Linked 
Open Data cloud, with the purpose of providing a consolidated, enriched and more rele-
vant unique dataset for tourism purposes. Other discussed aspects are the assessment of 
the quality of the data, usage of provenance information and inference of trust. We con-
clude by suggesting some further research issues in the reviewed domain. 

2 Related Work and Arguments for Linked Data Integration 

2.1 Mobile Augmented Reality Applications for Tourism 

Mobile augmented reality has seen tremendous growth in the recent years. The set of 
technologies commonly called mobile augmented reality is deployed successfully in a 
number of fields, such as tourism and navigation, entertainment and advertisement, 
training and education, assembly and maintenance and so on [1]. 

Due to its inherent strong alignment with the real world [2], mobile augmented re-
ality is well suited for enabling location-aware applications and services. Also, mobile 
augmented reality applications provide the ground for innovative services within the 
ecosystems of smart cities [3]. 

Mobile augmented reality is a natural fit for tourism applications and services, be-
ing regarded as having a significant impact in this area [4], due to its ability of en-
hancing the surroundings of the tourist [5]. A recent online survey [6] showed that 
location based services, augmented reality browsers and tourism and travel applica-
tions are the most used types of augmented reality applications, after games and enter-
tainment applications based on these technologies. 

Additional benefits of augmented reality in urban heritage tourism are presented  
in [7]. 

One of the first experiments in exploring the surrounding urban landscape with a 
mobile augmented reality system was the Touring Machine [8], followed by the 
MARS system [9]. 

Researchers propose in [10] a system called Wikireality which consumes text in-
formation and images from Wikipedia and overlays them on nearby Points of Interest. 
A more complex project is pursued in [11], where the authors describe a large-scale 
mobile augmented reality system that overlays 3D footprints of buildings and their 
name on top of urban buildings. 

Several similar applications have also been developed in the commercial area. An 
overview [12] of mobile augmented reality applications for tourism classifies them as 
augmented reality browsers (such as Layar, Junaio and Wikitude), dedicated aug-
mented reality applications (such as Acrossair, Augmented Reality UK and Where-
Mark) and augmented reality view-enabled applications (such as mTrip, TripWolf  
and Yelp). 

A popular category is composed of mobile augmented reality applications that  
display historic images on top of the current landscape. Well known projects are Phil-
lyHistory in Philadelphia [13], StreetMuseum in London [14] and “Paris, then and 
now” [15]. 
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Cultural tourism is a subdomain that is also proper for deployment of augmented 
reality technologies. One of the first projects in this area is PRISMA [5], an interac-
tive visualization system that is a combination of tourist binoculars and augmented 
reality. In [16], the authors describe a tracking framework that uses different tracking 
flows for more efficient identification of targets, to be used in augmented reality cul-
tural heritage tours. The LIMES project is a recent augmented reality platform devel-
oped to raise awareness and present in an innovative way the ancient Roman Frontier 
called the Roman Limes [17]. The Points of Interest are added using the backend of 
the platform and are made available to users through popular augmented reality 
browsers. 

2.2 Content-Related Limitations of Mobile Augmented Reality Applications 

The plethora of research projects and commercial applications leveraging augmented 
reality technologies in the mobile tourism field has shown the benefits of implement-
ing this set of technologies, but has also highlighted some challenges that need to be 
further tackled. 

Content is one of them and is “a critical aspect for acceptance” [18], revealed a 
usability evaluation of the MobiAR project. The study pointed out that, when select-
ing a Point of Interest, people would like to be shown how to get there (route naviga-
tion) and would like to see additional information (like parking and opening hours). 

This type of functionality is limited by the nature of content sources that aug-
mented reality applications for tourism (and not only) usually use today, and for 
which projects like MobiAR [19] and LIMES [17] are representative: isolated silos of 
information, typically relational database management systems, which store only a 
few attributes about the Points of Interest. To provide the users with more informa-
tion, the Points of Interest reference a link that typically opens another application on 
the mobile device (e.g. the mobile browser). Thus, the immersive experience in the 
augmented reality application is discontinued. 

Moreover, popular augmented reality browsers (Junaio, Wikitude) consume Point 
of Interest information using different standards [20], which highlights the “lack of 
interoperability across mobile platforms” is this respect [21]. 

More flexible strategies are required for managing data sources and for making 
them consumable by different applications [1]. 

2.3 Linked Data in Mobile Augmented Reality Applications for Tourism 

There is a trend to develop augmented reality applications that integrate heterogene-
ous sources of content, which have various degrees of data quality (ranging from 
user-generated data to open government data). [22] 

This type of openness and integration can be achieved by leveraging Linked Data 
[23] principles and technologies. These can help by dynamically selecting and integrat-
ing data from various sources, thus providing enriched content, by means of enabling 
the exploitation of more contextual information, not only location, and by creating a 
Web-like browsing experience for the augmented reality application user [24]. 
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The authors describe in [25] a framework in which an augmented reality applica-
tion for urban navigation features content that is organized according to Semantic 
Web principles. Reasoning with OWL takes place to help the user navigate in the 
urban space. 

mSpace Mobile [26] and DBpedia Mobile [27] are some early non-augmented real-
ity-enabled applications that allow the user to discover Points of Interest that are re-
trieved and integrated from Semantic Web sources. In [24] the researchers propose a 
vision for integrating Linked Open Data content in mobile augmented reality applica-
tions, which might help these applications to overcome some of their limitations. 

In [28] a mobile augmented reality application is proposed which facilitates sur-
roundings discovery in an urban setting by overlaying 3D models of buildings on the 
real world. The 3D models are connected in the Linked Open Data cloud. The authors 
describe in [29] a framework and an implementation, the WantEat application, which 
provides an augmented reality browsing experience for accessing ontological de-
scribed knowledge mainly in the field of gastronomic tourism. 

Several augmented reality projects have been developed also in the field of cultural 
tourism with the help of Linked Data principles. 

In Amsterdam, the researchers developed an application [30] to allow users to 
search and browse cultural heritage information that is retrieved and integrated from 
the Linked Open Data cloud and from specialized knowledge sources in the cultural 
heritage domain of the city. 

In [31], the authors implement an augmented reality application for exploring cul-
tural heritage sites such as popular cemeteries. They use content sources from scraped 
websites and DBpedia. 

Integrating Linked Open Data in location-based mobile applications for touristic 
purposes (albeit not augmented reality enabled) is pursued also in [32] and [33]. The 
latter describes Telemaco, a client-server system in which the server integrates vari-
ous Linked Open Data sources of content and information from social networks to 
offer personalized recommendations to users. 

3 Relevant Aspects for Linked Data Integration 

The most important type of data to be integrated in mobile augmented reality tourism 
applications is geodata, which is currently the backbone of the Linked Open Data  
 

 

Fig. 1. Highlighting of relevant aspects for Linked Data integration in mobile augmented reality 
applications for tourism 
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cloud [34]. Also, due to the nature of open data in general, of considerable importance 
is the quality of the data, along with provenance, both of which trigger trust. These 
key concepts are depicted in Figure 1. 

3.1 Integrating Geodata 

Geographic information is at the center of the biggest category of information on the 
Web nowadays. A popular quote says that “80% of all information is geographically 
referenced”. Due to their inherent nature, augmented reality applications treat geo-
graphic information aspects as first class citizens of the Web. 

There is a trend to integrate more and more the fields of Geographic Information 
Systems and Augmented Reality, as this helps to reduce the gap between the  
real world and the virtual world by means of projecting the virtual world in space and 
time [35].  

There are many popular sources of geographic information in the Linked Open Da-
ta cloud, such as Geonames, DBpedia and LinkedGeoData. A developer of mobile 
augmented reality applications, wishing to integrate several of these resources so they 
can complement each other, is facing a challenge due to the sources using different 
vocabularies to describe the data and due to duplicate records that appear after the 
data integration. 

The first issue, of aligning different vocabularies, is known in literature as ontology 
matching and applies to all fields, not only to geographic information [36]. 

In [37], the authors enumerate 15 translation/mapping patterns that are useful in 
aligning ontologies. Some tools can assist in semi-automatically matching ontologies, 
such as the COMA++ tool [38]. Integrating multiple distributed ontologies is likely to 
yield inconsistencies. One example of a tool that can aid with this type of issues is 
RaDON [39]. 

The second issue is called in literature entity reconciliation and aims to identify 
and merge data that refers to the same real world feature. 

The problem of integrating several location-based services has been studied in the 
literature before the proliferation of the Linked Open Data. Researchers present in 
[40] and [41] uncertainty issues in fusing information from various location-based 
services and categorize integration issues as: geographic integration (differences in 
geographic representation – points/line/polyline/volume – and in the reported posi-
tion), place name integration (differences in spelling of location names) and semantic 
integration (differences in describing the data/metadata). 

The author proposes in [42] a supervised machine learning approach for duplicate 
detection and data consolidation over gazetteer records. Features that help link the 
records between them are categorized by: place name similarity, geospatial footprint 
similarity, place type similarity, semantic relationships similarity and temporal foot-
print similarity. 

The expansion of the Linked Open Data cloud led to early work on aligning geo-
graphic datasets, such as on interconnecting LinkedGeoData and Geonames based on 
type information, spatial distance and name similarity, which allow single access to 
an integrated dataset and validating the information, one against the other [43]. 
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A more complex solution for aligning geographic datasets is proposed in [44–46]. 
It is based on constructing restriction classes using owl:sameAs links. It is well suited 
also for enhancing a poorly described ontology with the help of a richly described 
one. 

In [47], the researchers publish two geospatial datasets, GADM (Global Adminis-
trative Areas) and NUTS (Nomenclature of territorial units for statistics), using a 
proposed NeoGeo vocabulary and integrate them with other datasets from the Linked 
Open Data cloud. They describe an algorithm for finding equivalent geometric shapes 
across multiple datasets. 

The creation of such vocabularies as NeoGeo was determined by the lack of a 
standardized RDF vocabulary for managing geographic information in the Linked 
Data space. In the meantime, a W3C working group standardized GeoSPARQL, 
which is comprised of a small ontology for representing features and geometries and 
SPARQL query predicates and functions [48]. 

However, the implementation of GeoSPARQL in current triple stores is still in its 
infancy. A recent benchmark [49] on geospatial capabilities of current triple stores 
reveals the need for huge optimization in several aspects, such as performance of 
spatial indexing, query optimization and GeoSPARQL compliance. 

A survey of the current geodata providers in the Linked Open Data cloud and their 
data modelling approach is presented in [50]. Furthermore, the authors propose an 
alignment process using the GeOnto vocabulary, focusing on interlinking French 
geodata with the Linked Open Data cloud. 

The researchers describe in [51] the process of integrating several Linked Open 
Data and non-Linked Open Data sources, with the potential of using the integrated 
dataset in an augmented reality touristic application. 

Further research is needed to improve precision and performance for successful in-
tegration of geographic datasets on a large scale. In the case of a mobile augmented 
reality tourism application, the data needs to be integrated and cached in a datastore. 
The time cost for integrating the data in real-time would be too high for augmented 
reality applications, which require registration with the real world with almost no 
delays for a proper experience. Even with this approach, the development of such an 
application is still hindered by the poor implementation of the GeoSPARQL standard 
in current triple stores. 

3.2 Data Quality 

Exploitation of Linked Data sources should take into account the quality of data. This 
is even more important in such areas as mobile augmented reality applications for 
tourism, as the tourist relies on the data for real-time exploration of the surrounding 
environment. 

Linked Data assumes an open-world philosophy according to which anyone can 
say anything about anything [52]. This leads to issues such as inconsistencies in data 
provided for the same entity by different sources, concerns of timeliness, complete-
ness and accuracy, just to name a few. A comprehensive list of quality criteria for 
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Linked Data sources, grouped by content, representation, usage and system, is pro-
posed in [53]. 

Corroborated with limitations induced by the shallow expressivity of the published 
knowledge and the heterogeneity of the describing schemas, Linked Data runs the risk 
to become “merely more data” [54], in the absence of efforts to overcome these chal-
lenges.   

Various approaches have been identified to tackle these issues. For example, in 
[55, 56], the authors describe a framework to identify data quality problems, such as 
missing literal values, false literal values and functional dependency violations, using 
generic SPARQL queries. Also, researchers have proposed vocabularies for data qual-
ity management, such as in [57]. 

Attempts to quantify the data quality of user-generated content have been pursued 
in the literature. Of interest to mobile tourism applications is, for example, the com-
parison between proprietary geodata and Volunteered Geographic Information (a term 
coined by [58]), such as OpenStreetMap (with its Linked Data equivalent Linked-
GeoData). Several papers [59, 60] have reported on the high reliability of Volunteered 
Geographical Information in urban centers, a finding that is confirmed by the fact that 
the quality of data increases with the number of contributors [61]. 

Data quality cannot be always assessed in absolute terms. A pragmatic approach is 
to evaluate the data quality based on the fitness for use principle, which takes into 
account the specific task that is to be achieved [62]. This principle should be further 
investigated for mobile augmented reality applications for tourism. 

3.3 Provenance and Trust 

Along with general data quality factors, provenance is one of the main triggers for 
trust in Web content [63]. Although some tools for tracking provenance are hardwired 
in Linked Data (such as dereferenceable HTTP URIs), the ever increasing integration 
of various heterogeneous datasets makes it harder to keep track of detailed prove-
nance metadata. This is the case also for mobile augmented reality applications in the 
field of tourism. 

Usually, provenance refers to keeping track of the workflow that led to the creation 
of the data. In today’s Web of Data, it is important to also keep track of data access 
information, meaning metadata about the providers of the data and the way they de-
liver it [64]. 

The Open Provenance Model [65], a vocabulary that describes provenance using 
the terms “artifact”, “process” and “agent”, is used in applications such as El Viajero, 
a platform for managing Linked Data in the travelling domain, which integrates sev-
eral heterogeneous datasets [66]. 

The W3C Provenance Working Group recently proposed the PROV standard for 
dealing with provenance information. In [67], the authors discuss the PROV standard 
and propose an implementation of Tim Berners-Lee’s “Oh, yeah?” button [68]. Also, 
the application of the PROV standard in modelling uncertain provenance is discussed 
in [69]. 
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4 Conclusion 

Mobile augmented reality is a promising set of technologies for the tourism field and 
the exploitation of Linked Data in resulting applications can yield concrete benefits. 
We explored several aspects relevant to this exploitation, namely integration of geo-
data, data quality, provenance and trust. 

Further research should focus on a large scale integration approach for geodata, 
keeping precision and performance of ontology matching and entity disambiguation 
algorithms relevant for a tourist’s experience. The quantity of content is ever increas-
ing in the Linked Open Data cloud and care must be taken not to overload the aug-
mented experience with information. The quality of the data in the Linked Open Data 
cloud is still a debatable issue. Thus, the integration approach should be able to pri-
oritize between content sources based on assessed quality. The same judgment applies 
to provenance information, all together influencing the trust in the data. Successfully 
tackling this issues should lead to a fulfilling augmented reality experience for the 
tourists. 
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Abstract. We present a vision of using educational robots as smart mobile 
components (“things”) of Internet-of-Things. Such robots, beside their primary 
mission to facilitate learning, are able to communicate; have computing capa-
bilities; as well as have sensors and actuators to sense and change their physical 
context. The robot serves both as the educational service that allows to visualize 
knowledge through explicit actions and behaviour as well as the enabler of 
learning and providing student engagement through immersion and instant 
feedback. The vision is based on the principles of contextualization, physicality 
and immersion. The pedagogical background is the proposed Internet-of-Things 
Supported Collaborative Learning (IoTSCL) paradigm based on constructivism, 
which provides a highly motivating learning environment in university, promot-
ing collaboration among students, and achieving the creation of new knowledge 
in a reflexive process directed by the teacher. We demonstrate the implementa-
tion of the paradigm in the project-based setting at the university course and 
evaluate it using the Four-Phased Model of Interest Development. 

Keywords: Internet-Of-Things, educational robotics, collaborative project-
based learning. 

1 Introduction 

Recent achievements in educational technologies,such as educational robotics, aug-
mented reality or semantic web, open new opportunities for increasing attractiveness 
of technological specialties and stimulating engagement of students in the learning 
process. However, new technologies require additional efforts (both methodological 
and technological) to integrate and construct teaching and learning environments to 
enhance delivery of subject material [1]. In this paper we analyse the potential of the 
Internet-of-Things (IoT) [2] technologies for supporting education. IoT is a vision of a 
world penetrated by embedded smart devices, which have identities, sensing and ac-
tuation capabilities, are connected via Internet, can communicate with each other and 
with humans, and can provide some useful services (definition based on [3]).  

Currently IoT is emerging as one of the major trends shaping the development of 
technologies in the ICT sector [4]. IoT has connections with Ambient Intelligence [5], 



 Educational Robots for Internet-of-Things Supported Collaborative Learning 347 

which refers to digital environments that are sensitive and responsive to the presence 
of people; Augmented Reality [6], where physical users and virtual reality are merged 
together, Semantic Web [7], which enables human knowledge to be machine-
readable, Ubiquitous Computing [8], which allows Web services to serve anything, 
forming a bridge between virtual world and real world; Cloud Robotics [9], where 
cloud computing is used to augment the capabilities of robots by off-loading compu-
tation and providing services on demand; Wireless Sensor Networks [10], which con-
nect spatially distributed autonomous sensors to monitor physical or environmental 
conditions and to cooperatively send their data through the network, Web mashups 
[11], where users can create applications mixing real-world devices, such as home 
appliances, with virtual services on the Web; and Web-Squared [12], which is an 
extension of Web 2.0 [13] aimed at integrating web and sensing technologies.  

The theoretical background for the application of IoT for education is Norman’s 
foundational theory of action [14], which states seven stages of activity from its con-
ception to formation: 1) establish a goal, 2) form an intention, 3) specify an action 
sequence, 4) execute an action, 5) perceive the system state, 6) interpret the state, and 
7) evaluate the system state with respect to the goals and intentions. Another theoreti-
cal concept is immersive learning, whichsimilarly to IoT is based around networking 
and could be combined with IoT in an educational setting [15].  

Conceptually, IoT is similar to Object-Oriented Programming (OOP): the “things” 
have a state and represent real-world entities, which can be accessed only via inter-
faces (“services”). Currently, OOP dominates the field of software programming. 
However, students often face difficulties when trying to assimilate the concepts of 
OOP. Several approaches tried to assist student understanding of programming con-
cepts by moving towards visualization of learning content, tools and materials, which 
includes, e.g., programming environments in which the structure of program code is 
visualized [16], or using highly abstract visual programming languages (VPLs), 
which use visual elements rather than machine instructions [17]. VPLs are more at-
tractive to non-professional or novice programmers because ofsimpler description of 
domain [18], and immediate visual feedback [19] instead of textual languages. 

On the other hand, there is a strong trend towards increasing the role of robotics in 
the education [1, 20, 21]. Robotics is a complex domain that includes both hardware 
and software parts and requires deep knowledge of embedded systems, real-time sys-
tems, artificial intelligence, mechanics, kinematics, navigation, sensors, communica-
tion and control protocols and robot programming languages.  

The novelty of this paper is an approach that combines robotics, IoT and Computer 
Supported Collaborative Learning (CSCL) for project-based learning based on a vi-
sion of robots as mobile smart learning objects.The aim of the paper is to discuss the 
proposed concept of IoT Supported Collaborative Learning (IoTSCL) and describe its 
application in the university course using educational robots. 

The structure of the remaining parts of the paper is as follows. Section 2 discusses 
the role and model of using IoT for educational purposes. Section 3 proposes the con-
cept of IoTSCL and discusses its advantages for education. Section 4 presents a case 
study application of the proposed ideas in the university course. Section 5 evaluates 
and discusses results and Section 6 presents conclusions. 
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2 Role and Model of Internet of Things for Education 

IoT is based on the concept of “smart objects”, or “things”. Miorandi et al. [4] define 
smart objects as entities that are physical; can communicate (accept incoming mes-
sages and reply to them); have a unique identifier and are associated to at least one 
name and one address; have some computing capabilities; and have means to sense 
physical phenomena (sensors) or to trigger actions having an effect on the physical 
reality (actuators). These properties allow smart objects to be context-aware, i.e., 
smart object can analyse the data received from its sensors and can use recognition 
algorithms to detect activities and events [22], as well as to be social, i.e., share their 
data, learn about each other and perform intelligent behaviours based upon each 
other's states [23], and provide services to both humans and robots in real-world envi-
ronments [24]. 

Structurally, IoT consists of three major layers of abstraction:  

1) Hardware (sensors, actuators and communication devices), which is built upon 
the existing global Internet communication infrastructure that links physical and vir-
tual services [25]. Sensors allow users to get information about their environment, 
enable new forms of user interaction, and connect the real world with information. 

2) Middleware (computing tools), which is used for data capture, aggregation and 
analysis. Secondary information inferred from sensor data also can be used for syn-
chronizing learning activities with the physical environment and user feedback about 
their interaction with objects [26].  

3) Presentation (or web service) layer, which allows Things to participate in busi-
ness processes and provide capabilities to query things and change their state as well 
as support visibility (therefore, abstract concepts to be learned can be made visible 
and hence more understandable). 

The main challenge in developing educational IoT systems is integration of func-
tionalities and/or resources provided by smart things into educational services [27]. 
This requires the definition of the educational IoT architectures and models for seam-
lessly integrating and composing the resources/services of smart objects into educa-
tional services for learners. 

For educational purposes, the IoT Reference Model [3] can be adopted. The IoT 
Reference Model identifies the generic IoT scenario in which a User (a human person 
or a software agent) needs to interact with a Physical Entity (a discrete, identifiable 
part of the physical world). A Physical Entity can be represented in the electronic 
world by a uniquely identifiable Digital Entity such as avatars, or even a social net-
work account. Smart Object is the extension of a Physical Entity with its associated 
Digital Proxy. For Smart Object to be represented in both physical and digital world, 
it has embedded or attached Devices such as Sensors or Actuators that allow for inter-
acting with or gaining information about the Physical Entity. Users can interact with 
Smart Objects through the use of Resources which provide services to Users. 

In the next Section, we discuss how IoT can be used to support collaborative learn-
ing using mobile physical robots as Smart Objects as defined by the IoT Reference 
Model. 
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3 The Concept of IoT Supported Collaborative Learning 

Computer supported collaborative learning (CSCL) refers to a technological environ-
ment in which students interact actively, share experiences and build knowledge [28]. 
Face-to-face CSCL provides a highly motivating learning environment, changing the 
classroom dynamics and promoting collaboration among students for achieving good 
results [29]. The inclusion of educational robotics to CSCL as Mobile Robotic Sup-
ported Collaborative Learning (MRSCL) [30] has added a new dimension to this 
learning environment. While maintaining the face-to-face interactions, collaboration, 
and the underlying technological assistance, Educational Robotics provides a way to 
embrace real-world capabilities [30]. This real environment (as opposed to virtual 
learning environments common in e-learning [31]) provides students with a common 
resolution space where mobility enables world exploration and immersion. On the 
other hand, the robot, empowered with mobility and autonomous navigation, becomes 
a new actor capable of interacting with both, the physical world and a group of stu-
dents. Moreover, MCSCL introduces a space that favours constructivism to achieve 
creation of new knowledge in a reflexive process directed by the teacher 
[32].Conceptually, the role of robots in the educational IoT-based environment is 
threefold: 

1) Robot as a mobile smart “thing”. Knowledge is created, enhanced, and rebuilt 
through interaction between smart objects. Learning materials and processes can be 
self-organized and adapted according to students’ real-time interest and psychological 
statuses [33]. Things are implemented as Mobile Robots, which can move and interact 
with their environments [34]. 

2) Robot as a Service (RaaS) [35] enables an agent to enlist a robotic entity to 
perform actions. The robot becomes a service end point for a user to command. 

3) Robot as Learning Object (RaLO), which extends the notion of an LO beyond 
the virtual domain (learning content) to a physical domain (robot hardware and physi-
cal processes that are demonstrated by the hardware) [36, 37]. 

Connecting learning services and materials to physical objects enriched with sen-
sors is a next step in the evolution of Learning Objects and e-learning environments. 
As noted by Specht [38],”the connection between digital and physical objects builds a 
new landscape for learning of the future.” The vision of robot as “smart thing” allows 
to extend the MRSCL into the IoT domain as the IoT Supported Collaborative Learn-
ing (IoTSCL). The main contribution of IoT for education is as follows: 

1) Providing a technological background for contextualised learning by embedding 
technology (gadgets, devices, sensors, etc.) in the natural environment in which learn-
ing takes place. It enriches the learning experience by contextualising learning activi-
ties and synchronizing learning content with the learner’s context and reflection [38]. 
Contextualization is an essential step towards personalization of delivery of learning 
services, i.e., IoT comes forward as a technological platform for such personalization. 

2) Achieving immersion of learners, where the learner rather than interacting with 
the outside learning environment, actually is inside of the learning environment, with 
smart physical mobile robotic learning objects surrounding him. A core component of 



350 I. Plauska and R. Damaševičius 

the efficient learning is the instant feedback in these rich and interactive environ-
ments. In a real-time environment each action of the robot programmer and user may 
trigger instant feedback and subsequent reflective thought processes [38]. Such learn-
ing through immersion can contribute to the construction of new knowledge which is 
based on the pre-existing knowledge of students. 

3) Increasing student engagement by using physical rather than virtual things. This 
engagement plays a fundamental role in skill development, because behaviour of the 
physical thing provides immediate feedback that helps the student to gain knowledge 
and correct the errors[39],and has positive influence on algorithmic thinking [40].  

4 Case Study 

The use of educational robotics and IoT technologies combined with project-based 
collaborative learning was explored during the laboratory works of “Robot Program-
ming Technologies”, a course delivered at Faculty of Informatics, Kaunas University 
of Technology (Lithuania)to the 4th year bachelor students [41]. The course was at-
tended by 34 students in 2012 and by 22 students in 2013. The course aims to teach 
students of the basic principles of robot control and robot programming. The main 
concepts to learn are state (property of the robot), action/reaction (change of the state 
of the robot due to external or internal factors), behaviour (specific sequence of ac-
tions aimed to achieve a pre-set objective), decision (ability to undertake a specific 
sequence of actions from a set of alternatives), autonomity (ability to function inde-
pendently), communication (ability to send/receive messages from external devices).  

This case study describes the development of one project in the group project-
based educational setting.Following the Norman’s foundational theory of action [14], 
the goal of the project has been formulated as the development of the mobile webcam 
for home security applications and its evaluation. The functions of the robot to be 
implemented is home patrolling (free roaming with obstacle avoidance as well line 
following in room environment), image capturing and sending to the server computer, 
as well as fire detection and user warning using the temperature sensor. 

The robot has been assembled using .NET Gadgeteer components and programmed 
using object-oriented language C#. For data transmission wireless internet is used. 
Robot control commands are sent to robot using UDP and images from robot camera  
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Fig. 6. Routes: a) with rounded turn angles, b) with 10 sharp turns 

Table 1. Experimental results of robot driving 

Route Algorithm Turning variant Time (min:s.ms) Accuracy evaluation 

1 One Bounce A 2:52.8 Completed 

1 One Bounce B 1:30.8 Completed 

1 One Bounce C - Failed 

1 One Inside A 2:16.7 Completed 

1 One Inside B 1:27.5 Completed 

1 One Inside C 1:09.9 Completed 

2 One Bounce A 1:35.7 Completed 8/10 turns 

2 One Bounce B 0:35.5 Completed 7/10 turns 

2 One Bounce C 0:24.7 Completed 7/10 turns 

2 One Inside A 1:26.1 Completed 10/10 turns 

2 One Inside B 0:16.3 Completed 3/10 turns 

2 One Inside C 0:21.1 Completed 6/10 turns 

 
Project Findings. The project results were discussed during student self-evaluation 
sessions with a teacher as well as presented during course workshop for all course 
students. The students noted that the most important factor determining the accuracy 
of robot movement is noise in sensor data. While in theory all analysed line following 
algorithms should allow the robot to complete the intended route, random factors such 
as dust or unevenness of ground caused errors in sensor interpretation of line colour 
beneath the robot, which caused change or movement direction and, eventually, miss-
ing of the route. Also the students have noted that the sharpness of angles of the route 
could cause problems for the robot. When comparing different line following algo-
rithms, One Bounce algorithm proved to be more reliable, but also slower and visu-
ally observed robot movement was more similar to stepping. One Inside algorithm 
allowed the robot to complete the route faster but sometimes also caused the robot to 
miss the line, especially when driving at sharp angles. 
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5 Evaluation and Discussion 

To measure students’ satisfaction we took a survey of 22 students after the lab exer-
cise. The majority of students was satisfied with the class and expressed positive 
opinion. Fig. 7 shows the survey results.The students were asked three questions: 

1) First question “What is your opinion of the course?” surveyed the emotional 
disposition of students towards the course. 

2)  Second question “What advantages does this course have?” surveyed the cog-
nitive disposition of students towards the course. 

3) Third question “Would you prefer to have more practical exercises with mobile 
robots in the next semester?” surveyed their disposition to reengage. 

The questionnaire allows to measure emotional/cognitive interest vs. short-
time/long-time engagement.  

The students’ satisfaction was evaluated using the Four-Phase Model of Interest 
Development proposed by Hidi and Renninger [43] which introduces four types of 
interest as follows: 

1) Triggered Situational Interest: short-term changes in affective (i.e. emotional) 
and cognitive processing sparked by content (e.g. information, tasking). 

2) Maintained Situational Interest: a psychological state that involves focused at-
tention and persistence over an extended period of time for content/tasks that an indi-
vidual considers meaningful or relevant.  

3) Emerging Individual Interest: the beginning of enduring predisposition for an 
individual to seek repeated engagement with particular content or tasks over time.  

4) Well-Developed Individual Interest: an enduring predisposition to reengage with 
particular content or tasks over time characterized by positive feelings, more stored 
knowledge and more stored value for the content.  

The answers of students are interpreted using the matrix presented in Table 2 and 
summarized in Fig. 7 (in percents). When analysing we assume that long-term interest 
subsumes short-term interest and cognitive interest subsumes emotional interest. 

Table 2. Interpretation of Four-Phase Model of Interest Development [43] 

Four-Phase Model of 
Interest Development 

 
Short-term engagement → Long-term engagement 

 
Emotional interest 

| 
↓ 

Cognitive interest 

Triggered Situational  
Interest 

Maintained Situational  
Interest 

Emerging Individual  
Interest 

Well-Developed Individual  
Interest 
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Fig. 7. Results of survey and their interpretation using four-phase interest model 

6 Conclusions 

This paper has studied and analysed the basic components of the Internet of Things 
(IoT) Supported Collaborative Learning (IoTSCL) environment defining and imple-
menting the robot as a mobile physical smart learning object and service. Such smart 
learning objects and services can create contextualized learning ecosystems that en-
hance both learning outcomes and motivational states of students interacting with 
them. The paper has discussed the experience of using a mobile robot development 
project in the context of IoT for joining hardware and software subjects in the learn-
ing process. A case study presented an example implementation of a mobile home 
webcam project in which students interacted with a robot as a contextualized learning 
object and service within the context of IoT. The experience has been done in the 4th 
course of software engineering studies with the aim to motivate students. Students 
acquired problem-oriented skills (knowledge and competences) in software and hard-
ware. The course experience demonstrated that mobile robots can be used as physical 
smart learning objects. The evaluation of the course using Four Phase model of Inter-
est Development [43] demonstrated that a majority of students have developed long-
term cognitive interest into the subject of study. The use of mobile robots as physical 
learning objects allowed to enrich the learning experience by providing instant feed-
back and subsequent reflection, and achieving full immersion of learners into the 
learning environment with smart physical learning objects surrounding them.  

Future work will focus on the development of a learning environment that supports 
visual modelling language for mobile robotics as well as elements of IoT (sensors, 
actuators and communications). The environment will be used in the context of 
group-based collaborative project learning and its pedagogical efficiency will be 
evaluated using student and expert surveys. 
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Abstract. Educational systems are complex adaptive systems with basic proper-
ties of openness, nonlinearity, feedback and adaptivity. Modelling and assess-
ment of a teaching/learning process is a difficult task that involves many factors 
at multiple dimensions (pedagogical, technological, organizational, social, etc.). 
Common methods used for evaluation of teaching/learning effectiveness such as 
surveys, questionnaires and tests are subjective and lack of statistical control and 
standards for comparison. In this paper, we propose an empirical knowledge 
transfer model for closed teacher-learner systems and its extension for open 
teacher-learner systems. The model is based on the theory of communication in 
noisy channels with additive white Gaussian noise. We describe the pedagogical 
interpretation of the model’s parameters and describe its application in modelling 
the transfer of knowledge in the teaching/learning process. 

Keywords: knowledge transfer modelling, information theory, noisy channel, 
teaching, learning, education. 

1 Introduction 

A complex system is defined as a system comprising of a large number of interacting 
agents with nonlinear activity and self-organization [1]. Complex adaptive system 
denotes systems that have some or all of the following attributes [2]: the number of 
relations between the parts is non-trivial; the system has memory or includes feed-
back; the system can adapt itself to its environment; the relations between the system 
and its environment are non-linear; the system is highly sensitive to initial conditions.  

Educational systems, institutions and practices exhibit many features of complex 
adaptive systems, being dynamical and emergent, sometimes unpredictable, and oper-
ating in changing external environments [3]. Educational systems involving teachers 
and learners also possess these properties: non-trivial relations between agents 
(teacher-student, student-student), memory of previous learning states, adaptation to 
new learning conditions, and influence of external learning factors, sensitivity to 
teacher qualifications and student initial knowledge and prejudice. For example, the 
teaching-learning process is an activity that occurs in a complex system consisting of 
a teacher and one or multiple learners using a particular curriculum and textbook [4]. 
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The implication of understanding education as a complex phenomenon include ac-
knowledging complicity of learners and teachers in the education process, allowing 
for improvisation in communication and rethinking evaluation of learning results [5]. 
Interaction of agents requires some means and media of communication to ensure 
transmission of information between interacting agents. Self-organization requires 
information to be transmitted in a structured and organized way. Such organized in-
formation provided by a teacher during the teaching process becomes a part of the 
learner’s knowledge.  

There are many kinds of structural organization of information that can be used in 
the teaching process, e.g., textbooks, slides, handouts, notes, video tutorials, etc. In 
the context of e-learning [6], Learning Objects (LOs) are leading as an instructional 
technology of choice for delivering information [7]. LOs can be delivered over the 
Internet where they can be accessed and used by many learners simultaneously. 
Though computer networks and internet technologies are considered as a prerequisite 
for e-Learning [8], well-designed LOs can be used not only for different types of dis-
tance education, but also directly in the classroom environment as one of the educa-
tion resources available to the teacher [9]. LOs are not equal in their ability to produce 
learning [10]. Some LOs can be specifically created to represent and transfer knowl-
edge explicitly thus achieving higher knowledge transfer than others [11]. 

Multiple reasons affect suitability of LOs for learning: composition and structure 
of learning material, visual presentation, pedagogical methods used, technological 
appeal, etc. Objective evaluation of the pedagogical effectiveness of LOs and the 
results of learning process is difficult [12]. We can distinguish four types of evalua-
tion: evaluation of a teaching material (e.g., learning object or entire course), evalua-
tion of a teaching method, evaluation of a teacher (instructor), and evaluation of a 
learner. These all types of evaluation are intertwined and the results of evaluation can 
be interpreted differently. For example, what was the reason for student’s failure: bad 
presentation of teaching material, unsuitable teaching method, lack of competence 
and qualification by an instructor, or personal reasons of a learner (lack of motivation, 
illness, lack of abilities, etc.). 

Traditional learner assessment tools include exams, quizzes, problem-sets, papers, 
and projects [13]. Student usage logs provide information about when, how often and 
how much time students spend with a learning object. Teacher surveys allow the 
teaching institution to rate a learning object in terms of what teachers think it added to 
their class, and also collect information about how a learning object was used by the 
teacher [14]. Analysis of the exam and survey results can help to identify successful 
or unsuccessful learning objects. Interviews can be used to detail what factors con-
tributed (or did not contribute) to success of a learning object. A typical form of the 
Learning Object assessment used by numerous authors is knowledge surveys pre-
sented in the form of a questionnaire [15]. The disadvantage of questionnaires and 
surveys is that a large number of participants are required to ensure that the results 
will be statistically meaningful [16]. These assessment methods have many disadvan-
tages. Grading and surveys are subjective and depend upon many external factors. 
Exams are limited by time constraints, cover narrow ranges of content and cognitive 
levels of inquiry, are generally quite stressful, and are subject to problems of  
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reliability. Knowledge surveys are hampered by the lack of a control and suitable 
standard for comparison [13]. Student evaluations of courses often have little correla-
tion with learning process results [17]. 

The primary key to effective teaching and learning in higher education is knowl-
edge transfer [18]. Primarily, this is an informal social process that can be aided by 
technological means by which a teacher shares his/her knowledge with the learner. 
The process is shaped by one basic constraint — the limited rate of flow of informa-
tion into human sense channels [19]. Knowledge transfer does not mean that the 
knowledge has to be transmitted and reproduced in exactly the same structure or  
sequence. Transformations of content can be used to reduce sensing time while pre-
serving the content of information transferred. The success of knowledge transfer is 
usually measured by testing memory content or the ability of the learner to execute 
certain tasks given by the teacher.  

In this paper we claim that the knowledge transfer process in a closed system con-
sisting of one teacher and multiple learners can be modelled empirically. We propose 
a knowledge transfer model based on the information-theoretic concepts of communi-
cation in a noisy channel with additive white Gaussian noise, and its extension for 
open teacher-learner systems with economical parameters introduced. We also present 
a pedagogical interpretation of the model’s parameters and discuss its application for 
modelling transfer of knowledge. 

2 Related Work 

In the Kanagaretnam & Thevaranjan’s model [20], the relationship between acquired 

knowledge K  and efforts α  and β  is measured using a linear equation 

 βα += mK , 3/20 << m   (1) 

here m  is the motivation level of the student, and α , β  are components of student 
effort.  

Acquired knowledge and effort are unobservable and cannot be measured directly; 
therefore, the teacher determines the grade based on learner performance measure y : 

 yKy ε+=
, [ ]1,0∈y , 

( )nNy ,0~ε
 (2) 

here, yε  is the noise in the true performance measure, which is assumed to be nor-
mally distributed with zero mean and finite variance n .  

The disadvantage of Kanagaretnam & Thevaranjan’s model is that all students are 
treated as equal individuals with equal perceptory and understanding abilities. 
Amount of transferred knowledge only depends upon student’s efforts and its grading 
can be slightly adjusted by the teacher. There are no teacher-related parameters; there-
fore, it cannot be used to evaluate the characteristics of the teaching process.  

Cordier et al. [21] consider entropy as a measure of the learning process, while 
learning is considered as complex motor behaviour. Entropy is used to measure the 
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degree of structuring in the successive states of the subject-environment system dur-
ing the learning of a complex task. The study shows that entropy decreases as learning 
progresses, and that the shape of the entropy curve is a function of the learner’s exper-
tise. A model of constraint relaxation is proposed to describe the learning process. 

Singh et al. [22] propose an entropy based performance index (Sp) based on item 
response curves (IRCs) for monitoring the teaching-learning process. IRC is treated as 
an explicit function of the ability, and Sp plays a role analogous to entropy, student 
ability is compared to inverse temperature, and teacher’s instruction is similar to an 
ordering (magnetic) field. The study shows that low (high) entropy implies high (low) 
ability, while the instruction efficiency and information on the state of knowledge of 
the student group are key variables in this process. 

Bordogna and Albano [23] use the Ising model that describes magnetism in materi-
als, and model a classroom as a piece of iron [23]. Individual students play the role of 
atoms, and their knowledge of a subject is similar to the atoms’ magnetic orientations. 
The teacher behaves like an external magnetic field trying to align the student’s 
knowledge into the “right” direction (understanding the curriculum). But like atoms, 
students can be distracted by other students, which could cause the students to be-
come disoriented. Student ability is modelled as inverse temperature and student per-
formance is treated as entropy. The theory correctly predicts that team-work aids 
learning, which is similar to the aligning force between neighbouring atoms. 

Yeung [24] reformulates the Ising model for the collaborative learning induced by 
group interactions between students. The model considers prior knowledge of stu-
dents, student-student and student-other interactions, individual student's cognitive 
and metacognitive abilities for learning, and educational aspects of the tutoring  
system (instructional appropriateness and attractiveness of content presentation,  
feedback, motivation). 

Nitta [25] proposes a phenomenological theory of peer instruction that describes a 
short-time process of learning. The model considers the number of students answering 
correctly at multiple-choice questions before and after peer discussions.  

Ogawa et al. [26] simulate knowledge gain of students engaged in collaborative 
learning. The knowledge is assumed to be a dynamic variable influenced by the cog-
nitive impact, which depends upon the knowledge level of the student, and the influ-
ence of the teacher and other students on the student. 

Patriarcheas and Xenos [27] propose using a formal language defined in mathe-
matical terms (with an alphabet for terminals, a grammar and semantics) to describe 
communication between tutors and students in the context of distance education. The 
formal grammar-based model eases the understanding of forums used for distance 
learning, to improve data processing and analysis in identifying best practices and 
erroneous patterns of behaviour, and to improve quality of learning in distance educa-
tion. The language among others includes the concepts of time, group size and vol-
ume of information transmitted during communication. 

Considering the advantages and disadvantages of the discussed empirical teaching-
learning process models, we propose our information theory based knowledge transfer 
model described in Section 3. 
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3 Information Theory Based Knowledge Transfer Model 

First, we begin with the definition of what knowledge is. We understand knowledge 
as a description of all concepts and their relationships in the domain of interest. This 
knowledge can be represented formally as domain ontology. Ontology can be de-
scribed using OWL (Web Ontology Language) language and resolved into a set of 
facts represented in the form of RDF (Resource Description Framework) triples. An 
RDF triple says that some relationship, indicated by the predicate, holds between the 
things denoted by subject and object of the triple. Each triple represents a fact of do-
main knowledge, and all triples represent entire domain knowledge specified in do-
main ontology. The aim of the knowledge transfer model is to model the transfer of 
knowledge from the teacher’s ontology to the learner ontologies.  

Let T  be a transmitter (teacher). Let TO be knowledge, which a teacher has in 

the form of ontology. Let L  be a set of receivers (learners) { }nLLL ,...,1= . Let 
L
iO  

be knowledge acquired during learning process by learner iL . Let knowledge transfer 

be a continuous process of transferring TO to 
L
iO  via a noisy communication  

channel:  

 ,  (3) 

here t  is time (duration of a teaching process), and iϕ  is the transfer function for a 

learner iL . 
The effectiveness of the teacher-learner communication process can be evaluated 

by the similarity of their respective ontologies TO  and LO . As ontologies in fact 
are sets of facts, their similarity can be measured using the Jaccard index as follows:  

 

( )
LT

LT
LT

FF

FF
OOJ




=,

,  (4) 

here 
TF and 

LF are the sets of facts in ontologies TO  and LO , respectively. 
Knowledge gain by the learner during knowledge transfer is a derivative of the 

transfer function :iϕ  

 
( )=′

k

T
kii fpϕ

,  (5) 

here 
TT

k Ff ∈ is a fact, and ip  is a probability function of fact transfer without any 
error (i.e., distortion or loss) during knowledge transfer session.  

Let 
L

TF  be a set of true facts that were correctly acquired by the learner L  dur-

ing the learning process. Let 
L

FF  be a set of false facts that were incorrectly acquired 

( )tOO T
i

L
i ,ϕ←
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by the learner L  during the learning process. Let 
T
FF  be a set of facts that were not 

acquired (e.g., due to noise, communication breakdown, etc.) by the learner L  dur-

ing the learning process. Given 
L

TF , 
L

FF  and 
T
FF , the following identities are 

valid: 

 
L

F
L

T
L FFF ∪= , 

T
F

L
T

T FFF ∪=  (6) 

Given a probability of fact transfer p , the size of sets can be estimated as follows: 

 
TL

T FpF ⋅=
, 

( ) TT
F

L
F FpFF ⋅−=+ 1

. (7) 

Assuming that probability of information loss is equal to probability of information 
corruption, we can write: 

 
( ) TT

F
L

F F
p

FF ⋅−==
2

1
. (8) 

Then we can rewrite Eq. 4 as follows: 

 

( )
p

p

FFF

F

FF

FF
OOJ

L
T

LT

L
T

LT

LT
LT

−
=

−+
==

3

2
,





. (9) 

The transfer of information over a noisy channel is determined by the Shannon’s 
channel theorem [28], which establishes that for any given degree of noise contamina-
tion of a communication channel, it is possible to communicate discrete data nearly 
error-free up to a computable maximum communication rate R  through the channel:  

 ( )pH

С
R

−
=

1 , (10) 

here C is the channel capacity and ( )pH  is the binary entropy function: 

  ( ) ( ) ( ) ( )( )pppppH −⋅−+⋅−= 1log1log 22 .  (11) 

If CR > , information cannot be guaranteed to be transmitted reliably across a 
channel at rates beyond the channel capacity. 

Transmitted information is also affected by noise. Here we assume that noise in the 
knowledge transfer medium can be modelled as additive white Gaussian noise 
(AWGN). AWGN is a channel model in which the only impairment to communica-
tion is a linear addition of white noise with a constant spectral density and a Gaussian 
distribution of amplitude. An application of the channel capacity concept to an 
AWGN channel is defined by the Shannon–Hartley theorem:  

 ( )SNRBC +⋅= 1log2 , (12) 
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here B  is the bandwidth of the channel, and SNR is the signal-to-noise ratio. 
Assuming that the bandwidth of the communication channels follows the normal 

distribution, we can model the individual channel iB  as 

 ( )2,~ σμBNBi , ni ≤≤1 , (13) 

here μB  is mean bandwidth, 2σ is variance, and n  is the number of channels. 
Given Eqs. 10, 11, 12, the probability of correct fact transfer can be calculated:  

 
( )






 +−−= − SNR

R

B
Hp i

i 1log11 2
1

,  (14) 

here 
1−H  is the inverse of binary entropy function, which can be fitted (

2R  = 
0.999) using the following analytically discovered function:  

 
( ) ( )xxH −±≈− 11

2

11

.  (15) 

We formulate the aim of a teaching process as to achieve maximum similarity of 

teacher ontology TO and learner ontologies 
L
iO  subject to the existing temporal 

constraints (i.e., the time of teaching t  is limited) and teaching media constraints 
(e.g., level of noise, etc.). The solution to this problem can be treated as a typical op-
timization problem. There can be several variants of the aim function as follows. 

Function 1ψ  maximizes the average effectiveness of knowledge transfer to a 
group of learners: 

 
( )( )

=
=

n

i

T
i

T tOOJ
n 1

1 ,,,
1

max ϕψ
  (16) 

here J  is the Jaccard index for evaluating similarity of two sets.  

Function 2ψ  maximizes knowledge transfer function for learners with poorer 
learning abilities: 
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, (17) 

Function 3ψ maximizes the number of learners passing the evaluation test. 
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=
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n

i

T
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1

3 ,,,max θϕψ
 (18) 

here θ  is the threshold value of acquired knowledge required to pass the knowledge 
evaluation test, and square brackets are the Iverson bracket operator. 
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The knowledge transfer model is summarized as follows: 

 ( )( )θσψ μ ,,,,, 2nBSNRRK , (19) 

here ( )Rψ  is a pedagogical aim function for optimization of communication  

rate R : 
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ip is the probability of the correct fact transfer: 
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i 1log11 2
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 , (21) 

iB  is the channel bandwidth for the individual receiver (learner): 

 ( )2,~ σμBNBi  , (22) 

SNR is the signal-to-noise ratio of the communication channels (assumed constant 

for all channels); 2σ is variance, n  is the number of communication channels (i.e., 
receivers); and θ  is the threshold value of acquired knowledge required to pass the 
knowledge evaluation test. 

4 Pedagogical Interpretation of the Model’s Parameters 

Knowledge transfer will always be incomplete because people always know more 
than they can tell. However, we can evaluate what and how much was told, and how 
much the learners understood from what was told using content-independent informa-
tion-theoretic measures. For example, teaching efficiency can always be evaluated as 
the ratio of the amount of learned facts divided by the amount of transferred facts. 

The knowledge transfer model defined in Section 3 has a number of parameters 
(channel bandwidth, communication transfer rate, noise), which so far have been 
defined and used only in terms of information theory. In this Section we provide the 
pedagogical interpretation of these concepts as follows: 

1) Channel bandwidth can be interpreted as the perceptory ability of a learner to 
receive and assimilate the teaching content. There are a number of metrics for assess-
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ing hearing and reading abilities of a learner. Words per minute (wpm) is a common 
metric for assessing reading speed and is often used in the context of skill evaluation, 
where it is used as a measure of reading performance [29]. Rate for a human reading 
text is on the order of 100 bits/sec [30]. The average adult reads text on paper at 250 
to 300 wpm, and 180 wpm on a computer monitor [31]. The range that people com-
fortably hear and vocalize words are usually 150–160 wpm [32]. Assuming that the 
average word length in English is 5 letters and that each letter carries about 6 bits of 
information, the estimation of bandwidth as 100 bits/sec is fairly accurate.   

2) Communication rate can be interpreted as the ability of the teacher to present in-
formation to the learner. Slide presentations are about 100 wpm, while average talk-
ing speed is about 200 wpm [33], i.e., ~ 100 bits/sec, although differences between 
speaking rates of males and females have been noted. 

3) Noise can be interpreted as a set of external or internal distracters such as fatigue 
or mental state of the learner that hinder the ability of a learner to assimilate informa-
tion. Noise can arise due to factors such as mood of a student on the exam day, clarity 
of the exam questions, time pressure faced by the student, classroom environment, 
etc. When the class size is very small, most of these factors may not even be present, 
as there will be a better understanding between the professor and the students. But as 
the class size increases many of these factors come into play and begin to cause sig-
nificant difference between student knowledge and true performance on the different 
assignments. Normal speech is about 60 dB, and noise in actual classroom conditions 
can reach 40 dB, therefore a typical signal-to-noise ratio is 15 dB [34].  

4) Number of communication channels can be interpreted as the number of  
students in a class, while each student represents a receiver with his/her own  
unique characteristics. The average number of students in a regular class is considered 
to be about 21-26 [35], though the number depends on the national and administrative 
policies, demographical situation, the age of students as well as on the subject of 
teaching. Reducing this number usually improves student achievement [36]. In small 
classes, the teacher has the ability to quickly identify the needs of the student and 
provide feedback, which favours the more able students. In large classes, the ability of 
students to obtain feedback from the teacher on whether their studying style is  
appropriate for the course rapidly declines with increased class sizes, while the 
teacher usually focus on the less able students [37]. Also large class sizes and higher 
student loads are correlated with less critical and analytical thinking, less clarity in 
class presentations, and lower ratings on the instructor’s ability to stimulate student 
interest [38]. 

5) Variance can be interpreted as variability of student abilities. There are  
number of metrics to measure variability in human population. A common metric to 
assess intelligence is an Intelligence Quotient (IQ), a score derived from one of  
several different standardized tests. Human IQ scores are approximately normally 
distributed with the mean of 100 and standard deviation (a square root of variance)  
of 15 [39]. 

6) Threshold level is a minimal passing score that is required to pass a test of exam. 
A typical passing score is 50% of correct answers. 

The parameters of the knowledge transfer model are summarized in Table 1. 
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Table 1. Summary of model’s parameters and their pedagogical interpretation 

Parameter Typical value Property of Pedagogical interpretation 

Channel bandwidth  100 bits/sec Learner Ability to receive teaching content 

Communication rate 100 bits/sec Teacher Speed of teaching 

Signal-Noise Ratio 15 dB Environment Affects learner’s ability to focus on 

learning and overcome disruptions 

Number of channels 25 Environment Number of students in a classroom 

Variance 15 Learner Statistical deviation of learner abili-

ties from the mean 

Threshold 50% Environment Passing score of an exam or test 

 
Graphically the knowledge transfer model is depicted in Fig. 1. 
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Fig. 1. Knowledge transfer model 

In an ideal world, where a teacher and a teaching institution is driven only by 
pedagogical motives and a teacher is not limited with temporal constraints, the most 
favourable teaching rate could be selected so that all students including the least able 
ones would eventually assimilate all knowledge and would pass the knowledge tests.  

In a real world, temporal, organizational and, especially, economical motives play 
a major role, and the teacher workload and economics of teaching must be taken into 
account. Therefore, we supplement the pedagogical model with economical parame-
ters and constraints as follows: 

( ) clp c
R

M
ncRc −−⋅= 3max ψξ

, 
(23)

here ξ  is the economical aim function, pc
are financial benefits to the teaching 

institution associated with students, who pass the exams (such as tuition fee, govern-
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ment funding, etc.); lc  are the financial expenditures associated with student teach-
ing process; M is the amount of teaching material to be communicated to students; 

and cc  are constant expenditures of the teaching institution not directly related to the 
number of students (e.g., cost of infrastructure). 

Given a standard rate of communication as 100 bits/sec and the duration of typical 

lecture as 90 min, the total amount of information M transferred during a lecture 
from a teacher to a student is about 65 kB. Teaching costs and tuition fees have very 
wide variability depending upon national differences, standard of living, subject of 
teaching, etc. and must be given for a specific teaching institution in mind. Assuming 
that a student pays full cost of this education, and other expenditures of teaching are 
fully covered (e.g., by state budget), we can simplify Eq. (23) as follows: 

 
( ) 






 −⋅=

R

M
nRc 3max ψξ

, 
(24)

here c  is a cost multiplier. 

5 Modelling Results 

Since the teacher cannot change parameters of the communication channel (SNR, 
number of learners), which depend upon learning environment and personal capabili-
ties of learners to learn (channel bandwidth, variance), the teacher can optimize learn-
ing process by selecting the rate of presentation that is optimal to his students. The 
pedagogical efficiency is evaluated using the percentage of students passing the 
knowledge test. In Table 2, we present the experimental modelling results. 

Table 2. Experimental modelling results  

Parameter Value 

Mean bandwidth, μB
(bits) 

100 

Variance, 
2σ  

15 

Number of learners, n  25 

Signal-to-noise ratio, SNR (dB) 15 

Threshold, θ  75% 

Optimal communication rate, R (wpm) 269 

Percentage of students passing, % 88 
 
The results of knowledge transfer modelling are presented in Fig. 2. See that opti-

mal communication rate of 269 wpm (corresponds to the peak of the aim function) 
can be established. Larger values of teaching rate lead to lower knowledge assimila-
tion and subsequently to lower percentage of students passing, while smaller values of 
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teaching rate increases time required to teach and subsequently increases associated 
teaching costs. 

 

 

Fig. 2. Value of economical aim function vs. communication rate 

6 Conclusions 

In this paper we have presented an empirical model for describing knowledge transfer 
in a closed teacher-learner system based on a theory of communication in noisy chan-
nels with additive white Gaussian noise. We provide the pedagogical interpretation of 
the model’s parameters and describe its application in modelling transfer of  
knowledge in the teaching/learning process. The modelling results show that if the 
teaching-learning process is bounded only by the ability of human senses to receive 
information, then the teachers will focus on the less able students and will adopt a 
slower teaching rate to maximize the number of students passing the exam. When a 
model is supplemented with the economical parameters and constrains, which in-
cludes financial costs associated with the teaching process, the model becomes 
bounded, and the optimal value of the communication rate can be calculated.  

The proposed model can be used as a useful tool to evaluate the student passage 
rates in the context of changing parameters of the educational environment such as the 
number of students in a classroom, the number of teaching hours allocated for a 
course, or the amount of information contained in teaching materials that should be 
transferred to students. 

Future work will focus on the extension of the knowledge transfer model with fur-
ther parameters relevant to the teaching/learner process such as teaching material 
repeatability and memorability as well as for modelling knowledge transfer processes 
in group-based learning. 
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Abstract. Phylogenetic algorithms are a tool that is frequently used in biology 
and linguistics for reconstruction of the evolution trees for species or languages. 
However, there is no a definitely superior algorithm: various algorithms have 
shown the best results in various studies. In this paper we test four most popular 
algorithms. We make recommendations which algorithm is better to choose in 
different cases. In particular, the influence of the feasibility of the lexical clock 
hypothesis is shown. It is shown that the results are also affected by the choice 
of metric, and that the results can be improved by using the λ-measure instead 
of the Hamming's measure. The results of the paper are obtained using both the 
simulation method and real data. 

Keywords: phylogenetic algorithms, evolution trees, measures, linguistic  
databases. 

1 Introduction 

In a number of papers [1-3, 5, 8, 17] attempts have been made to apply approaches 
developed in biology for reconstructing trees of species evolution to linguistic data. 
These methods can be useful in solving some problems that are not solved using the 
traditional comparative historical method. Recently compiled large databases like The 
World Atlas of Language Structures [14] and “Jazyki mira” [10], which have intro-
duced a great deal of new data for comparative research, hold the promise of produc-
ing new results in comparative linguistics. The two databases are compared in [10]. 

Phylogenetics and cluster analysis suggest different algorithms for constructing 
evolution trees and many questions are still not answered – which algorithm is better, 
which metrics (distance between languages) is preferable. The most popular algo-
rithms in evolutionary biology include UPGMA (Unweighted Pair Group Method 
with Arithmetic mean), NJ (Neighbour Joining), MP (Maximum Parsimony), which 
are available in the packages PAUP* (paup.csit.fsu.edu) and Phylip (evolu-
tion.genetics.washington. edu/phylip.html).  

The results described in published papers are contradictive.  In research [16] the 
NJ and MP algorithms were compared, the UPGMA algorithm was excluded from the 
comparison. In [8] the evolution of Indo-European family was studied various algo-
rithms were compared and it was ascertained that NJ provides better results than 
UPGMA. In fact NJ is the most frequently used algorithm. In [6] only different ver-
sions of NJ and one more phylogenetic algorithm, Greedy Minimum Evolution, were 
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compared. According [5] “the Neighbor Joining algorithm …has emerged as the de 
facto standard”. 

However, the situation is not as simple as it seems. In [3] the evolution of Sumba 
languages, belonged to Austronesian family was studied. The paper also deals with 
comparison of different algorithms and proves that better approximation to the tree 
established by comparatively historical method is provided by UPGMA algorithm. It 
is quite natural to determine factors that cause such divergence.   

It is clear why in the research [8] UPGMA algorithm gave worse results than other 
algorithms. One of possible factors that influence the accuracy of the results of the 
phylogenetic algorithm is a relative rate of language changing in the group under 
consideration. The principle “molecular clock” of the Pauling [18] is well-known in 
evolution biology. According to it mutations take place with the same rate for all the 
species on the segments of chromosomes with the same functions. By analogy to the 
“molecular clock” in linguistics there is a “lexical clock” assumption and we intro-
duce “grammar clock” assumption, which implies the hypothesis of a constant rate of 
change in lexical and grammatical parts of languages correspondently. It in turn caus-
es the same number of changes in the languages that had been existed after separation 
for the same period of time.  

According [8]: “The UPGMA … algorithm … is designed to work well when the 
evolutionary processes obeys the lexical clock assumption”. In [8] a lot of languages 
were considered, including both existing today (Latvian, Albanian, etc.) and extinct 
ones, disappeared at different time (Hittite, Old Church Slavonic, etc.) It is clear that 
languages that existed different periods of time have accumulated different amounts 
of changes, therefore algorithms oriented on equal number of changes cannot give 
good results. But if all considered languages are existing today (and the absolute ma-
jority of investigations are carried out for such sets of languages), then it has sense to 
test UPGMA along with the other algorithms.  

Appearance of concrete examples, like in paper [3], which obviously contradict the 
conclusions of  paper [12], demands returning to the problem of comparative evalua-
tion of NJ and other phylogenetic algorithms. 

It has been shown in [12] that NJ gives better results than UPGMA. However, the 
arguments mentioned in the paper are far from being exhaustive. The other reason for 
revaluation of conclusions [12] on the NJ advantages is that NJ was suggested in this 
paper for analysis of biological data. It is quite natural that the evolution of languages 
differs from biological evolution, and mechanical transfer of bioinformatics methods 
to linguistics can be sometimes improper. We need a model of language evolution 
trees and analysis of efficiency of the phylogenic algorithms applied to linguistic data.  

The question what phylogenic algorithm gives better results has not only applied 
but also a theoretical value. If UPGMA shows better results it means greater advan-
tage of lexical clock and grammar clock hypothesis and will provide better under-
standing the basic cognitive mechanisms of language evolution.  

Another question under analysis in our paper is the choice of metrics. Languages as 
well as biological objects are described by a set of features. However, distance-based 
algorithms, such as NJ and UPGMA need to represent data as distances between  
classified objects. The use of Hamming metrics is standard. Its use occurring almost 
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Russian and the Ukrainian languages are much shorter than between Russian and 
Albanian. Besides, the edge lengths in the trees of language evolution have many 
different values. These observations show that the results of paper [12] bear no direct 
relation to linguistic phylogeny. Structure of the real evolution trees of language 
groups is also far from “ladder” on Fig. 1 (a), the real trees are usually more "bushy". 

That is why the problem of systematical comparison of algorithms UPGMA and 
NJ on the trees of various configurations becomes actual. Unfortunately, at the 
present time there is no a formal model of language evolution trees. For algorithms 
testing we will generate trees with random typology. Data available today allow to 
include in the model the estimations of relative length of edges, i.e. the period of exis-
tence of (proto-)languages from their appearance and till their decay or present time. 

We shall analyze the time of independent life of all languages of a certain family 
based on descriptions from literature. One of the most complete descriptions has the 
tree of languages’ evolution of Turkic family, given in [13]. Lengths of all the edges 
in the tree are calculated and ordered from minimum to maximum. The results are 
represented in Fig. 2. Here x-axis denotes number of the edge in the numeration of all 
edges in the order of length increase. Y-axis denotes the length of edge (period of 
existence of the (proto-)language). 

It is easy to notice that there are several super-long edges and there is also one abnor-
mally short edge – 30 years. The lengths of most edges – from the second to the 66th – 
lie on the direct line on the diagram. The lengths of these edges are from 90 to 650 years. 
The fact that most of edges except several ones lie on the direct line means that the length 
of the edges can be considered a value with uniform distribution on interval (90, 650). 

Thus, the average value of the edge length (without considering the shortest and  
10 longest ones) is 370 years. The declination of the edge length from the average 
value does not exceed 280 years that equals 0.75 of the average length. Let us 

 

 

Fig. 2. Lengths of edges of the evolution tree of Turkic languages 

0

500

1000

1500

2000

2500

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76



 Testing Phylogenetic Algorithms in Linguistic Databases 377 

 

designate this value as p (p ≤ 1). Analogous results are obtained for evolution trees of 
language families from completely different regions. For Mande [15] from Africa we 
obtained 0.81, for Maya [7] from America – 0.73. Let us take р = 0.8 in further calcu-
lations. Of course, it is not possible to calculate the values of p for all or many fami-
lies, because there are no relevant data (trees with the length of edges calculated using 
glottochronology method) or such data are very debatable.      

We made an experiment with generation of random binary trees of arbitrary topol-
ogy. There are no suppositions in the first variant of algorithms that all languages can 
exist till nowadays. The trees were generated with a given number of leaves and the 
length of each edge was determined as a random number on a given interval. Then, 
matrixes of distances between leaves were made for every generated tree T. After 
that, trees T-UPGMA and T-NJ were determined by methods UPGMA and NJ. 

To assess how big the difference between two trees is we used the Robinson-
Foulds distance [9] between them, which stands for the number of elementary trans-
formations needed for conversion of one tree into another. 

To be more precise one can describe the whole algorithm as the following: 

1. A random binary tree T with a given number of leaves r is generated, and all the 
edges are of equal length 1.  

2. In the generated tree the length of each edge is changed by adding a random num-
ber from interval [– p, + p], where p is a constant smaller 1.  

3. The matrix of distances between leaves is constructed by the data. 
4. Trees T-UPGMA and T-NJ are constructed by the distance matrix by methods 

UPGMA and NJ. 
5. The Robinson-Foulds distance between the obtained trees and tree T is calculated.  

Parameter p is introduced to consider the influence of historical randomness, which 
determine the time from the moment of a language appearance to the moment of its 
branching.  

The trees with 24 leaves are generated for comparison with data from [8] (24 is the 
number of languages in [8]). We generated 500 arbitrary trees and averaged the re-
sults. As a result UPGMA constructs trees that in average differ by 12.3 from the 
initial one by Robinson-Foulds measure and for NJ the corresponding difference 
equals 11.5. As we expected the NJ result is better.  

The second algorithm models the situation when all languages exist at present 
moment. Trees with 19 leaves are generated for comparison with data from [3] with 
the help of the second algorithm (19 is the number of languages in [3]). With this 
statement even UPGMA gives better results than NJ: average Robinson-Foulds meas-
ure 5.3 to 7.6. It exactly corresponds to data [3]: Robinson-Foulds measure between 
genuine tree and the trees constructed by UPGMA and NJ algorithms is 6 to 10 ac-
cordingly.  

Thus, we can recommend using UPGMA algorithm while constructing phylogenic 
trees for the groups of existing languages.  
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3 Metrics  

The UPGMA algorithm benefit shown on the model of trees relevant to language 
evolution is an advantage of lexical clock and grammar clock hypothesis. If these 
hypothesis are true for any language group at least approximately, one can use the 
algorithm of constructing ultrametrical trees (let us denote it as U-tree), described in 
[4]. The ultrametrical tree is a phylogenetic tree for which the hypothesis of a “mole-
cular clock” holds true. If such a tree really exists for the data analyzed, the U-tree 
algorithm constructs it, otherwise it gives an approximate decision, namely the closest 
ultrametrical tree [4].  

The UPGMA, NJ, and U-tree algorithms are clustering algorithms. They are based 
on the distances between the objects compared. Usually such distance-oriented me-
thods use the simplest type of distances, namely the Hamming metrics (also known as 
City or Manhattan metrics). However, a number of researches of cluster analysis [17] 
showed that, in some cases, the best results are achieved by using another metrics.  

It was established, that not only the distances but also the relations between them 
play an important role in many applied problems of data analysis. The fact draws 
more attention homogeneity than the absolute value of distances and was called the 
“λ-compactness hypothesis”. 

Let us formally determine the λ-distance (according [17]). Let the Hamming dis-
tance between all pairs of points of the set be defined, then one can draw a complete 
graph connecting all the points. We find the longest edge of the graph, i.e. the graph 
diameter (D). Let us designate the length of the connecting edge as a(i, j) for every 
pair of points i and j. We consider the value d(i, j) = a(i, j) / D to be a normalized 
distance between the points.  

Among the edges adjacent to the edge (i, j) we find the shortest one, and designate 
its length as b.  Let r* = a / b. Let us normalize r* dividing by the maximum value 
rmax. The value r = r* / rmax is a fixed characteristics of local density of set near the 
points (i, j). The value λ = f (r, d) is called λ-distance between points i and j. Using the 
function f (r, d) = r2 d is the most advisable. 

Let’s consider the effect of λ-transformation in example on Fig. 3 (left part), where 
distance between points A and B, and also between points B and C equals 1; distance 
between points C and D equals 3; distance between points D and E, also between 
points E and F equals 5. As the calculations for λ-distance are fulfilled we obtain the 
following Fig. 3 (right part): 

 
 

А  B  C      D        E         F                 А  B  C      D   E   F 
 

•   •   •       •         •                            •   •   •       •   •    • 

Fig. 3. Example of thew effect of -transformation 
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After λ-transformation distances between points A, B, C, and D remain the same. 
Distance between D and E equals 1.67, and between E and F equals 1. It is clear, that 
after λ-transformation points are divided into two clusters: A, B, C and D, E, F. 

According to the “λ-compactness hypothesis” metrics can be spatially heterogene-
ous. The λ-metrics is spatially varied depending on the local density, distorting the 
space, like matter concentration distorts the physical space in the General Relativity 
by Einstein. Intuitively, λ-metrics smoothes objects density.  

Thus it is necessary to test algorithms at least with two different metrics: Hamming 
and λ-distance. Contemporary state of science does not give an answer on the ques-
tion – which problems each metrics should be used for. This is a subject for future 
investigations. In this paper we confine ourselves to describing a concrete example 
from linguistic phylogeny, which shows that λ-distance may be more effective than 
Hamming one. 

Algorithms using λ-distance are defined as λ-UPGMA, λ-NJ and so on. MP algo-
rithm is a symbolic one, i.e. it is not based on distances and, therefore, doesn’t depend 
on metrics. We used algorithms from PAUP* package in the experiments described. 
First of all we made one experiment on the following language sample. 

We used the following six pairs Americas languages from six different families 
(also considered in [16]):  

1. Athapaskan: Slave, Navajo 
2. Uto-Aztecan: Yaqui, Comanche 
3. Chibchan: Ika, Rama,  
4. Aymaran: Aymara, Jaqaru     
5. Otomanguean: Chalcatongo Mixtec, Lealao Chinantec 
6. Carib: Hixkaryana, Carib. 

The choice of these languages is motivated by the following circumstances. Firstly, 
we use the WALS database, as the most eastablished database with the most reliable 
data. Secondly, while not all languages in WALS  are described in enough details, 
there are enough data on the chosen languages. Finally, belonging of these languages 
to different families is beyond question among experts.    

Following [16], utilize WALS descriptions, classified by the 17 best features. In 
Table 1 below we show how many pairs of languages had been correctly defined by 
the algorithms tested.  

The main conclusions on the results of the experiment: 

1. UPGMA algorithm has a better result than NJ on the test (in accordance with the 
results of the previous section).  

2. Using λ-metrics we got a better result almost every time. 
3. The UPGMA algorithm (with λ-metrics) turned out to be the best. 
4. The results given by the MP algorithm are not good enough (it proves the conclu-

sions of works [8, 17]). 
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The tree constructed by λ-UPGMA algorithm in the Newick format:  
 
(((Aymara, Jaqaru), (Yaqui, Comanche)), ((((Hixkaryana, Carib), (Ika, Rama)), 
(Chalcatongo Mixtec, Lealao Chinantec)), (Slave, Navajo))) 

Table 1. The results of testing different algorithms 

 
Algorithms  The number of accurately recog-

nized pairs of languages 
UPGMA 5 

λ-UPGMA 6 

NJ 3 

λ-NJ 3 

U-tree 4 

λ-U-tree 5 

MP 3 

 
The pairs of languages selected for the experiments are far removed both genetical-

ly and geographically. This reduces the influence of borrowing. Perhaps in this case 
one can fix approximately the same speed of structural changes and this could explain 
the rather good results of the UPGMA and U-tree algorithms for American languages.  

Let’s consider an example of λ-metrics calculation and its influence on real data 
clusterization. Let’s examine a set of four languages Hixkaryana, Carib, Ika, Rama in 
the space of 17 WALS-features, selected in [16]. In several cases the features are not 
determined for all languages, in [16] this is denoted by the ‘?’ symbol. We will interp-
ret ‘?’ as a new feature value, different from the values realized in other languages. 
Hamming distances are shown in Table 2.   

UPGMA will start by joining the closest languages Hixkaryana and Carib in the 
one cluster. This gives the Table 3: 

Table 2. Hamming distances between four test languages 

 Hixkaryana Carib Ika Rama 
Hixkaryana 0 5 6 7 
Carib  0 7 8 
Ika   0 7 
Rama    0 

 
One can see from this table that Ika is closer to the Hixkaryana-Carib cluster than 

to Rama. Therefore, joining Ika with the Hixkaryana-Carib cluster will take place on 
the next stop. 
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Table 3. Hamming distances, step 1 of the UPGMA 

 Hixk – Сarib Ika Rama 
Hixk – Сarib 0 6,5 7,5 
Ika  0 7 
Rama   0 

 
To calculate λ-metrics for the table 2 we fulfill the following steps. First of all we find 

the largest distance (8) and divide all the distances by this quantity, obtaining Fig. 4. 
 

 

Fig. 4. Calculation λ-metrics, step 1 

Then, we divide the length of each edge by the length of the shortest edge, conti-
guous to the one under consideration. We obtain Fig. 5. 

To simplify our calculations let’s skip normalization and calculation of the 
λ = f (r, d) function. This will not affect the final result in given case. On Fig. 5  
distances are already modified due to local languages density, and this will influent 
clusterization result.  

Again Hixkaryana and Сarib are the closest, and will be joined on the first step, 
providing distances matrix in Table 4. 

 
 

 

Fig. 5. Calculation λ-metrics, step 2 
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Table 4. -metrics, step 1 of the UPGMA 

 Hixk – Сarib Ika Rama 
Hixk – Сarib 0 13/10 15/10 
Ika  0 7/6 
Rama   0 

 
 

But now it turns out that Ika is closer to Rama languages (7/6 < 13/10) and cluste-
rization process will be accomplished in another way. Languages considered here 
belong to two different families: Ika, Rama to Chibchan, аnd Hixkaryana, Carib to 
Carib.  

Consequently, this example demonstrates that λ-metrics can provide a more precise 
language classification, than the Hamming one.   

4 Conclusion  

The paper introduces the results of comparison of different phylogenetic algorithms. 
Numerical analysis of tree structure of well-described language families let us pro-
pose the model of language evolution trees, which describes the distribution of edge 
lengths in a tree. The main phylogenic algorithms UPGMA and NJ have been com-
pared on a set of trees randomly generated in accordance with this model of trees. It 
turned out that in the absence of dead languages UPGMA provides better result that 
corresponds with the results of paper [3] and supports the hypothesis of the same 
tempos of language changes. The advantages of UPGMA over NJ are for the first 
time demonstrated with the use of methods of mathematical modeling, not just on the 
base of examples from particular language families. 

Further improvement of the phylogenic methods can be connected with the use of 
different metrics. It is shown, that λ-metrics, suggested in cluster analysis, gives better 
results than traditionally Hаmming metrics, at least for one example of language tree. 

Thus, currently there is no the best phylogenetic algorithm or metric. When select-
ing  tools for data analysis, it is not necessary to use only the most frequently used NJ 
algorithm and Hаmming metric. Other tools may lead to better results. Testing of 
other algorithms, as well as testing of other metrics should be continued. 
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Abstract. Online social networks are largely failing to engage people
in relevant interactions with people, contents or resources in their physi-
cal environment. We motivate the potential of automatically establishing
sporadic social networks among people (acquaintances or strangers) who
happen to be physically close to one another at a certain moment. We
present the design of one platform intended to provide solutions from
the lowest level of establishing ad-hoc connections among nearby mobile
devices, up to the highest level of automatically identifying the most
relevant pieces of information to deliver at any time. A number of appli-
cation scenarios are presented, along with conclusions from redesigning a
former system that delivered immersive learning experiences in museums
according to the constructs of the sporadic social networks.

Keywords: Sporadic social networks, ad-hoc networking, mobile cloud
computing, knowledge management.

1 Introduction

Research in the field of information services has made significant progress in
exploiting the knowledge contained (explicitly or implicitly) on social networks
like Facebook, Twitter or LinkedIn. Despite having radically different approaches
and objectives, these Web 2.0 sites are always based on semi-permanent relation-
ships among people. These relations (bidirectional, as friends, or unidirectional,
as followers/followees) serve to gradually build knowledge bases in the form of
graphs, with elements representing the pieces of information shared by the in-
dividuals: comments, documents, images etc. The analysis of such meshes of
contents enables additional features like recommending potentially interesting
contents for each individual, launching of advertising campaigns aimed at spe-
cific groups or segments of the population, identifying affinities among people or
synergies between different areas of activity, etc.
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The interactions enabled by the aforementioned sites are largely confined to
the virtual world of the Internet. These are not accompanied by face-to-face
interactions except in cases in which people communicate to arrange physical
meetings for entertainment or work. Moreover, it is noticeable that the individ-
uals’ interactions are increasingly focused on the set of people included in their
social graphs, which are now accessible at any time. This causes a side effect
of de-socialization, in which the individual is isolated from his/her environment
and voluntarily (though perhaps not quite consciously) gets trapped in a bubble
of communication with his/her contacts. This social phenomenon is being widely
studied [10], but its effects in the medium-to-long term are still unknown.

This paper is about applying technology to enable new forms of social in-
teraction outside the aforementioned bubble. We are building a platform called
SPORANGIUM (“SPORAdic social networks in the Next-Generation Informa-
tion services for Users on the Move”) that aims at facilitating the creation and
exploitation of sporadic (short-lived) social networks, communicating each in-
dividual with the people that surround him/her at a given moment —both
acquaintances and strangers— and considering the information that may be
relevant to them in different contexts and at different levels (room, building,
street, city, province, etc). The goal is to allow individuals to make the most
of their environment at all times. The proposal is applicable in various areas,
from the formation of groups and the orchestration of activities around events
or venues that attract people with potentially-related interests (e.g. museums,
concert halls or campsites) to opportunities for enhanced communications and
access to relevant information on the road (advanced information services to
vehicular networks) or advances in the vision of the smart cities (related to the
planning of personal mobility or the celebration of location-based urban games).

The paper is organized as follows. In Section 2, we present the architecture
of the SPORANGIUM platform, followed by some of the functionalities we aim
to support in different areas. Section 3 provides an overview of our ongoing
experiments with the SPORANGIUM concepts in the context of History-related
museums. Conclusions are given in Section 4.

2 The SPORANGIUM Platform

We are developing the SPORANGIUM platform as an extension of the tech-
nology that is already available to people, aiming to incorporate sporadic social
networks (henceforth, SSNs) and the mechanisms that make them possible into
the technological landscape of the well-known Web 2.0. Conceptually, its archi-
tecture has four levels, as shown in Fig. 1.

The sporadic social networks rely firstly on ad-hoc networks laid dynamically
among the mobile devices of the people who happen to be close to one another
at a given moment. With proper foundations, ad-hoc networks are arguably
the most natural and efficient way to exchange information among people who
are very close to each other, instead of proceeding “the Whatsapp way”, i.e.
sending data packets out to servers that may be very far away, only to have
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· Mobility management
· Routing
· Virtualization
· ...

Ad-hoc Communications

· (Semi-)permanent storage in cloud spaces
· Synchronisation of information flows
· Live games orchestration
· Sensor fusion
· Allocation of tasks over computing resources
· Service differentiation
· ...

Mobile Cloud Computing

· User profiles
· Data mining
· Content-based and collaborative filtering
· Context identification and management
· Fitness, convenience and affinity metrics
· ...

Knowledge Management

· Text/voice/gestural interactions
· Augmented reality
· 360 degree panoramics
· Audio/video feeds
· ...

Application Building Blocks

Fig. 1. The conceptual layers of the SPORANGIUM platform

the server echo the same packets downlink [19]. In this regard, SPORANGIUM
provides mechanisms to establish connections proactively and transparently to
the users whenever deemed appropriate by the information from higher levels
of the architecture. It incorporates virtualization constructs introduced in [3] to
use the ad-hoc networks as reliable channels and repositories of the information
available to the members of an SSN. Virtualization provides scalable mechanisms
by which the mobile devices can collaborate to support communications from,
to and through them, directly or in a multihop fashion, even with the ability to
differentiate a range of QoS demands.

Whenever the ad-hoc networks are not stable or reliable enough, the “Mobile
Cloud Computing” (MCC) layer can use the infrastructure accessible through
2G/3G/4G connections or Wi-Fi access points to maintain connectivity as far as
possible and to store information temporarily during periods of disconnection.
Unlike the classical vision of mobile cloud computing, focused on individuals
that would do practically nothing without access to the Internet (see [6]), the
goal of MCC in SPORANGIUM is to enable value-added services for groups of
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people already in the level of ad-hoc communications, harnessing the resources
available to each one of them through their mobile devices. There are plenty
of things to be done without access to the Internet, which can nonetheless be
exploited to offer more advanced functionalities and more abundant contents.
Following this philosophy (which is explicit in the diagram of Fig. 2) the MCC
layer in SPORANGIUM provides the following services, with only the last and
the last-but-one depending on connectivity out of the ad-hoc networks:

– Storing information in spaces in the cloud, linked to source/target devices,
creating/consuming users, location, etc.

– Accessing and serving information of high-level user profiles during the for-
mation of ad-hoc networks.

– Synchronizing multiple flows of information coming from the connected de-
vices.

– Supervising and enforcing interaction patterns to support live games.
– Pooling data from various sensors on multiple devices to achieve greater

precision in geolocation.
– Delegating complex tasks on remote machines, to overcome the limitations

of the mobile devices in terms of battery, memory and/or computing power.
– Providing access to cloud services on the Internet: maps, databases, semantic

repositories, etc.

Upper in the architecture, the “Knowledge Management ” layer is the place
to put solutions from the areas of data mining, recommender systems and the
Semantic Web to automatically drive the selection of pieces of information for
the greatest benefit of the members of an SSN, while personalizing the contents
delivered by each device either to a single person (as typically happens with
mobile phones) or several people using the same device (as might be the occu-
pants of a vehicle). In this regard, we are doing our early experiments by reusing
semantic reasoning and personalisation mechanisms from previous works of our
own, out of the realm of mobile devices and social networking [13].

The top level of the architecture, “Application Building Blocks”, conceptually
contains the software components that provide value-added services to the mem-
bers of an SSN, plus the interfaces that help make the most of those new features:
augmented reality, 360 degree panoramic pictures, gestural interactions, etc.

2.1 SPORANGIUM Features for Venues

The use of the SPORANGIUM platform in venues has to do with the formation
of groups, the orchestration of activities, the synchronization of multiple flows
of information and the collective use of the devices in the hands of the different
individuals. Museums, concert halls, campsites, kindergartens, stadiums, ... they
are all places where many people get close together and, even though they may
not know each other, it is likely that they have common interests (e.g. in History
or Science, in a certain kind of music, in nature, in children stuff, in sports, etc).
Hereafter, we will focus on features enabled by SSNs in museums, which put
forward ideas that can be easily extrapolated to other venues.
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Fig. 2. The combined vision of ad-hoc networks and mobile cloud computing

People go to museums during their spare time purposefully to learn about a
specific subject, which makes them propitious places to go beyond the individ-
ual use of mobile devices promoted by the many previous pieces of work that
provided personalized itineraries within the buildings, continuity of experiences
from one visit to another, etc [20]. With the corresponding SSN application, a
museum visitor would be ready to start interacting with people out of the every-
day contacts upon entering the building. To begin with, the user could browse
a virtual bulletin board containing a selection of messages posted on Twitter by
other current visitors with similar profiles. Short reviews and photos of areas to
visit, ratings of activities and exhibitions, ... may be a very good starting point
for newcomers to get to know the place and to meet new people, with no need
to ever have browsed their Twitter profiles and, of course, with no need to have
previously established follower-followee relationships.

The platform may also take the lead in gathering groups of visitors to engage
in guided tours inside the museum, considering such parameters as language,
country/province of origin, gender and age. Having identified a number of visitors
for the task, their mobile devices could be used to agree on the hour, the duration
and the topic of the tour in close interaction with the museum staff. Then, when
the tour is running, the mobiles devices of the visitors and the guide would be
contributing contents (textual comments, pictures, recorded audio, etc) to one
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space in the cloud, to be shared accessed by others to the criteria decided by
the owner of each device: “this comment is open for all the others to read”, “this
picture can be only seen by the people who appear on it”, ...

Contents coming from multiple devices in an SSN are automatically aggre-
gated, annotated and synchronized at the MCC layer to allow accessing them
in different ways. For example, they can be displayed on a virtual timeline that
the user could scroll to remember what the guide had said minutes before, to
compare a picture in display with another one in the preceding room, etc. They
can also be displayed on a scrollable map or as augmented-reality items overlaid
on the live output of a camera.

2.2 SPORANGIUM Features for the Smart City

Many institutions are promoting the concept of the smart city as a strategic move
to improve the efficiency of the public services, to boost the activity of the local
businesses and to improve the quality of life of the citizens. The sporadic social
networks may enable new forms of communication and collaboration among
acquaintances or strangers for several purposes.

To begin with, SSNs may support time banking initiatives as a means to forge
stronger inter-community connections. Time banking is a pattern of reciprocal
service exchange that uses units of time as currency: the time one spends pro-
viding these types of community services earns time that he/she can spend to
receive services. This has been primarily used to provide incentives and rewards
for work such as mentoring children or caring for the elderly, which a pure mar-
ket system devalues. However, it also works with otherwise paid jobs like doing
haircuts or gardening. Despite their growing interest in the context of global
economic crisis [16], time banks usually fail to involve more than a few dozens of
people, often from relatively close circles. This is where SSNs may bring bene-
fits, inasmuch as the ability to trigger communications among strangers in close
vicinity can greatly facilitate the discovery of potentially interesting offerings
and people who might be interesting in what each one can contribute.

SSNs can provide means to deliver publicity of local shops and stores more
effectively. For example, one user’s positive valuation of a restaurant could be
made visible not only to his/her contacts in some of the Web 2.0 sites, but also
to other people with similar profiles in the surroundings. The valuation could
become a coupon that, when redeemed by a new client, would yield free cof-
fee/dessert to the former. Likewise, SSNs could be used to dynamically identify
opportunities to trade batches of products in advantageous conditions (e.g. to
offer 20% discount for one smartphone if at least 20 people come within the
next 20 minutes to buy one unit each). Businesses could join the SSNs to tailor
their offerings, and even collaborate to offer packs, e.g. dinner + disco tickets +
private taxi for the break of dawn.

The SSNs could also become a basic element to improve the classical navi-
gation/guidance systems based on GPS. Most of those systems work only with
street names, which forces the user who receives instructions to look for sign-
posts that may be hard to locate or even missing. One would certainly expect
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more useful and natural indications from the smart city, for example, to advance
“towards the red building at the bottom” or “to the roundabout with a Botero
statue”. These indications —that should be tailored to each individual (not ev-
eryone can recognize a Botero statue)— could be derived from the activity of
the citizens in Web 2.0 sites enhanced with the mechanisms of the SSNs, geolo-
cation features, the possibility of making and sharing pictures, etc. For instance,
it usually happens that one person (A) asks another (B, probably a stranger) for
indications to go to a given place. Beyond a certain distance, the explanations
become longer and more complicated, to the point that it is often necessary to
ask a third person. The SPORANGIUM mechanisms could simplify the process
by establishing a short-lived connection between the mobile phones of A and B.
Thereby, A could follow the first indications given by B up to a certain point,
and then send a 360o panorama to B asking where to go on... and thus proceed
in three or four rounds, already in the distance.

Finally, the SSNs could provide suitable foundations for running urban games
(aka location-based games) that involve groups of people —again, acquaintances
or strangers— in entertainment or educational activities in the context of the
smart city. Participants in flashmobs could be recruited on the fly, too. The expe-
riences run up to now in several cities worldwide [7,18] reveal great possibilities
for community building in the exploitation of new tools for communication, in-
teraction and personalization of contents.

3 Experiences with SSNs in Museums

During the last few years, there have been many approaches to improve the peda-
gogy of History through technology, with smartphones and tablets being around
for some time [1], just like videogames for learning [4], location-based and virtual
reality educational tools [9] and, of course, social networking on top of the tradi-
tional sites of the Web 2.0 [2, 5]. We started developing the REENACT system
in late 2012 as an approach to bring augmented reality (AR) technologies into
the scene as well, aiming to engage groups of people into immersive collective
experiences that would make them learn about the prelude, the course and the
aftermath of historical battles with the aid of tactile mobile devices, repositories
of multimedia contents and remote experts. The system was originally imple-
mented on top of the technological facility provided by the EXPERIMEDIA
FP7 project, which features four functional components (see [17]):

– The Experiment Content Component (ECC) monitors, derives experimental
data from, and manages the other components, taking control of installation,
deployment at the experimentation venues, running and termination.

– The Social Content Component (SCC) gathers and manages data that is
generated on social networking sites during the course of an experiment.

– The AudioVisual Content Component (AVCC) provides services related to
the management and delivery of audiovisual contents, including acquisition
from a media producer, adaptation and distribution to different platforms,
live edition and realisation, and data and metadata synchronization.
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– The Pervasive Content Component (PCC) provides means to track the users’
locations as a means by which augmented reality content can be delivered
and user-generated data can be mapped to a spatial location. It hosts an
augmented reality platform and an online environment for the orchestration
of distributed live games.

As shown in Fig. 3, REENACT supplemented the EXPERIMEDIA facility
with one server installation and three interfaces (further details in [14]):

– The REENACT server centralised access to pre-recorded contents and live
streaming through the AVCC, to store the records of events raised during the
experiences and to control what was displayed on whichever screens. Besides,
it provided a repository to store the static images and the text documents
that might be used for illustration purposes at any time.

– The reenactors’ front-end was an Android that relied on the PCC to render
the AR contents on the participants’ devices, and on the SCC to support
messaging and rating of contents and comments. It also interacted with the
AVCC to control the flows of text, images and audio entering and leaving
each device.

– The expert’s front-end was a web application providing the controls needed
by the expert to deliver explanations and control the presentation of contents
from a remote location, interacting internally with the AVCC and the SCC.

– Finally, the administrator’s front-end provided the interfaces needed to su-
pervise the operation of the rest of the elements during the REENACT ex-
periences, including manual control over the orchestration of events and the
gathering of information for later evaluation in cooperation with the ECC.

The REENACT system built on top of the EXPERIMEDIA facility was put
to the test between June and August 2013, in collaboration with the Foundation

Fig. 3. Blocks and features of the EXPERIMEDIA facility and the REENACT system
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of the Hellenic World, a not-for-profit cultural institution based in Athens with
a unique technological infrastructure. The Foundation provided support from
expert historians to develop historically rigorous scripts for the experiences and
sets of questions and topics for games and debates. Besides, their virtual reality
department contributed 3D models for the AR features as well as some pictures
and audio/video footage to put into the content repositories. The experiments
were largely successful, revealing —among other facts— that the participants in
the different experimentation sessions could actually be seen as a sporadic social
network of people doing something together for some time, rather than just a
group of people doing something in the same room.

In parallel with the running of the experiments, we have entirely refactored
the implementation of the REENACT system according to the constructs of the
SPORANGIUM platform. This way, the new scheme to support the many flows
of information generated during the REENACT experiences relies on two main
ideas at the applications layer, namely connection sharing and parallel downloads
among a mesh of cooperating peers:

– On the one hand, the mobile devices can activate any 2G/3G/4G connections
whenever WiFi is not available (or performing poorly), and those connections
can be shared in a MANET so that other devices can download anything
from the Internet. The nodes that have permanent or transient access to the
Internet advertise themselves as HTTP proxies by using the push protocol
presented in [8].

– On the other hand, content downloading and sharing happens in a Torrent-
like fashion, so that different nodes can get different parts (chunks) of the
contents from the Internet and then seek for the the pieces they are missing
from other nodes in the MANET. Here, we have adopted the protocol pre-
sented in [11, 15], which includes a gossip mechanism to propagate content
availability information and a proximity-driven piece selection strategy.

At the transport layer, the REENACT app relies on UDP to deliver live video
streams from the expert, advertisements and gossip messages; TCP is used for
everything else (pictures, audio clips, comments, etc).

By replicating the sequences of events and the mobility traces recorded during
the experimentation sessions of Athens and Vigo, we have confirmed that the
new communications scheme beats the former one in terms of better connectivity,
lower latencies (an average saving of 18% in downloading images and pieces of
audio or video), lower battery consumption (3% saving despite the overhead due
to virtualization, advertising and gossiping) and greater capacity to serve more
participants in the experiences (nearly four times as many, from 17 to 60, thanks
to reducing the burden on the content servers and the Internet connection behind
the WiFi access points).

Figure 4 links the features of the system to the SPORANGIUM layers that
support them. Probably, the most significant evolution lies within the disap-
pearance of the REENACT server, due to the fact that we do no longer need
a centralized point for communications. Instead, the “Mobile Cloud Comput-
ing” module can perfectly accommodate the server’s tasks over all the devices
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connected to the SSN. The A/V delivered to the participants’ devices are ini-
tially stored only in the expert’s computer (quite a natural place for them, by
the way) and they are distributed therefrom collaboratively in such a way that
the computer does not need to upload the files more than once.

Fig. 4. REENACT features provided by the new SPORANGIUM implementation

Other specific points of research relate to the formation of groups of people
who may like reenacting together —we have checked that parameters like age
and gender differences do condition the way people interact—, the distribution of
roles in the game, the adaptation of the contents delivered to each user according
to his/her cognitive profile (borrowing ideas put forward in another EXPERIME-
DIA experiment [12]) and the synchronized recording of the actions and contents
generated during the reenactment, replay and debate stages. Overall, we can say
that the reenactors’ and the expert’s perception of the REENACT experiences
did not change with the refactoring of the system, whereas we have attained
advantages in terms of openness, flexibility and scalability: simpler deployment,
message packets flowing only inside the museum, lower bandwidth requirements,
lower battery consumption, etc.

4 Conclusions

The SPORANGIUM platform aims at providing mechanisms to exploit the po-
tential of the short-lived social networks that may be built around an individual
to make the most of the people and the resources around him/her. Ad-hoc net-
working provides natural foundations for direct or hop-by-hop communications
among people who happen to be close to each other. Mobile cloud computing
concepts serve to leverage the resources contributed by multiple mobile devices,
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including Internet access to provide richer services than those available with ad-
hoc communications only. Finally, modern knowledge management techniques
are the key to bringing together the right groups of people to make the most
of the resources present in their environment. There are plenty of scenarios in
which SSNs ideas may enable new service opportunities, e.g. for communica-
tion, resource sharing or advertising, and our early experiments in the area of
museum-like environments confirm that social interactions among acquaintances
or strangers can be an attractive feature provided that they are given the right
incentives, for example, in the form of unexpected entertainment or special com-
mercial offers.
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Abstract. Fiducial markers are widely used in many Augmented Real-
ity (AR) applications such as to manipulate AR objects, robot naviga-
tion, education and AR based games. ARToolKit is an open source, easy
to configure and well-documented tracking system which is widely used
for designing marker based AR applications. The quality of ARToolKit
markers plays a vital role in the performance of these AR applications,
but currently there is neither algorithm nor quantitative measure to guide
users for designing high quality markers in order to achieve their reliable
tracking. In this paper we studied the effect of edge sharpness, noise and
markers distinction on markers reliability. We also developed the spe-
cialized algorithms for designing Sharp-edged, De-noised and Distinct
(SDD) markers, which have low inter-marker confusion and are highly
reliable.

Keywords: Fiducial markers, ARToolKit, Augmented Reality, Vision
based tracking, pattern recognition.

1 Introduction

Augmented Reality (AR) is the technology in which computer generated infor-
mation such as graphs, text, objects or audio are superimposed over some part
of the real world environment in order to enhance the user perception of the real
world environment [1]. Augmented Reality aims to mix virtual world in the real
world so that the viewer perceives that virtual objects are part of the real envi-
ronment [2,3]. AR has many applications including media teaching and learning
[4,5], mobile robot navigation [6], and video conferencing [7]. Other application
areas include medical, entertainment, military, engineering design, robotics and
tele-robotics, manufacturing, maintenance and repairing [8].

Fiducial markers are images placed in a real world scene, to be detected by
a video camera and identified by comparing their similarities with pre-stored
templates [9]. These are used in indoor AR, hand-held objects for showing user
pose to the camera, message tags to obtain some feature from marker, or general
pose calculation for industrial setting [9]. Fiducial markers are used in a wide
range of AR applications, including mobile robot navigation [6], 3D modeling
[10], and education and learning aids [4,5]. Music AR is described in [11] as
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Fig. 1. Examples of ARToolKit markers (a–d), where in (a) virtual objects are over-
laying the detected markers

an AR based game for children to enhance their attraction using webcam and
to allow them to toggle on/off members of the musical team, or their musical
instruments. ASR (Augmented Sound Reality) is another project developed in
ARToolKit that mixes AR with a 3D sound environment [11]. Apart from AR
applications, fiducial markers are used in other areas including robot localiza-
tion, television, industrial, video conferences, and human machine interactions
[12,13]. Similarly, some types of markers contain other data, such as phone num-
ber, a URL, or a GPS coordinate, and are used in mobile applications, giving
URL to web browser and obtaining GPS data from a marker [14]. Marker based
tracking is used in various AR applications to determine the camera pose by
detecting one or more fiducial markers [15]. Pose can be determined with ac-
curacy and low cost because fiducial markers only require a camera, which is
already existent in many AR systems. Some examples of ARToolKit markers
are shown in the Fig. 1(a–d); where Fig. 1(a) shows a screenshot of virtual solid
teapots overlaying the detected markers. For designing various marker based
applications different toolkits such as ARTag, ARToolKit and ARToolKit Plus
are used. ARToolKit is open source, easy to configure, well documented and
widely used in AR applications. Although ARToolKit is simple, users still have
problems in designing high quality markers and achieving robust tracking. Al-
though example patterns for fiducial markers are available, users have no clearly
defined guidelines about various attributes while designing high quality markers.
During markers designing noise may appear which causes inter-marker confusion
and some time lead to miss detection. Similarly sharp edges that have abrupt
change from black to white are highly reliable but it may be impractical to de-
sign sharp-edged markers. The most challenging task for a marker designer is
to ensure that the new marker is distinct from all the existing markers in the
library. So far there is no algorithm available to ensure that all the makers in
the library are distinct and have no confusion in shape. Similarly there are no
algorithms available for making the markers noise free and sharp edged. In this
paper, we studied the effect of edge sharpness, noise, and markers distinction on
the reliability of recognition. We found that sharp-edged, de-noised and distinct
markers are highly reliable and have minimal inter-marker confusion. We also
developed algorithms for making the markers sharp-edged and de-noised and to
predict the possible inter-marker confusion in the ARToolKit markers library.
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SDD markers are highly reliable and have minimal inter-marker confusion. The
remaining paper is organized as follows: in section 2 related work about fiducial
markers, quality of fiducial markers and existing problems are discussed. In sec-
tion 3 the the effect of edge sharpness, noise and marker distinction along with
the algorithms for these factors are discussed. Finally, in section 4 the conclusion
of the work and some future work is described.

2 Related Work

Various studies have been conducted in the field of marker based Augmented Re-
ality on the quality and applications of fiducial markers. This section covers the
literature review on fiducial markers, and their quality. In addition, ARToolKit
and some alternative marker tracking systems such as ARTag and ARToolKit
Plus are discussed.

2.1 Fiducial Markers

Fiducial markers are images placed in the environment and are detectable by a
video camera [6]. Marker based tracking is one of the popular methods in AR
where predefined markers are placed in real scene, from which their position can
be calculated [2]. ARToolKit [16] uses markers to translate and rotate virtual
objects over the real world environment [17]. ARToolKit is the first marker track-
ing system used for marker-based AR applications while ARTag and ARToolKit
Plus were later introduced [10]. ARTag is designed by the National Research
Council of Canada and is also gaining popularity in the recent AR systems due
to its improved performance [9,18]. ARToolKit uses square markers [19]. Mark-
ers of ARTag are also square in shape where the marker is divided into 10×10
segments [18]. The square shape is better for easy pose calculation [14]. Black
and white markers are robust in various light intensity levels and are easy to
print [20] whereas color markers allow a comparatively large number of distinct
markers [12]. An ideal fiducial marker should contain at least four points in
approximately squared fashion. However in some marker tracking systems, the
shape of the marker is not necessarily square [19]. Minimal inter-marker confu-
sion rate, low false negative rate, and immunity to various lighting conditions
and partial occlusion are the key advantages of ARTag over ARToolKit and
ARToolKit Plus [10]. The main problem with ARTag is computational workload
which makes it incompatible with modern mobile devices [14]. Compared to AR-
ToolKit, ARTag has two main limitations: no reduction of vertex jitter (noise
at the corner) upon defocusing and longer processing time [21]. Source code un-
availability is an other disadvantage of ARTag [22]. ARToolKit Plus also has
the same limitation of longer execution time [17]. ARToolkit is the only toolkit
which provides free source codes. Although some other toolkits are also freely
available, they are not open sourced [17]. ARToolkit is widely used in AR and
Human Computer Interaction (HCI) systems due to its freely available source
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code [9]. ARToolKit runs on a range of different operating systems, including SGI
IRIX, PC Linux and PC Windows, each with a separate version of ARToolKit
[16]. In addition ARToolKit has short execution time and is most suitable for
real time applications [17].

2.2 Quality of Fiducial Markers

The best fiducial marker is one that can be detected with an easy and reliable
fashion in all situations [14]. The selection of the best fiducial marker depends
upon the application [14]. When following a proper designing method, marker
can be constructed with high reliability [9]. The requirements for high quality
markers are that: the marker should be distinct from the surrounding, unique
in existing library of markers, passive (not coated with electronic substances),
quickly detectable and effective in low light and noisy environment using a robust
image processing algorithm [9]. The use of black and white markers enable easy
detection in various lighting conditions [14], whereas using more colors support
a greater number of unique markers [12]. The main challenge in AR applications
is to achieve high speed and accuracy with low cost and minimal changes in the
applications [3]. Rencheng Sun et al. have designed new kinds of markers (i.e.
QMarkers), and have carried out comparison with ARToolKit in terms of the
marker recognition speed and its reliable tracking [2]. Similarly in [18], new type
of markers (called diagonal connected component markers) are introduced and
the results are compared with ARToolKit markers in terms of detection time.
Camara et al. [12] use color based markers to create up to 65000 unique markers
with comparatively greater accuracy. They mentioned that their markers may
be misdetected due to low quality cameras. The paper also concluded that larger
quantity of distinct markers can be achieved by increasing their size [12]. However
there is no experimental proof given. In [9], Fiala proposes eleven evaluation
criteria for the quality of the marker system, namely: 1. the false positive rate
(the rate at which absent markers are falsely reported as present), 2. the inter-
marker confusion rate (the rate at which wrong id is reported), 3. the false
negative rate (the rate of misdetection of a present marker), 4. the minimal
marker size (the minimal size in pixel for reliable detection) 5. the vertex jitter
characteristics (the noise in marker) 6. the marker library size (the number of
unique markers in the library), 7. immunity to lighting conditions, 8. immunity
to occlusion, 9. immunity to photometric calibration, 10. perspective support
and 11. the performance speed.

2.3 Problems in Designing High Quality Markers

In ARToolKit, marker designing, registration (storing templates of markers) and
their tracking are challenging tasks. During their designing, noise may be left
in the marker which leads to inter-marker confusion and miss detections. Simi-
larly for reliable recognition the edges are required to have abrupt change from
black to white (sharp), but currently there is no algorithm available for edge
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sharpness of the markers. In addition there is neither any assistance nor al-
gorithm available to make the markers noise free. The information inside the
white region of ARToolKit markers are usually textual and create confusion
[23]. One of the most challenging tasks for a marker designer is to ensure that
the new marker is distinct from all the existing markers and that the it causes
no inter-marker confusion in the library. Designing distinct markers is imprac-
tical to be done manually without using an automatic tool. Currently, there is
no specialized algorithm that automatically checks the inter-marker confusion
in markers library. Similarly, there is neither any clear guideline nor quanti-
tative measurements available for designing high quality markers. Due to all
the previously-discussed challenges, ARToolKit marker tracking has high rate of
false identifications (false positive rate), high inter-marker confusion, high rate
of miss detections of a present marker (false negative rate).

3 Designing Highly Reliable Markers

Marker designing has a great effect in marker recognition and reduction of the
inter-marker confusion. Edge sharpness, de-noising, and ensuring the distinction
among the markers in the library are the key tasks needed to reduce inter-marker
confusion. These tasks are discussed in the following subsections.

3.1 Edge Sharpness

Edge sharpness means how the intensity change has occurred in the marker?
Whether it is an abrupt change from black to white (sharp) or a slow and
smooth change? We found that sharp edges are better for all circumstances
because there is no ambiguity in such a case. Markers with sharp edges are
identified accurately and inter-marker confusion can be reduced with sharp-
edged markers. Example of markers having different levels of edge sharpness are
shown in Fig. 2. To experimentally identify the effect of edge sharpness on marker

Fig. 2. Edge Sharpness: from left to right edge sharpness is decreasing so quality is
decreasing
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quality we used three markers, as shown in Fig. 2. We rotated and translated
each of the marker in front of the camera for five minutes and stored the above
three measurement (i.e. True identifications, False identification and CF value )
and finally the results were compared. The CF value is the value from the range
[0 1] which shows that how much the marker tracking system is sure that the
marker is exactly as the identified one. In [23] the CF value has been used with
the alternative name as the ’degree of similarity’ of the detected marker with its
pre-stored template. The lower value means higher ambiguity (i.e. low accuracy)
and the higher value means lower ambiguity (i.e. high accuracy). In short for
high quality the first and last parameters (i.e. true detections and CF value) are
desired to have higher value and the second parameter (i.e. false detections) is
required to have low value. We have identified that the sharper edges are better
in detection. Marker1, Marker2 and Marker 3 as shown in the Fig. 2 are three
markers such that the edge sharpness decreases in order: Marker1, Marker2 ,
Marker3. The results of five minutes experiments are shown in Fig. 3 such that
Fig.3 (a) shows the true and false identifications per five minutes and in Fig. 3 (b)
the CF values are plotted graphically after sorting in ascending. Here we found
Marker 1 being sharper in edges the best one in number of true identifications as
well as in CF value. Noise are small spots over the marker surface which creates
difficulties in detection, because noise may become invisible in a non-optimal
light intensity or with changing the orientation of the marker with respect to
camera. We have developed an algorithm for noise removal and edge sharpness
which is given in the coming subsection.

Fig. 3. Results of experiments on edge sharpness

Edge Sharpness and Noise Removal Algorithm. In this algorithm the
input marker is first converted into binary. Then we use morphological operators
to remove small objects from the binary image. The algorithm is given as:
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SmallObjectsRemoval(current marker)
(1) m := convert2blackwhite(current marker)
(2) m := RemoveArea(m, 30, 4)
(3) m := RemoveArea(∼ m, 30, 4)
(4) m := RemoveArea(m, 60, 8)
(5) current marker := RemoveArea(∼ m, 60, 8)
(6) return current marker
(7) end

In the first step, the marker is converted into black and white, which makes
the edges sharper as intensity changes become abrupt. In the second step, all
closed regions of size ≤ 30 pixels 4-connected are removed. Then the negation
(conversion of 0 to 1 and 1 to 0) of the marker is taken and cleaned from noise
(regions of size ≤ 30 pixels 4-connected). Next, the regions of size ≤ 60 pixels
8-connected are also removed. In the 5th step, the marker is again negated to
get its original binary values and the regions of size ≤ 60 pixels 8-connected
are removed. The first and last steps remove small black objects from the white
areas of the marker whereas the 2nd and 3rd step remove white objects from
the black areas of the marker.

3.2 Marker Distinction

The most challenging task for a marker designer is to ensure that the current
marker is distinct from all existing markers in the library. If there exist two
or more similar markers in the library, they will cause inter-marker confusion.
We have implemented an algorithm that checks the similarity of the current
marker with all existing markers. A degree of similarity below the recommended
threshold of T = 0.46 produces a no confusion message. On the other hand if
the degree of similarity is greater than or equal to the threshold, the algorithm
shows the most similar marker with the computed degree of similarity.

The algorithm takes the current marker cm, the library of existing makers
Library(n), and the recommended threshold for inter-marker confusion T as
inputs. The current marker is compared with all markers of the library and
the most similar marker, if exists, is displayed. In the first step variables key,
SimilarMarker and MAXCR (maximum correlation) are initialized to black and
white of the current marker, NULL and zero respectively. In the second step, the
key is checked with each marker in the library using the DoS() algorithm, which
will be discussed later. Here Library(i) represents the ith marker of the library
and CR is the computed degree of similarity. In this step the most similar marker
with the key (current marker) is found. In the 3rd step, if MAXCR is greater
than or equal to the recommended threshold, the similar marker is shown with
the value of the degree of similarity. The algorithm is given below:
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PredictConfusion(cm, Library(n), T )
(1) Initialization :

(i) key := im2bw(cm)
(ii) MAXCR := 0
(iii) SimilarMarker := NULL

(2)For i = 1 to n
CR := DoS(key, Library(i))

if(CR > MAXCR)
MAXCR := CR

end if
if(CR ≥ threshold)

SimilarMarker := Library(i)
end if

end for loop
(3) if(MAXCR ≥ threshold)

(i) Showmarker(SimilarMarker)
(ii) Print”Degreeofsimilarity = ”. MAXCR
end if

(4) End

Fig. 4. A screenshot of the checking inter-marker confusion

The screenshot in Fig. 4 is showing the result of inter-marker confusion check
between two markers.The algorithm for checking the inter-marker confusion is
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based on the image correlation which checks the degree of similarity between the
two markers and is given below:

DoS(key, marker)
(1) Initialization :

(i) W := marker
(ii) X := imrotate(marker, 90)
(iii) Y := imrotate(marker, 180)
(iv) Z := imrotate(marker, 270)

(2) corr = maxcorr2(key, W, X, Y, Z)
(3) return corr
(4) End

Firstly, the marker (an existing marker of the library) is rotated in four ori-

Fig. 5. Four orientations of an existing marker for checking its similarity with current
marker

entations (see Fig. 5). These orientations are stored in variables W,X, Y and
Z. Image correlation is then used to find out the degree of similarity of the key
(current marker) with each orientation of the existing marker and the maximum
similarity is returned.

Experimental Evaluation of the Algorithm. The experiments were to ex-
amine the meaningful relationship between the numerical value for degree of
similarity that our algorithm provides and the marker matching algorithm in
the ARToolKit. In other words, we aim to prove their semantic similarity. For
this purpose we designed ten markers and stored them as a testing set. We de-
signed a key marker to be moved in front of camera for detection in ARToolKit.
The ARToolKit markers library contained five markers: first is the key marker,
second is a marker from the testing set and three other markers (to enlarge the
library size to an average case). We rotated the key marker in front of the camera
for ten minutes and counted the number of detections as the key marker (true
detections), as testing marker (confusion caused by testing marker) and the to-
tal number of detections. The testing marker was replaced by another marker
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from testing set and the same experiment was performed. Similarly the same
experiment was repeated for the remaining markers of the testing set. For each
experiment we calculate the percentage of inter-marker confusion (key marker is
falsely detected as the testing marker) using equation 1, where ’

∑
i(t0)’ shows

the sum of identifications as the testing marker and ’
∑

i(T )’ shows the total
numbers of identifications.

% inter-marker confusion =

∑
i(t0)∑
i(T )

∗ 100 (1)

Table 1. Results of experiments on the inter-marker confusion

Serial similarity between key % inter-marker confusion
no. and testing marker by (caused by testing marker,

DoS() algorithm using ARToolKit)

1 0.1535 8.49%
2 0.2263 9.53%
3 0.3197 12.17%
4 0.4202 12.35%
5 0.4318 16.02%
6 0.4516 20.38%
7 0.5462 30.43%
8 0.6523 30.67%
9 0.7140 31.89%
10 1.0 41.15%

We also checked the degree of similarity of the key marker with each marker of
the testing set using DoS() algorithm. The degree of similarity equal to 1 means
that the key marker and the testing marker were exactly the same. The results are
shown in table 1, which show that the degree of similarity that the our algorithm
provides has a direct relation with inter-marker confusion in ARToolKit and
hence we can use it for the prevention of inter-marker confusion in ARToolKit.

4 Conclusion and Future Work

We have studied the effect of noise and edge sharpness on the marker recognition
and developed an algorithm for designing sharp-edged and de-noised markers.We
have also developed an algorithm for checking the similarity a key marker with
a number of markers to ensure marker distinction and predict a possible inter-
marker confusion. Using the two algorithms the possible inter-marker confusion
can be reduced and a robust recognition can be achieved. For future we are
working to implement these algorithms in a GUI based application which will
be used as an ARToolKit markers designing tool.
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Abstract. Failure simulation for the flat structure assembled of the degenerated 
shell elements and referred as unidirectional composite is considered in this pa-
per. Master-Slave and penalty methods are implemented in order to describe 
connections between elements. The results are compared for 2D simulation by 
both methods if structure is loaded in longitudinal and transverse directions.  

Keywords: Degenerated shell element, failure criteria, Master-Slave method, 
penalty method. 

1 Introduction 

Finite element method has been used for linear elasticity problems since the origins of 
the finite element analysis. Nowadays it is also applied for non-linear elasticity prob-
lems and failure simulation.  

The principal problems of nonlinear shell analysis are damage simulation and de-
lamination. A zero-thickness rigid bar connecting master and slave nodes which be-
long to different layers of the shell is used in [7] to simulate delamination. Similar 
approach is used to simulate damage evolution in this article.  

The general theory of element failure criteria is described in [10]. Failure criteria 
used for fiber reinforced unidirectional composites are summarized in [5]. Failure 
criteria varies from simple forms such as maximum stress (element fails if stress in 
the principal material direction reaches critical value), maximum strain (element fails 
if strain reaches critical value) to more complex criteria such as Tsai-Wu or Hashin-
Rotem. Same criteria can be used to simulate failure of the layer and delamination 
between layers. One of the most popular criteria used in simulation is the Hashin cri-
teria used in this paper. This criteria is used in [9] to predict damage evolution proper-
ties and failure strengths of composite laminates. The same criteria is also used in [11] 
to predict layer failure with additional component for delamination of the layers. 

Two methods used for connecting shell elements are compared in this work. Flat 
structure is divided to degenerated shell elements. Each element has 4 individual 
nodes. The elements are connected by fictitious bar elements. In this work, we use 
two different methods to constrain connections between elements. Master/Slave and 
penalty methods are implemented and results for longitudinal and transverse loads are 
compared. The orthotropic material corresponding unidirectional fiber reinforced 
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composite in mezzo scale is used in simulation. Total Lagrangian formulation is em-
ployed in dynamic analysis where all variables are referred to the initial configuration 
of the finite element model.  

2 Explicit Solution 

The global system of discretized equations of motion at the nth time step is given  
by [9]: 

 nnnn RuKuCuM =⋅++   (1) 

Where M  is the mass matrix, the damping matrix MC α= , α  – damping con-
stant, K is the tangential stiffness matrix, nu  is the displacement vector at the mo-

ment after n time steps, nR  is a vector of the external forces. In the nonlinear explicit 

analysis component nuK ⋅  is replaced with a vector of the internal forces nF  in 

order to simplify calculations [8]: 

 =
0

ˆ)(
V

nn
T
Ln dVSBF  (2) 

Where LB  is a matrix such that uBε L=  and ε  is Green – Lagrange strain, Ŝ  is a 

vector corresponding the 2nd Piola–Kirchhoff stress. This follows from the total  
Lagrangian formulation that relates the 2nd Piola–Kirchhoff stress to the Green–
Lagrange strain and where all variables of the element are referred to the initial confi-
guration [1].  

Displacements at the Δtn )1( +  moment are explicitly computed using formula 

 11
12

1 2)/)(( −−
−

+ −+−−−= nnnnnnn ΔtΔt uuuuCFRMu  (3) 

3 Degenerated Shell Element (Reissner-Mindlin Assumptions) 

Degenerated shell element also called basic shell model was developed from solid 
model in order to represent in-plane and bending behavior and corresponds to the 
plate element of the Reissner-Mindlin mathematical model [3, 4]. Basic shell element 
is developed with the plane stress assumption 033 =σ  which is a contradiction to a 

consequence of the Reissner-Mindlin kinematic assumption that the strain component 
033 =e . These assumptions are substantiated by considering kinematical assumptions 

with additional thickness variable at each node for the higher order elements [4]. 
 Any shell element is defined by material properties, nodal point coordinates, shell 

mid-surface normal and shell thickness at each mid-surface node. For convenience 
this relation can be written in respect to midsurface coordinates and a vector connect-
ing upper and lower points:  



410 D. Čalnerytė and R. Barauskas 

 
















+















⋅=

















kk

k

k

k

k h

z

y

x

N

z

y

x

vζηξ
2

1

~

~

~

),(  (4) 

Where ),( ηξkN  is a shape function of the kth node and ζ  is a linear coordinate in 

the thickness direction, kh  is thickness of the shell at the kth node and v  is a unit 

vector in the direction normal to the mid-surface [13]. The displacements at each node 
of the degenerated shell are uniquely defined by three components of the mid-surface 
node displacement and two rotations about orthogonal directions normal to v . To 
simplify equations, additional degree of freedom (rotation about z axis) is included 
and constrained [2].  

4 Element Connections 

The flat structure is assembled of the 4-node degenerated shell elements. Each node 
belongs to one shell element but the initial coordinates are identical for the nodes 
which connect two or four neighboring elements, e.g. in Fig. 1 the initial coordinates 
of nodes 6, 7, 10, 11 (connecting 4 elements) are identical. Moreover, each connec-
tion has an indication which describes the direction the elements are connected, e.g. 
the connection 5-9 has indication 1 which means that elements are connected in the 
fiber direction of the unidirectional composite and connection 2-3 has indication 2 
which means that elements are connected in the transverse direction. 

 

Fig. 1. Element connections and node numbering 

Element connections are constrained using Master-Slave or penalty methods. Both 
methods are described in [6] as methods used for multifreedom constraints. The main 
idea of both methods is to modify stiffness equations by applying constraints.  
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4.1 Master – Slave Method 

As mentioned above, there are nodes that have identical initial coordinates. One node 
of this group is chosen as a master node (typically, the one with highest global  
number) and the other nodes are called slaves. The slave nodes are eliminated and 
modified equations are used to evaluate displacements at the master nodes. Due to 
simplicity, it is assumed that constraints are homogeneous, that is the displacements 
of the one master-slaves group are identical. 

The Master-Slave method is implemented by constructing transformation matrix 
T . First of all, all nodes are classified into independent nodes (nodes 1, 4, 13, 16 in 
Fig. 1), masters (nodes 3, 9, 11, 12, 15 in Fig. 1) and slaves (others). Matrix T is a 
sparse matrix which has mn×  form, where n  is a number of degrees of freedom 
in the structure and m  is a number of degrees of freedom of the independent and 
master nodes. Each row in the matrix T  has only one element that is equal to 1 in 
the column that corresponds to: 

• the degrees of freedom of the independent node if the row corresponds the degrees 
of freedom of the independent node; 

• the degrees of freedom of the master node, if the row corresponds the degrees of 
freedom of the master node; 

• the degrees of freedom of the master node of the group with the slave node, if the 
row corresponds the degrees of freedom of the slave node. 

Matrix T has mn×  form, where n  is a number of degrees of freedom in the 
structure and m  is a number of degrees of freedom of the independent and master 
nodes.  

Then displacements of all nodes u  are written in the matrix form: 

 uTu ˆ=  (5) 

Where û  is a displacement vector of the modified system which consists of the inde-
pendent and master nodes. All matrices and vectors in (3) are transformed by the rule:  

 MTTM T=ˆ , fTf T=ˆ  (6) 

Where vectors and matrices with circumflex accent define vectors and matrices of the 
modified system.  

If failure criteria in the specified direction is satisfied and connection between ele-
ments is deleted, nodes are re-classified and matrix T  is re-arranged.  

4.2 Penalty Function Method 

The degenerated shell elements in Fig. 1 are connected at two nodes (ith and jth) by 
fictitious bar elements called penalty elements. There are 6 degrees of freedom at 
each node. The length of bar is zero at the initial moment and the axial stiffness of the 
element is ω  and called penalty weight. The stiffness equations for the penalty ele-
ment are: 
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Then the additional equations of penalty elements are added to the initial system of 
equations. This method is direct (all displacements are computed at once) and no node 
reduction is used. 

However, the basic problem of the method is the penalty weight selection. To 
maintain the integrity of the structure, we choose the penalty weight equal to Young’s 
modulus in x or y direction respectively to the indication of the degree of freedom.  

If failure criteria in the specified direction is satisfied, the penalty weight is 
changed. In the simplest case, the penalty weight becomes zero. However, more natu-
ral case is not considered in this paper when penalty weight decreases if length of the 
penalty element increases.  

5 Failure Criteria 

General formulation of failure criteria used to evaluate loads that cause failure of the 
individual layer of the unidirectional composite is described in [10]. If layer is mod-
eled with the shell elements, it is enough to know stresses in principal material direc-
tions. Then failure criteria is described specifying the combination of stresses that 
cause fracture:  

 1),,( 1221 =τσσF  (8) 

1σ , 2σ  stresses in principal directions and 12τ  is shear stress. This means that ele-

ments work without failure if 1<F , fails if 1=F and is deleted if 1>F . 
In this article, Hashin failure criteria is employed [12]: 

• Tensile fiber mode ( 01 ≥σ ): 
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• Compressive fiber mode ( 01 <σ ): 
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• Tensile matrix mode ( 02 ≥σ ): 
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• Compressive matrix mode ( 02 <σ ): 
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Where tX  and cX  are respectively longitudinal tension and compression strengths,  

tY  and cY are respectively transverse tension and compression strengths and S  is 

shear strength.  
Failure criteria is evaluated at the node with stresses equal to the average of the 

stresses of the connecting nodes. Penalty element with indication 1 is deleted if crite-
ria in fiber tensile or compressive mode is satisfied and penalty element with indica-
tion 2 is deleted if criteria in matrix tensile or compressive mode is satisfied.  

6 Numerical Examples 

6.1 Longitudinal Load (Fiber Direction) 

The material of the model is orthotropic and the structure is assumed as unidirectional 
fiber composite where fibers lie along the x axis. Material properties are defined by 
the parameters listed in Table 1.  

Table 1. Material parameters of the degenerated shell model 

Young‘s modulus, 
xE  29 /103.44 mN⋅  

Young‘s modulus, 
yE  29 /104.14 mN⋅  

Poisson‘s ratio, 
xyv  32.0  

Shear modulus, 
xyG  29 /1043.4 mN⋅  

Shear modulus, 
yzG  29 /1005.4 mN⋅  

Shear modulus, 
zxG  29 /1094.4 mN⋅  

Density, ρ  3/7.1432 mkg
 

Penalty weight ω  changes in steps and is equal to w  - arbitrary value equal to 
Young’s modulus in x or y direction respectively to the indicator of the degree of 
freedom if failure criteria 1<=F .  

 


 <=

=
otherwise

Fw

,0

1,
ω  (13) 

The flat structure in Fig. 2 is analyzed with linear loads in the x direction. Nodes that 
lie on the x axis are constrained in the y direction and rotation about the x axis and 
nodes that lie on the y axis are constrained in the x direction and rotation about the y 
axis. These constraints are employed in order to simulate only a quarter of the struc-
ture and maintain the symmetry of a structure. 
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Fig. 2. Shell model used for damage simulation and loads along the x axis 

Displacements of the node group N2 (Fig. 3) are compared below. The node group 
N2 corresponds to nodes 8, 12 in Fig. 1 that are labeled N21, N22. Due to the kinemat-
ic effects, failure criteria is satisfied for the first row of fictitious elements in the load 
direction as displayed in Fig. 3. As mentioned above, if failure criteria in tensile fiber 
mode is satisfied, connection of the elements is deleted and group N2 is disjointed to 
the nodes N21 and N22. 

 
Fig. 3. Damaged structure at the final moment (Displacements multiplied by 10) 

The x-displacements at the nodes N21 and N22 evaluated by different methods are 
displayed in Fig. 4. The difference between x-displacements is insignificant and appears 
because of computational errors. X-Displacements at both nodes are equal for Master-
Slave method or differ minutely for penalty method if failure criteria is not satisfied as 
displayed in Fig. 5. After failure criteria is satisfied, x-displacements at the nodes differ 
significantly. This is caused by increasing linear load on the edge of the structure. 
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Fig. 4. X-Displacements of the N21 and N22 evaluated by Master-Slave (left) and penalty 
(right) methods 

 
Fig. 5. Difference between displacements at the nodes N21 and N22 in the x direction 

6.2 Transverse Load 

The structure from the previous section is analyzed with linear load of the same magni-
tude in the transverse direction. Displacements of the node group N1 are compared 
below. Node group N1 corresponds to nodes 14, 15 in Fig. 1 and are labeled N11, N12. 

 

Fig. 6. Shell model used for damage simulation and loads along the y axis 
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Due to kinematic effects, failure criteria is satisfied for the first row of fictitious 
elements in the load direction as shown in Fig. 6. If failure criteria in tensile matrix 
mode is satisfied, connection with indication 2 is deleted and group N1 is disjointed to 
the nodes N11 and N12 (Fig. 7). 

 

Fig. 7. Damaged structure at the final moment (Displacements multiplied by 10) 

As in the previous section, displacements in the load direction (y) of the nodes N11 
and N12 evaluated by Master-Slave and penalty methods displayed in Fig. 8 differ 
insignificantly and differences appear due to the computational errors.  

 

Fig. 8. Y-Displacements of the N1 group evaluated by Master-Slave (left) and penalty (right) 
methods 

Difference between displacements between the nodes N11 and N12 also referred as 
a length of penalty element is zero for Master-Slave method and is small compared 
with shell element length for penalty method if failure criteria is not satisfied. Like in 
the previous section, the difference between nodes evolves after failure criteria is 
satisfied. This is caused by increasing linear load on the edge of the structure.  
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Fig. 9. Difference between displacements at the nodes N11 and N12 in the y direction 

7 Conclusions 

The failure of the flat structure assembled of the degenerated shell elements simulated 
by Master-Slave and Penalty methods is discussed in this paper. The orthotropic ma-
terial was used for simulation and penalty weights were selected with respect to ma-
terial parameters. As expected, for the loads of the same magnitude, structure fails for 
longitudinal load approximately 3 times faster than for the transverse load because of 
the orthotropicity of the material.  

The obvious advantage of penalty method is a simple implementation. Contrary to 
the penalty function method, assembling of transformation matrix used in Master-
Slave method is rather complex because of the master node selection and rearranging 
equations if the connection between the elements is deleted. The main advantage of 
the Master-Slave method is that it reduces the number of unknowns and is similar to 
the usual assembly process used in FEM. Moreover, all parameters in the Master-
Slave method are determined contrary to the penalty method where the main problem 
is penalty weight selection. The results of the both methods show decent agreement 
for the considered examples.  
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Abstract. The Internet of Things is a rapidly evolving technology, which 
creates new challenges to security and energy consumption of devices at the 
various environmental conditions. Wireless communication technologies are 
one of the bases of IoT. In this paper, we proposed the security requirements of 
IoT applications to relate with the operating modes of wireless protocols. In ad-
dition, we presented the measurement and analysis of energy consumption and 
data transfer rates of Wi-Fi and Bluetooth protocols, depending on the security 
requirements of applications and conditions of environment. 

Keywords: Internet of Things, wireless protocol, security, energy consumption. 

1 Introduction  

Depending on who one talks to, the Internet of Things (IoT) is defined in many dif-
ferent ways, encompassing many aspects of life – from connected homes and cities to 
connected cars and roads to devices that track an individual’s behavior and use the 
data collection for “push” services [1]. IoT describes technologies where objects be-
come part of the Internet, and all devices have unique identifier and access to the 
network. The goal of IoT is to enable things to be connected “anytime, anyplace, with 
anything and anyone ideally using any path/network and any service” [2]. IoT is very 
rapidly expanding: industry leaders predict that the number of connected devices will 
surpass 15 billion nodes by 2015 and reach 50 billion by 2020 [3]. Often, devices of 
IoT (sensors, mobile devices, PDAs, cell phones) operate in an insecure environment, 
are autonomous, have an independent battery power supply and use wireless Web 
access. One of the major challenges of IoT is the protection of data and privacy on a 
limited energy resource [4]. The solution to these problems can be found by using a 
variety of methods: data encryption, secure communication protocols, VPN, etc. [5].  

Wireless communications (Bluetooth, Wi-Fi, RFID, ZigBee and etc.) are mostly 
used for data transfer in IoT networks. This allows for remote, fixed and mobility 
object communication without the use of wires. The wireless communications are 
shown to be less secure than wired connections since an intruder does not require a 
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physical connection. Because of this, wireless communication protocols adopt numer-
ous encryption technologies, and various protocols provide a different security level 
with different energy resource requirements. The energy consumption is closely re-
lated to a level of security. The better the security, the more extra energy and compu-
tation power is required, which in turn increases the cost of the device [6]. Various 
solutions of IoT are required for different levels of security assurance [7]. Therefore, 
communication protocols have to be chosen with regard to their security level on a 
limited energy resource. Other characteristics of the protocol, such as robustness to 
environmental noise and communication distance, have to be assessed as well. This 
requires a study of communication protocol energy dependency on security level and 
environmental conditions. 

In this paper we propose a method to evaluate a wireless communication protocol 
energy consumption depending on level of security and environment conditions, such 
as noises in urban and rural areas. We experimentally investigate and compare Wi-Fi 
and Bluetooth protocol energy dependencies on level of security and environment 
conditions. It is believed that the research presented in this paper would benefit IoT 
application developers in selecting an appropriate protocol and operation mode. 

2 Related Work 

Several energy and security measurement techniques have been proposed: 
Jin-Shyan Lee, Yu-Wei Su, and Chung-Chou Shen [8] provide a comparative study 

of wireless communication protocols, where they compare security, data coding effi-
ciency and power consumption. Security comparison is done by using encryption and 
authentication methods in all protocols. According to the authors, data coding effi-
ciency is defined by the ratio of the data size and message size (the total number of 
bytes used in the transfer of data. For power consumption, values form various manu-
facturers of wireless communication modules datasheets are used. 

Friedman and Krivolapov [9] describe a study of power and throughput perfor-
mance of Wi-Fi and Bluetooth in a smartphone. The experiments show power  
consumption for Wi-Fi to be generally linear with the abstained throughput.  Also a 
dependency in energy consumption and data transmission protocol (UDP and TCP) is 
observed. Bluetooth is shown to use half the energy for data transmission compared to 
the Wi-Fi communication protocol.  

Prasithsangaree and Krishnamurthy [10] describe an energy measurement frame-
work for wireless communication security protocols. The authors suggest measuring 
security primitive energy consumption. This can be done in three ways: 1) directly 
measure the energy consumption of each component of a devices; 2) to assume that 
an average amount of energy is consumed by normal operations and determine the 
extra energy consumed by an encryption scheme; 3) by counting the number of com-
puting cycles, which are used by the CPU in computations related to cryptographic 
operations.  

Rice and Hay [11] proposed a power measurement framework for mobile devices. 
The authors use their setup to measure energy consumption by Wi-Fi data transmis-
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sion of mobiles devices. The proposed framework measured only the power consump-
tion of the wireless networking hardware.  

The authors of analyzed works not have studied a wireless protocol’s energy de-
pendence on the security level and environmental conditions. 

3 Security Requirements of the Internet of Things and  
Wireless Protocols 

Security for IoT should focus on the protection of the data itself and the network con-
nections between the devices of IoT [8]. Overall, security requirements often vary 
with IoT application. In IoT we can distinguish the following main requirements of 
security objectives: confidentiality, integrity and availability. For each security objec-
tive a certain number of security levels are introduced. The number and type of data 
and communication security classification levels will depend on the nature of the IoT 
solution, e.g., in the business sector, levels, such as Public, Sensitive, Private, and 
Confidential, in the government sector, labels, such as Unclassified (U), Sensitive But 
Unclassified (SU), Restricted (R), Confidential (C), Secret (S), and Top Secret (TS) 
are introduced [7]. For different security objectives, the security levels can be differ-
ent. Various solutions of IoT are required for different levels of security assurance. 

Wireless protocols are commonly used in networks of IoT for communications. 
Wireless communication protocols (Bluetooth, Wi-Fi, RFID, ZigBee and etc.) oper-
ates in different security modes. These security modes provide different levels of 
security.  

Below we will explore the Wi-Fi and Bluetooth protocols and we will associate 
their operation modes with security levels.  

Bluetooth is a short-range radio frequency communication for exchanging data. 
Bluetooth technology is used in fixed and mobiles devices, building personal are and 
IoT networks. Nowadays almost all mobile devices have Bluetooth technology. The 
range for Bluetooth communication is 0.1 - 100 meters, and is power-dependent. 
Communication between the devices is master-slave based [12]. The master controls 
all communication and slave cannot communicate directly. A master can communi-
cate ether point-to-point or point-to-multipoint. A group of Bluetooth devices forms a 
cell called piconet, if several piconets overlap they created “scatternet“ network. The 
same Bluetooth device can depend to several piconets at the same time, thus let ex-
pand the coverage area of Bluetooth network. 

The Bluetooth protocol defines three security modes: Mode 1 is non-secure (au-
thentication is optional); Mode 2 gives service-level enforced security (the service 
provided by the application) and Mode 3 is link-level enforced security (both devices 
must implement security procedures). The main characteristics of Bluetooth protocol 
are presented in Table 1. 

Wi-Fi is a technology that allows an electronic devices to exchange data or connect 
to the internet by using radio waves [13]. This technology is based on the IEEE 802.11 
standards for wireless local area network (WLAN). Many devices, ranging from smart-
phones to sensors, have Wi-Fi connectivity. These devices can connect to a network or 
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internet by using a wireless network access point. These access points have a range of 
about 20 meters indoors and a better outdoor range. In addition, wireless communica-
tion devices can be connected into ad-hoc network, where devices communicate direct-
ly. Wireless devices communicate with each other by using unique identities. 

The Wi-Fi protocol defines following security modes: Unprotected; WEP - Wired 
Equivalent Privacy, WPA - Wi-Fi Protected Access and WPA2 - Wi-Fi Protected 
Access 2. The main characteristics of the Wi-Fi protocol are presented in Table 1. 

Table 1. Comparison of Wi-Fi and Bluetooth protocols 

Standard Bluetooth 
(classic) 

Smart  
Bluetooth Wi-Fi Wi-Fi/n 

IEEE spec. 802.15.1 802.15.1 802.11a/b/g 802.11n 
Max signal rate 3 Mb/s 1 Mb/s 54Mb/s 100 Mb/s 
Nominal range 10 m 10 m 100m 140m 

Encryption E0 stream cipher 
AES stream 

cipher 
RC4 stream cipher 
(WEP), AES block 

cipher 

RC4 stream cipher 
(WEP), AES block 

cipher 
Authentication Shared secret Shared secret WPA2 (802.11i) WPA2 (802.11i) 

Data Protection 16-bit CRC 
24-bit CRC, 32-

bit Message 
integrity check

32-bit CRC 32-bit CRC 

Operation  
(security) mode

Mode 1  
(unprotected) 

Mode 2  
(Encrypted), 

Mode 3  
(full encrypted). 

Mode 1  
(unprotected) 

Mode 2  
(Encrypted), 

Mode 3  
(full encrypted).

Unprotected, WEP_64, 
WEP_128, 

WPA_TKIP, 
WPA_AES, 

WPA2_TKIP_AES, 
WPA2_AES. 

Unprotected, 
WEP_64, 

WEP_128, 
WPA_TKIP, 
WPA_AES, 

WPA2_TKIP_AES, 
WPA2_AES. 

 

Bluetooth 4.0 single mode (Bluetooth Smart) devices are not inter-operable with 
classic Bluetooth devices such as Bluetooth 2.1 + EDR devices. Single mode devices 
are only compliant with other Bluetooth 4.0 devices [16]. However, in IoT applica-
tions are still widely used a classic Bluetooth devices, so we will investigate classic 
Bluetooth protocol. 

The IEEE 802.11n takes the spectrally efficient orthogonal frequency division mul-
tiplexing physical layer of 802.11 a/g, and adds antennas to take advantage of mul-
tiple spatial paths in the radio frequency environment [17]. For example, receiving 
short packets with a single antenna can be more than twice as energy-efficient as re-
ceiving as fast as possible using all three antennas to maximize speed. Because in IoT 
is important minimization of energy consumption, so we will Investigate Wi-Fi 
802.11 a/g protocol. 

We have analyzed the operating and security modes of Bluetooth and Wi-Fi proto-
cols, the authentication methods and data encryption algorithms and key lengths used 
in Bluetooth and Wi-Fi protocols. According to the results of the analysis, we identi-
fied relations between the levels of security and operation modes of protocols. In the 
Table 2 are presented relations between the levels of security and operation modes of 
Bluetooth and Wi-Fi protocols. 
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Table 2. Relations between the levels of security and operation modes of Bluetooth and Wi-Fi 
protocols 

Security 
level 

U SU SU R C S TS 

Bluetooth Mode 1 Mode 2 Mode 2 Mode 3 X X X 

Wi-Fi mode Unprotected WEP 64 WEP 128
WPA_ 
TKIP 

WPA_ 
AES 

WPA2_ 
TKIP_AES

WPA2_ 
AES 

  X – not supported security level. 

As seen from Table 2, the Wi-Fi protocol supports all our classed levels of securi-
ty, and protocol Bluetooth supports only the lowest four levels of security. 

4 Experimental Setup 

The hardware model used in the experiment is based on .NET Gadgeteer tools devel-
oped by Microsoft and GHIelectronics for the purposes to support small electronic 
projects [14]. 

In Fig. 1, we present the model’s architecture. The model’s architecture is the same 
for Wi-Fi and Bluetooth protocols. It consists of three components: prototype module 
(PM), access point (Wi-Fi or Bluetooth) and measurement module (MM). The first is 
the information source to be transferred, while the second is treated as a sink (user) of 
this information.   

 

Fig. 1. Architecture of the system. 1. Control and processing module, 2.Power supply , 3. 
Communication module, 4. Access point, 5. Multimeter, 6. Computer, , PM – prototype mod-
ule, MM – measurement module.  
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We performed experiments by simulating the real and the ideal environmental 
conditions and by changing the length of the data transfer buffer, and the operating 
modes of the protocols. We have selected the rural location, which we have been 
identified as an ideal place to provide our experiments because there were no evident 
radio signals that might make the interference with the measured ones. On contrary, 
the large organization with the well-developed communication infrastructure within 
the urban area (city) has been treated as a location to create the real conditions for 
experiments. Equivalent measurements we performed with Wi-Fi and Bluetooth 
modules. Internet of Things is typical the small amounts of transferred data at the time 
of single communication session. We used buffers of 512 bytes and 1024 bytes sizes 
to transfer data packets of 0.5 MB. In ‘ideal’ environment was only one communica-
tion module and one of the active access point. In ‘real’ environment were more than 
10 active communication modules and the access points. We performed measure-
ments 10 times in each case. 

5 Experimental Results 

In Fig. 2, we present the measured voltage waveforms recalculated to power units by 
transferring 0.5 MB of data. Fig. 2(a) shows the signal form for Bluetooth ideal envi-
ronment, (b) – for Bluetooth real environment, (c) – for Wi-Fi ideal environment and 
(d), (e), (f) – for Wi-Fi real environment. The waveforms for Bluetooth communica-
tion are similar in the ideal and real environmental conditions, that is, energy  
consumption few depends on the environment noises. The waveforms for Wi-Fi 
communication are differ significantly in the ideal and real environmental conditions. 
Practically all 10 trials were different (only 3 variants are given in Fig. 2 (d), (e), (f)) 
to illustrate that); whereas in the real environment each trial practically had the same 
waveform (it is why we present the only one instance in Fig. 2 (c)). So, in the case of 
Wi-Fi, energy consumption varies and increases considerably with increasing the 
environment noise. 

Experimental results were obtained using the MATLAB facilities and are presented 
in following tables and figures. 

In the Table 3 and Fig. 3 are presented security level-energy dependencies for Blu-
etooth and Wi-Fi protocols in ideal and real environments. As can be seen from the 
results, increasing the level of security from Unclassified (U) to Restricted (R), the 
consumption of energy increases for Bluetooth protocol by about 30%, and 35% for 
Wi-Fi. Communication in real (noisy) environment stipulates the increase of 15 % for 
Bluetooth and 35 – 95% for Wi-Fi in energy consumption. Thus the influence of the 
security level incrementation for both protocols is similar. Environmental noise level 
influences the increase of energy consumption for Wi-Fi protocol from 2 to 6 times 
more than the for Bluetooth protocol. 
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(a) (b) 

 

 

(c) (d) 

 

 

(e) (f) 

Fig. 2. Data transfer waveforms: (a) – Bluetooth ideal environment; (b) – Bluetooth real envi-
ronment; (c) – Wi-Fi ideal environment; (d), (e), (f) – real environment 

Table 3. Energy-security level dependency in ideal and real modes 

Security 
level 

 

Energy consumption in ideal  
environment (mJ/kB) 

Energy consumption in real  
environment (mJ/kB) 

Bluetooth Wi-Fi Bluetooth Wi-Fi 

U 0.107 0.928 0.125 1.297 

SU 0.116 0.939 0.135 1.561 

SU 0.124 0.939 0.133 1.867 

R 0.137 1.266 0.155 1.852 

C 1.242 1.748 

S 1.223 1.770 

TS 1.244 1.656 
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Fig. 3. Energy-security level dependency in ideal and real modes 

Table 4. Data transfer rate - security level dependency in ideal and real modes 

Security 
level 

 

Data transfer rate in ideal  
environment (kB/s) 

Data transfer rate in real  
environment (kB/s) 

Bluetooth Wi-Fi Bluetooth Wi-Fi 

U 9.722 73.438 8.141 57.253 
SU 9.796 73.626 7.489 43.900 
SU 9.684 76.923 7.184 32.190 
R 9.647 73.626 7.001 48.514 
C 73.077 45.309 
S 73.077 48.279 

TS 73.077 45.857 

 

 

Fig. 4. Data transfer rate - security level dependency in ideal and real modes 
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In the Table 4 and Fig. 4 are presented security level- data transfer rate dependen-
cies for Bluetooth and Wi-Fi protocols in ideal and real environments. From obtained 
results we do not observe statistically significant decrease in data transfer rate for 
Bluetooth protocol when the level of security is increased from Unclassified (U) to 
Restricted (R). For Wi-Fi increase in security level results in 14% decrease in data 
transfer rate. The presence of noise decrease data transfer rate by 15 – 25% for Blu-
etooth and by 35 – 60% for Wi-Fi. While the increase in security level does not pro-
vide significant impact for the data transfer rates of either Bluetooth or Wi-Fi proto-
cols, the presence of noise causes the decrease of data transfer rate for Wi-Fi protocol 
from 2 to 3 times more than the for Bluetooth protocol. 

In Table 5, we have provided statically processed results of the experiment, energy 
consumption for session by transfer 0.5 MB of data. To evaluate the energy consump-
tion dependences on the used security levels, we have calculated the following energy 
consumption estimates: average, standard deviation and prediction interval [15]. 

6 Conclusion and Future Work 

Measurement and analysis of energy and data transfer rate dependence on security 
level and the presence of environmental noise for Bluetooth and Wi-Fi communica-
tion protocols was performed. From obtained results the following conclusions have 
been drawn: 

1. Operation modes of Wi-Fi and Bluetooth protocols were evaluated and as-
signed to the specific security levels. The highest recommended security level for 
individual protocol was defined. Wi-Fi protocol provides a higher level of security 
than Bluetooth protocol. In accordance with security level classification Bluetooth 
protocol can be used only in implementation that does not require a higher level of 
security than R (Restricted). 

2. With the increase of security level from Unclassified (U) to Restricted (R), a 
rise in energy consumption of 30% for Bluetooth, and 35% for Wi-Fi protocols was 
observed. 

3. The comparative influence of noise on energy consumption was observed to be 
from 2 to 6 times greater for Wi-Fi than for Bluetooth. Energy consumption of Blu-
etooth protocol increased to 15%, and Wi-Fi – from 35% to 95%. 

4. By increasing the security, level from Unclassified (U) to Restricted (R) data 
transfer rate for protocol Bluetooth practically does not change, and for Wi-Fi - de-
creases to 14%. 

5. The comparative influence of noise on data transfer was observed to be from 
1.4 to 3 times greater for Wi-Fi than for Bluetooth. Data transfer rate of Bluetooth 
protocol decreased up to 25%, and Wi-Fi – from 35% to 60%. 

These research results we will use for development of our proposed the energy ef-
ficient protocol, which ensures the maximum bandwidth and the required level of 
security with minimum energy consumption [18]. The proposed adaptive energy effi-
cient protocol composes the Pareto-optimal solutions set, which provides the neces-
sary level of security, maximum bandwidth and minimum energy consumption. 
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Štuikys, Vytautas 291
Stupperich, Michael 73

Taraseviciene, Agne 150

Teixeira, Juliana 47
Thanisch, Peter 248
Toldinas, Jevgenijus 419

Uktveris, Tomas 302
Ullah, Sehat 396

Vashchenko, Svitlana 1
Vasilecas, Olegas 172
Vasiu, Radu 324, 334
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