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Preface

The 11th edition of ESWC took place in Crete (Greece), from May 25 to 29, 2014. Its
program included three keynotes by: Steffen Staab (Universitit Koblenz-Landau),
Luciano Floridi (University of Oxford), and Lise Getoor (University of Maryland).

The main scientific program of the conference comprised 50 papers: 41 research and
9 in-use, selected out of 204 submissions, which corresponds to an acceptance rate of
23 % for research papers and of 34.6 % for in-use papers. It was completed by a
demonstration and poster session, in which researchers had the chance to present their
latest results and advances in the form of live demos. In addition, the conference
program included 13 workshops, 8 tutorials, as well as a PhD Symposium, the Al
Mashup Challenge, the LinkedUp Challenge, the Semantic Web Evaluation Track
(featuring three challenges), the EU Project Networking session, and a panel on “data
protection and security on the Web.” The PhD Symposium program included 11
contributions, selected out of 15 submissions.

This volume includes the accepted contributions to the demonstration and poster
track: 20 poster and 43 demonstration papers, selected out of 113 submissions, which
corresponds to an overall acceptance rate of 56 %.

Additionally, this book includes a selection of the best papers from the workshops
colocated with the conference, which are distinguished meeting points for discussing
ongoing work and the latest ideas in context of the Semantic Web.

From originally 18 workshop submissions the ESWC 2014 workshops Program
Committee carefully selected 13 workshops focusing on specific research issues related
to the Semantic Web, organized by international renown experts in the respective
fields:

— USEWOOD 2014 — Building a Web Observatory for Research on LOD Usage

— WASABI 2014 - Second International Workshop on Semantic Web Enterprise
Adoption and Best Practice

— PROFILES 2014 - First International Workshop on Dataset PROFIling and fEd-
erated Search for Linked Data

— SMILE 2014 - International Workshop on Social Media and Linked Data for
Emergency Response

— Semantic Sentiment Analysis 2014 — First Workshop on Semantic Sentiment
Analysis

— SALAD 2014 — Workshop on Services and Applications over Linked APIs and Data

— EMPIRICAL 2014 — The Empirical Workshop 2014

— Sepublica 2014 — Workshop on Semantics for e-Science in an Intelligent Big Data
Context

— HSWI 2014 — Workshop on Human-Semantic Web Interaction

— LIME 2014 — Second International Workshop on Linked Media

— FEOSW 2014 — Second International Workshop on Finance and Economics on the
Semantic Web



VI Preface

— WoDOOM 2014 — Third International Workshop on Debugging Ontologies and
Ontology Mappings

— KNOW@LOD 2014 — Third International Workshop on Knowledge Discovery and
Data Mining Meets Linked Open Data

From the overall 60 papers that were accepted for these workshops, a selection of
the best papers has been included in this volume. Each workshop Organizing Com-
mittee evaluated the papers accepted in their workshop to propose those to be included
in this volume. The authors of the selected papers improved their original submissions,
taking into account the comments and feedback obtained during the workshops and the
conference. As a result, 12 papers have been selected to be included in this volume.

Finally, we also include two selected papers from the Al Mashup challenges. This
year, eight groups registered for the event and five of them qualified to participate in the
competition.

As General Chair, Poster and Demo Chairs, Workshop Chair, and Al Mashup
Challenge organizer, we would like to thank everybody that has been involved in the
organization of ESWC 2014.

Special thanks go to the Poster and Demo Program Committee, to the AI Mashup
Challenge reviewers, and to all the workshop organizers and their respective Program
Committees that who contributed to making ESWC 2014 workshops a real success.

We would also like to thank the Organizing Committee and especially the local
organizers and the Program Chairs for supporting the day-to-day operation and exe-
cution of the workshops.

A special thanks also to our Proceedings Chair Anna Tordai, who did a remarkable
job in preparing this volume with the kind support of Springer.

Last but not least, thanks to all our sponsors listed in the next pages, for their trust in
ESWC.

August 2014 Valentina Presutti
Raphaél Troncy

Eva Blomgqvist

Harald Sack

Ioannis Papadakis
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Abstract. Ontology Design Patterns (ODPs) are intended to guide
non-experts in performing ontology engineering tasks successfully. While
being the topic of significant research efforts, the uptake of these ideas
outside the academic community is limited. This paper summarises issues
preventing broader adoption of Ontology Design Patterns among practi-
tioners, with an emphasis on finding and composing such patterns, and
presents early results of work aiming to overcome these issues.

Keywords: Ontology Design Pattern - eXtreme Design - Tools

1 Introduction

Ontology Design Patterns (ODPs) were introduced by Gangemi [8] and Blomqvist
and Sandkuhl [4] in 2005 (extending upon ideas by the W3C Semantic Web Best
Practices and Deployment Working Group!), as a means of facilitating practical
ontology development. These patterns are intended to help guide ontology engi-
neering work, by packaging best practice into small reusable blocks of ontology
functionality, to be adapted and specialised by users in individual ontology devel-
opment use cases.

This idea has gained some traction within the academic community, as
evidenced by the Workshop on Ontology Patterns series of workshops held
on conjunction with the International Semantic Web Conference. However, the
adoption of ODPs among practitioners is still quite limited. If such patterns are
to be accepted as useful artefacts also in practice, it is essential that they [10]:

— model concepts and phenomena that are relevant to practitioners’ needs

— are constructed and documented in a manner which makes them accessible
and easy to use by said practitioners in real-world use cases

— are accompanied by appropriate methods and tools that support their use by
the intended practitioners.

While the first requirement above can be said to be fulfilled by the ODPs pub-
lished online (the majority of which result from projects and research involving

! http://www.w3.org/2001 /sw/BestPractices/
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both researchers and practitioners), the latter two requirements have largely been
overlooked by the academic community. Many patterns are poorly documented,
and at the time of writing, none have been sufficiently vetted to graduate from
submitted to published status in the prime pattern repository online?. Toolset
support is limited to some of the tasks required when employing patterns, while
other tasks are entirely unsupported. Furthermore, the most mature pattern
usage support tools are implemented as a plugin for an ontology engineering
environment which is no longer actively maintained3.

In the following paper, these ODP adoption challenges are discussed in more
detail, and the author’s ongoing work on addressing them is reported. The paper
focuses exclusively on Content ODPs as defined in the NeOn Project?, as this
is most common type of Ontology Design Patterns with some 100+ patterns
published. The paper is structured as follows: Sect. 2 introduces relevant related
published research on ODPs, Sect. 3 focuses on the tasks that need be performed
when finding, adapting, and applying patterns, Sect.4 details the challenges
preventing the adoption of ODPs by practitioner ontologists, Sect.5 proposes
solutions to these challenges, Sect. 6 presents the initial results of applying some
of those solutions, and Sect. 7 concludes and summarises the paper.

2 Related Work

Ontology Design Patterns were introduced as potential solutions to these types
of issues at around the same time independently by Gangemi [8] and Blomqvist
and Sandkuhl [4]. The former define such patterns by way of a number of charac-
teristics that they display, including examples such as “flan ODP] is a template
to represent, and possibly solve, a modelling problem” [8, p. 267] and “/an ODP]
can/should be used to describe a ‘best practice’ of modelling” [8, p. 268]. The
latter describes ODPs as generic descriptions of recurring constructs in ontolo-
gies, which can be used to construct components or modules of an ontology.
Both approaches emphasise that patterns, in order to be easily reusable, need
to include not only textual descriptions of the modelling issue or best practice,
but also some formal ontology language encoding of the proposed solution. The
documentation portion of the pattern should be structured and contain those
fields or slots that are required for finding and using the pattern.

Since their introduction, ODPs have been the subject of some research and
work, see for instance the deliverables of the EU FP6 NeOn Project® [5,15]
and the work presented at instances of the Workshop on Ontology Patterns®
at the International Semantic Web Conference. There are to the author’s best
knowledge no studies indicating ontology engineering performance improvements
in terms of time required when using patterns, but results so far indicate that

2 http://ontologydesignpatterns.org/

3 XD Tools for NeOn Toolkit, http://neon-toolkit.org/wiki/XDTools.
* http://ontologydesignpatterns.org/wiki/Category:ContentOP

5 http://www.neon-project.org/

5 http://ontologydesignpatterns.org/wiki/WOP:Main
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their usage can help lower the number of modelling errors and inconsistencies
in ontologies, and that they are perceived as useful and helpful by non-expert
users [3,6].

The use and understanding of ODPs have been heavily influenced by the work
taking place in the NeOn Project”, the results of which include a pattern typol-
ogy [15], and the eXtreme Design collaborative ontology development methods,
based on pattern use [5]. eXtreme Design (XD) is defined as “a family of meth-
ods and associated tools, based on the application, exploitation, and definition
of Ontology Design Patterns (ODPs) for solving ontology development issues”
[14, p. 83]. The method is influenced by the eXtreme Programming (XP) [2]
agile software development method, and like it, emphasises incremental develop-
ment, test driven development, refactoring, and a divide-and-conquer approach
to problem-solving [13]. Additionally, the NeOn project funded the development
of the XD Tools, a set of plugin tools for the NeOn Toolkit IDE intended to
support the XD method of pattern use.

Ontology Design Patterns have also been studied within the CO-ODE project
[1,7], the results of which include a repository of patterns® and an Ontology Pre-
Processing Language (OPPL).

3 Using Ontology Design Patterns

The eXtreme Design method provides recommendations on how one should
structure an Ontology Engineering project of non-trivial size, from tasks and
processes of larger granularity (project initialisation, requirements elicitation,
etc.) all the way down to the level of which specific tasks need be performed
when employing a pattern to solve a modelling problem. Those specific pat-
tern usage tasks (which are also applicable in other pattern-using development
methods) are:

1. Finding patterns relevant to the particular modelling issue

2. Adapting those general patterns to the modelling use case

3. Integrating the resulting specialisation with the existing ontology (i.e., the
one being built).

3.1 Finding ODPs

In XD, the task of finding an appropriate design pattern for a particular prob-
lem is viewed as a matching problem where a local use case (the problem for
which the ontology engineer needs guidance) is matched to a general use case
(the intended functionality of the pattern) encoded in the appropriate pattern’s
documentation. In order to perform such matching, the general use case needs
be expressed in a way that enables matching to take place. In practice, pattern

" http://www.neon-project.org,/
8 http://odps.sourceforge.net/odp/html/index.html
9 http://oppl2.sourceforge.net/
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intent is encoded using Competency Questions [9], and matching is performed
by hand, by the ontology engineer him /herself. XD Tools supports rudimentary
keyword-based search across the ontologydesignpatterns.org portal, which can
provide the ontology engineer with an initial list of candidate patterns for a given

query.

3.2 Specialising ODPs

Having located a pattern appropriate for reuse in a specific scenario, the ontology
engineer needs to adapt and specialise said pattern for the scenario in question.
The specific steps vary from case to case, but a general approach that works in
the majority of cases is as follows:

1. Specialise leaf classes of the subclass tree

2. Specialise leaf properties of the subproperty tree

3. Define domains and ranges of specialised properties to correspond with the
specialised classes.

The XD Tools provide a wizard interface that supports each these steps.
They also provide a certain degree of validation of the generated specialisations,
by presenting the user with a list of generated axioms (expressed in natural
language) for the user to reject or accept.

3.3 Integrating ODP Instantiations

Once a pattern has been adapted for use in a particular scenario, the resulting
solution module needs to be integrated with the ontology under development.
This integration involves aligning classes and properties in the pattern mod-
ule with existing classes and properties in the ontology, using subsumption or
equivalency mappings. This integration process may also include refactoring of
the existing ontology, in the case that requirements dictate that the resulting
ontology be highly harmonised. There is at the time of writing no known tool
support for ODP instantiation integration, and this process is therefore per-
formed entirely by hand.

4 ODP Adoption Challenges

As indicated above, there is a thriving research community studying patterns
and developing new candidate ODPs. Unfortunately the adoption of Ontology
Design Patterns in the broader Semantic Web community, and in particular
among practitioners, is limited. The author has, based on experiences from sev-
eral studies involving users on different levels (from graduate students to domain
experts from industry) [10-12], identified a number of issues that give rise to
confusion and irritation among users attempting to employ ODPs, and which
are likely to slow uptake of these technologies. Those issues are detailed in the
subsequent sections.
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4.1 Issues on Finding ODPs

As explained, there are two methods for finding appropriate design patterns for
a particular modelling challenge - users can do matching by hand (by consulting
a pattern repository and reading pattern documentations one by one), or users
can employ the pattern search engine included in XD Tools to suggest candidate
patterns. In the former case, as soon as the list of available patterns grows to a
non-trivial number (such as in the ontologydesignpatterns.org community por-
tal), users find the task challenging to perform correctly, particularly if patterns
are not structured in a way that is consistent with their expectations [10].

In the latter case, signal-to-noise ratio of pattern search engine results is often
discouragingly low. In initial experiments (detailed in Sect.6) the author found
that with a result list displaying 25 candidate patterns, the correct pattern was
included in less than a third of the cases. In order to guarantee that the correct
pattern was included, the search engine had to return more than half of the
patterns in the portal, essentially negating the point of using a search engine.
Also, the existing pattern search engine included in XD Tools does not allow
for filtering the results based on user criteria, which makes it easy for a user
to mistakenly import and apply a pattern which is inconsistent with ontology
requirements, e.g., on reasoning performance or other constraints.

4.2 Issues on Composing ODPs

The process of integrating a specialised pattern solution module into the target
ontology is not supported by any published tools, and consequently relies entirely
on the user’s ontology engineering skill. Users performing such tasks are often
confused by the many choices open to them, and the potential consequences of
these choices, not limited to:

— Which mapping axioms should be used between the existing classes and prop-
erties and those of the solution module, e.g., equivalency or subsumption?

— Where those pattern instantiation module mapping axioms should be placed:
in the target ontology, in the instantiated pattern module, or in a separate
mapping module?

— The interoperability effects of customising patterns: for instance, what are the
risks in case pattern classes are declared to be subsumed by existing top level
classes in the target ontology?

— How selections from the above composition choices affect existing ontology
characteristics such as reasoning performance, etc.

4.3 Issues on Pattern and Tooling Quality

Users often express dissatisfaction with the varying degree of documentation
quality [10]. While some patterns are documented in an exemplary fashion,
many lack descriptions of intents and purpose, consequences of use, or exam-
ple use cases. Experienced ontology engineers can see through this by studying
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the accompanying OWL module in order to learn the benefits and drawbacks of
a certain pattern, but it is uncommon for non-expert users to do this successfully.

It is not uncommon for patterns to include and build upon other patterns,
and these dependencies are not necessarily intuitive or well-explained. On several
occasions the author has been questioned by practitioner users as to why, in
the ontologydesignpatterns.org repository, the pattern concerning time indexed
events makes use of the Event class that is defined in the (non time-indexed)
Participation pattern. The consequence of this dependency structure is of course
that any user who models time indexed events using patterns automatically also
includes non time-indexed participation representations in their resulting model,
which very easily gives rise to modelling mistakes.

In more practical terms, the XD Tools were designed to run as a plugin
for the NeOn Toolkit ontology IDE. This IDE unfortunately never gained greater
adoption. Additionally, XD Tools and its dependencies require a specific older
version of NeOn Toolkit. This means that ontology engineers who want to use
newer tools and standards are unable to use XD Tools, but rather have to do
their pattern-based ontology engineering without adequate tool support.

5 Improvement Ideas

The author’s ongoing research aims to improve upon ODP usage methods and
tools, in the process solving some of the issues presented above. To this end, a
number of solution suggestions have been developed, and are currently in the
process of being tested (some with positive results, see Sect.6). The following
sections present these suggestions and the consequences they would have on both
patterns and pattern repositories. Implementation of these suggested improve-
ments within an updated version of the XD Tools targeting the Protégé editor
is planned to take place in the coming months.

5.1 Improving ODP Findability

In order to improve recall when searching for suitable ODPs, the author suggests
making use of two pieces of knowledge regarding patterns that the current XD
Tools pattern search engine does not consider: firstly, that the core intent of the
patterns in the index is codified as competency questions, which are structurally
similar to such queries that an end-user may pose, and secondly, that patterns
are general or abstract solutions to a common problem, and consequently, the
specific query that a user inputs needs to be transformed into a more general
form in order to match the indexed patterns level of abstraction.

The first piece of knowledge can be exploited by using string distance met-
rics to determine how similar an input query is to the competency questions
associated with a pattern solution. Another approach under study is to employ
ontology learning methods to generate graphs from both indexed pattern com-
petency questions and input queries, and then measuring the degree of overlap
between concepts referenced in these two graphs.
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The second piece of knowledge can be exploited by reusing existing language
resources that represent hyponymic relations, such as WordNet. By enriching
the indexed patterns with synonyms of disambiguated classes and properties
in the pattern, and by enriching the user query using hypernym terms of the
query, the degree of overlap between a user query (worded to concern a specific
modelling issue) against a pattern competency question (worded to concern a
more general phenomenon) can be computed.

5.2 Improving ODP Integration

The challenge of integrating an instantiated pattern module into a target ontol-
ogy is at its core an ontology alignment challenge. Consequently existing ontol-
ogy alignment and ontology matching methods are likely to be useful in this
context. The behaviour of such systems against very small ontologies such as
instantiated pattern modules, is however not well known. The advantage that
patterns have over general ontologies in this context is the knowledge that pat-
terns are designed with the very purpose of being adapted and integrated into
other ontologies, which is not true in the general ontology alignment use case.
Therefore, the pattern creator could a priori consider different ways in which that
pattern would best be integrated with an ontology, and construct the pattern in
such a way as to make this behaviour known to an alignment system.

The author suggests reusing known good practice from the ontology align-
ment domain, and combining this with such pattern-specific alignment hints
embedded in the individual pattern OWL files. For instance, a pattern class
could be tagged with an annotation indicating to a compatible alignment sys-
tem that this class represents a very high level or foundational concept, and
that consequently, it should not be aligned as a subclass; or a pattern class or
property could be tagged with annotations indicating labels of suitable sub- or
superclasses in the integration step.

Additionally, improved user interfaces would aid non-expert users in applying
patterns. Such user interfaces should detail in a graphical or otherwise intuitive
manner the consequences of selecting a particular integration strategy, in the
case that multiple such strategies are available for consideration.

6 Results

6.1 ODP Search

The author has developed a method of indexing and searching over a set of
Ontology Design Patterns based on the ideas presented in Sect.5. The method
combines the existing Lucene-backed Semantic Vectors Search method with a
comparison of competency questions based on their relative Levenshtein edit
distances, and a comparison of the number of query hypernyms that can be
found among the pattern concept synonyms. Each method generates a confidence
value between 0 and 1, and these confidence values are added together with equal
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weight to generate the final confidence value which is used for candidate pattern
ordering. While the approach requires further work, early results are promising,
as shown in Table 1.

The dataset used in testing was created by reusing the question sets pro-
vided by the Question Answering over Linked Data (QALD) evaluation cam-
paign. Each question was matched to one or more ODPs suitable for building an
ontology supporting the question. This matching was performed by two senior
ontology experts independently, and their respective answer sets merged. The
two experts reported very similar pattern selections in the cases where only
a single pattern candidate existed in the pattern repository compliant with a
competency question (e.g., the Place'® or Information Realization'! patterns),
but for such competency questions where multiple candidate patterns existed
representing different modelling practices (e.g., the Agent Role'? or Participant
Role'3 patterns), their selections among these candidate patterns diverged. Con-
sequently, the joint testing dataset was constructed via the union of the two
experts’ pattern selections (representing the possibility of multiple correct mod-
elling choices), rather than their intersection. Recall was defined as the ratio of
such expert-provided ODP candidates that the automated system retrieves for
a given input question.

Table 1. Recall improvement for ODP search

XD-SVS | Composite3
R10| 6% 22 %
R15| 8% 31%
R20| 9% 37%
R25 | 14% 1%

As shown in the table, the average recall within the first 10, 15, 20 or 25
results is 34 times better using the author’s composite method (Composite3)
than using the existing XD Tools Semantic Vectors Search (XD-SVS). It should
be noted that while Composite3 also increases the precision of the results com-
pared to XD-SVS by a similar degree, that resulting precision is still rather
poor, at 5—6 %. The potential pattern user will consequently see a lot of spuri-
ous results using either of the approaches. This is understood to be a potential
usability problem, and an area for further work.

A factor believed to be limiting the success of this method is the fact that
resolving ODP concepts and properties to corresponding concepts and properties
in natural language resources (in this case WordNet) is an error-prone process.

10 http://ontologydesignpatterns.org/wiki/Submissions:Place

' http://ontologydesignpatterns.org/wiki/Submissions:Information_realization
12 http://ontologydesignpatterns.org/wiki/Submissions: AgentRole

13 http://ontologydesignpatterns.org/wiki/Submissions: ParticipantRole
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This is largely due to the ambiguity of language and the fact that concepts in
ODPs are generally described using only a single label per supported language.
If pattern concepts were more thoroughly documented, using for instance more
synonymous labels, class sense disambiguation would likely work better, and
ODP search consequently work better also. Additionally, WordNet does contain
parts of questionable quality (both in terms of coverage and structure), the
improvement of which may lead to increased quality of results for dependent
methods such as the one presented here.

6.2 ODP Composition

Based on an empirical study of ODP composition as employed in ontology engi-
neering tasks in the IKS Project!?, a number of heuristics for ODP composition
have been extracted, and are presently being developed into a Protégé plugin
supporting such composition. Most of these heuristics are very simple and make
use of basic string matching techniques across labels or concept URIs (e.g., if
there is a greatest common substring of more than trivial length, suggest the
concept with the longer label as subconcept of the one with the shorter label,
etc.). Yet these simple heuristics cover over 60 % of the composition mappings
in the source dataset. While end-users would be able to connect such concepts
themselves by hand, suggesting them to the user will still save them considerable
work, as they do not themselves have to dig through the subsumption hierarchy
to locate the classes and properties.

These heuristics are being coupled with a confidence scoring mechanism based
on the scope of control of an ontology engineering project. This scope defines
which namespaces in the project that are allowed to be modified when performing
ODP composition. The scope can be set manually by the ontology engineer,
but is by default based on the namespaces of open and editable files in the
Protégé environment. Redefining the semantics of concepts outside of the scope
of control is not recommended. Consequently, composition subsumption axioms
in which concepts outside of the scope of control are defined as the subconcepts,
are penalised and ranked lower than axioms which do not give rise to such a
situation.

From the same study it was observed that all of the mapping axioms used
to composite an ODP specialisation module into a resulting ontology were sub-
sumption mappings (i.e., subClassOf or subPropertyOf). Equivalence mappings
were not used at all. This may indicate a cognitive understanding of the domain
of discourse as being layered, that is to say, that ODP specialisation modules
represent a layer of understanding which is more general than the final ontology,
but mer specific than the original ODP. For instance, in the ontologies studied,
List (an ODP) is specialised as ContentList (an ODP specialisation), which is
then composed via subclassing into RadioChannel, Playlist, and NewsStream.
If this observation holds also in a larger set of ontologies and ODPs, it may
indicate that the border between ODP specialisation and ODP composition is

M http:/ /www.iks-project.eu/
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not as clear cut as previously thought, and that tooling for specialisation and
composition would need be more tightly integrated.

7 Conclusions

This paper has introduced and discussed some concrete challenges regarding the
use of Ontology Design Patterns, with an emphasis on tooling-related challenges
that prevent non-expert users from performing Ontology Engineering using such
patterns. Those challenges primarily concern; (a) the task of finding patterns,
(b) decisions to make when integrating pattern based modules with an existing
ontology, and, (¢) pattern and tooling quality. The author’s work aims to over-
come these challenges by developing improved methods and accompanying tools
for today’s Ontology Engineering IDE:s (i.e., Protégé), better supporting each
step of ODP application and use.

The author has developed an ODP search method exploiting both the sim-
ilarity between pattern competency questions and user queries, and the rela-
tive abstraction level of general pattern solutions versus concrete user queries,
a method shown to increase recall when searching for candidate ODPs signif-
icantly. Future work regarding ODP findability includes improving recall and
precision further, and to examine which type of criteria users want to be able to
filter results based on.

The author has also developed a set of heuristics for ODP composition sug-
gestions, and a confidence scoring method based on the scope of control of an
ODP-based ontology engineering project, presently being implemented into a
tool for guiding ODP composition. Future work regarding ODP composition
includes tackling the more difficult alignments, possibly via enrichment using
lexical resources.
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Abstract. Over the past years, a vast number of datasets have been pub-
lished based on Semantic Web standards, which provides an opportunity
for creating novel industrial applications. However, industrial require-
ments on data quality are high while the time to market as well as the
required costs for data preparation have to be kept low. Unfortunately,
many Linked Data sources are error-prone which prevents their direct
use in productive systems. Hence, (semi-)automatic quality assurance
processes are needed as manual ontology repair procedures by domain
experts are expensive and time consuming. In this article, we present
CROCUS — a pipeline for cluster-based ontology data cleansing. Our sys-
tem provides a semi-automatic approach for instance-level error detection
in ontologies which is agnostic of the underlying Linked Data knowledge
base and works at very low costs. CROCUS has been evaluated on two
datasets. The experiments show that we are able to detect errors with
high recall. Furthermore, we provide an exhaustive related work as well
as a number of lessons learned.

1 Introduction

The Semantic Web movement including the Linked Open Data (LOD) cloud®
represents a combustion point for commercial and free-to-use applications. The
Linked Open Data cloud hosts over 300 publicly available knowledge bases with
an extensive range of topics and DBpedia [1] as central and most important
dataset. While providing a short time-to-market of large and structured datasets,
Linked Data has yet not reached industrial requirements in terms of provenance,
interlinking and especially data quality. In general, LOD knowledge bases com-
prise only few logical constraints or are not well modelled.

Industrial environments need to provide high quality data in a short amount
of time. A solution might be a significant number of domain experts that are
checking a given dataset and defining constraints, ensuring the demanded data
quality. However, depending on the size of the given dataset the manual evalu-
ation process by domain experts will be time consuming and expensive. Com-
monly, a dataset is integrated in iteration cycles repeatedly which leads to a

! http://lod-cloud.net/
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generally good data quality. However, new or updated instances might be error-
prone. Hence, the data quality of the dataset might be contaminated after a
re-import.

From this scenario, we derive the requirements for our data quality evalua-
tion process. (1) Our aim is to find singular faults, i.e., unique instance errors,
conflicting with large business relevant areas of a knowledge base. (2) The data
evaluation process has to be efficient. Due to the size of LOD datasets, reason-
ing is infeasible due to performance constraints, but graph-based statistics and
clustering methods can work efficiently. (3) This process has to be agnostic of
the underlying knowledge base, i.e., it should be independent of the evaluated
dataset.

Often, mature ontologies, grown over years, edited by a large amount of
processes and people, created by a third party provide the basis for industrial
applications (e.g., DBpedia). Aiming at short time-to-market, industry needs
scalable algorithms to detect errors. Furthermore, the lack of costly domain
experts requires non-experts or even layman to validate the data before influ-
encing a productive system. Resulting knowledge bases may still contain errors,
however, they offer a fair trade-off in an iterative production cycle.

In this article, we present CROCUS, a cluster-based ontology data cleansing
framework. CROCUS can be configured to find several types of errors in a semi-
automatic way, which are afterwards validated by non-expert users called quality
raters. By applying CROCUS’ methodology iteratively, resulting ontology data
can be safely used in industrial environments.

On top of our previous work [2] our contributions are as follows: we present
(1) an exhaustive related work and classify our approach according to three well-
known surveys, (2) a pipeline for semi-automatic instance-level error detection
that is (3) capable of evaluating large datasets. Moreover, it is (4) an approach
agnostic to the analysed class of the instance as well as the Linked Data knowl-
edge base. (5) we provide an evaluation on a synthetic and a real-world dataset.
Finally, (6) we present a number of lessons learned according to error detection
in real-world datasets.

2 Related Work

The research field of ontology data cleansing, especially instance data can be
regarded threefold: (1) development of statistical metrics to discover anomalies,
(2) manual, semi-automatic and full-automatic evaluation of data quality and
(3) rule- or logic-based approaches to prevent outliers in application data.

In 2013, Zaveri et al. [10] evaluate the data quality of DBpedia. This manual
approach introduces a taxonomy of quality dimensions: (i) accuracy, which con-
cerns wrong triples, data type problems and implicit relations between attributes,
(ii) relevance, indicating significance of extracted information, (iii) representa-
tional consistency, measuring numerical stability and (iv) interlinking, which
looks for links to external resources. Moreover, the authors present a manual
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Table 1. Table of founded papers for each in [8] defined Dimension on the basis of [9,
Tables 8-9]. The blue dimensions are considered in this work.
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é ‘Ga; Consistency - 3] (7]
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Availability (3] [7]
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;% E Response time 3]

. Security (3]

error detection tool called TripleCheckMate? and a semi-automatic approach
supported by the description logic learner (DL-Learner) [11,12], which gener-
ates a schema extension for preventing already identified errors. Those methods
measured an error rate of 11.93 % in DBpedia which will be a starting point for
our evaluation.

A rule-based framework is presented by Furber et al. [13] where the authors
define 9 rules of data quality. Following, the authors define an error by the num-
ber of instances not following a specific rule normalized by the overall number
of relevant instances. Afterwards, the framework is able to generate statistics on
which rules have been applied to the data. Several semi-automatic processes, e.g.,
[4,5], have been developed to detect errors in instance data of ontologies. Bohm
et al. [4] profiled LOD knowledge bases, i.e., statistical metadata is generated to
discover outliers. Therefore, the authors clustered the ontology to ensure parti-
tions contain only semantically correlated data and are able to detect outliers.

2 http://github.com/AKSW /TripleCheckMate
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Hogan et al. [5] only identified errors in RDF data without evaluating the data
properties itself.

In 2013, Kontokostas et al. [14] present an automatic methodology to assess
data quality via a SPARQL-endpoint®. The authors define 14 basic graph pat-
terns (BGP) to detect diverse error types. Each pattern leads to the construction
of several cases with meta variables bound to specific instances of resources and
literals, e.g., constructing a SPARQL query testing that a person is born before
the person dies. This approach is not able to work iteratively to refine its result
and is thus not usable in circular development processes.

Bizer et al. [3] present a manual framework as well as a browser to filter
Linked Data. The framework enables users to define rules which will be used to
clean the RDF data. Those rules have to be created manually in a SPARQL-like
syntax. In turn, the browser shows the processed data along with an explanation
of the filtering.

Network measures like degree and centrality are used by Guer et al. [6] to quan-
tify the quality of data. Furthermore, they present an automatic framework to eval-
uate the influence of each measure on the data quality. The authors proof that the
presented measures are only capable of discovering a few quality-lacking triples.

Hogan et al. [7] compare the quality of several Linked Data datasets. There-
fore, the authors extracted 14 rules from best practices and publications. Those
rules are applied to each dataset and compared against the Page Rank of each
data supplier. Thereafter, the Page Rank of a certain data supplier is correlated
with the datasets quality. The authors suggest new guidelines to align the Linked
Data quality with the users need for certain dataset properties.

A first classification of quality dimensions is presented by Wang et al. [§]
with respect to their importance to the user. This study reveals a classification
of data quality metrics in four categories, cf. Table 1. Recently, Zaveri et al. [9]
present a systematic literature review on different methodologies for data quality
assessment. The authors chose 21 articles, extracted 26 quality dimensions and
categorized them according to [8]. The results shows which error types exist and
whether they are repairable manually, semi-automatic or fully automatic. The
presented measures were used to classify CROCUS.

To the best of our knowledge, our tool is the first tool tackling error accuracy
(intrinsic data quality), completeness (contextual data quality) and consistency
(data modelling) at once in a semi-automatic manner reaching high fl-measure
on real-world data.

3 Method

First, we need a standardized extraction of target data to be agnostic of the
underlying knowledge base. SPARQL [15] is a W3C standard to query instance
data from Linked Data knowledge bases. The DESCRIBE query command is a way
to retrieve descriptive data of certain instances. However, this query command

3 http://www.w3.org/ TR /rdf-sparqgl-query/
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depends on the knowledge base vendor and its configuration. To circumvent
knowledge base dependence, we use Concise Bounded Descriptions (CBD) [16].
Given a resource r and a certain description depth d the CBD works as follows:
(1) extract all triples with r as subject and (2) resolve all blank nodes retrieved
so far, i.e., for each blank node add every triple containing a blank node with
the same identifier as a subject to the description. Finally, CBD repeats these
steps d times. CBD configured with d = 1 retrieves only triples with r as subject
although triples with r as object could contain useful information. Therefore, a
rule is added to CBD, i.e., (3) extract all triples with r as object, which is called
Symmetric Concise Bounded Description (SCDB) [16].

Second, CROCUS needs to calculate a numeric representation of an instance
to facilitate further clustering steps. Metrics are split into three categories:

(1) The simplest metric counts each property (count). For example, this
metric can be used if a person is expected to have only one telephone number.

(2) For each instance, the range of the resource at a certain property is counted
(range count). In general, an undergraduate student should take undergraduate
courses. If there is an undergraduate student taking courses with another type
(e.g., graduate courses), this metric is able to detect it.

(3) The most general metric transforms each instance into a numeric vec-
tor and normalizes it (numeric). Since instances created by the SCDB consist
of properties with multiple ranges, CROCUS defines the following metrics: (a)
numeric properties are taken as is, (b) properties based on strings are converted
to a metric by using string length although more sophisticated measures could
be used (e.g., n-gram similarities) and (c) object properties are discarded for
this metric.

As a third step, we apply the density-based spatial clustering of applications
with noise (DBSCAN) algorithm [17] since it is an efficient algorithm and the
order of instances has no influence on the clustering result. DBSCAN clusters
instances based on the size of a cluster and the distance between those instances.
Thus, DBSCAN has two parameters: ¢, the distance between two instances, here
calculated by the metrics above and MinPts, the minimum number of instances
needed to form a cluster. If a cluster has less than MinPts instances, they are
regarded as outliers. We report the quality of CROCUS for different values of
MinPts in Sect.4 (Fig. 1).

Finally, identified outliers are extracted and given to human quality judges.
Based on the revised set of outliers, the algorithm can be adjusted and con-
straints can be added to the Linked Data knowledge base to prevent repeating
discovered errors.

4 FEvaluation

LUBM benchmark. First, we used the LUBM benchmark [18] to create a per-
fectly modelled dataset. This benchmark allows to generate arbitrary knowledge
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Fig. 1. Architecture of CROCUS.

bases themed as university ontology. Our dataset consists of exactly one univer-
sity and can be downloaded from our project homepage*.

The LUBM benchmark generates random but error free data. Thus, we add
different errors and error types manually for evaluation purposes:

— completeness of properties (count) has been tested with CROCUS by adding
a second phone number to 20 of 1874 graduate students in the dataset. The
edited instances are denoted as I.oyn:-

— semantic correctness of properties (range count) has been evaluated by adding
for non-graduate students (Course) to 20 graduate students (Irangecount)-

— numeric correctness of properties (numeric) was injected by defining that
a graduate student has to be younger than a certain age. To test this, 20
graduate students (Lyymeric) age was replaced with a value bigger than the
arbitrary maximum age of any other graduate.

For each set of instances holds: |I.ount| = |Lrangecount] = [Tnumeric| = 20 and
additionally |Icount N Irangecount N Inumeric| = 3. The second equation overcomes
a biased evaluation and introduces some realistic noise into the dataset. One of
those 3 instances is shown in the listing below:

* https://github.com/AKSW/CROCUS
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@prefix rdf: <http://www.w3.0rg/1999/02/22 —rdf—syntax—ns#>
@prefix rdfs: <http://www.w3.o0rg/2000/01/rdf—schema#>
@prefix ns2: <http://example.org/#> .

@prefix ns3: <http://www.Department6. University0.edu/>

ns3: GraduateStudent75 a ns2:GraduateStudent
ns2:name ” GraduateStudent75”
ns2:undergraduateDegreeFrom <http://www.University467.edu> ;
ns2:emailAddress ”GraduateStudent75@Department6. University0.edu”

10 ns2:telephone “yyyy-yyyy-yyyy” , 7 XXX—XXX—XXXX”

11 ns2: memberOf <http://www.Department6. University0.edu> ;

12 ns2:age 7637

13 ns2:takesCourse ns83: GraduateCourse2l , ns3:Course39 , ns3:

GraduateCourse26

14 ns2:advisor ns3: AssociateProfessor8

)

OO0 O Uk W

3

Listing 1.1. Example of an instance with manually added errors (in red).

DBpedia - German universities benchmark. Second, we used a subset
of the English DBpedia 3.8 to extract all German universities. The following
SPARQL query (Listing 1.2) presents already the difficulty to find a complete
list of universities using DBpedia.

1[SELECT DISTINCT ?instance

2 WHERE {

3 { ?instance a dbo:University .

4 ?instance dbo:country dbpedia:Germany.
5 ?instance foaf:homepage 7h.

6 } UNION {

7 7instance a dbo:University .

8 ?instance dbp::country dbpedia:Germany.
9 ?instance foaf:homepage 7h.

10 } UNION {

11 7instance a dbo:University.

12 7instance dbp::country ”Germany”@en.
13 ?instance foaf:homepage 7h.

14 }}

Listing 1.2. SPARQL query to extract all German universities.

After applying CROCUS to the 208 universities and validating detected
instances manually, we found 39 incorrect instances. This list of incorrect instances,
i.e., CBD of URISs, as well as the overall dataset can be found on our project home-
page. For our evaluation, we used only properties existing in at least 50 % of the
instances to reduce the exponential parameter space. Apart from an increased per-
formance of CROCUS we did not find any effective drawbacks on our results.

Results. To evaluate the performance of CROCUS, we used each error type
individually on the adjusted LUBM benchmark datasets as well as a combination
of all error types on LUBM? and the real-world DBpedia subset.

Table2 shows the fl-measure (F1), precision (P) and recall (R) for each
error type. For some values of MinPts it is infeasible to calculate cluster since
DBSCAN generates only clusters but is unable to detect outlier. CROCUS is
able to detect the outliers with a 1.00 fl-measure as soon as the correct size of
MinPts is found.

5 The datasets can also be found on our project homepage.
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Table 2. Results of the LUBM benchmark for all three error types.

LUBM
count range count numeric
MinPts F1 | P R F1 |P R F1 |P R
2 J— J— J— I I J— J— J— I
4 — |— |— 1]049/1.00{033|— | — |—
8 — |— |— 106710005 |— |— |—
10 0.52/1.00/0.35/1.00/1.001.00 | — |— |—
20 1.00/1.00|1.00|1.001.00|1.00|1.00 1.00|1.00
30 1.00/1.00|1.00|1.00|1.00|1.00|1.00 1.00|1.00
50 1.00/1.00|1.00|1.00{1.00|1.00|1.00 1.00|1.00
100 1.00/1.001.00{1.00|1.00|1.00 1.00|1.00|1.00

Table 3 presents the results for the combination of all error types for the
LUBM benchmark as well as for the German universities DBpedia subset. Com-
bining different error types yielding a more realistic scenario influences the recall
which results in a lower fl-measure than on each individual error type. Find-
ing the optimal MinPts can efficiently be done by iterating between [2,. .., |I|].
However, CROCUS achieves a high recall on the real-world data from DBpe-
dia. Reaching a fl-measure of 0.84 for LUBM and 0.91 for DBpedia highlights
CROCUS detection abilities.

Table 3. Evaluation of CROCUS
against a synthetic and a real-
world dataset using all metrics

combined.
LUBM DBpedia

MinPts | F1 | P R |F1 |P R
2 0.12 | 1.00 | 0.09 | 0.04 | 0.25 | 0.02
4 0.58 | 1.00 | 0.41 | 0.04 | 0.25 | 0.02
8 0.84 | 1.00 | 0.72 | 0.04 | 0.25 | 0.02
10 0.84 | 1.00 | 0.72 | 0.01 | 0.25 | 0.01
20 0.84 | 1.00 | 0.72 | 0.17 | 0.44 | 0.10
30 0.84 | 1.00 | 0.72 | 0.91 | 0.86 | 0.97
50 0.84 | 1.00 | 0.72 | 0.85 | 0.80 | 0.97
100 0.84 | 1.00 | 0.72 | 0.82 | 0.72 | 0.97

Table 4. Different error types discov-
ered by quality raters using the Ger-
man universities DBpedia subset.

Property Errors

dbp:staff, Values are typed
dbp:estab- as xsd:string
lished, although they
dbp:internat- contain
ionalStudents numeric types

like integer or
double.

dbo:country,

dbp:country ” Ger-

dbp: country many” @en

collides with

dbo:Germany

In general, CROCUS generated many candidates which were then manually
validated by human quality raters, who discovered a variety of errors. Table4
lists the identified reasons of errors from the German universities DBpedia sub-
set detected as outlier. As mentioned before, some universities do not have a



22 D. Cherix et al.

dbo: country property. However, we found a new type of error. Some literals
are of type xsd:string although they represent a numeric value. Lists of wrong
instances can also be found on our project homepage.

Overall, CROCUS has been shown to be able to detect outliers in synthetic
and real-world data and is able to work with different knowledge bases.

5 Lessons Learned

By applying CROCUS on a real-world ontology a set of erroneous candidates
is provided to the quality raters. Based on those candidates quality raters and
domain experts are able to define constraints to avoid a specific type of failure.

Obviously, there are some failures which are too complex for a single con-
straint. For instance, an object property with more than one authorized class
as range needs another rule for each class, e.g., a property locatedIn with the
possible classes Continent, Country, AdminDivision. Any object having this
property should only have one instance of Country linked to it. The same holds
for an instance of type Continent. However, it is possible to have more than one
AdminDivision since each district or state is an AdminDivision.

One possible solution is to create distinct classes for State and District.
An even better way is to introduce new subproperties, i.e., locatedInDistrict.
Thus, it is possible to define a rule that an object can only have one district.
This does not exclude objects with more than one locatedIn associated to an
instance of AdminDivision as its range.

6 Conclusion

We presented CROCUS, a novel architecture for cluster-based, iterative ontology
data cleansing, agnostic of the underlying knowledge base. With this approach
we aim at the iterative integration of data into a productive environment which
is a typical task of industrial software life cycles.

The experiments showed the applicability of our approach on a synthetic and,
more importantly, a real-world Linked Data set. Finally, CROCUS has already
been successfully used on a travel domain-specific productive environment com-
prising more than 630.000 instances (the dataset cannot be published due to its
license).

In the future, we aim at a more extensive evaluation on domain specific
knowledge bases. Furthermore, CROCUS will be extended towards a pipeline
comprising a change management, an open API and semantic versioning of the
underlying data. Additionally, a guided constraint derivation for laymen will be
added.
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Abstract. To allow search on the Web of data, systems have to combine
data from multiple sources. However, to effectively fulfill user informa-
tion needs, systems must be able to “look beyond” exactly matching
data sources and offer information from additional/contextual sources
(data source contextualization). For this, users should be involved in
the source selection process — choosing which sources contribute to their
search results. Previous work, however, solely aims at source contextual-
ization for “Web tables”, while relying on schema information and sim-
ple relational entities. Addressing these shortcomings, we exploit work
from the field of data mining and show how to enable Web data source
contextualization. Based on a real-world use case, we built a prototype
contextualization engine, which we integrated in a system for search-
ing the Web of data. We empirically validated the effectiveness of our
approach — achieving performance gains of up to 29 % over the state-
of-the-art.

1 Introduction

The amount of RDF on the Web, such as Linked Data, RDFa and Microformats,
is large and rapidly increasing. RDF data contains descriptions of entities, with
each description being a set of triples: {(s,p,0)}. A triple associates an entity
(subject) s with an object o via a predicate p. A set of triples forms a data graph.

Querying of Distributed Data Sources. RDF is oftentimes highly distrib-
uted, with each data source comprising one or more RDF graphs, cf. Fig. 1.

Ezample. Catalogs like Eurostat' or Worldbank? provide finance data, e.g., about
the gross domestic product (GDP), which is spread across many sources.
However, in order to provide the user with her desired information, a sys-
tem has to combine such distributed data. Processing queries in such a manner
requires knowledge about what source features which information. This problem
is commonly known as source selection: a system chooses data sources rele-
vant for a given query (fragment). Previous works selected sources via indexes,
e.g., [9,13,18], link-traversal, e.g., [10,13], or by using source meta-data, e.g., [6].

! http://ec.europa.eu/curostat/
2 http://worldbank.org
© Springer International Publishing Switzerland 2014
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Src. 1. tec00001 (Eurostat). Src. 2. gov_q_ggdebt (Eurostat).
es:data/tec0001 es:data/gov_q-ggdebt
rdf:type gb:Observation; rdf:type gb:Observation;
es—prop:geo es—dic:DE; es—prop:geo es—dic:DE;
es—prop: unit es—dic:MIO_EUR; es—prop:unit es—dic:MIO_EUR;
es—prop:indic_.na es—dic:Bl1; es—prop:indic_na es—dic:F2;
sd:time ”72010—01—-01”""xs:date; sd:time ”72010—01—-01”""xs:date;
sm:obsValue 72496200.0” " "xs: sm:obsValue 71786882.0”7 " "xs:
double. decimal .

Src. 3. NY.GDP.MKTP.CN (Worldbank).

wbi:NY.GDP.MKTP.CN

rdf:type gb:Observation;

sd:refArea wbi:classification /country /DE;

sd:refPeriod 72010—-01—01”""xs:date;

sm: obsValue 72500090.5” " xs:double;

wbprop:indicator wbi:classification/indicator /NY.GDP.MKIP.CN .

Fig. 1. Src. 1/3 describes Germany’s GDP in 2010. They contextualize each other, as
they feature varying observation values and properties for Germany’s GDP. Src. 2 pro-
vides additional information, as it holds the German debt for 2010. Src. 1-3 each con-
tain one entity: es:data/tec0001, es:data/gov_q-ggdebt, and wbi:NY.GDP.MKTP.CN.
Every entity description equals the entire graph contained in its source.

Data Source Contextualization. Existing approaches for source selection aim
solely at a mapping of queries/query fragments to sources with ezactly matching
data [6,9,10,13]. In particular, such works do not consider what sources are
actually about and how they relate to each other.

Example. Consider a user searching for GDP rates in the FU. A traditional
system may discover sources in Eurostat to comprise matching data. However,
other sources offer contextual information concerning, e.g., the national debt.

Note, contextual sources are actually not relevant to the user’s query, but
relevant to her information need. Thus, integration of these “additional” sources
provides a user with broader results in terms of result dimensions (schema com-
plement) and result entities (entity complement). See our example in Fig. 1.

For enabling systems to identify and integrate sources for contextualization,
we argue that user involvement during source selection is a key factor. That is,
starting with an initial search result (obtained via, e.g., a SPARQL or keyword
query), a user should be able to choose and change sources, which are used
for result computation. In particular, users should be recommended contextual
sources at each step of the search process. After modifying the selected sources,
the results may be reevaluated and/or the query expanded.

Unfortunately, recent work on data source contextualization focuses on Web
tables [2], while using top-level schema such as Freebase. Further, the authors
restrict data to a simple relational form. We argue that such a solution is not a
good fit for the schemaless, heterogeneous Web of data.

Contributions. This paper continues our work in [20]. More specifically, we pro-
vide the following contributions: (1) Previous work on Web table contextualization
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suffers from inherent drawbacks. Most notably, it is restricted to fixed-structured
relational data and requires external schemata to provide additional information.
Omitting these shortcomings, we present an entity-based solution for data source
contextualization in the Web of data. Our approach is based on well-known data
mining strategies and does not require schema information or data adhering to
a particular form. (2) We implemented our system, the data-portal, based on a
real-world use case, thereby showing its practical relevance and feasibility. A pro-
totype version of this portal is publicly available and is currently tested by a pilot
customer.? (3) We conducted two user studies to empirically validate the effective-
ness of the proposed approach: our system outperforms the state-of-the-art with
up to 29 %.

Outline. In Sect.2, we present our use case. We give preliminaries in Sect. 3,
outline the approach in Sect.4, and present its implementation in Sect.5. We
discuss the evaluation in Sect. 6, related work in Sect. 7, and conclude in Sect. 8.

2 Use Case Scenario

In this section, we introduce a real-world use case to illustrate challenges w.r.t.
data source selection during searching the Web of data. The scenario is provided
by a pilot user in the financial industry and available online.*

In their daily work, financial researchers heavily rely on a variety of open
and closed Web data sources, in order to provide prognoses of future trends.
A typical example is the analysis of government debt. During the financial cri-
sis in 2008-2009, most European countries made high debts. To lower doubts
about repaying these debts, most countries set up a plan to reduce their pub-
lic budget deficits. To analyze such plans, a financial researcher requires an
overview of public revenue and expenditure in relation to the gross domestic
product (GDP). To measure this, she needs information about the deficit target,
the revenue/expenditure/deficit, and GDP estimates. This information is pub-
licly available, provided by catalogs like Eurostat and Worldbank. However, it is
spread across a huge space of sources. That is, there is no single source satisfying
her information needs — instead data from multiple sources has to be identified
and combined. To start her search process, a researcher may give “gross domes-
tic product” as keyword query. The result is GDP data from a large number
of sources. At this point, data source selection is “hidden” from the researcher,
i.e., sources are solely ranked via number and quality of keyword hits. However,
knowing where her information comes from is critical. In particular, she may
want to restrict and/or know the following meta-data:

— General information about the data source, e.g., the name of the author and
a short description of the data source contents.

3 http://data.fluidops.net/
4 http://data.fluidops.net /resource/Demo_GDP_Germany
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— Information about entities contained in the data source, e.g., the single coun-
tries of the European Union.

— Description about the dimensions of the observations, e.g., the covered time
range or the data unit of the observations.

By means of faceted search, the researcher finally restricts her data source
to tec00001 (Eurostat, Fig.1) featuring “Gross domestic product at market
prices”. However, searching the data source space in such a manner requires
extensive knowledge. Further, the researcher was not only interested in plain
GDP data — she was also looking for additional information.

For this, a system should suggest data sources that might be of interest, based
on sources known to be relevant. These contextual sources may feature related,
additional information w.r.t. current search results/sources. For instance, data
sources containing information about the GDP of further countries or with a
different temporal range. This way, the researcher may discover new sources
more easily, as one source of interest links to another — allowing her to explore
the space of sources.

3 Preliminaries

Data Model. Data in this work is represented as RDF:

Definition 1 (RDF Triple, RDF Graph). Given a set of URIs U, blank
nodes B, and a set of literals L, t = (s,p,0) EUUB XU x (UULUB) is a RDF
triple. A RDF graph G = (V, &) is defined by vertices V =U U LU B and a set
of triples as edges € = {(s,p,0)}.

A data source may contain one or more RDF graphs:

Definition 2 (RDF Data Source). A data source D; € D is a set of n RDF
graphs, i.e., D; = {Gt, ... GL}, with D as set of all sources.

Notice, the above definition abstracts from the data access, e.g., via HTTP
GET requests. In particular, Definition 2 also covers Linked Data sources,
see Fig. 1.

Entity Model. Given a data source D;, an entity e is a subject that is identified
with a URI d. in g; Entity e is described via a connected subgraph of Q;
containing d. (called G.). Subgraphs G., however, may be defined in different
ways [7]. For our work, we used the concise bound description, where all triples
with subject d. are comprised in G.. Further, if an object is a blank node, all
triples with that blank node as subject are also included and so on [7].

Ezxample. We have 3 subjects in Fig.1 and each of them stands for an entity.
Every entity description, G., is a one-hop graph. For instance, the description
for entity es:data/tec0001 comprises all triples in Src. 1.

Kernel Functions. We compare different entities by comparing their
descriptions, G.. For this, we make use of kernel functions [19]:
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Definition 3 (Kernel function). Let s : X x X — R denote a kernel function
such that k(z1,x2) = (p(x1), p(x2)), where p : X — H projects a data space X
to a feature space H and (-,-) refers to the scalar product.

Note, ¢ is not restricted, i.e., a kernel is constructed without prior knowledge
about . We will give suitable kernels for entity descriptions, G, in Sect. 4.

Clustering. We use k-means [11] as a simple and scalable algorithm for discov-
ering clusters, C;, of entities in data sources D. It works as follows [11]:

(1) Choose k initial cluster centers, m;. (2) Based on a dissimilarity function,
dis, an indicator function is given as: 1(e, C;) is 1 if dis(e, C;) < dis(e, C;),Vj # i
and 0 otherwise. That is, 1(e, C;) assigns each entity e to its “closest” cluster C;.
(3) Update cluster centers m; and reassign, if necessary, entities to new clusters.
(4) Stop if convergence threshold is reached, e.g., no (or minimal) reassignments
occurred. Otherwise go back to (2). A key problem is defining a dissimilarity
function for entities in D. Using kernels we may define such a function — as we
will show later, cf. Sect. 4.1.

Problem. We address the problem of finding contextual data sources for a given
source. Contextual sources should: (a) Add new entities that refer to the same
real world object as given ones (entity complement). (b) Add entities with same
URI identifier, but have new properties in their description (schema comple-
ment). Note, (a) and (b) are not disjoint, i.e., some entities may be new and add
additional properties.

Example. In Fig.1 Src. 8 contextualizes Src. 1 in terms of both, entity as well
as schema complement. That is, Src. 8 adds entity wb< :NY.GDP.MKTP.CN, while
providing new properties and a different GDP value. In fact, even Src. 2 contextu-
alizes Src. 1, as entities in both sources refer to the real world object “Germany”
— one source captures the GDP, while the other describes the debt.

4 Entity-Based Data Source Contextualisation

Approach. The intuition behind our approach is simple: if data sources contain
similar entities, they are somehow related. In other words, we rely on (clusters
of ) entities to capture the “latent” semantics of data sources.

More precisely, we start by extracting entities from given data sources. In a
second step, we apply clustering techniques, to mine for entity groups. Notice,
for the k-means clustering we employ a kernel function as similarity measure.
This way, we abstract from the actual entity representation, i.e., RDF graphs,
and use a high-dimensional space (feature space) to increase data comparabil-
ity /separability [19]. Last, we rely on entity clusters for relating data sources to
each other and compute a contextualization score based on these clusters. Note,
only the last step is done online — all other steps/computations are offline.

Discussion. We argue our approach to allow for some key advantages: (1) We
decouple representation of source content and source similarity, by relying on
entities for capturing the overall source semantics. (2) Our solution is highly
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(a) Extracted Entities (b) Entity Similarity (c) Entity Clusters
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Fig. 2. (a) Extracted entities e1, ez and e3 from Fig. 1. (b) Structural similarities as
intersection graphs Ge1 N Ge2 and Ge1 N Ges. Literal similarities for entity e; vs. ez
and e; vs. e3. Note, exact matching literals are omitted, as they are covered already
by the intersection graphs. Comparison of e2 vs. es is omitted due to space reasons.
(c) Entities grouped in k = 2 clusters.

flexible as it allows to “plug-in” application-specific entity definitions/extraction
strategies, entity similarity measures, and contextualization heuristics. That is,
we solely require an entity to be described as a subgraph, G., contained in its
data source D. Further, similarity measures may be based on any valid kernel
function. Last, various heuristics proposed in [2] could be adapted for our app-
roach. (3) Exploiting clusters of entities allows for a scalable and maintainable
approach, as we will outline in the following.

4.1 Related Entities

In order to compare data sources, we first compare their entities with each other.
That is, we extract entities, measure similarity between them and finally cluster
them (Fig.2). All of these procedures are offline.

Entity Similarity. We start by extracting entities from each source D; € D:
First, for scalability reasons, we go over all subjects in RDF graphs in D; and
collect an entity sample, with every entity e having the same probability of
being selected. Then, we crawl the concise bound description [7] for each entity
e in the sample. For cleaning G., we apply standard data cleansing strategies
to fix, e.g., missing or wrong data types. Having extracted entities, we define a
similarity measure relating pairs of entities. For this, we use two kinds of kernels:
(1) kernels for structural similarities x* and (2) those for literal similarities x!’.

With regard to the former, we measure structural “overlaps” between entity
descriptions, G, and G/, using graph intersections [16]:
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Definition 4 (Graph Intersection G'NG"). Let the intersection between two
graphs, denoted as G = G'NG", be given by V =V' NV" and E=E"NE".

We aim at connected structures in G, N G/. Thus, we define a path [16]:

Definition 5 (Path). Let a path in a graph G be defined as a sequence of
vertices and triples vy, (V1,P1,V2),V2, ..., Un, with (v;,p;,vi11) € &, having no
cycles. The path length is given by the number of contained triples. The set of
all paths, up to length l, in G is denoted as path;(G).

The corresponding path kernel is [16]:

Definition 6 (Path Kernel x°). A path kernel is £} ,(G1,G2) = Zi:l A {p |
p € paths;(G1 N G2)} |, with A > 0 as discount factor for path length.

Note, [16] introduced further kernels, however, we found path kernels to be
simple and perform well in our experiments, cf. Sect. 6.

Ezxample. Extracted entities from sources in Fig. 1 are given in Fig.2-a. In Fig. 2-
b, we compare the structure of tec0001 (short: e1) and gov_g-ggdebt (short:
es). For this, we compute an intersection: Ge1 N Geo. This yields a set of 4 paths,
each with length 0. The unnormalized kernel value is \° - 4.

For literal similarities, one can use different kernels ! on, e.g., strings or num-
bers [19]. For space reasons, we restrict presentation to the string subsequence
kernel, k! [15]. A numerical kernel, s, is outlined in our extended report [21].

Definition 7 (String Subsequence Kernel x'). Let X denote a vocabulary
for strings, with each string s as finite sequence of characters in X. Let s[i :
j] denote a substring s;,...,s; of s. Further, let u be a subsequence of s, if
indices 1 = (i1,...,1y)) exist with 1 < iy < i, < [s] such that u = s[i].
The length (i) of subsequence w is i, — i1 + 1. Then, a kernel function kL s

defined as sum over all common, weighted subsequences for strings s, t: lil)\ (s,t) =
Do Diumsli] 2o jrumtlj] N(DAL(F), with X as decay factor.

Example. For instance, strings “MI” and “MIO_EUR” share a common subse-
quence “MI” with i = (1,2). Thus, the unnormalized kernel is \? + \2.

As literal kernels, ', are only defined for two literals, we sample over every
possible literal pair (with the same data type) for two given entities and aggregate
the needed kernels for each pair. Finally, we aggregate structure kernel, x° and
literal kernels, «!, resulting in one single kernel [19]:

K(e/a 6”) =K’ (g€'7 ge”) @ K’l (017 02)
01,02 € sample(G,r,Gr1)

We use a weighted summation as aggregation & (we obtained weights experimen-
tally). The dissimilarity between e’ and e” is given as Euclidean distance [22]:

dis?(e',e") = |lp(e') — p(e")|* = Kl ') — 2n(e’, ") + w(e”, ")
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Entity Clustering. Using this dissimilarity measure, we may learn clusters of
entities. Notice, our algorithm does not separate the input data (graphs G.), but
instead its representation in the feature space. Based on [22], cluster center m; in
the feature space is: m; = ﬁ > 1(¢p(e), Ci)p(e). Distance between a projected
entity ¢(e) and m; is given by [22]:

dis? (p(e), i) = llp(e) = milP = K(es€) + f(e. Co) + 9(Cy), with
fle,Co)i= = 2 30 Lpley). Comerey)

9(Ci)= ﬁ S5 1eles), Col(gler), Conles )
) J I

Now, k-means can be applied as introduced in Sect. 3.

Ezample. In Fig.2-c, we found two entity clusters. Here, structural similarity
was higher for entities ey vs. es than for ey vs. e3. However, numerical similar-
ity between ey vs. es was stronger: “2496200.0” was closer to “2500090.5” as
“1786882”. As we weighted literal similarity to be more important than struc-
tural similarity, this leads to ey and ez forming one cluster. In fact, such a
clustering is intuitive, as e; and e3 is about GDP, while ey is concerned with

debt.

4.2 Related Data Sources

Given a data source D’, we score its contextualization w.r.t. another source D",
using entities contained in D’ and D”. Note, in contrast to previous work [2],
we do not rely on any kind of “external” information, such as top-level schema.
Instead, we solely exploit semantics as captured by entities.

Contextualisation Score. Similar to [2], we compute two scores, ec(D” | D’)
and s¢(D"” | D'), for a data source D", given another source D’. The former
is an indicator for the entity complement of D” w.r.t. D’. That is, how many
new, similar entities does D’ contribute to given entities in D’. The latter score
judges how many new “dimensions” are added by D”, to those present in D’
(schema complement). Both scores are aggregated to a contextualization score
for data source D" given D'.

Let us first define an entity complement score ec : D x D — [0,1]. We may
measure ec simply by counting the overlapping clusters between both sources:

1(C;, D")|Cy)

ec(D" | D) :=
(D" | D) > ]

Cj€ cluster(D’)

with cluster as function mapping data sources to clusters their entities are
assigned to. Further, let 1(C, D) by an indicator function, returning 1 if cluster
C' is associated with data source D via one or more entities.
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Considering the schema complement score sc : D x D +— [0, 1], we aim to add
new dimensions (properties) to those already present. Thus, sc is given as:

Z |p7“0p$(0j) \ UCiE cluster(D’) p’I"OpS(Oi)|

se(D" | D) :=
[props(C;)|

C;€ cluster(D')

with props as function that projects a cluster C to a set of properties, where
each property is contained in a description of an entity in C.

Finally, a contextualization score cs is obtained by a monotonic aggregation
of ec and sc. In our case, we apply a simple, weighted summation:

es(D" | D'):=1/2-ec(D" | D') + 1/2- sc(D" | D)

Ezample. Assuming Sre. 1 is given, cs(Dy | D1) = ¢s(D3 | D1) = 1/2, because
ec(D3 | D1) = 1 and sc(Ds | D1) = 0 (the other way around for Dy | Dy).
These scores are meaningful, because Dy adds additional properties (debt), while
Ds complements Dy with entities (GDP). See also Fig.2-c.

Runtime Behavior and Scalability. Regarding online performance, i.e., com-
putation of contextualization score cs, given the offline learned clusters, we aimed
at simple and lightweight heuristics. For ec only an assignment of data sources
to clusters (function cluster()) and cluster size |C] is needed. Further, measure
sc only requires an additional mapping of clusters to “contained” properties
(function props()). All necessary statistics are easily kept in memory.

With regard to the offline clustering behavior, we expect our approach to per-
form well, as existing work on kernel k-means clustering showed such approaches
to scale to large data sets [1,5,22].

5 Searching the Web of Data via Source Contextualization

Based on our real-world use case (Sect. 2), we show how a source contextualiza-
tion engine may be integrated in a real-world query processing system for the Web
of data. Notice, an extended system description is included in our report [21].

Overview. Towards an active involvement of users in the source selection
process, we implemented a data portal, which offers a data source space explo-
ration as well as a distributed query processing service.

Using the former, users may explore the space of sources, i.e., search and
discover data sources of interest. Here, the contextualization engine fosters dis-
covery of relevant sources during exploration. The query processing service, on
the other hand, allows queries to be federated over multiple sources.

Interaction between both services is tight and user-driven. In particular,
sources discovered during source exploration may be used for answering queries.
On the other hand, sources employed for result computation may be inspected
and other relevant sources may be found via contextualization.
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Fig. 3. Our data portal offers two services: source space exploration and query process-
ing. The source contextualization engine is integrated as a key component of the
source space exploration. For this, data source meta-data is loaded and entities are
extracted /clustered. For query processing, each data source is mapped to a SPARQL
endpoint, from which data is accessed via a data-loader.

The data portal is based on the Information Workbench [8] and a running
prototype is available.® Following our use-case (Sect. 2), we populated the system
with statistical data sources from Eurostat and Worldbank. This population
involved an extraction of meta-data, which is used to load the sources locally as
well as give users insights into the source. Every data source is stored in a triple
store — accessible via a SPARQL endpoint. See Fig. 3 for an overview.

Source Exploration and Selection. A typical search process starts with look-
ing for “the right” sources. That is, a user begins with exploration of the data
source space. For instance, she may issue a keyword query “gross domestic prod-
uct”, yielding sources with matching words in their meta-data. If this query does
not lead to sources suitable for her information need, a faceted search interface
or a tag-cloud may be used. For instance, she refines her sources via entity
“Germany” in a faceted search, Fig.4-a. Once the user discovered a source of
interest, its structure as well as entity information is shown. For example, a
source description for GDP (current US$) is given in Fig.4-b/c. Note, entities
used here have been extracted by our approach and are visualized by means of
a map. Using these rich source descriptions, a user can get to know the data

® http://data.fluidops.net/
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Fig. 4. (a) Faceted search exploration through sources. (b) + (c¢) Source information for
GDP (current US$) based on its entities and schema. (d) Contextualization sources for
GDP (current US$).

and data sources before issuing queries. Further, for every source a ranked list of
contextualization sources is given. For GDP (current US$), e.g., source GDP at
Market Prices is recommended, Fig. 4-d. This way, the user is guided from one
source of interest to another. At any point, she may select a particular source
for querying. Eventually, she not only knows her relevant sources, but has also
gained first insights into data schema and entities.

Processing Queries over Selected Sources. Say, a user has chosen GDP
(current US$) as well as its contextualization source GDP at Market Prices
(Fig. 4-d). Due to her previous exploration, she knows that the former provides
the German GDP from 2000-2010, while the second source features GDP from
years 2011 and 2012. Thus, she may issue a SPARQL query over both sources
to visualize the GDP over the years 2000-2012, cf. Fig. 5.

6 Evaluation

We now discuss evaluation results to analyze the effectiveness of our approach.
We conducted two experiments: (1) Effectiveness w.r.t. a gold standard, thereby
measuring the accuracy of the contextualization score. (2) Effectiveness w.r.t.
data source search result augmentation. In other words, we ask: How useful are
top-ranked contextualization sources in terms of additional information?

Participants. Experiment (1) and (2) were performed by two different groups,
each comprising 14 users. Most participants had an IT background and/or were
CS students. Three users came from the finance sector. The users vary in age,
22 to 37 years and gender. All experiments were unsupervised.
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SELECT ?year ?7gdp
WHERE { UNION
7obsl a gb:Observation; 7obs2 a gb:Observation;
wb—property :indicator gb:dataset es—data:tec00001 ;
wbi—ci :NY.GDP.MKTP.CN; es—property :geo es—dic:geo#DE;
sdmx—dimension : refArea sdmx—dimension : timePeriod ?year;
wbi—cc :DE; sdmx—measure : obsValue 7gdp.
sdmx—dimension: refPeriod ?year; FILTER(?year > 72010—-01—-01"""xs:date)
sdmx—measure: obsValue ?7gdp.
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Fig.5. Query and result visualization for Germany’s GDP from 2000-2012. Data
sources were selected during source exploration, see Fig. 4.

Data Sources and Clustering. Following our use case in Sect. 2, we employed
Linked Data sources from Eurostat® and Worldbank”. Both provide a large set
of data sources comprising statistical information: Eurostat holds 5K sources
(8000M triples), while Worldbank has 76K sources (167M triples). Note, for
Eurostat we simply used instances of void:Dataset as sources and for World-
bank we considered available dumps as sources. Further, sources varied strongly
in their size and # entities. While small sources contained <10 entities, large
sources featured >1K entities. For extracting/sampling of entities, we restricted
attention to instances of qb:0bservation. We employed the k-means algorithm
with & = 30K (chosen based on experiments with different values for k) and
initiated the cluster centers via random entities.

Queries. Based on evaluation queries in [2], domain experts constructed 15
queries. A query listing is depicted in Table 1. This query load was designed to
be “broad” w.r.t. the following dimensions: (1) We cover a wide range of topics,
which may be answered by Eurostat and Worldbank. (2) “Best” results for each
query are achieved by using multiple sources from both datasets. (3) # Sources
and # entities relevant for a particular query vary.

Systems. We implemented entity-based source contextualization (EC) as
described in Sect.4. In particular, we made use of three kernels for capturing

5 http://eurostat.linked-statistics.org/
" http://worldbank.270a.info
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Table 1. Queries with their number of relevant entities and sources.

Keywords # Entities | # Sources Keywords # Entities | # Sources

Q1 | Country 3,155 1,981 Q9 | International 2,444 1,085
debt trade

Q2 | Country 4,265 1,969 Q10 | National 2,971 1,199
GDP trade

Q3 | Country 4,076 3,868 Q11 | Price 10,490 4,930
population indices

Q4 | Energy 5,194 651 Q12 | Prison 5,135 629
consumption population

Q5 | Fish 2,323 157 Q13 | Research 5,287 201
species expenditure

Q6 | Fish areas 6,664 316 Q14 | School leavers | 2,722 637

Q7 | Forest 3,141 707 Q15 | Unemployment | 2,914 266
area rate

Q8 | Gas 5,470 722 > 66,251 19,318
emissions

entity similarity: a path kernel, a substring kernel, and a numerical kernel [16,19].
As baselines we used two approaches: a schema-based contextualization SC [2]
and a keyword-based contextualization KC. SC maps entities in data sources to
top-level schemata and finds complementary sources based on schema as well as
label similarities of mapped entities. More precisely, the baseline is split in two
approaches: SC.. and SCg.. SC. aims at entity complements, i.e., data sources
with similar schema, but different entities. SCy. targets data sources having com-
plementary schema, but holding the same entities. Last, the KC approach treats
every data source as a bag-of-words and judges the relevance of a source w.r.t.
a query by the number and quality of its matching keywords.

6.1 Effectiveness of Contextualisation Score

Gold Standard. We calculated a simple gold standard that ranks pairs of
sources based on their contextualization. That is, for each query in Table 1, we
randomly selected one “given” source and 5 “additional” sources — all of which
contained the query keywords. Then, 14 users were presented that given source
and had to rank how well each of the 5 additional sources contextualizes it (scale
on 0-5, where higher is better). To judge the sources’ contents, users were given a
schema description and a short source extract. We aggregated the user rankings,
thereby obtaining a gold standard ranking.

Metric. We applied the footrule distance [12] as rank-distance indicator, which
measures the accuracy of the evaluation systems vs. gold standard. Footrule
distance is: ¢ Dic1,.. [Tank,(i)—rank(i)|, with rank, (i) and rank(i) as approx-
imated and gold standard rank for the “additional” source D;.
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Fig. 6. (a) Exp-1: Rank distance as average over all queries. (b) Exp-2: Relevance score
per source, as average over all queries. (c) Exp-2: # Sources for contextualization per
source, as average over all queries. (d) Exp-1: Rank distance average over all queries
vs. average # sampled entities per source. (e) Exp-2: Relevance score as average over
all queries vs. average # sampled entities per source.

Results. Figure6-a/d give an overview over results of EC and SC. Note, we
excluded the KC baseline, because it was too simplistic. That is, reducing sources
to bags-of-words, one may only intersect these bags for two given sources. This
yielded, however, no meaningful contextualization scores/ranking.

We noticed EC to lead to a good and stable performance over all queries
(Fig.6-a) as well as data source sizes (Fig.6-d). Overall, EC could outperform
SCs. by 5.7% and SC,. by 29 %. Further, as shown in Fig. 6-d, while we observed
a decrease in rank distance for all systems in source and entity sample size, EC
yielded the best results. We explain these results with our fine-grained source
semantics captured by entity clusters. Note, most of our employed contextual-
ization heuristics are very similar to those from SC. However, we observed SC
performance to strongly vary with the quality of its schema mappings. Given an
accurate classification of entities contained in a particular source, SC was able
to effectively relate that source with others. However, if entities were mapped to
“wrong” concepts, it greatly affected computed scores. In contrast, our approach
relied on clusters learned from instance data, thereby achieving a “more reliable”
mapping from sources to their semantics (clusters).

On the other hand, we observed EC to result in equal or, for 2 outlier queries
with many “small” sources, worse performance than SCy. (cf. Fig. 6-d). In par-
ticular, given query Q2, SC,. could achieve a better ranking distance by 20 %.
We explain such problematic queries with our simplistic entity sampling. Given
small sources, only few entities were included in a sample, which unfortunately
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pointed to “misleading” clusters. Note, we currently only use a uniform random
sample for selecting entities from sources. We expect better results with more
refined techniques for discovering important entities for a particular source.
Last, we observed SC.. to lead to much less accurate rankings as SCs. and
EC. This is due to exact matching of entity labels: SC.. did not capture common
substrings (as EC did), but solely relied on a boolean similarity matching.

6.2 Effectiveness of Augmented Data Source Results

Metric. Following [2], we employ a reordering of data source search results as
metric: (1) We obtain top 100 data sources via the KC baseline for every query.
Here, the order is determined solely by number and quality of keyword hits in
the sources’ bags-of-words. (2) Via SC and EC we reorder the first 10 results:

For each data source D; in the top-10 results, we search the top-100 sources
for a D; that contextualizes D; best. If we find a D; with contextualization score
higher than a threshold, we move D; after D; in the top-10 results.

This reordering procedure yields three different top-10 source rankings: one
via KC and two (reordered ones) from SC/EC. For every top-10 ranking, users
provided a relevance feedback for each source w.r.t. a given query, using a scale
0-5 (higher means “more relevant”). For this, users had a schema description
and short source extract for every source. Last, we aggregated these relevancy
judgments for each top-10 ranking and query.

Results. User relevance scores are depicted in Fig. 6-b/e. Overall, EC yielded an
improved ranking, i.e., it ranked more relevant sources w.r.t. a given query. More
precisely, EC outperforms SC,. with 2.5 %, SC.. with 2.8% and KC with 6.2 %,
cf. Fig.6-b. Furthermore, our EC approach led to stable results over varying
source sizes (Fig. 6-¢). However, for 2 queries having large sources in their top-100
results, we observed misleading a clustering of sampled entities. Such associated
clusters, in turn, led to a bad contextualization, see Fig. 6-e.

Notice that all result reorderings, either by EC or by SC, yielded an improve-
ment (up to 6.2 %) over the plain KC baseline, cf. Fig. 6-b/e. These findings confirm
results reported in [2] and clearly show the potential of data source contextualiza-
tion techniques. In other words, such observations demonstrate the usefulness of
contextualization — participants wanted to have additional/contextualized sources,
as provided by EC or SC.

In Fig. 6-¢ we show the # sources returned for contextualization of the “orig-
inal” top-10 sources (obtained via KC). EC returned 19 % less contextualization
sources than SC,. and 28 % less than SC... Unfortunately, as contextualization is
a “fuzzy” criteria, we could not determine the total number of relevant sources
to be discovered in the top-100. Thus, no recall factor can be computed. How-
ever, combined with relevance scores in Fig. 6-b, # sources gives a precision-like
indicator. That is, we can compute the average relevance gain per contextualiza-
tion source: 1.13 EC, 0.89 SCs., and 0.77 SCs., see Fig.6-b/c. Again, we explain
the good “precision” of EC with the fine-grained clustering, providing better and
more accurate data source semantics.
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Last, it is important to note that, while Exp. 1 (Sect.6.1) and Exp. 2 (Sect.6.2)
differ greatly in terms of their setting, our observations were still similar: EC out-
performed both baselines due to its fine-grained entity clusters.

7 Related Work

Closest to our approach is work on contextual Web tables [2]. However, [2] focuses
on flat entities in tables, i.e., entities adhere to a simple and fixed relational
structure. In contrast, we consider entities to be subgraphs contained in data
sources. Further, we do not require any kind of “external” information. Most
notably, we do not use top-level schemata.

Another line of work is concerned with query processing over distributed RDF
data, e.g., [6,9,10,13,18]. During source selection, these approaches frequently
exploit indexes, link-traversal, or source meta-data, for mapping queries/query
fragments to sources. Our approach is complementary, as it enables systems
to involve users during source selection. We outlined such an extension of the
traditional search process as well as its benefits throughout the paper.

Last, data integration for Web (data) search has received much attention [4].
In fact, some works aim at recommendations for sources to be integrated, e.g., [3,
14,17]. Here, the goal is to give recommendations to identify (integrate) identical
entities and schema elements across different data sources.

In contrast, we target a “fuzzy” form of integration, i.e., we do not give exact
mappings of entities or schema elements, but merely measure whether or not
sources contain entities that might be “somehow” related. In other words, our
contextualization score indicates whether sources might refer to similar entities
and may provide contextual information. Furthermore, our approach does not
require data sources to adhere to a known schema — instead, we exploit data
mining strategies on instance data (entities).

8 Conclusion

We presented a novel approach for Web data source contextualization. For this,
we adapted well-known techniques from the field of data mining. More precisely,
we provide a framework for source contextualization, to be instantiated in an
application-specific manner. By means of a real-world use-case and prototype,
we show how source contextualization allows for user involvement during source
selection. We empirically validated our approach via two user studies.
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Abstract. Linked Open Data (LOD) has gained significant momentum
over the past years as a best practice of promoting the sharing and publi-
cation of structured data on the semantic Web. Currently LOD is reach-
ing significant adoption also in Public Administrations (PAs), where it is
often required to be connected to existing platforms, such as GIS-based
data management systems. Bearing on previous experience with the pio-
neering data.cnr.it, through Semantic Scout, as well as the Agency for
Digital Italy recommendations for LOD in Italian PA, we are working on
the extraction, publication, and exploitation of data from the Geographic
Information System of the Municipality of Catania, referred to as SIT
(“Sistema Informativo Territoriale” ). The goal is to boost the metropolis
towards the route of a modern Smart City by providing prototype inte-
grated solutions supporting transport, public health, urban decor, and
social services, to improve urban life. In particular a mobile application
focused on real-time road traffic and public transport management is
currently under development to support sustainable mobility and, espe-
cially, to aid the response to urban emergencies, from small accidents
to more serious disasters. This paper describes the results and lessons
learnt from the first work campaign, aiming at analyzing, reengineering,
linking, and formalizing the Shape-based geo-data from the SIT.
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1 Preliminary Discussion

In a currently on-going project we are investigating the extraction, enrichment,
publication and reuse of Linked Open Data (LOD) [1,2] for the Municipality of
Catania (MoC), Italy, by means of the application of latest semantic technolo-
gies and software components [3]. The main motivation of the work consists of
experimenting social eGovernment systems aimed at optimizing the performance
of the Public Administration (PA) of the MoC for the provision of intelligent
ICT services to citizens and businesses, supporting the external evaluation of the
PA by the detection of the community trust. The work falls within the spirit of
the Smart Cities initiatives of the European Commission, which aims at bringing
together cities, industry and citizens to improve urban life through more sustain-
able integrated solutions. Although the methodology has been designed for the
case study of the city hall of Catania, the approach is completely generalizable
and can be replicated to any PA worldwide. One of the main development objec-
tives of the project consists in conceiving, designing and prototyping applications
for the MoC related to certain areas of experimentation, such as online social
services and health, traffic management and transport, and urban decor. With
the aim of detecting and collecting the required data and processes for these
applications, meetings with the Leadership of the Directorate of Information
Systems Service of the MoC were carried out.

A particular field of experimentation is specially focused on the management
of mobility, i.e. road traffic and public transport. Within this context, the scenario
has identified the development of a prototype mobile application implementing a
real-time system to inform on the state of roads in urban areas to support sus-
tainable mobility and, in particular, to aid the response to urban emergencies,
from small scale accidents to more serious disasters. The system aims at connect-
ing drivers to one another, helping people create local driving communities that
work together to improve the quality of everyone’s daily driving. That might mean
helping them avoid the frustration of sitting in traffic, advising them on unex-
pected accidents or other traps, or just shaving five minutes off of their regular
commute by showing them new routes they never even knew about. But most
importantly, the application may have any extremely important role on emer-
gency logistics. Response to an emergency incident requires careful planning and
professional execution of plans, when and if an emergency occurs [4]. During these
events there is the need to find rapidly the nearest hospitals, or to obtain the best
way outs from the emergency zones, or to produce the optimal path connecting
two suburbs for redirecting the road traffic, etc. Technically, this system should
be able to locate the best path between source and destination not only in a sta-
tic environment, but particularly in a dynamic one. That is, the user feedback
serves at placing in the map some obstacles, or inaccessible zones, coming from
accidents or emergency events, and the system responds in real-time producing
the optimal path without these forbidden zones. After typing in their destination
address, users just drive with the application open on their phone to passively
contribute traffic and other road data, but they can also take a more active role
by sharing road reports on accidents, advising on unexpected traps, or any other
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hazards along the way, helping to give other users in the area real-time informa-
tion about what’s to come [5]. For the realization of the app for our case study,
it is necessary to process the data and diagrams in the Geographic Information
System of the MoC, referred to as SIT: “Sistema Informativo Territoriale” [6].
Therefore it was decided, by mutual agreement with the chief officers and experts
of the city hall of Catania, to process the data in order to make them open, inter-
operable and compatible with the principles of Linked Open Data.

The paper is structured as follows. Background on the state of the art on
the use of LOD for PA, often referred to as Linked eGovernment Data [7], is
reported in Sect.2. Techniques and tools used to deal with LOD for the MoC
are introduced in Sect. 3, while the extracted ontology is described in Sect. 3.3,
along with the means used to consume the accessible data. Section4 ends the
paper with conclusions and the future research where we are directed.

2 Linked eGovernment Data

LOD are currently bootstrapping the Web of Data by converting into RDF
and publishing existing datasets available to the general public under open
licenses [1,2]. LOD offers the possibility of using data across domains or organi-
sations for purposes like statistics, analysis, maps and publications. These major
changes in technology and society are involving also the way of doing politics,
administration and the relationship between politicians, public servants and cit-
izens. Transparency, participation and collaboration are the main issues of the
integration of citizens in the paradigm of Open Government [8]. Because PAs
have large amounts of data which could be made accessible for the purpose of the
LOD movement, research on the opening process, data reengineering, linking,
formalisation and consumption is of primary interest [9].

The Digital Administration Code incorporates a wide range of best-practices
in the usage of Linked eGovernment Data, which can be synthetized as: por-
tals for the supply of the Linked eGovernment Data sets; portals providing raw
data sets of LOD for PAs along with technical tools or developer kits for under-
standing, interpreting, or processing the provided data; existing portals acting
as showrooms for best practices for Linked eGovernment Data; mobile apps for
smartphones using LOD for PAs [7].

The main thrust on the publication of LOD for PA is coming from big
initiatives in the United States (data.gov) [10,11] and the United Kingdom
(data.gov.uk) [12], both providing thousands of raw sets of LOD within their
portals, but there are also some other experiences and notable initiatives that
are in line with the international state of the art. In Germany, one of the first
examples for a LOD portal is the one from the state of Baden-Wiirttemberg
(opendata.service-bw.de), divided into three main parts: LOD, applications, and
tools. In addition to their potentials, Linked eGovernment Data can provide great
benefits in the matter of accountability, as shown in the LOD portal example of
Kenya (opendata.go.ke).


http://data.gov
http://data.gov.uk
http://opendata.service-bw.de
http://opendata.go.ke
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In addition, LOD have been published in Italy by the city hall of Florence!,
Agency for Digital Italy?, from the Piedmont region®, the Chamber of Deputies?.
Beside these initiatives, another notable for the Italian PA is “data.cnr.it” [13,
14], the open data project of the National Research Council (CNR), designed and
maintained by the Semantic Technology Laboratory of ISTC-CNR, and shared
with the unit Information Systems Office of CNR.

3 Extraction of Linked eGovernment Data for the MoC

In this section we present the methodology used for the extraction and pub-
lication of LOD for the Municipality of Catania. The methods are based on
the standards of the W3C®, on good international practices, on the guide-
lines issued by the Agency for Digital Italy [15,16] and those by the Italian
Index of Public Administration®, as well as on the in-depth experience of the
research participants on this field, in particular related to the development of
the “data.cnr.it” [13,14] portal.

3.1 Scenario Analysis

During the phase of selection of the source data, a thorough analysis of the ref-
erence domain was made. Thanks to the close interaction with the PA experts
of the MoC, the Geographic Information System, SIT [6], was identified as
the source dataset for the enrichment and publication of data. The SIT is a
data warehouse used for reporting and data analysis, and consisting of data-
bases, hardware, software, and technicians, which manages, develops and inte-
grates information of the province of Catania based on a geographical space [6].
The various territorial levels (hydrography, topography, buildings, infrastruc-
ture, technological networks, administrative boundaries and land, ...) form the
geo-localised common part of the information flow of the MoC, according to
which all the constituent parts are related to each other.

The SIT is designed to contain all the available data of the PA in Catania
for the purpose of in-depth knowledge of the local area. Basically tit contains
three types of data: register base, registry office, and toponymy, provided in the
form of Shape-based files [17] for each data record, i.e. files with extensions: .dbf,
.shp, .shx, .sbn, .sbx, .xml. Through the consultation platform on the web it is
possible to display the following information: basic cartography; ortho-photos;
road graph; buildings with a breakdown by main body of some areas of the
city; cadastral sections; data from the 1991 and 2001 census of the population;
last Master Plan; gas network on-going works; resident population in selected

! Available at: http://opendata.comune.fi.it /linked_data.html
2 Available at: http://www.digitpa.gov.it

3 Available at: http://www.dati.piemonte.it /rdf.html

4 Available at: http://dati.camera.it

5 Available at: http://www.w3.org/standards/semanticweb/
5 Available at: http://spcdata.digitpa.gov.it /data.html
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areas (municipalities, entire street, polygonal, circular area); total population,
distributed into bow street, house number, etc.; breakdown of the population by
municipality, blocks, nationality, gender, family components, age, marital status,
etc.; extraction and search of resident persons, and their location on the bow
streets; competence areas of pharmacies; location and alphanumeric information
of: municipality, hospitals, universities, schools, pharmacies, post offices, areas or
emergency, public safety, fire departments, public green areas, public community
centres, institutions for minors and orphanages. The SIT also includes maps con-
taining geo-referenced information related to: sub-services (electricity-gas-water
pipes); data on stoppage areas; occupation stalls; stalls for disadvantaged peo-
ple; occupation of public land; public transport fleet; management and working
state of the fleet; data on lines and stops of public transport; accident traffic
data; road signs and markings; maintenance state of roads and sidewalks; man-
agement of roadway construction; data of the municipal police; the accounting
of the Municipality. Note that the information contained in the SIT are in Ital-
ian language, therefore the produced Linked Open Data will be in Italian too
(although the whole generation process is completely language-independent).

3.2 Geo-Data Modelling and Reengineering

To reengineer the dataset according to the target conceptual model we used
Tabels”, a software tool developed by the research foundation CTIC, which,
using the GeoTools libraries®, is capable of transforming the information encoded
in the shape files into RDF representations. From the shape files supplied for
each data record (in particular, the files with extensions .dbf and .shp), Tabels
encoded the shape files into RDF triples related to the designed ontology, that it
will be described in more detail in Sect. 3.3. On the one hand the characteristics
of the table are stored as RDF representation, and, on the other hand, the spatial
geometry is modelled on the standard KML representation [18]. At this stage we

Fig. 1. Example of a geo-localised entity of “pharmacies”.

" Available at: http://idi.fundacionctic.org/tabels/
8 Available at: http://geotools.org
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are mapping to existing vocabularies, in particular NeoGeo?, suitable for geo-
data. The geometric coordinates in KML are expressed according to the Geodetic
reference system Gauss-Boaga (or Rome 40). By means of different conversion
tools publicly available on-line (e.g. http://www.ultrasoft3d.net/Conversione_
Coordinate.aspx), it is possible to produce the coordinates of latitude, longitude
and altitude in meters using the Geodetic system WGS84 [19]. In particular, the
application of Tabels to each pair of files, .dbf and .shp, of the data tables is
able to produce a set of RDF triples stored in a repository with other geometric
resources contained in a public server. For example, from the information stored
in the database of the SIT representing an entity of “pharmacies” (Fig. 1), Tabels
produces the related RDF triples, shown in Fig. 2, and the file with the geometric
KML coordinates (Fig. 3).

<http://www.essepuntato.it/2013/10/prisma/resource/farmacia/finocchiaro-giuseppa>
a <http://www.essepuntato.it/2013/10/prisma/CATANIA.SDO_Farmacie> ;
<http://www.essepuntato.it/2013/10/prisma/CODICE-of~CATANIA.SDO_Farmacie>
"10625" ;
<http://www.essepuntato.it/2013/10/prisma/MUNI-of~CATANIA.SDO_Farmacie>
LTI
<http://www.essepuntato.it/2013/10/prisma/Municipali-of-CATANIA.SDO_Farmacie>
5 ;
<http://www.essepuntato.it/2013/10/prisma/NOME-of-CATANIA.SDO_Farmacie>
"FINOCCHIARO GIUSEPPA" ;
<http://www.essepuntato.it/2013/10/prisma/NUMERO-of-CATANIA.SDO_Farmacie>
"60"
<http://www.essepuntato.it/2013/10/prisma/OBJECTID-of-CATANIA.SDO_Farmacie>
1;
<http://www.essepuntato.it/2013/10/prisma/OBJECTID_l-of-CATANIA.SDO_Farmacie>
1;
<http://www.essepuntato.it/2013/10/prisma/PROPRIETA-of-CATANIA.SDO_Farmacie>
"FINOCCEIARO GIUSEPPA" ;
<http://www.essepuntato.it/2013/10/prisma/RECAPITO-0f~-CATANIA.SDO_Farmacie>
"VIA SAN GIOVANNI BATTISTA 74" ;
<http://www.essepuntato.it/2013/10/prisma/Shape-of-CATANIA.SDO_Farmacie>
"http://www.w3.0rg/2003/01/gec/wgsB84_pos#Point" ;
<http://www.essepuntato.it/2013/10/prisma/kml-of-CATANIA.SDO_Farmacie>
<http://www.essepuntato.it/2013/10/prisma/farmacia/kml/Farmacie.l.kml> .

Fig. 2. RDF triples produced by Tabels for the example of entity in “pharmacies”.

<?xml version="1.0" encoding="UTF-8"2>
<kml:kml xmlns:kml="http://earth.google.com/kml/2.1">
<kml:Document id="featureCollection">
<kml:Placemark id="Farmacie.l">
<kml:Point>
<kml:coordinates>15.0520808419018,37.5490041443454</kml :coordinates>
</kml:Point>
</kml:Placemark>
</kml :Document>
</kml:kml>

Fig. 3. KML coordinates produced by Tabels for the example of entity in “pharmacies”.

9 Available at: http://geovocab.org/doc/neogeo.html
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Tabels is able to import common file formats, such as XLS or CSV, including
shape files. Afterwards it generates automatically a transformation program from
the input data files. The generated program is able to transform each row of
the input data into a new instance of a RDF class ad-hoc. In addition, each
value in the column of the input tables is converted into a new triple where
the subject is the instance mentioned, the predicate is a property based on the
name of the column header, and the object is the value of the column as a
rdfs:Literal. It is worth noting that the transformation program automatically
generated, is a SPARQL-based script completely customisable by the user. Thus
it is possible to change classes, names and associated properties, and then to
annotate them appropriately. Once the transformation program is defined, the
execution of Tabels generates the corresponding RDF in output, which we make
publicly available online through a dedicated SPARQL endpoint. In addition,
information regarding each resource object of the ontology data can be obtained
through negotiation mechanisms of the content (content negotiation) based on
HTTP REST that make them accessible, for example, through a browser or as
REST web service. Data consumption is described in more detail in Sect. 3.5.

3.3 Resulting Ontology for the SIT

Starting from the definition of the tables of the SIT, a first version of OWL

ontology was developed. This provides classes and properties representing the

database entities of the SIT, and is publicly available at the following URI:
http://ontologydesignpatterns.org/ont/prisma/ontology.owl

having the namespace (i.e. the default address of the entities in the ontology):
http://www.ontologydesignpatterns.org/ont /prisma/.

The creation process of this ontology was divided into two main phases and
has followed the good practice of formal representation, naming, and seman-
tic assumptions in use in the domain of the Semantic Web and Linked Open
Data [15,16]. In the first phase, the entire structure of the tables was converted
into a draft OWL ontology, where each table (i.e. each entity type described
by the supplied data) is represented by a class and each field of the table by
a data property. This translation was carried out in a fully automatic way
from the sources provided in XML format (extension .shp.xml) by means of
the use of an XSLT transformation. Note that fields with the same name but
belonging to different tables have been provided with distinct properties. For
example, the fields “Name” of the tables “Nursing Homes” (“Case Riposo”)
and “Pharmacies” (“Farmacie”) have been translated with two different data
properties, respectively “Name-of~-CATANIA.SDO_NursingHomes” and “Name-
of-CATANTIA.SDO _Pharmacies”.

From this interim draft ontology and from the available data, a first version
of the ontology in OWL was produced. At this stage we have followed the sug-
gestions of the W3C Organization Ontology'?, a set of guidelines for generating,

10" Available at: http://www.w3.org/TR/2014/REC-vocab-org-20140116/
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publishing and consuming LOD for organizational structures. In this respect we
have named the graph nodes as URIs and pursued the following principles:

— The name of all the classes was taken to the singular (e.g., from “Pharmacies”
to “Pharmacy”);

— The names of the data properties were aligned when they were clearly showing
the same semantics. For example, the properties
“Name-of-CATANIA.SDO _NursingHomes” and
“Name-of-CATANIA.SDO_Pharmacies” ended in the same property “name”,
assigned to “NursingHome” and “Pharmacy” as domain or entity class;

— The data properties that seemed to refer to individuals of other classes, probably
having foreign key functions on the data base, were transformed into object prop-
erties. For example, the property “MUNI-of-CATANIA.SDO _NursingHomes”
became “municipality” in order to connect individuals of class “Nursing Home’
with individuals of class “Municipality”;

— The data properties having values clearly assigned to some resources were
transformed into object properties and their values were reified as individuals
of specially created classes.

All changes made to the intermediate draft ontology for the implementation
of the first version of the ontology have been documented in the form of SPARQL
CONSTRUCT. This allowed us to create a simple script to convert the data
extracted by Tabels in order to make them fully compliant with the final expected
ontology, produced as output in RDF format.

3.4 Example of Conversion from the Geo-Data to the Final
Ontology

In this section we want to focus on the phase of transformation from shape files
to the final RDF ontology by reporting an example. Consider as reference the
data record “Traffic Lights” (“Semafori”). The SQL schema of this table includes
the fields:

— ObjectID - unique number incremented sequentially;

— Shape - type Geometry that represents the coordinates defining the geometric
characteristics of the entity;

— Id - Identification number of type Double;

— name - String type name of the entity;

— Sde_SDE_se - integer number;

— Se_,ANNO_CAD_DATA - blob representing the date.

Passing the .shp and .dbf files to Tabels, this generates the transformation
program, that is the SPARQL-based script used to import the data (see Fig.4).
As already mentioned, it is possible to edit the script to suit custom require-
ments. Once any change in the transformation program is completed, it is pos-
sible to save and run it, which generates the RDF triples from the table data
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PREFIX project: <http://www.essepuntato.it/2013/10/prisma/semaforo/>
PREFIX my: <http://www.essepuntato.it/2013/10/prisma/>

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX dcat: <http://www.w3.org/ns/dcat#>

PREFIX dct: <htt] /purl.org/dc/terms/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/#>

FOR ?rowId IN rows FILTER get-row(?rowId)
MATCE [?0BJECTID,?iD,?nOME, ?sDESDESE, ?geometry, ?kml] IN horizontal
LET ?resource = resource(replace(replace(replace(lower-case(?nOME)," +","="),"==+","=") " [\.",""),
khttp://www.essepuntato.it/2013/10/prisma/resource/semaforo/>)

CONSTRUCT {
my:TabelsDataCatalog a dcat:Catalog .
my:TabelsDataCatalog dct:title 'Tabels AutoGenerated Catalog” .
my:TabelsDataCatalog det:description "Tabels AutoGenerated Catalog" .
my:TabelsDataCatalog dct:publisher my:TabelsAutoGenerator .
my:TabelsDataCatalog dcat:dataset my:DataSet

}

CONSTRUCT {
2resource a my:CATANTIA.SDO_semafori .
2resource my:OBJECTID-0f-CATANIA.SDO_semafori ?0BJECTID .
?resource my:Id-of-CATANIA.SDO_semafori ?iD
?resource my:NOME-of-CATANIA.SDO semafori ?nOME .
2resource my:sde_ SDE_se-of-CATANTA.SDO_semafori ?sDESDESE .
2resource my:Shape-of-CATANIA.SDO_semafori 2geometry .
2resource my:kml-of-CATANIA.SDO_semafori 2kml

}

CONSTRUCT {
my:CATANIA.SDO_semafori a rdfs:Class

CONSTRUCT {

BJECTID-of-CATANIA.SDO_semafori a rdf:Property
d-of-CATANIA.SDO_semafori a rdf:Property .
OME-of-CATANIA.SDO semafori a rdf:Property .

de SDE se-of-CATANIA.SDO semafori a rdf:Property .
hape-of-CATANIA.SDO_semafori a rdf:Property .
kml-of-CATANIA.SDO_semafori a rdf:Property

Fig.4. A view on the transformation program used by Tabels to convert the shape
files to RDF for the table “Traffic Lights” (“Semafori”).

@prefix my: <http://www.essepuntato.it/2013/10/prisma/> .
éprefix : <http://www.essepuntato.it/2013/10/prisma/resource/semaforo/> .

:cso-italia-cso-provincie-vle-ionio a my:CATANIA.SDO_semafori ;
my:Id-of-CATANIA.SDO_semafori 8 ;
my : NOME-of ~-CATANIA.SDO_semafori "C.so Italia-C.so Provincie-V.le Ionio"
my : OBJECTID-of~CATANIA.SDO_semafori 10 ;
my:Shape-of-CATANIA.SDO_semafori "http://www.w3.org/2003/01/gec/wgsB4_pos#Point"” ;
my:kml-of-CATANIA.SDO_semafori

<http://www.essepuntato.it/2013/10/prisma/semaforo/kml/Semafori.10.kml> ;

my:sde_SDE_se-of-CATANIA.SDO_semafori 1 .

(a)

éprefix ont: <http://ontologydesignpatterns.org/ont/prisma/> .
@prefix gec: <http://www.w3.org/2003/01/geo/wgsB4_pos#> .

<http://ontologydesignpatterns.org/ont/prisma/semaforo/cso-italia-cso-provincie-vle-ionio>
a ont:Semaforo ;
ont:forma geo:Point ;
ont:identificativoOggetto 10 ;
ont:nome "C.so Italia-C.so Provincie-V.le Ionio" ;
ont:sde 1 .

(b)

Fig. 5. Top panel (a): RDF/Turtle produced by the transformation program of Tabels
for a single entity of the table “Traffic Lights” (“Semafori”). Bottom panel (b): Corre-
sponding final RDF/Turtle ontology obtained through SPARQL CONSTRUCT con-
version to fully match the designed ontology.
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given as input. Figure 5(a) shows the RDF /Turtle produced by Tabels by using
the methodology already described for a single “Traffic Light” entity as exam-
ple. Figure 5(b) shows the corresponding final ontology of this entity obtained
by conversion through SPARQL CONSTRUCT of the related data extracted by
Tabels, in order to fully match the designed ontology.

This example further shows the ability and simplicity of the proposed
methodology to gather the complex structure of a non-structured database,
allowing a rapid analysis, retrieval, and conversion of the data into a structured
RDF format, and the publication in the form of Linked Open Data.

3.5 Data Consumption

The produced ontology consists of 854,221 triples and can be publicly queried by
selecting the RDF graph called <prisma> on the dedicated SPARQL endpoint
accessible at http://wit.istc.cnr.it:8894 /sparql. Queries can be made by editing
the text area available into the interface for the SPARQL query. The SPARQL
endpoint is also accessible as a REST web service, whose synopsis is:

— URL = http://wit.istc.cnr.it:8894 /sparql

— Method = GET

— Parameters = query (mandatory)

— MIME type supported output = text/html; text/rdf+n3; application/xml;
application/json; application/rdf+xml.

Data are also accessible through content negotiation. The reference namespace
for the ontology is http://www.ontologydesignpatterns.org/ont/prisma/ which
is identified by the prefix prisma-ont. The namespace associated with the data
is, instead http: //www.ontologydesignpatterns.org/data/prisma/ which is identi-
fied by the prefix prisma. These two namespaces allow content negotiation related
to the ontology and the associated data. The negotiation can be done either via
a web browser (in this case the MIME type of the output is always text/html), or
by making HTTP REST requests to one of the two namespaces. The synopsis of
the REST requests to the web service associated with the namespace identified by
the prefix prisma-ont is the following:

— URL = http://www.ontologydesignpatterns.org/ont /prisma/

— Method = GET

— Parameters = ID of the ontology object (mandatory the PATH parameter)

— MIME type supported output = text/html; text/rdf+n3; text/turtle; text/owl-
functional; text/owl-manchester; application/owl+zml; application/rdf+zml;
application /rdf+json.

Instead, the synopsis of the REST requests to the web service associated with
the namespace identified by the prefix prisma is the following;:

— URL = http://www.ontologydesignpatterns.org/data/prisma/
— Method = GET
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— Parameters = ID of the ontology object (mandatory the PATH parameter)

— MIME type supported output = text/html; text/rdf+n3; text/turtle; text/owl-
functional; text/owl-manchester; application/owl+xml; application/rdf+zml;
application /rdf+json.

4 Conclusion

This paper presents an application of Linked Open Data for PA. The used
methodology was implemented by following the standards of the W3C, the
good international practices, the guidelines issued by the Agency for Digital
Italy and the Italian Index of Public Administration, as well as by the in-depth
experience of the research participants in the field. The method was applied
to the case study of the PA of the MoC, in particular from their data stored
in the Geographic Information System, SIT. By using tools and technologies for
the extraction and publication of data, it was possible to produce an ontology
of the SIT according to the paradigm of Linked Open Data. The data are pub-
licly accessible to users through queries to a dedicated SPARQL endpoint, or
alternatively through calls to dedicate REST web services.

In currently on-going work a mobile application based on this LOD and
related to sustainable mobility and emergency vehicle routing is under devel-
opment and will be released soon. This will support the real-time management
of road traffic and public transport, informing citizens on the state of roads
in urban areas, in particular during urban emergencies, from small accidents to
more serious disasters, and redirecting the road traffic by providing best alterna-
tives routes to find way outs, the nearest hospitals or other locations of interest.
The user will be able to contribute traffic and other road data, sharing road
reports on accidents, advising on unexpected obstacles or inaccessible zones, or
any other hazards along the way, helping to give other users in the area real-time
information about what is currently happening. Soon, when the mobile app based
on these LOD will be launched, user-centric tests and an experimental evalua-
tion will be object of investigation. Our work is a concrete step supporting the
Municipality of Catania to move into the paradigm of Open Government and
Linked Data, boosting the metropolis towards the route of a modern Smart City.
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Abstract. Sentiment lexicons for sentiment analysis offer a simple, yet
effective way to obtain the prior sentiment information of opinionated
words in texts. However, words’ sentiment orientations and strengths
often change throughout various contexts in which the words appear.
In this paper, we propose a lexicon adaptation approach that uses the
contextual semantics of words to capture their contexts in tweet mes-
sages and update their prior sentiment orientations and/or strengths
accordingly. We evaluate our approach on one state-of-the-art sentiment
lexicon using three different Twitter datasets. Results show that the sen-
timent lexicons adapted by our approach outperform the original lexicon
in accuracy and F-measure in two datasets, but give similar accuracy
and slightly lower F-measure in one dataset.

Keywords: Sentiment analysis - Semantics - Lexicon adaptation -
Twitter

1 Introduction

Sentiment analysis on Twitter has been attracting much attention recently due to
the rapid growth in Twitter’s popularity as a platform for people to express their
opinions and attitudes towards a great variety of topics. Most existing approaches
to Twitter sentiment analysis can be categorised into machine learning [7,11,13]
and lexicon-based approaches [2,6,8,15].

Lexicon-based approaches use lexicons of words weighted with their sentiment
orientations to determine the overall sentiment in texts. These approaches have
shown to be more applicable to Twitter data than machine learning approaches,
since they do not require training from labelled data and therefore, they offer a
domain-independent sentiment detection [15]. Nonetheless, lexicon-based
approaches are limited by the sentiment lexicon used [21]. Firstly, because senti-
ment lexicons are composed by a generally static set of words that do not cover
the wide variety of new terms that constantly emerge in the social web. Secondly,
because words in the lexicons have fixed prior sentiment orientations, i.e. each
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term has always the same associated sentiment orientation independently of the
context in which the term is used.

To overcome the above limitations, several lexicon bootstrapping and adapta-
tion methods have been previously proposed. However, these methods are either
supervised [16], i.e., they require training from human-coded corpora, or based
on studying the statistical, syntactical or linguistic relations between words in
general textual corpora (e.g., The Web) [17,19] or in static lexical knowledge
sources (e.g., WordNet) [5] ignoring, therefore, the specific textual context in
which the words appear. In many cases, however, the sentiment of a word is
implicitly associated with the semantics of its context [3].

In this paper we propose an unsupervised approach for adapting sentiment
lexicons based on the contextual semantics of their words in a tweet corpus. In
particular, our approach studies the co-occurrences between words to capture
their contexts in tweets and update their prior sentiment orientations and/or
sentiment strengths in a given lexicon accordingly.

As a case study we apply our approach on Thelwall-Lexicon [15], which,
to our knowledge, is the state-of-the-art sentiment lexicon for social data. We
evaluate the adapted lexicons by performing a lexicon-based polarity sentiment
detection (positive vs. negative) on three Twitter datasets. Our results show
that the adapted lexicons produce a significant improvement in the sentiment
detection accuracy and F-measure in two datasets but gives a slightly lower
F-measure in one dataset.

In the rest of this paper, related work is discussed in Sect. 2, and our app-
roach is presented in Sect.3. Experiments and results are presented in Sect. 4.
Discussion and future work are covered in Sect. 5. Finally, we conclude our work
in Sect. 6.

2 Related Work

Exiting approaches to bootstrapping and adapting sentiment lexicons can be cat-
egorised into dictionary and corpus-based approaches. The dictionary-based app-
roach [5,14] starts with a small set of general opinionated words (e.g., good, bad)
and lexical knowledge base (e.g., WordNet). After that, the approach expands
this set by searching the knowledge base for words that have lexical or linguis-
tic relations to the opinionated words in the initial set (e.g., synonyms, glosses,
etc.).

Alternatively, the corpus-based approach measures the sentiment orientation
of words automatically based on their association to other strongly opinion-
ated words in a given corpus [14,17,19]. For example, Turney and Littman [17]
used Pointwise Mutual Information (PMI) to measure the statistical correlation
between a given word and a balanced set of 14 positive and negative paradigm
words (e.g., good, nice, nasty, poor). Although this work does not require large
lexical input knowledge, its identification speed is very limited [21] because it
uses web search engines in order to retrieve the relative co-occurrences of words.

Following the aforementioned approaches, several lexicons such as MPQA [20]
and SentiWordNet [1] have been induced and successfully used for sentiment
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analysis on conventional text (e.g., movie review data). However, on Twitter
these lexicons are not as compatible due to their limited coverage of Twitter-
specific expressions, such as abbreviations and colloquial words (e.g., “looov”,
“luv”, “gr8”) that are often found in tweets.

Quite few sentiment lexicons have been recently built to work specifically
with social media data, such as Thelwall-Lexicon [16] and Nielsen-Lexicon [8].
These lexicons have proven to work effectively on Twitter data. Nevertheless,
such lexicons are similar to other traditional ones, in the sense that they all
offer fixed and context-insensitive word-sentiment orientations and strengths.
Although a training algorithm has been proposed to update the sentiment of
terms in Thelwall-Lexicon [16], it requires to be trained from human-coded cor-
pora, which is labour-intensive to obtain.

Aiming at addressing the above limitations we have designed our lexicon-
adaptation approach in away that allows to (i) work in unsupervised fashion,
avoiding the need for labelled data, and (ii) exploit the contextual semantics of
words. This allows capturing their contextual information in tweets and update
their prior sentiment orientation and strength in a given sentiment lexicon
accordingly.

3 A Contextual Semantic Approach to Lexicon
Adaptation

The main principle behind our approach is that

the sentiment of a term is not static, as found in ﬁl
general-purpose sentiment lexicons, but rather E:> CoErfttefitctual
depends on the context in which the term is Sentiment
used, i.e., it depends on its contextual seman- Lexicon

tics.! Therefore, our approach functions in two S <
main steps as shown in Fig.1. First, given a Rule-based Lexicon Adaptation
tweet collection and a sentiment lexicon, the =

approach builds a contextual semantic represen- Adapted Lexicon
tation for each unique term in the tweet collec-
tion and subsequently uses it to derive the term’s Fig.1. The systematic work-
contextual sentiment orientation and strength. fow of our proposed lexicon
The SentiCircle representation model is used to adaptation approach.

this end [10]. Secondly, rule-based algorithm is

applied to amend the prior sentiment of terms in the lexicon based on their cor-
responding contextual sentiment. Both steps are further detailed in the following
subsections.

3.1 Capturing Contextual Semantics and Sentiment

The first step in our pipeline is to capture the words contextual semantics and
sentiment in tweets. To this end, we use our previously proposed semantic rep-
resentation model, SentiCircle [10].

1 We define context as a textual corpus or a set of tweets.
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Following the distributional hypothesis that words that co-occur in similar
contexts tend to have similar meaning [18], SentiCircle extracts the contextual
semantics of a word from its co-occurrence patterns with other words in a given
tweet collection. These patterns are then represented as a geometric circle, which
is subsequently used to compute the contextual sentiment of the word by apply-
ing simple trigonometric identities on it. In particular, for each unique term m in
a tweet collection, we build a two-dimensional geometric circle, where the term
m is situated in the centre of the circle, and each point around it represents a
context term ¢; (i.e., a term that occurs with m in the same context). The posi-
tion of ¢;, as illustrated in Fig. 2, is defined jointly by its Cartesian coordinates
TiyYi as:

x; = 1;co8(0; * ) yi = r;sin(f; x )

Where 6; is the polar angle of the context term ¢; and its value equals to the
prior sentiment of ¢; in a sentiment lexicon before adaptation, r; is the radius
of ¢; and its value represents the degree of correlation (tdoc) between ¢; and m,
and can be computed as:

r; = tdoc(m, ¢;) = f(c;,m) x log

where f(c;,m) is the number of times ¢; occurs with

m in tweets, N is the total number of terms, and Y
N, is the total number of terms that occur with c;. very Posty
Note that all terms’ radii in the SentiCircle are nor- v
malised. Also, all angles’ values are in radian. The 6
trigonometric properties of the SentiCircle allows us - m
to encode the contextual semantics of a term as sen-

timent orientation and sentiment strength. Y-axis

defines the sentiment of the term, i.e., a positive ¥  very negatve — Negative
value denotes a positive sentiment and vice versa. = TDOCC)

The X-axis defines the sentiment strength of the 8, = Prior_Sentiment (C)
term. The smaller the x value, the stronger the sen-
timent.2 This, in turn, divides the circle into four
sentiment quadrants. Terms in the two upper quad-
rants have a positive sentiment (sinf > 0), with
upper left quadrant representing stronger positive sentiment since it has larger
angle values than those in the top right quadrant. Similarly, terms in the two
lower quadrants have negative sentiment values (sin@ < 0). Moreover, a small
region called the “Neutral Region” can be defined. This region, as shown in Fig. 2,
is located very close to X-axis in the “Positive” and the “Negative” quadrants
only, where terms lie in this region have very weak sentiment (i.e., |6 = 0).

Positive

Fig. 2. SentiCircle of a term
m. Neutral region is shaded
in blue (Color figure online).

Calculating Contextual Sentiment. In summary, the Senti-Circle of a term
m is composed by the set of (x,y) Cartesian coordinates of all the context terms

2 This is because cos§ < 0 for large angles.
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of m. An effective way to compute the overall sentiment of m is by calculating
the geometric median of all the points in its SentiCircle. Formally, for a given
set of n points (p1,p2, ..., pn) in a Senti-Cirlce {2, the 2D geometric median g is
defined as: g = argmingegz Y, |||pi — g||2. We call the geometric median g the
SentiMedian as its position in the SentiCircle determines the final contextual-
sentiment orientation and strength of m.

Note that the boundaries of the neutral region can be computed by measuring
the density distribution of terms in the SentiCircle along the Y-axis. In this
paper we use similar boundaries to the ones used in [10] since we use the same
evaluation datasets.

3.2 Lexicon Adaptation

The second step in our approach is to update the sentiment lexicon with the
terms’ contextual sentiment information extracted in the previous step. As men-
tioned earlier, in this work we use Thelwall-Lexicon [16] as a case study. There-
fore, in this section we first describe this lexicon and its properties, and then
introduce our proposed adaptation method.

Thelwall-Lexicon consists of 2546 terms coupled with integer values between
—5 (very negative) and +5 (very positive). Based on the terms’ prior sentiment
orientations and strengths (SOS), we group them into three subsets of 1919 neg-
ative terms (SOS € [—2, —5]), 398 positive terms (SOS € [2,5]) and 229 neutral
terms (SOS € {—1,1}).

The adaptation method uses a set of antecedent-consequent rules that decides
how the prior sentiment of the terms in Thelwall-Lexicon should be updated
according to the positions of their SentiMedians (i.e., their contextual sentiment).
In particular, for a term m, the method checks (i) its prior SOS value in Thelwall-
Lexicon and (ii) the SentiCircle quadrant in which the SentiMedian of m resides.
The method subsequently chooses the best-matching rule to update the term’s
prior sentiment and/or strength.

Table 1 shows the complete list of rules in the proposed method. As noted,
these rules are divided into updating rules, i.e., rules for updating the existing
terms in Thelwall-Lexicon, and expanding rules, i.e., rules for expanding the
lexicon with new terms. The updating rules are further divided into rules that
deal with terms that have similar prior and contextual sentiment orientations
(i.e., both positive or negative), and rules that deal with terms that have dif-
ferent prior and contextual sentiment orientations (i.e., negative prior, positive
contextual sentiment and vice versa).

Although they look complicated, the notion behind the proposed rules is
rather simple: Check how strong the contextual sentiment is and how weak the
prior sentiment is — wupdate the sentiment orientation and strength accord-
ingly. The strength of the contextual sentiment can be determined based on the
sentiment quadrant of the SentiMedian of m, i.e., the contextual sentiment is
strong if the SentiMedian resides in the “Very Positive” or “Very Negative”
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Table 1. Adaptation rules for Thelwall-Lexicon, where prior: prior sentiment value,
StrongQuadrant: very negative/positive quadrant in the SentiCircle, Add: add the term
to Thelwall-Lexicon.

Id | Antecedents ‘ Consequent
Updating rules (similar sentiment orientations)
1 | (Jprior| < 3) A (SentiMedian ¢ StrongQuadrant) | |prior| = |prior| + 1
2 | (|prior| < 3) A (SentiMedian € StrongQuadrant) | |prior| = |prior| 4 2
3 | (Jprior| > 3) A (SentiMedian ¢ StrongQuadrant) | |prior| = |prior| + 1
4 | (|prior| > 3) A (SentiMedian € StrongQuadrant) | |prior| = |prior| + 1
Updating rules (different sentiment orientations)
5 | (Jprior| < 3) A (SentiMedian ¢ StrongQuadrant) | |prior| =1
6 | (|prior| < 3) A (SentiMedian € StrongQuadrant) | prior = —prior
7 | (Jprior| > 3) A (SentiMedian ¢ StrongQuadrant) | |prior| = |prior| — 1
8 | (|prior| > 3) A (SentiMedian € StrongQuadrant) | prior = —prior
9 | (Jprior| > 3) A (SentiMedian € NeutralRegion) | |prior| = |prior| —1
10 | (Jprior| < 3) A (SentiMedian € NeutralRegion) | |prior| =1
FExpanding rules
11 | SentiMedian € NeutralRegion (|contextual| = 1) AN AddTerm
12 | SentiMedian ¢ StrongQuadrant (Jcontextual| = 3) A AddTerm
13 | SentiMedian € StrongQuadrant (Jcontextual| = 5) A AddTerm

quadrants (See Fig. 2). On the other hand, the prior sentiment of m (i.e., prior,,)
in Thelwall-Lexicon is weak if |prior,,| < 3 and strong otherwise.

For example, the word “revolution” in Thelwall-Lexicon has a weak neg-
ative sentiment (prior = —2) while it has a neutral contextual sentiment since
its SentiMedian resides in the neutral region (SentiMedian € Neutral Region).
Therefore, rule number 10 is applied and the term’s prior sentiment in
Thelwall lexicon will be updated to neutral (|prior| = 1). In another example, the
words “Obama” and “Independence” are not covered by the Thelwall-Lexicon,
and therefore, they have no prior sentiment. However, their SentiMedians reside
in the “Positive” quadrant in their SentiCircles, and therefore rule number 12
is applied and both terms will be assigned with a positive sentiment strength of
3 and added to the lexicon consequently.

4 Evaluation Results

We evaluate our approach on Thelwall-Lexicon using three adaptation settings:
(i) the update setting where we update the prior sentiment of existing terms
in the lexicon, (ii) The expand setting where we expand Thelwall-Lexicon with
new opinionated terms, and (iii) the update+expand setting where we try both
aforementioned settings together. To this end, we use three Twitter datasets
OMD, HCR and STS-Gold. Numbers of positive and negative tweets within these
datasets are summarised in Table 2, and detailed in the references added in the
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Table 2. Twitter datasets used for the evaluation

Dataset Tweets | Positive | Negative
Obama-McCain Debate (OMD) [4] 1081 | 393 688
Health Care Reform (HCR) [12] 1354 | 397 957
Standford Sentiment Gold Standard (STS-Gold) [9] | 2034 | 632 1402

Table 3. Average percentage of words in the three datasets that had their sentiment
orientation or strength updated by our adaptation approach

OMD | HCR | STS-Gold | Average
Words found in the lexicon 12.43 | 8.33| 8.09 9.61
Hidden words 87.57 | 91.67 | 91.91 90.39
Words flipped their sentiment orientation | 35.02 | 35.61 | 30.83 33.82
Words changed their sentiment strength | 61.83 | 61.95|65.05 62.94
Words remained unchanged 3.15 | 244| 4.13 3.24
New opinionated words 23.94 1 14.30 | 25.87 21.37

table. To evaluate the adapted lexicons under the above settings, we perform
binary polarity classification on the three datasets. To this end, we use the
sentiment detection method proposed with Thelwall-Lexicon [15]. According to
this method a tweet is considered as positive if its aggregated positive sentiment
strength is 1.5 times higher than the aggregated negative one, and negative vice
versa.

Applying our adaptation approach to Thelwall-Lexicon results in dramatic
changes in it. Table 3 shows the percentage of words in the three datasets that
were found in Thelwall-Lexicon with their sentiment changed after adaptation.
One can notice that on average 9.61 % of the words in our datasets were found
in the lexicon. However, updating the lexicon with the contextual sentiment of
words resulted in 33.82 % of these words flipping their sentiment orientation and
62.94% changing their sentiment strength while keeping their prior sentiment
orientation. Only 3.24 % of the words in Thelwall-Lexicon remained untouched.
Moreover, 21.37 % of words previously unseen in the lexicon were assigned with
contextual sentiment by our approach and added to Thelwall-Lexicon subse-
quently.

Table 4 shows the average results of binary sentiment classification performed
on our datasets using (i) the original Thelwall-Lexicon (Original), (ii) Thelwall-
Lexicon induced under the update setting (Updated), and (iii) Thelwall-Lexicon
induced under the update+expand setting.? The table reports the results in accu-
racy and three sets of precision (P), recall (R), and F-measure (F1), one for pos-
itive sentiment detection, one for negative, and one for the average of the two.

3 Note that in this work we do not report the results obtained under the expand setting
since no improvement was observed comparing to the other two settings.
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Table 4. Cross comparison results of original and the adapted lexicons

Datasets | Lexicons Accuracy | Positive Sentiment | Negative Sentiment | Average
P R F1 P R F1 P R F1
OMD Original 66.79 55.99 | 40.46 | 46.97 | 70.64 | 81.83 | 75.82 | 63.31 | 61.14 | 61.4
Updated 69.29 58.89 | 51.4 | 54.89 | 74.12 | 79.51 | 76.72 | 66.51 | 65.45 | 65.8
Updated+Expanded | 69.2 58.38 | 53.18 | 55.66 | 74.55 | 78.34 | 76.4 | 66.47 | 65.76 | 66.03
HCR Original 66.99 43.39 | 41.31 | 42.32 | 76.13 | 77.64 | 76.88 | 59.76 | 59.47 | 59.6
Updated 67.21 42.9 | 35.77 | 39.01 | 75.07 | 80.25 | 77.58 | 58.99 | 58.01 | 58.29
Updated+Expanded | 66.99 42.56 | 36.02 | 39.02 | 75.05 | 79.83 | 77.37 | 58.8 | 57.93 | 58.19
STS-Gold | Original 81.32 68.75 | 73.1 | 70.86 | 87.52 | 85.02 | 86.25 | 78.13 | 79.06 | 78.56
Updated 81.71 69.46 | 73.42 | 71.38 | 87.7 | 85.45 | 86.56 | 78.58 | 79.43 | 78.97
Updated+Expanded | 82.3 70.48 | 74.05 | 72.22 | 88.03 | 86.02 | 87.01 | 79.26 | 80.04 | 79.62

From these results in Table4, we notice that the best classification perfor-
mance in accuracy and F1 is obtained on the STS-Gold dataset regardless the
lexicon being used. We also observe that the negative sentiment detection perfor-
mance is always higher than the positive detection performance for all datasets
and lexicons.

As for different lexicons, we notice that on OMD and STS-Gold the adapted
lexicons outperform the original lexicon in both accuracy and F-measure. For
example, on OMD the adapted lexicon shows an average improvement of 2.46 %
and 4.51 % in accuracy and F1 respectively over the original lexicon. On STS-
Gold the performance improvement is less significant than that on OMD, but
we still observe 1% improvement in accuracy and F1 comparing to using the
original lexicon. As for the HCR dataset, the adapted lexicon gives on average
similar accuracy, but 1.36 % lower F-measure. This performance drop can be
attributable to the poor detection performance of positive tweets. Specifically,
we notice from Table 4 a major loss in the recall on positive tweet detection using
both adapted lexicons. One possible reason is the sentiment class distribution
in our datasets. In particular, one may notice that HCR is the most imbalanced
amongst the three datasets. Moreover, by examining the numbers in Table 3, we
can see that HCR presents the lowest number of new opinionated words among
the three datasets (i.e., 10.61 % lower than the average) which could be another
potential reason for not observing any performance improvement.

5 Discussion and Future Work

We demonstrated the value of using contextual semantics of words for adapting
sentiment lexicons from tweets. Specifically, we used Thelwall-Lexicon as a case
study and evaluated its adaptation to three datasets of different sizes. Although
the potential is palpable, our results were not conclusive, where a performance
drop was observed in the HCR dataset using our adapted lexicons. Our initial
observations suggest that the quality of our approach might be dependent on
the sentiment class distribution in the dataset. Therefore, a deeper investigation
in this direction is required.
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We used the SentiCircle approach to extract the contextual semantics of words
from tweets. In future work we will try other contextual semantic approaches and
study how the semantic extraction quality affects the adaptation performance.

Our adaptation rules in this paper are specific to Thelwall-Lexicon. These
rules, however, can be generalized to other lexicons, which constitutes another
future direction of this work.

All words which have contextual sentiment were used for adaptation. Nev-
ertheless, the results conveyed that the prior sentiments in the lexicon might
need to be unchanged for words of specific syntactical or linguistic properties in
tweets. Part of our future work is to detect and filter those words that are more
likely to have stable sentiment regardless the contexts in which they appear.

6 Conclusions

In this paper we proposed an unsupervised approach for sentiment lexicon adap-
tation from Twitter data. Our approach extracts the contextual semantics of
words and uses them to update the words’ prior sentiment orientations and/or
strength in a given sentiment lexicon. The evaluation was done on Thelwall-
Lexicon using three Twitter datasets. Results showed that lexicons adapted by
our approach improved the sentiment classification performance in both accu-
racy and F1 in two out of three datasets.
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Abstract. Recent developments in the world of services on the Web
show that both the number of available Web APIs as well as the appli-
cations built on top is constantly increasing. This trend is commonly
attributed to the wide adoption of the REST architectural principles [1].
Still, the development of Web APIs is rather autonomous and it is up to
the providers to decide how to implement, expose and describe the Web
APIs. The individual implementations are then commonly documented
in textual form as part of a webpage, showing a wide variety in terms of
content, structure and level of detail. As a result, client application devel-
opers are forced to manually process and interpret the documentation.
Before we can achieve a higher level of automation and can make any
significant improvement to current practices and technologies, we need to
reach a deeper understanding of their similarities and differences. There-
fore, in this paper we present a thorough analysis of the most popular
Web APIs through the examination of their documentation. We provide
conclusions about common description forms, output types, usage of API
parameters, invocation support, level of reusability, API granularity and
authentication details. The collected data builds a solid foundation for
identifying deficiencies and can be used as a basis for devising common
standards and guidelines for Web API development.

1 Introduction

Recent developments in the world of services on the Web show that both the
number of available Web APIs as well as the applications built on top is con-
stantly increasing'. Often this proliferation of programmable interfaces that rely
solely on the use of URIs, for both resource identification and interaction, and
HTTP for message transmission, is attributed to the wide adoption of the REST
architectural principles [1]. In particular, Web APIs are characterised by their
relative simplicity and their natural suitability for the Web, employing the same
technology stack, and these characteristics are exploited by many Web sites like
Facebook, Google, Flickr and Twitter who offer easy-to-use, public APIs that
provide simple access to some of the resources they hold, thus enabling third-
parties to combine and reuse heterogeneous data coming from diverse services
in data-oriented service compositions called mashups.

! http://blog.programmableweb.com/2013/04/30/9000-apis-mobile-gets-serious /
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Despite their popularity, currently there is no widely accepted understanding
of what a Web APT is. In fact, while the term ‘Web Service’ is quite clearly defined
[2], Web APIs still lack a broadly accepted definition. Currently the term Web
API has a general, sometimes even controversial, meaning and is used for depict-
ing HTTP-based component interfaces, frequently being inconsistent about the
specific technical and design underpinnings. This situation is undoubtedly driven
by the fact that, as opposed to Web service technologies, work around Web APIs
has evolved in a rather autonomous way and it is up to the providers to decide
how they are going to expose the interface, how they are going to document them
and what characteristics these documentations have. As a result, the majority of
the Web APIs are described only in human-oriented documentation in textual
form, as part of webpages, which is very diverse in terms of structure, content
and level of details. Therefore, currently developers have to manually search for
suitable documentation, interpret the provided details and implement custom
solutions, which are hardly reusable. Such an approach to using Web APIs is
very time and effort consuming and will not scale in the context of the growing
number of exposed interfaces.

Before any significant impact and improvement can be made to current Web
API practices and technologies, we need to reach a deeper understanding of
these. This involves, for instance, figuring out how current APIs are developed
and exposed, what kind of descriptions are available, how they are represented,
how rich these descriptions are, etc. It is only then that we shall be able to clearly
identify deficiencies and realise how we can overcome existing limitations, how
much of the available know-how on Web services can be applied and in which
manner. To this end, we present a thorough analysis over the most popular Web
APIs in ProgrammableWeb directory?.

The remainder of this paper is structured as follows: Sect. 2, describes the
methodology used for conducting our Web API study, while Sect.3 gives the
collected data and provides a discussion on identified correlations and trends.
Section 4 presents an overview of existing work on analysing Web services and
Sect. 5 presents future work and concludes the paper.

2 Survey Setup

The survey was conducted by a single domain expert during December 2013
and January 2014. The dataset, which comprises 45 Web APIs? in total, was

2 http://www.programmableweb.com

3 Amazon Product Advertising, Amazon S3, BitBucket, Azure (Blob Service), Bal-
anced Payments, Bing Maps REST Services, Bitly, Box, del.icio.us, Disqus, DocuSign
Enterprise, Dropbox (Core API), eBay (Shopping API), Etsy, Eventful, Facebook
(Graph API), Flickr, Foursquare, Freebase (Search/Reconcile), Geonames, GitHub,
Google Custom Search, Google Maps API Web Services, Google Places API,
Groupon, Heroku, Instagram, Last.fm, LinkedIn, OpenStreetMap (Editing API),
Panoramio, Paypal, Reddit, Salesforce, Tropo, Tumblr, Twilio, Twitpic, Twitter,
Wikipedia/Mediawiki, Yahoo! BOSS, Yahoo! BOSS Geo, Yammer, Yelp, Youtube.
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primarily composed through the use of the ProgrammableWeb directory. This
popular directory provides basic information about Web APIs in general as well
as their use in mashups. The latter was used as a metric for the popularity
of the Web API. Since we wanted to capture the Web API characteristics that
developers are most frequently faced with, we mostly chose the analysed APIs by
taking those with the most mashups. This metric is however biased towards older
established Web APIs, for which reason we included a third of the entries at
random and through other popularity measures®.

While ProgrammableWeb is considered the largest directory of its kind and,
therefore, best suited for this task, the information itself turned out to be in
some cases incomplete or out of date, which made some changes to the dataset
necessary. These problems included Web APIs that had been discontinued or
replaced by others. In addition, similar Web APIs from the same provider, such
as the various maps related from Google and Bing, were grouped together as a
single entry. As a result, we retained a dataset containing 45 Web APIs.

The survey was conducted by manually analyzing the documentation made
available by the Web API providers. The features, which were taken under con-
sideration can be grouped into six categories, which include general Web API
information, URI use, HT'TP use, input and output data, security and policies
as well as common design decisions. The examined criteria were gained from the
key architectural principles of REST, the use of the underlying HTTP protocol
and from common challenges and design decisions of Web API providers. The
results from the survey, as given in Sect.3 can, therefore, be used as a basis
for judging to what extent todays top Web APIs are actually RESTful. The
presented categories contain the following features:

1. General Web API Information — the APIs size in terms of operations,
availability of other protocols and interface descriptions and the type of func-
tionality provided.

2. URL and Resource Links — the kind of design schema used in the URL
of the Web API and the use of links between API resources.

3. HTTP Use — the used HTTP methods and support for alternative HTTP
methods, how update operations are implemented, if meaningful HTTP status
codes are used in cases of failure and how caching is addressed.

4. Input and Output Data — which mechanisms are used for the transmission
of input data, what types of input are there and what kind of output formats
can be expected.

5. Security and Policies — are limitations on the degree of utilization posted
and enforced, is authentication necessary and if yes, which authentication
scheme is supported.

6. Common Design Decision — how are versioning and the selection of the
output format realized.

The procedure for gathering the data was straightforward. For each Web
API the corresponding ProgrammableWeb webpage and the provider’s docu-
mentation were opened and examined. The heterogeneous nature of both the

4 Alexa.com rank and number of tagged questions on StackOverflow.com.
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media and the structure of the documentation, as well as various different ways
of conveying the same information made any kind of automation of the process
unfeasible. Furthermore, some cases of unclear or missing information made it
necessary to perform some test interactions with the Web APIs.

3 Survey Results

In this section we describe the results that have been collected as part of the sur-
vey on Web APIs. The recorded features have been grouped into six categories,
each of which addresses a different aspect of the Web APIs.

General Web API Information. Counting the number of operations sup-
ported by the Web API gives us some measure of its size and, therefore,
complexity. This metric is easily attained for RPC-style APIs. In the case of
resource-oriented or RESTful Web APIs each combination of a resource and a
HTTP-verb was counted as an operation. The majority (62 %) of the entries
in our dataset had between eleven and one hundred operations, with 38 % in
the 11-50 and 24 % in the 51-100 range. The remaining Web APIs were roughly
equally divided into a group of smaller (less than 11 operations, 20 %) and larger
(more than 100 operations, 18 %) ones. Only two entries (4 %) provided a single
operation.

Only a small percentage (20 %) of the Web APIs provided the same service
using alternative protocols. For example, Flickr is available through SOAP and
through XML-RPC as well, next to their request format self-described as REST.
In most cases if an alternative was available, it had been declared as a legacy
protocol, not guaranteed to be up to date in functionality and developers were
urged to switch to its HTTP-based Web API equivalent. In most cases these were
alternative protocols — SOAP or XML-RPC implementations, and had existed
before the introduction of their Web API counterparts.

Interface descriptions in a machine-readable format, which in contrast to
the textual documentation targeted at humans, can be automatically processed
were available for only five Web APIs (11 %) — three using a custom format and
one case of JSON Hyper-Schema respectively WSDL. Links to related resources
embedded in the response data of Web APIs, which is an alternative to interface
descriptions were available in eight cases (18 %). This is necessary for fulfilling
the HATEOAS constraint of REST architecture, which requires, that, instead
of interacting through a fixed predefined interface the client of a RESTful Web
API will transition through application states by following links embedded in
the resource representations.

Easier integration of Web APIs into applications can be aided through exten-
sive tooling support. This can either be done directly through Software Develop-
ment Kits (SDK)s or by providing metadata on the use of the Web API through
interface descriptions. We differentiate two types of SDKs — those which are
developed and maintained by the provider of the Web API themselves (available
in 58 % of the cases) and those provided by third parties (available in 51 % of
the cases), but still named and linked to from within official documentation.
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In total was at least one SDK available (either official or unofficial) for 76 % of
the Web APIs. The most commonly supported platform or programming lan-
guage was Ruby, closely followed by Python, PHP, Java®, C#5, JavaScript and
Objective-C”. In total, we counted 19 different platforms or programming lan-
guages supported by official and 44 by unofficial SDKs.

We can draw two main conclusions based on the gathered data. First, once an
HTTP-based Web API is made available, providers tend to abandon and move
away from previous interaction protocol implementations, such as SOAP. Second,
machine-interpretable interface description formats are rather an exception than
a rule. Most providers still prefer to document APIs directly as part of webpages.

URLs and Resource Links. It can be argued that for truly RESTful Web APIs
that follow the principle of HATEOAS (Hypermedia as the Engine of Application
State) the URL design is opaque because the user of the Web API will never
have to construct URLs manually. Nonetheless, the design or structure of the
URLs remains a good indicator for the type of the Web API. In addition, we
will see that only a small percentage of the Web APIs under consideration aim
to follow the HATEOAS principle. We differentiated between three main types
of URL design, those that were structured around resources (resouce-oriented) —
those that focused on the operations (RPC-style) and those in between (mixed).
The latter category contains cases in which some parts, for example search was
built in an RPC-style while the rest was structured around resources. The data
in Table1 shows that the majority was resource-oriented, followed by those in
RPC-style, with the smallest group being those sorted into the mixed category.

The availability of resource links was previously presented as part of the
analysis on interface descriptions. The data in Table 2 incorporates that number
in addition to two further use cases: Web APIs with self links include the URL
of resources as part of their representation and pagination links provide the user
of the Web API with precomposed URLs for paging through datasets. Both help
reduce the complexity of using the Web APIs but were only available in 13 % of
the analyzed Web APIs.

Table 1. URL design Table 2. Resource Links
Description | Number | In % Description Number | In %
RESTful 21 47 Used at all 11 24
RPC 15 33 Related resources | 8 18
Hybrid 9 13 Self 6 13

Pagination 6 13

5 Java and Android SDKs were both counted as Java.
6 C# and .NET SKDs were both counted as C#.
" Objective-C and i0S SDKs were both counted as Objective-C.
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The data indicates that HATEOAS remains one of the most poorly sup-
ported constraints of the REST architecture with less than a fifth of the ana-
lyzed Web APIs providing links to related resources. A possible explanation is
that HATEOAS signifies the largest departure from the previous approaches on
Web Services, which heavily relied on predefined interfaces. Notable exceptions
include PayPal and Github, which explicitly feature HATEOAS respectively
hypermedia links prominently in their documentation.

HTTP Use. As it is to be expected, the two most commonly used HT'TP verbs
are GET and POST (see Table 3), since both are used by resource-oriented and
RPC-style Web APIs. The least popular verb is PATCH. Most Web APIs (58 %)
that feature update functionality use PUT or PATCH while 30 % use POST. The
remaining 12 % break the idempotency of the GET verb by misusing it for update
operations.

In some cases the more uncommonly used HT'TP verbs, such as PATCH, are
not supported by existing tools and frameworks. Some Web API providers offer,
therefore, functionality that allows users to swap out the originally requested
HTTP verb with another one, usually POST. Table 4 shows that the most pop-
ular way for indicating the original verb is by using a query parameter in the
URL of the request. Others simply make no difference between the verb used or
allow the requested verb to be set in either a custom header or the URL path.
In total, a method override was provided by 42 % of the Web APIs.

Error handling plays a large role in any application. How Web APIs present
errors is therefore of particular importance. 71 % of the surveyed Web APIs
reused the various predefined status codes of HT'TP to indicate an error. In all
of those cases the body of the HTTP response did contain further information.

One advantage of using Web APIs and subsequently HT'TP is the built-in
support for caching, for which only 27 % of the Web APIs explicitly stated their
support. Further manual analysis via test invocations showed that an additional
six Web APIs did indeed support caching without having documented it.

Table 3. Method support Table 4. Method override
Description | Number | In % Description Number | In %
GET 45 100 Override supported | 14 42
POST 34 76 Query parameter 6 43
DELETE 21 47 Interchangeable 3 21
PUT 17 38 Head 3 21
HEAD 6 13 URL path 2 14
PATCH 3 7
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Web APIs, which build upon the REST architectural principles, should
embrace the HTTP protocol®. Adopting the various aspects of HTTP enables
the reuse of know-how and best practices gained in making the Web the way it
is today. One part of adopting HTTP, means using the status codes defined in
the standard, especially those for indicating the various types of errors, which
may occur. We found out that the majority of the Web APIs use standard error
codes. In contrast, cache support is not widely present, even though it is a fea-
ture, which Web API providers can easily support using the built-in mechanisms
of HTTP.

Input and Output Data. Using Web APIs means interacting with data. Most
requests to Web API will incorporate some input, which can be transmitted
in many ways. Table5 shows that the analyzed Web APIs use four different
ways for sending the input, the most popular one being input transmitted as
parameters in the query string of the request URL. Another popular transmittal
technique encodes the input in the request body, often by using the standard
form encoding used by HT'ML forms on web pages or one of the supported output
formats, such as JSON or XML. Many APIs support more than one type input
encoding, especially when the output format itself can also be freely chosen.
The input can further be differentiated into several types (see Table6). All
Web APIs under considerations had at least one case in which an input para-
meter was optional and almost all featured required parameters. In most cases
information on which parameters must be provided, which ones are optional and
what their associated default values are, is only provided out-of-band in textual
documentation. Building valid requests which feature the expected data there-
fore require careful consideration. Further complexity arises from the fact that
most Web APIs incorporate input parameters that (i) state a list or range of
valid values (ii) expect data to be encoded using a specific standard (e.g. dates as
ISO 8601). (iii) or are of complex nature (e.g. comma separated lists of values).

Table 5. Way of transmitting input Table 6. Input datatypes
Description | Number | In % Description Number | In %
Query 43 96 Optional 45 100
Body 34 76 Required 44 98
Path 25 56 Alternative/range | 43 96
Head 8 18 Specified 40 89
Complex 38 84

In contrast to SOAP and XML-RPC, which both use XML as the transport
and output format, Web APIs most commonly (89 %) feature support for the

8 REST is not tied to HTTP, but HTTP it is the base for communication on the world
wide web and thus the most popular protocol which REST is applied to.
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more compact data representation format JSON®. Still, XML remains the sec-
ond most used data format (58 %). The increasing popularity of JSON is further
reflected by the fact that about half of the Web APIs using it, do not provide
XML support. Less than a fifth also supported other formats'®. All of the Web
APIs supported either JSON or XML as their primary data representation for-
mat. Two Web APIs used their own custom data output format, which in both
cases was based on JSON and provided a general structure for all responses.

Our results show that preparing the input in the right format requires addi-
tional effort. Each request to a Web API demands careful consideration on which
parameters to send, their format and ultimately how to transmit them. In addi-
tion, there is no general consensus in Web APIs on how to format even frequently
occurring input such as date and time, thus requiring careful manual effort when
doing service composition. On the other side of the request are JSON and XML
the two main established data interchange formats for output, with JSON rapidly
gaining on importance.

Security and Policies. Security and policies or terms of use play an impor-
tant part in the context of using Web APIs, since they determine the condi-
tions and limits for actually accessing the APIs. Only two of the examined Web
APIs did not use any kind of authentication. Roughly a third of the Web APIs
require authentication only for operations, which perform data modification, but
do not require authentication for reading resources. The most common way of
identifying the client application or user is via an API key (also called applica-
tion id, client id or by similar terms) which is passed along with each request.
Other, more secure approaches, are listed in Table7. The most common app-
roach, used by two thirds of the Web APIs is OAuth in its various protocol
versions followed by the basic authentication protocol of HT'TP. In those Web
APIs that used basic authentication, which sends the provided credentials in
plaintext as part of a HI'TP header, this authentication method was almost
always combined with SSL'!. In total, SSL was available for 91 % of the Web
APIs and its use was mandatory for 41 % of those.

Most Web APIs (89 %) state and implement rate limitations, which restrict
the number of invocations in a specific time frame. Consumers of the API have to
follow these restrictions in order to prevent their requests or the entire applica-
tion from being blocked. The limitations are either written down, as part of the
documentation, or included with the general terms and conditions. A fifth of the
Web APIs use custom HTTP headers to convey information about the remain-
ing quota in every response, thus allowing the client application to dynamically
adapt its use pattern.

We can conclude, that the majority of Web APIs use authentication in some
form, requiring adopters of these services to both register their application in

9 JavaScript Object Notation, an open standard for data interchange derived from the
JavaScript language.

10 ¢ g. including CSV, RDF, YAML, PHP, RSS, Atom, WDDX or form encoded values.

11 Secure Sockets Layer, a cryptographic protocol which aims to provide communication
security over the Internet.
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Table 7. Common web API authentication approaches

Authentication mechanisms | Number | In %

OAuth 1.0 20 44

OAuth 2.0 11 24

Custom OAuth 2 4

HTTP basic 8 18

Session 5 11

Custom HMAC 3

Other 4
Table 8. Common web API ver- Table 9. Representation format
sioning techniques selection
Description Number | In % Description Number | In %
Yes 33 73 Yes 28 62
No 12 27 No 12 27
URL Path 26 79 Path/File extension | 15 54
Custom header 2 6 Query parameter 11 39
Content-negotitiation | 2 6 Content-negotiation | 6 21
Body 2 6 Custom header 2 7
Subdomain change 1 3

advance and tackle the individual authentication scheme used. Our results show
that OAuth has the potential to emerge as universally adopted standard for
authentication. Almost as common as authentication are limitations on the num-
ber of requests per time period that applications can send to Web APIs.

Common Design Decisions. The motivation behind versioning is that Web
APIs may change over time and by explicitly distinguishing between versions,
new releases will not break compatibility with older API clients. This issue was
addressed by 73% of the examined Web APIs. The most common technique,
as shown in Table 8, includes the API version as a prefix in the URL path. Further
techniques include a custom HTTP header, standard content negotiation, the
specification of versions in the body of the request and switching subdomains.
The latter technique was used by Facebook to differentiate their deprecated
REST API from their new Graph API.

The way of selecting the output format is another common design decision
for Web APIs. Four different techniques (see Table9) were identified during the
survey. In six cases did the Web APIs support more than one way of requesting
a specific format. The two most common methods include specifying the format
as part of the URL, either as part of the path or as a query parameter. The
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standard mechanism of HTTP for this purpose, content negotiation (also used
for versioning purposes as seen above), was supported by six APIs, followed by
the use of a custom HTTP header by two.

Our results show that even though HTTP defines content negotiation using
the accept header as the mechanism for representation format selection, is it only
supported by a minority of Web APIs. Instead, most Web APIs allow the format
to be specified in some way as part of the URL, which allows basic requests to
be easily tested in a common web browser. For versioning, including the version
identifier as part of the URL is by far the most popular technique.

4 Related Work

The first study on the state of Web APIs was presented by [3] and features a
comprehensive overview through the analysis of 222 Web APIs in 2010. While
Maleshkova et al. aim to draw conclusions on the state of the entire world of
APIs on the Web, we focus on the most popular and common ones, substituting
a larger dataset for more and other types of features. Another more recent study
from 2012 was provided by Renzel et al. [4], wherein the authors analyze a
dataset of twenty Web APIs by a broad range of features, some of which were
incorporated in our survey. Similar to our study, the dataset was gained by
selecting top ranked entries from the ProgrammableWeb directory, using the
number of mashups as the sorting criteria. The rather limited dataset and fast
moving developments in the world of services on the web necessitate taking
another look at the current state of Web APIs. Other older studies, devoted
to investigating Web Services exist. The authors in [5] provide a study on Web
services but their data is restricted to only a few characteristics and a single
source.

5 Conclusions and Future Work

The results of our survey indicate that Web APIs feature a large amount of het-
erogeneity in their individual designs, ranging from cases, following the architec-
tural style of REST and its constraints, such as HATEOAS, to those featuring a
more RPC-like style. Common service tasks such as composition and invocation,
therefore, require more manual effort to smooth over differences in implemen-
tations, compared to Web Services that follow a strict standard such as SOAP.
Even though REST is only an architectural style, in contrast to a strict standard
such as SOAP whose conformity can be validated, a stricter compliance with its
guidelines and constraints would already significantly reduce friction in adopting
Web APIs for more complex tasks such as the automation of composition and
invocation. While some more readily understandable concepts such as using the
HTTP verbs have gained widespread adoption, other concepts such as resource
linking (HATEOAS) are hardly ever applied. For today’s top Web APIs we,
therefore, have to conclude that they most commonly remain RESTless.
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This area of research has a lot of potential for further work. By building
upon the data gained as part of this survey and the previous ones mentioned in
the related work section, we could quantify the changes in Web API design over
time and possibly gain insight over future developments. Another idea would be
to take those parts of the REST principles that we have shown to be poorly
applied and work on the problems surrounding their adoption.
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Abstract. This paper presents the first results of a use case of Linked
Data for eScience, where 0.5 million rows of bird migration observations
over 30 years time span are linked with 0.1 million rows of related weather
observations and a bird species ontology. Using the enriched linked data,
biology researchers at the Finnish Museum of Natural History will be
able to investigate temporal changes in bird biodiversity and how weather
conditions affect bird migration. To support data exploration, the data
is published in a SPARQL endpoint service using the RDF Data Cube
model, on which semantic search and visualization tools are built.

1 Serving Ornithologists with Linked Data

Long-term standardized nature observations provide crucial data for determin-
ing population trends in biodiversity management. For example, from moni-
toring data about bird migration over many years, it is possible to determine
trends [13,20] in population size, and annual breeding success [12]. By combining
observational data with related datasets, such as weather or pollution data, it
is possible to investigate how biodiversity is affected by related phenomena in
nature.

This paper presents a use case of adding value to a bird observation dataset
by related weather data and a species ontology using the Linked Data [16] app-
roach. We first describe the data, metadata schemas, and ontologies used. After
this, publication of the data on a SPARQL endpoint is discussed. Based on the
SPARQL endpoint’s API, tools and visualizations for researching and exploring
the data are being created for the ornithologists, bird watchers and researchers
alike, to use—two examples of this are explained in Sect. 3. In conclusion, con-
tributions of our work and related research are discussed.

© Springer International Publishing Switzerland 2014
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2 Data, Metadata, and Ontologies

Data. The bird observation data comes from the Hanko Bird Observatory
“Halias” located in Hanko, Finland. The data has been gathered systematically
since 1979 and is actively used in scientific research®.

Nature observation datasets can be divided into two main classes:

1. Systematic observational datasets. The methods used in making nature
observations are standardized and every species in the research scope is
counted. Straightforward to do inference e.g. about spatio-temporal occurence
of species.

2. Open public datasets. People are free to report nature observations they
have made. Methods used in making observations vary and only some portion
of observed species may be reported. Any inference done requires knowledge
about the way people report observations and results can be misleading.

The Halias dataset is a systematic observational dataset consisting of daily
bird counts. All migrating birds are counted daily in a standardized way for four
hours starting from sunrise. In addition, local as well as migrating birds outside
the standardized observation time are counted for each day. Every observed bird
is counted and daily counts are given for each date and species combination.

The weather data comes from a Finnish Meteorological Institute’s weather
observation station in Russaro, situated less than 6 km away from Halias. The
weather observation data consists of measurements of temperature, relative
humidity, wind direction (10 min average), wind speed (10 min average), cloud
coverage and sea level air pressure, collected every 3h. Also a total rain amount
is given for each day.

Metadata Schema. We have created a data schema for representing the daily
bird observations based on the RDF Data Cube Vocabulary? of W3C. The
schema heavily re-uses—for interoperability reasons—other vocabularies where
possible, such as Darwin Core?, TaxMeOn [21], and data.gov.uk Time Intervals®.
Observed daily weather variables are aggregated based on needs of this use
case. Weather observations that correspond to the standardized observation
times of each day are of particular interest. They make it possible to match the
weather data and bird migration counts on a shorter time span than the whole
day and thus giving better accuracy for finding the connections between them.
We calculate average values of the weather variables for the 4-hour standardized
observation time. The average values are calculated assuming a linear change
in a weather variable’s values between the 3-hour observations. The aggregated
values of weather variables are then linked directly to the bird observations.

! See http://www.tringa.fi/web/lintuasemat /hangon-lintuasema,/julkaisuluettelo.html
for a list of research publications related to observations at Halias.

2 http://www.w3.org/TR/2014/REC-vocab-data-cube-20140116/

3 http://rs.tdwg.org/dwc/

4 http://datahub.io/dataset /data- gov-uk-time-intervals
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Wind observations are represented using an ontology of all observed wind
speed and direction combinations. The observed winds are then linked with the
daily bird observation instances. The schema, is documented in detail online®.

We envision, that by using a standard data model for observations, our forth-
coming tools for exploring and visualizing observational data could be applied
not only to birds but to other observations, too, and conversely, tools developed
by others for the Data Cube model, could be re-used in our case study more
easily.

Ontologies. The data is linked with the AVIO Ontology of the Birds of the
World [22], based on data from the taxonomic database® of the Finnish Museum
of Natural History.

For our Halias case study, the original AVIO was refined and extended as
follows:

1. Scope of the species ontology was reduced to species observed in Finland.
This is due to the need for generating species name abbreviations by certain
rules which do not apply globally.

2. Species name abbreviations were added as they are used in the primary data.

3. Species characteristics based on the characteristics system used in Nature
Gate service” were added.

4. Species conservation statuses were added in both Finnish and EU scope.

5. Rarity classes were added. These are subjective views of rarity of species.

The species characteristics ontology classifies birds in terms of four facet cat-
egories: (1) Date and nesting habitat, (2) Coloring and markings, (3) Shape and
size, and (4) Behavior. These categories are then divided further into subcate-
gories.

Linked Data Publication. The datasets were combined into a single linked
dataset. This linked dataset and the used ontologies compose the whole linked
data publication, which consists of 12,315,709 triples.

The data was published as a SPARQL service using the Linked Data Fin-
land (LDF) [9] platform®. Based on metadata about the dataset and its graphs,
this platform automatically generates APIs and content negotiation services for
machines to use, and a homepage for human users with ready to use services,
such as Linked Data browsing and editing the data.

The bird observation data is not openly available, but there are ongoing dis-
cussions about making the data more openly accessible. Access to the published
data is currently restricted to the association that owns the data and collab-
orating research projects. Nevertheless, the data can be requested for research
purposes without any costs.

5 http://www.essepuntato.it/lode/http:/ /1df.fi /schema/halias/
5 http://taxon.luomus.fi/

" http://naturegate.fi/

8 http://www.1df.fi/
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Some structural problems in the original bird observation data were noticed
when the transformed linked data was first visualized. There were duplicate
species and date combinations with different bird counts, when there should
never be more than one of these combinations and the URIs of the observations
were created using these combinations. This anomaly was taken into account in
the transformation process by creating different URIs for each of the duplicate
combinations.

After this, more validation of the data was done in the transformation process
and we discovered some other problems of lesser impact, which did not hamper
the linked data publication or visualization.

3 Visualizing the Data to Solve Problems

There is a strong connection [1,2,15] between the bird migration magnitude
and weather variables of a day in the spring and autumn bird migration peri-
ods. Finding these connections from the data however is not a trivial task. Our
approach to this problem is to provide data visualization tools based on linked
data. Such tools let the ornithologists to explore, find, and visualize relation-
ships between variables in bird and weather observation data. Good visualiza-
tions would not only show interesting correlations and patterns in data, but also
raise up new questions for further data exploration and research.

Visualizing the data is flexible on top of a SPARQL endpoint with commonly
used tools. For example, Sgvizler? [19] is a tool that is easy to use for combin-
ing SPARQL queries with Google Charts'® graphics. We next exemplify these
possibilities by two visualizations combining bird and weather observations.

Our first visualization originates from the research problem of a collaborating
biologist, where he wished to investigate, how local wind conditions affect the
migration of different species, or groups of species, during spring and autumn
migration. To solve the problem, the visualization of Fig.1 was created. Here
the idea is to use a Circular heat chart!'. The diagram shows the relationship
between wind conditions and observed crane (Grus grus) migration in autumn
months (September, October, and November). For each observed wind speed and
direction combination, the number of migrating cranes during days in which the
wind combination is observed, is added up. These sums are then normalized
by the number of days with the wind combination to account for the biased
occurrence of different wind conditions. Directions in the diagram correspond
to wind directions using standard English abbreviations, and distance from the
diagram center represents wind speed in meters per second. Migration magnitude
increases from gray (no migration) to green. The color scale is normalized so that
the deepest green shade corresponds to maximum migration magnitude observed.

During autumn, cranes migrate from breeding areas in Finland to southern
wintering areas. As large birds, they are expected to favor tail winds as they

9 http://dev.data2000.no/sgvizler/
19 https://developers.google.com /chart /
Y http://preweb.co.uk/lab/circularheat /
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Fig. 1. Diagram of crane migration magnitude on days with different wind conditions
in autumn.

migrate southward from Hanko over the Baltic Sea. The example visualization
supports this hypothesis.

The visualization is based on a SPARQL query. The graphics were imple-
mented using D3'? JavaScript library and AngularJS'? JavaScript framework.
The SPARQL query used takes about five seconds to retrieve the results from
the LDF platform. Here is the SPARQL query for this visualization:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX h: <http://1df.fi/schema/halias/>

SELECT 7order 7speed ((SUM(7cnt)/7days) AS 7normalized)
WHERE {

7observation h:observedSpecies 7species .

?species rdfs:label"Grus grus".

?observation h:season h:autumn .

2 http://d3js.org/
3 http:/ /angularjs.org/
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?7observation h:countMigration 7cnt
7observation h:windDay ?wind .
?wind h:windSpeed 7speed .
?wind h:windDirection ?dir .
?dir h:order 7order .
{
SELECT 7wind (COUNT(DISTINCT ?date) AS 7days)
WHERE {
?observation h:refTime 7date .
?7observation h:windDay ?wind .
7observation h:season h:autumn .

}
GROUP BY ?wind

}
GROUP BY 7order 7speed 7days
ORDER BY 7speed

The research hypothesis behind our second visualization is that air pressure
affects the migration of very large birds. However, it is unclear how much it
affects, if at all. To solve the problem, the characteristics ontology of bird species
is needed telling the sizes of different species, in addition to bird observation and
weather data. Figure2 plots as an example the migration counts of very large
birds on Y-axis. The average air pressure of the days in which the migration was
observed is represented in the X-axis. The migration counts have been normalized
to give the average migration count for each day with a certain average air
pressure.

280
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970 990 1,010 1,030 1,050

Fig. 2. Average migration count of very large birds in relation to air pressure [hPal.
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This visualization was implemented using Sgvizler. It takes about 8 seconds
to retrieve the data from the LDF platform using this SPARQL query:

PREFIX h: <http://1df.fi/schema/halias/>
PREFIX bc: <http://1df.fi/halias/bird-characteristics/>

SELECT “?pressure ((SUM(7cnt)/7days) AS 7normalized)
WHERE {
7observation h:observedSpecies 7species .
?species h:hasCharacteristic bc:valtava .
?7observation h:airPressure ?pressure .
7observation h:countMigration 7cnt .

{

SELECT ?pressure (COUNT(DISTINCT ?date) AS ?days)
WHERE {

7observation h:refTime 7date .

?observation h:airPressure 7pressure .

}

GROUP BY ?pressure

}

}

GROUP BY 7pressure 7?days
ORDER BY 7pressure

Based on the graph, it may be inferred that very large birds migrate mostly
during high pressure when there are low chances of rain. As the normal air
pressure is around 1013, this seems to be in line with the original hypothesis.
Also it was observed that when visualizing the migration magnitude of different
bird sizes, smaller birds had higher migration magnitudes at lower air pressures.

Because very low or very high air pressures are rare, a large variance in the
values far away from the normal air pressure can be seen in the graph.

4 Discussion

4.1 Contributions

This paper suggests that following advantages may be gained by publishing a
statistical dataset using the RDF Data Cube Vocabulary, and by enriching the
data by linking it with related datasets:

1. Better understanding of the primary data. The weather variables play
a key role in the migration magnitude of a single day. Thus by introducing
the weather context of the time of observation, a better understanding about
the bird observation data can be achieved.

2. Interoperability. Efficient use of nature observation data requires standard
ways to combine datasets. This can be achieved with by publishing datasets
as linked data [16], which makes it also possible to use common tools for data
handling and processing [17].
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3. Visualization tools. It is possible to visualize the data with existing RDF
Data Cube visualization tools [14,17] and in the future with new and better
tools.

4. Linking to taxonomic concepts. By linking to a taxon ontology we are
able to express certain taxonomic concepts of the species instead of repre-
senting them only by name, which then would need work from an expert to
correctly interpret [4,18]. One way to express taxonomic concepts and changes
biological conception is to use the TaxMeOn meta-ontology [21].

5. Data validation. Structural errors in original data, such as wrong data types
or cardinality errors, may cause problems when converting to RDF and thus
the conversion may provide information about errors in the original data and
help improve data quality.

Performance of SPARQL queries may be an issue in visualizing large linked
datasets. The linked dataset used in this research is already large enough to
make the data retrieval last several seconds.

4.2 Related Work

There are bird observation analysis systems around, such as eBird!'* used by, e.g.,
the Audubon Society, that provide visualizations of observations, such as range
and point maps and yearly bar charts. The different metrics of observations can
be graphed along a timeline and statistics of one species contrasted with others.
Furthermore, data mining tools have been applied to observational databases
in order to analyze and discover phenomena that take place in nature [7]. Our
approach extends these ideas to the Semantic Web, especially to using enriched
semantic data based on data linking and ontologies.

The AVIO ontology and species characteristics ontology have been used in
our earlier work, the BirdWatch mobile tool for ornithologists [8].

Lots of Linked Data (LD) platforms have emerged on the Web since the pub-
lication of the four Linked Data publication principles and the 5-star model®®
[6]. For example, in Life Sciences alone there are LinkedLifeData'%, NeuroCom-
mons'”, Chem2Bio2RDF'®, HCLSIG/LODD!’, BioLOD?°, and Bio2RDF?!.
The Linked Data Finland service used in our case study is based on a “7-star
model” with additional services supporting dataset schema documentation, data
validation, and data curation [9].

Work in Linked Data visualization [3,11] falls in three categories. One can (1)
visualize the structure of data, e.g., ontologies in an ontology editor, (2) present

' http://ebird.org/

5 http://www.w3.org/DesignIssues/LinkedData.html
6 http://linkedlifedata.com/

7 http://neurocommons.org/

8 http://chem2bio2rdf.wikispaces.com/

19 http:/ /www.w3.org/wiki/HCLSIG/LODD

20 http://biolod.org/

2! http://bio2rdf.org/
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computed analysis results, e.g., statistics, or (3) use various graphical means for
illustrating phenomena, e.g., present data on maps, timelines or using other kind
of graphics. Our work is related to the latter two categories, where e.g. business
graphics and visualizations been widely and routinely used for data analysis and
exploration.

The two visualizations presented in this paper are examples of how Linked
Data can be exploited to address research questions in an application domain.
Based on the experiments, the SPARQL standard was deemed quite flexible in
formulating fairly complex queries, and using visualization frameworks on top
of query results was fairly straightforward. Based on our hands-on experiments,
data visualization seems to be a promising application dimension of Linked Data.
Visualizations, such as our examples, are focused on solving particular problems,
but at the same time may well generalize to other use cases by changing the
variables involved, such as the species, species group criterion, time frame, or a
weather characteristic.

Interest in publishing statistical data as linked data has been growing [5,10]
in the past few years and has been studied in many publications. Hausenblas et
al. [5] have proposed publishing statistical datasets as linked data using the Sta-
tistical Core Vocabulary (SCOVO) and a modelling framework to support this.

Salas et al. [17] present tools OLAP2DataCube and CSV2DataCube for
transforming statistical data to RDF Data Cube Vocabulary datasets. Using
general purpose link discovery tools for a transformed dataset is shown through
an example. Also presented is an extension to OntoWiki for visualizing RDF
Data Cube datasets called CubeViz.

Mutlu et al. [14] present a visualization wizard of linked research data that
automatically suggests suitable visualizations based on the data and a semantic
configuration. Kdémpgen and Harth [10] discuss using open-source OLAP systems
to visualize statistical Linked Data.

4.3 Future Research

The visualizations have been implemented with this particular use case in mind.
We should study if a more general RDF Data Cube visualization approach would
suit the needs of this use case. A big challenge with a more general approach
comes from the user interface, which should be kept simple and easy to use.

Some existing open source RDF Data Cube visualization services were eval-
uated when we decided to use the data cube approach, and they were not up to
the task at that point. As there seems to have been development in this area, a
new evaluation of them would be useful.

This combined data of bird observation counts and weather variables seems
interesting for new research in both computer science and biology.
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Abstract. The inherent complexity of ontologies poses a number of cog-
nitive and perceptual challenges for ontology authors. We investigate how
users deal with the complexity of the authoring process by analysing how
one of the most widespread ontology development tools (i.e. Protégé)
is used. To do so, we build ProtégédUS (Protégé for User Studies) by
extending Protégé in order to generate log files that contain ontology
authoring events. These log files not only contain data about the interac-
tion with the environment, but also about OWL entities and axioms. We
illustrate the usefulness of Protégé4US with a case study with 15 partici-
pants. The data generated from the study allows us to know more about
how Protégé is used (e.g. most frequently used tabs), how well users
perform (e.g. task completion times) and identify emergent authoring
strategies, including moving down the class hierarchy or saving the cur-
rent workspace before running the reasoner. We argue that Protégé4US
is an valuable instrument to identify ontology authoring patterns.

1 Introduction

Semantic technologies present interaction challenges for both developers of seman-
tic artefacts and their users. This is particularly true for authors of ontologies
authored in the Web Ontology Language (OWL), where complex systems of
axioms are asserted and then used to draw implications about that
ontology. Ontologies are complex artefacts and this complexity comes from differ-
ent dimensions: the domain, the size of the artefact, the semantics and the inter-
face of the development environment, be the latter a text processor or an IDE for
ontology development.

In an initial study with 15 ontology experts we found that, indeed, these
complexities cause problems to users along all stages of the authoring process
[6]. Exploration, search, building, reasoning, debugging and evaluation pose a
number of challenges that users overcome by employing authoring strategies that
may be suboptimal. In that study some of the most relevant outcomes in terms
of reported problems, and missing or poorly supported features of tools are:
© Springer International Publishing Switzerland 2014
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— Making sense, getting an overview and exploring an ontology is difficult if the
ontology is large or the user is not familiar with it.

— The consequences of minor edits can have enormous implications on the under-
lying ontology. Since current tools are not able to convey these changes the
situational awareness of users is dramatically reduced.

— Searching for ontologies and, especially, retrieving components of an external
ontology into the active ontology is a missing feature.

— The efficient addition of axioms to large ontologies remains a challenge.

— On-the-fly reasoning capabilities is reported as a desirable feature as users
tend to want to frequently run the reasoner to test their latest update or set
of modifications.

— Explanations for inconsistencies and inferences tend to be perceived to be
overloaded with information, making the debugging of ontologies hard.

— Having predefined ‘unit’ tests would help in assessing the validity and com-
pleteness of ontologies.

Beyond this, little is known about the activity patterns of the ontology
authoring process, the details of problems authors encounter and how these dif-
ficulties are overcome. The analysis of the literature indicates that tools are
normally evaluated against a number of established criteria. What is more,
user involvement in the assessment of authoring tools is scarce (see Sect.2).
This may be a consequence of a lack of interest in the human factors of the
ontology authoring process as Human-Computer Interaction practices do not
pervade all computing disciplines. Additionally, this could also happen because
there are not enough instruments to run ontology authoring studies and
experiments.

We address this lack of instrumentation by building ProtégédUS (Protégé for
User Studies), a modification of one of the most widely used ontology authoring
environments [1], Protégé. In Sect. 3 we describe how these modifications gener-
ate log files containing the interactions of users with the environment and the
authoring activities they undertake. Then, in order to corroborate the findings
of our preliminary study [6] and find patterns of activity, we run a user study
in which 15 participants® carry out three authoring tasks with ProtégédUS (see
Sect. 4). Results in Sect. 5 illustrate the potential of this approach as it facilitates
the computation of performance metrics, the number and variety of commands
invoked and the patterns in the authoring process. Consequently, the contribu-
tions of this paper are twofold:

— We provide an instrument that allows harvesting of ontology authoring events
and interaction events.

! Four of these participants also took part in the initial interview study [6].
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— A study with 15 users carrying out ontology authoring tasks shows the poten-
tial of such a tool to expand our knowledge about the ontology authoring
process.

2 Related Work

Usability, interoperability, and portability are some of the dimensions identified
in a survey about semantic authoring tools of textual content [3]. Only two papers
out of the 175 papers that were analysed involved end-users in evaluating the
user interface. In both cases enquiry methods were employed a posterior: in
order to provide evidence about user acceptability of the evaluated tools. Even
if the mentioned work focuses on a particular area of the semantic web, it is
an indicator of the lack of involvement of users in the development process of
ontology authoring tools.

Nevertheless, there are some notable exceptions in the evaluation of ontology
authoring tools with users: eight non-expert users carried out a number of basic
tasks including ontology loading, entity addition, modification, and removal [4].
After completing their tasks, users were given questionnaires in order to quantify
the relevance of tools to accomplish tasks, tool efficiency, user attitude towards
tools, and learnability aspects. In another study 28 participants with basic OWL
knowledge carried out three tasks with TopBraid Composer and Protégé [2].
Tasks included creating classes and properties, as well as adding subsumption,
equivalence, and range axioms. Afterwards, participants were given question-
naires to measure the effectiveness, efficiency, and user experience with the men-
tioned tools.

A major criticism of existing studies is their sole reliance on questionnaires.
In addition to their questionable reliability due to their subjective nature, a
key weakness of questionnaires is that preconceived questions get predefined
responses and participants are unable to express additional thoughts that would
have been interesting for researchers. This is something we addressed in [6] by
interviewing ontology authors. While self-reported data can be invaluable in
analysing the subjective dimensions of experience, the sole reliance on question-
naires shows an incomplete picture of behaviour analysis. We argue that self-
reports should preferably be complemented with objective interaction data. In
this sense, the advent of web based authoring environments such as WebProtégé
[5] will bring about not only the remote involvement of users, but will also facil-
itate the analysis of server log data as shown in [7]. While server log analysis
allows to increase the involvement of geographically distributed participants, it
has several downsides including the lack of contextual information or the diffi-
culty in identifying the tasks and goals of users.

In this paper we present a tool that logs objective interaction and authoring
data, ProtégédUS; additionally, we conduct a feasibility study of the tool by
analysing the data generated by real users carrying out real tasks.
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3 Instrumentation of Protégé

We modified Protégé 4.3 by adding event listeners to the interface elements and
by logging every class that implemented any user activity. As a consequence,
a CSV file that contains the timestamps and information about the events is
generated as shown below in an extract from a log file. The first value in each
row shows the timestamp in milliseconds, while the second value indicates the
type of event. Even though a broad range of events is collected, we can classify
these in to three main types: interaction events, authoring events on the current
ontology and the commands invoked in the working environment —we assign
to each event a value of 1, 2 or & respectively. The third column denotes the
Protégé tab that was active when the event occurred as depicted by Fig. 1.
The fourth value describes the event and the last column indicates the object of
the event: i.e. the specific class that was edited, the reasoner that was invoked
or the class that was hovered over.

1: 76585,2,Classes,Element edited,Juliette subclass of: Potato and hasCroppingTime

some ‘Main cropping’

2: 77786,3,Classes,Save ontology,http://owl.cs.manchester.ac.uk/ontology/start-here.owl
3: 80204,3,Classes,Reasoner invoked,HermiT 1.3.8

4: 80647,1,Classes,Mouse entered, Class hierarchy (inferred)

5: 82910,1,Classes,Element hovered,Early_cropping_potato

6: 83049,1,Classes,Element selected,Early_cropping_potato

7 83661,1,Classes,Hierarchy expanded,Early_cropping_potato

From this we can later reconstruct and analyse the authoring process: line 1
of the log file shows —using a potato ontology we describe later in Sect. 4— how
the class of Juliette potatoes is harvested between September and November, as
indicated by the value of the hasCroppingTime property, which is ‘Main cropping’.
After that, line 2 and 3 tell that the ontology was saved and that the HermiT
reasoner was invoked right after. Once the reasoner was finished the user entered
into the inferred class hierarchy (line 4), and selected the Early_cropping_potato
class (line 5-6) in the inferred class hierarchy. Finally line 7 indicates that the
hierarchy under this class was expanded.

LSOO IGIGA  Entities | Classes | Object Properties  Data Properties  Annotation Properties  Individuals = DL Query |

Fig. 1. Default tabs of Protégé 4.3

3.1 Interaction Events

The user interface of Protégé 4.3 is implemented using data structures such as
hierarchies and lists that are containers of different types of entities. For instance,
the hierarchy data structure can contain classes, properties, data and annotations
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(see Fig.2). Similarly, lists expand the description of a particular element (see
Fig. 3) and are used to describe classes, properties, data properties, annotations
and individuals. Therefore, in Protégé4US the functionalities of hierarchies and
lists, and the events triggered by user interaction are analogous regardless of
the type of entity they contain. As a result, the interaction events described in
Table 1 apply to all hierarchies and lists, irrespective of the type of entity upon
which the event is generated.

Object property hierarchy: nsEE Description: WineColor DEEE
= = | D Equivalent To
v mtopObjectProperty © {Red , Rose , White}

®m adjacentRegion

@ course SubClass Of

® hasDrink < WineDescriptor

™ hasFood

=™ hasMaker

SubClass Of (Anonymous Ancestor)

= hasVintageYear ® WineColor or WineTaste

v mhasWineDescriptor

= hasBody
= hasColor Members
= hasFlavor ®Red
®m hasSugar # Rose
® locatedIn @& White
» mmadeFromFruit
Fig.2. The hierarchy structure of Fig. 3. The list structure of Protégé 4.3

Protégé 4.3: property hierarchy

Table 1. Interaction events in Protégé4US

Event Description

Annotations Hovering and selecting

Lists of entities Entering/exiting the list, hovering and selecting entities

Links Hovering and selecting

Hierarchies Entering/exiting the hierarchy, hovering and selecting entities.
Expanding and collapsing entity hierarchies. Hovering
tooltips

Individuals Hovering and selecting

Search result panel | Hovering, selecting and clicking on search results

3.2 Authoring Events

Authoring events are those that modify the state of the ontology. Table2 does
not only describe the CRUD events (create, read, update and delete) that
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Table 2. Authoring events in Protégé4US

Event Description

Add entities Add child/sibling classes, properties, individuals or
annotations

Class conversion Converting a class into a defined class or a primitive
class

Class hierarchy wizard A hierarchy is added into the current ontology

Characteristics of properties | Check/uncheck the characteristics of properties to
make them functional, inverse functional,
transitive, symmetric, asymmetric, reflexive or

irreflexive

Characteristics of classes Create a defined class or an inverse of a existing class

Closure Add a closure

Delete Delete an entity or a restriction

Duplicate entity When an entity with the same characteristics as
another is created

Entity dragged Drag & drop an entity in a hierarchy

Entity edited Create universal, existential and cardinality
restrictions to classes. Add domain and ranges to
properties

Rename entity Invoke refactoring to rename an entity

ProtégédUS collects, but also gives specific details about the modification of
entities in terms of how, amongst others, ranges, domains or restrictions are set.

3.3 Environment Commands in Protégé4US

The events shown in Table 3 can be understood as the features added by ontology
authoring IDEs on top of the basic functionalities required to build an OWL
ontology (see Table2). These include the events generated by the interaction
with buttons that trigger actions, the invocation of the reasoner and explanation
handler, and the file saving events.

4 Study

4.1 Participants

Fifteen participants (ten male) in the age range between 22-47 and a median
age of 32 took part in our study. They had a background in computer science
and worked both in academia or industry. We used snowball sampling to contact
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Table 3. Events on the Protégé4US environment

Event Description

Button clicked When clicking on the interface buttons to add or remove
child/sibling classes, properties, individuals and
annotations

Class hierarchy wizard | When the wizard is invoked through Tools — Create class

hierarchy...

Explaining Invoking the explanation handler to clarify an inference or
an inconsistency

History navigation When the back and forth arrows are clicked, and when the
undo or redo commands are invoked

Reasoning Events are generated when a reasoner is invoked, when
reasoning is finished and when the reasoner is stopped

Search panel When the user types a query in the search box

Usage panel When the checkboxes of the usage panel are clicked in

order to establish the visualisation criteria: all, disjoints,
differents and superclasses

Workspace events Ontology saved, loaded and set as the active ontology

possible candidates and invited to participate those who reported to be knowl-
edgeable about OWL and Protégé, which is corroborated by the self-reported
assessment about these selection criteria in Figs.4 and 5. Users completed a
questionnaire containing 5-point Likert scales in order to answer “Assess your
expertise with OWL” and “Assess your expertise with Protégé”, where 1 indi-
cated ‘Novice’ and 5 was for ‘Expert’.

[oe]
< ©
D <
(a\}
(a\}
-1 @ - D []
1 2 3 4 5 1 2 3 4 5
Fig.4. Reported OWL expertise: Fig.5. Reported Protégé expertise:
1-novice, 5-expert; X-axis: expertise, 1-novice, 5-expert; X-axis: expertise,

Y-axis: frequency Y-axis: frequency
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4.2 Experimental Design

The goal of the tasks was to make an ontology of potatoes that could drive
a ‘potato finder’ application. Participants were told to carry out the following
three tasks with an intended incremental difficulty level:

1. Classify the potatoes by cropping times.

2. Import a file containing descriptions of potato yields. Represent the yields of
each kind of potato and classify by combinations of yield and cropping time.

3. Add in a representation of culinary role (i.e. preferred way of cooking). Build
at least two classes that combine the three axis (culinary role, yield and
cropping time).

Participants were also provided with a printed table with the necessary infor-
mation —cropping time, yield or skin colour— to build the potato ontology. They
were also told not to start from scratch, but they should adopt the persona of a
‘jobbing’ ontologist given an OWL ontology to extend and maintain. Therefore,
participants were provided with an OWL file containing 13 subclasses of various
potato varieties and another one with a small hierarchy of cropping times for
potatoes, which also removed the burden of heavy editing.

ProtégédUS was deployed onto a Windows 7 laptop and used to carry out
the above-mentioned tasks. There was not a fixed time to complete the tasks
although participants were free to stop their participation at any time. Partici-
pants filled out a post-test questionnaire about the perceived difficulty of each
task using a 5-point Likert scale where 1 indicated ‘easy’ and 5 ‘difficult’.

5 Results

5.1 Performance Metrics

The median values for completion times indicate that it took 11.04 min for Task
1 (m = 6.9, M = 18.05), 11.83min for Task 2 (m = 7.36, M = 36.53) and
17.87min for Task 3 (m = 10.13, M = 28.62). These differences in completion
time are significant as suggested by the Kruskal-Wallis test, x? = 10.04, p < 0.01.
Figure 6 shows the completion times of each participant per task. All participants
completed their task except for P7 and P152, who were not able to complete Task
2 and 3. While P7 gave up participating in the study, P15 finished all the tasks,
but did not achieve the goals we established. The perceived difficulty of each
task can be seen in Fig.7, where the median value is 1 for Task 1, 2 for Task
2 and 2.5 for Task 3. A Kruskal-Wallis test indicates that these differences are
significant, x? = 10.79,p < 0.005. This means that we succeeded in defining
tasks with an increased level of difficulty.

2 Participants are coded using the Pi notation, where ¢ denotes the participant number
1<i<15.
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We found a moderate negative correlation between self-reported expertise
with Protégé and the task completion time for Task 1, Spearman’s p = —0.51,p <
0.05. This suggests that the more expert a participant was with Protégé, the
faster Task 1 was completed. No correlation is found between expertise (either
with Protégé or OWL) with the remaining task completion times. There is
no correlation between the time taken to complete a task and its perceived
difficulty, which suggests that the time taken was more an indicator of the num-
ber of authoring actions required to complete a task than an indicator of cogni-
tive difficulty.

task1 task 2 task 3

1
30

10
L
0

15
L

5
L
10

5

) -ni -

Pt P3 P5 P7 P9 P11 P13 P15 Pt P3 P5 P7 P9 P11 P13 P15 Pt P3 P5 P7 P9 P11 P13 P15

Fig. 6. Completion times for tasks; X-axis: participants; Y-axis: time in minutes

5.2 Usage Metrics

Figure 8 shows the number of events triggered by each participant at each Protégé
tab (see Fig. 1). It can be observed that there are roughly 2 types of users when
it comes to tab usage. On the one hand, those who stick to one tab: P1, P2, P14
and P15 use the Classes tab, while P3, P4, P5, P6, P9, P11 and P12 use mostly
the Entities tab. On the other hand, P7, P10 and P13 use mostly two tabs, one
of which is the Classes tab.

We selected a sample of the total events as they may be indicative of typical
behaviours based on the findings of our previous study [6]. Undoing, deleting,
navigating back and renaming are indicative of users trying to repair mistakes
made. The invocation of the reasoner and explanation handler is often a way
of testing the current ontology for the former and the user trying to know more
about the source of problems for the latter. Fxpanding any hierarchy suggests
that users are navigating the class or property hierarchy trying to find an entity.
Table 4 shows the number of events triggered by each participant.

Considering the number of participants we can relax the « value and thus con-
sider marginally significant those correlations with a p value between 0.05-0.1.
When computing Spearman’s correlation we find a strong correlation between
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task 1 task 2 task 3
© © [ 0 o —
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© + © 4
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Fig. 7. Perceived difficulty of tasks: 1l-easy, 5-difficult; X-axis: difficulty; Y-axis: fre-
quency
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Fig. 8. Tab usage per user in Protégé 4.3; X-axis: 1: Active Ontology; 2: Entities; 3:
Classes; 4: Object Properties; 5: Data Properties; 6: Annotation properties; 7: Individ-
uals; 8: DL Query; Y-axis: number of events occurring in each tab
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Table 4. Sample of the events triggered by each participant

Participant | Undo | Back | Delete | Save | Rename | Reason | Explanation | Expand hierarchy
P1 0 0 7 11 0 12 2 80
P2 1 0 5 33 0 12 0 90
P3 0 0 2 1 0 14 0 858
P4 0 0 4 15 0 9 0 82
P5 0 0 1 4 12 16 0 105
P6 0 0 1 0 2 0 74
P7 0 5 3 0 0 2 0 403
P8 2 0 3 15 3 36 1 316
P9 0 0 1 15 3 14 4 409
P10 0 0 2 11 0 0 1 80
P11 0 0 2 19 0 12 1 97
P12 7 0 2 5 2 0 0 69
P13 2 0 11 5 1 15 0 208
P14 0 0 0 1 0 4 0 279
P15 0 0 9 2 2 24 10 66

the number of times a hierarchy has been expanded and the time taken to com-
plete Task 3 —p = 0.68,p < 0.01— and a moderate correlation in Task 1,
p = 0.46,p = 0.08. According to the strategies we enumerate in Sect. 1, this may
be indicative of users having some trouble in that they are navigating in the
hierarchy and exploring an ontology with which they are not familiar. Similarly,
there is a moderate correlation in Task 2 between the time taken to complete
the task and the number of times the reasoner was invoked, p = 0.46,p = 0.08.
Again, this is supported by some of the insights we obtained in the interviews
(see Sect.1 when summarising the outcomes of [6]): these data suggest that
users who did not achieve their goal straight away ran the reasoner time and
again to test their latest update until the goal was achieved. Moderate correla-
tions were found between the times entities are renamed and task completion
time, p = 0.53, p = 0.05. This may indicate that renaming entities was a factor
that delayed users completing their tasks.

5.3 Activity Patterns

Since the sequence of events and their timestamps are collected, we are able to
reconstruct the interaction and plot time diagrams such as the one shown in
Fig. 9.

The blocks between events denote the time spent between events in which
no other event (from the ones we sample) was triggered. These diagrams give
visual hints on the strategies employed by participants to achieve their goals.
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A preliminary visual analysis of 15 time diagrams allows us to uncover some
activity patterns and regularities that may be shaped as a decision tree:

— The reasoner is invoked after,
(a) A class is converted into a defined class.
(b) An entity’s modification is finished.
(¢) The ontology is saved.
(d) An entity is selected.
— An ontology is saved after,
(a) An entity’s modification is finished.
— A tree is expanded after,
(a) Reasoner finishes.
(b) A tree is expanded.
(c¢) Entity edition has been invoked.
— An entity is selected after,
(a) Another entity is selected.

Link clicked I

Entity dragged

Entity deleted I | ‘ ‘ I
Entity renamed
Back
Undo

Hierarchy collapsed - I

Explanation invoked
Check property
Property addition
Class addition

Reasoner finished | [
Reasoner invoked

Save
Convert into

e
Enty edtecdnish LI II 1 11l
Entity edited:start I
Hierarchy expanded I II II IIIII. II I u I| I | ‘
Entity selected ﬁ
Set acive ontology ARENTINNIEE B R R AN |-IHII | .

' | i |
0 250 500 750

Fig. 9. The time diagram for the first 250 events of P13: the X-axis indicates the time
elapsed in seconds, while the Y-axis shows the events triggered by the user.

In order to corroborate the information derived from the analysis of user
interaction visualisations, future work will delve into analysing these data statis-
tically. Consequently, we would be able to anticipate user behaviour and make
Protégé adaptive. By implementing adaptive features we can address some of
the limitations of current tools we list in Sect. 1. For instance, if we confirm that
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users invoke the reasoner after saving the ontology, the reasoner could be run as
a background process right after saving, which would save time for the user.

6 Conclusion

We present Protégé4US, an instrument to carry out user tests of ontology author-
ing tasks. As a proof of concept we run a study in which 15 experts complete
three tasks of different difficulty. The results show that it is feasible to collect
objective and reliable performance metrics such as task completion time. Within
the context established by these tasks we are able to: 1. identify two types of
users based on how they use the tabs of Protégé; 2. find correlates between inter-
action events and performance metrics that corroborates our initial insights [6]:
a higher number of times the reasoner is invoked indicates trouble and thus,
longer completion times; 3. visualise emerging activity patterns: e.g. an ontology
is saved before invoking the reasoner and after modifying an entity. This suggests
that our instrument has an enormous potential to expand our knowledge about
the ontology authoring process, identify its pitfalls, propose design guidelines
and develop intelligent authoring tools that anticipate user actions in order to
support ontology authoring in the future.
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Abstract. Semantic annotation of media resources has been a focus in
research since many years, the closing of the “semantic gap” being seen
as key to significant improvements in media retrieval and browsing and
enabling new media applications and services. However, current tools
and services exhibit varied approaches which do not easily integrate and
act as a barrier to wider uptake of semantic annotation of online multi-
media. In this paper, we outline the Linked Media principles which can
help form a consensus on media annotation approaches, survey current
media annotation tools against these principles and present two emerging
toolsets which can support Linked Media conformant annotation, clos-
ing with a call to future semantic media annotation tools and services
to follow the same principles and ensure the growth of a Linked Media
layer of semantic descriptions of online media which can be an enabler
to richer future online media services.

1 Introduction

The amount of non-textual content being shared via the Internet is growing at
a massive scale, yet the original Web technology around hypertext is proving
too limited for the needs of online users to find and re-use online media easily.
Metadata has become a vital component of media retrieval but the vast majority
of online media assets have very limited metadata attached to them, e.g. Google
Image search works primarily on the text surrounding media embedded into web
pages. Online media collections may expose some basic properties following the
Dublin Core model, i.e. a title, a description or some keywords, while Social Web
media sharing sites tend towards open tagging of their content (folksonomies).
Some additional metadata is typically included in the creation process, such as
digital cameras capturing date/time and location of a photo. However, this still
proves far from ideal for supporting rich and innovative media-centric appli-
cations where there may be complex queries as well as a need for meaningful
organisation of relevant media items for browsing or re-use. With the current
emergence of the so-called Visual Web - image-centric web sites (e.g. Pinterest,
© Springer International Publishing Switzerland 2014
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Instagram, Tumblr) - and presumably the explosion very soon of an Audiovisual
Web (Vine is a precursor of this but expect more professional content) the lack
of actionable metadata is a major blocker to new innovation around retrieval
and organisation of online media content.

On the other hand, the research community has been talking about semantic
multimedia as a solution to richer media descriptions since over a decade - the
basic idea being to move from basic metadata schemas to machine processable
models with well defined properties and values, and provide sets of tools for
manual or automatic creation of that metadata [3,8,11]. Research project show-
cases have repeatedly demonstrated improved media retrieval, faceted browsing
or multimedia presentation as a result, e.g. [14]. However it has been typical of
independent research activities to each choose different metadata models and
vocabularies for the “semantic annotation” and build tools which were largely
standalone and not connected to the rest of the media workflow. Furthermore,
these models and tools for creating them have barely been applied to online
media resources, and when they have been, separate approaches have not been
well aligned meaning that semantic media demonstrators remain focused on
individually annotated online collections instead of approaching online media
retrieval and organisation at a truly Web scale. As a result, semantic media
annotations remain at a small scale and in heterogenous formats today while
the vast amounts of online media content remains unannotated or only attached
to non-semantic metadata information.

In this paper, we want to address this situation. The authors believe we stand
before a significant opportunity to make semantic annotations of online media
a fundamental part of the Web fabric, enabling better Web media retrieval, re-
use and re-mixing through new online services and applications able to leverage
the semantic annotations. The timing is significant because the Visual Web is
already here!, and the Audiovisual Web (also driven by the shift of TV to digital
and online) is only a matter of time. It needs to be driven by online tools and ser-
vices which exhibit a consensus on interoperable input and output data formats,
vocabularies and concept identifiers. Thus, in Sect.2 we will propose a set of
principles for Web-friendly semantic annotation of media which we call “Linked
Media” and show how emerging Web specifications can address them. In Sect. 3,
we look at currently available semantic multimedia annotation tools for the Web
and compare these against those principles of “Linked Media”, highlighting two
recent developments for online annotation which conform to the Linked Media
vision. Section4 briefly outlines an example of new media applications poten-
tially enabled by Linked Media. We conclude in Sect. 5 with a brief look into the
future where significant amounts of online media are being semantically anno-
tated and those annotations are being published on the Web, and call for future
research work on semantic multimedia annotation to align itself with Linked
Media.

' The Triumph of the Visual Web, http://readwrite.com/2013/12/18/visual-web-
2013-trends.
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2 Principles for Linked Media

Linked Media is a manifesto for a flexible, interoperable set of specifications
for semantic media annotation, linking and presentation. It addresses metadata
models, vocabularies for concepts, syntax for media fragments and Web based
publication for subsequent retrieval and further processing. It has become possi-
ble now thanks to a consensual specification of how to refer to media fragments on
the Web, annotate media and unambiguously refer to concepts and has become
necessary with the scale of online media, making retrieval and re-use a pressing
challenge.

Non-textual media such as audio-visual streams are not well integrated into
the Web, where hypertext has traditionally been the baseline and thus links are
made via textual anchors between Web pages which may embed non-textual
media. The core problem is that there is not yet a Web-wide shared approach
to annotating Web media such that the media metadata could consequently be
found and used for linking across media collections, linking into and out of online
documents, or also to generate links through the growing Web of Data. As such,
we have identified core research issues around media on the Web today which are
vital to be taken into account if, we believe, Web media is to be fully integrated
into the Web of linked content and services in the future:

1. Web media needs to be annotated in terms of its online parts, both
along spatial and temporal dimensions, since it is too imprecise to say
that an atomic media item is about a concept X where that concept may
only relate to a (small) part of the media. For a long time, we have lacked
a standard means to refer to spatial or temporal segments of media on the
Web.

2. Web media needs to be annotated with terms which represent a
shared understanding of a domain or identification of a thing. When
these terms are provided in a machine-understandable manner, we can say
that they are drawn from an ontology. Providing ontologies and means to
describe things using an ontology has been the activity of the Semantic Web
community for many years.

3. Web media needs to be annotated using a media ontology which
supports the above two issues. There is no agreed annotation schema for
media on the Web, with the best known example MPEG-7 proving both to be
too complex and not formally structured enough to be usable in this context.
The W3C has proposed a Media Ontology, which seeks to capture common
properties of different media annotation schemas and provide as a result a
means to map between them [5]. However, we add an additional requirement
for that ontology, which is that of capturing the type of the link between the
media fragment and the represented thing. Current media annotations barely
consider this aspect.

4. The expressed representation of different concepts by different
media fragments in different ways shall be the basis to interlink
media across the Web. By annotating media with concepts connected to
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larger, shared domain models, we allow machines to choose and rank media
resources on the Web by conceptual relevance and organize and present sets
of media resources in a meaningful way based not just on the concepts but
how those concepts relate to one another.

Linked Media is a reaction to the current heterogeneity of media descriptions
on the Web [9]. Just as Web browsers could never have been successful without a
core consensus on the Web page mark up (HTML), Web media can not fulfil its
potential without a core consensus on the available descriptive metadata. While
a W3C effort to define a common vocabulary for media description is laud-
able [5] the result is too generic for meaningfully annotating media to concepts,
being restricted to a single, underspecified ‘keyword’ property. Both subject and
object of the annotation also need clearer guidelines to ensure interoperability.
The desire to open up multimedia annotations to the Web of Data, where they
are understandable and sharable across systems, is shared by the creators of the
Open Annotation Model (OAM) [13]. They also find that the subject of anno-
tation is often a segment of a media item, and promote the re-use of fragment
identification mechanisms already defined in the Web architecture [15].

Regarding the object of annotations, the Web of documents has long had
the same problem in annotating its documents for better search and retrieval,
since a shared understanding of the concepts the documents are annotated with
was needed - neither free text annotation nor use of keywords or tags proved
to be a solution immediately unless the differing usage of terms across systems
and users could be aligned. Linked Data [4] is an emergent answer to this issue
of Web-wide annotation by using the same principles as the Web itself with
the concepts used in annotation: identify each concept by an URI, resolve these
URIs to descriptions about those concepts, and create links between those URIs
so that machines can browse concepts like humans browse Web pages. As noted
in a paper outlining the design rationale for the OAM [2] it is the first Web media
annotation model to embrace both Media Fragments as subject and Linked Data
as object of Web media annotations, thus serving as a suitable starting point for
Linked Media annotation.

In the next section, we will look at the currently available tools for seman-
tic annotation of multimedia on the Web and compare their functionality to
these Linked Media principles which find their realisation in the specifications
mentioned above. We will show how work being done in two recent projects -
ConnectME? and LinkedTV? - most closely follows these goals and outlines how
this contributes to the wider vision of semantically annotated Web media.

3 Survey of Online Semantic Media Tools

Past and present research activities have also contributed to the implementation
of tools for enabling the semantic annotation of media on the Web. An earlier

2 http://www.connectme.at /
3 http://www.linkedtv.eu/
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survey made by Dasiopoulou et al. [1] is remarkable in that it is only a few years
earlier and yet exhibits a lack of tools which work online (in the browser), not
all can annotate media which is available at an URL rather than on the local
machine, nor do any show any usage of Linked Data URIs or the set of W3C
specifications referred in Sect.2. The goal of semantic multimedia research on
the Web must be to enable the publication online of interoperable and re-usable
semantic descriptions which can support new online tools and services for media
retrieval, re-use and re-mixing. Initial approaches to allow for images and video to
be part of Linked Data has focused on natural language processing and clustering
techniques across the free text tags attached to media on Web 2.0 sites like
Flickr* and YouTube [7], but without re-publication of the extracted descriptions
for subsequent re-use. We look at recent annotation tools which have emerged
since the previous survey, are available online and create semantic descriptions
of Web based media which could be published and re-used. We examine if they
now more adequately address the below requirements, in line with our Linked
Media principles, of:

tool or service is online and allows to annotate media of different types via
URL

media can be annotated in terms of its parts and the media fragmentation
follows a non-proprietary approach supported by other tools

media can be annotated by concepts where a shared understanding is possible
across systems

media ontology used for the generated descriptions is interoperable across
systems.

3.1 Review of Existing Semantic Multimedia Annotation Tools
We consider the following web-based® semantic multimedia annotation tools:

— Annomation®: this is a browser based tool for video annotation. It is currently
restricted to educational material available within the Open University. Tags
can be added at any point in the video timeline and given a duration. A num-
ber of vocabularies are supported for the tags, including DBPedia and GeoN-
ames. The resulting video annotations re-use several ontologies, but seem to be
saved back into the tool’s own repository, i.e. they are only available again to
the same tool.

Annotorius”: this is an image annotation tool which is browser-based, imple-
mented in JavaScript. It allows the attachment of free text descriptions to
a spatial region. A Semantic Tagging plugin suggests named entities for the
inserted text, which map to DBPedia resources. Annotations use their own
JavaScript data objects for persistence and sharing.

* http://wifo5-03.informatik.uni-mannheim.de/flickrwrappr/

5 We omit, on purpose, standalone softwares and plugins outside the context of a
browser for performing the annotations.

5 http://annomation.open.ac.uk/annomation

" http://annotorious.github.io/
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— YUMAS: developed in the EuropeanaConnect project, it supports image,
audio and video. Both DBPedia and Geonames resources can be annotation
targets, and are suggested from free text or location references respectively.
Annotations can be exported as RDF using a tool-specific vocabulary.

— SMAT? - Semantic Multimedia Annotation Tool - promises to allow the anno-
tation using domain ontologies of fragments of content items within a rich
internet application. Video can be accessed from any streaming server and
annotated with spatial or temporal fragments connected to a term from a
preloaded domain ontology. It is targeted to pedagogical usage and seems to
be focused on demonstrating the act of media annotation rather than any
wider re-use.

— SemTube!? is a prototype for semantically annotating YouTube videos devel-
oped within the SemLib EU project. It allows attaching annotations to both
spatial and temporal fragments, with annotations being free text, Freebase
terms or full RDF triples. A faceted browser then allows users to explore their
annotated videos. It appears functional but seems to be only enabled to save
and retrieve annotations within a host server.

— Pundit!! is an open source Web document annotation tool that has developed
out of the SemLib EU project. It incorporates however only image annotation
at the moment, allowing regions of the image to be annotated with LOD terms
or freely chosen ontology URIs. A client can be downloaded and installed for
local annotation of online Web pages which are saved to and retrieved from
an instance of a Pundit server.

— IMAS'? is a Web-based annotation tool developed within the SALERO EU
project. Structured descriptions can be produced for media assets retrieved
from a repository [16]. SALERO developed its own ontologies for annotating
media and describing relationships between media according to the needs of
the media production domain. The tool only allows global annotation of media
resources and not annotating parts of them, and the output is specifically
intended for the needs of producers (e.g. subsequent rediscovery of media)
rather than for publication to the Web.

— ImageSnippets'? enables to tag images using Linked Data resources. Interest-
ingly, tagged images can then be published to the Web, both with descrip-
tions embedded in the image data and included in the HTML file as RDFa
metadata, on the fly. However, the tool does not yet support fragment-based
annotation and it is restricted to the image medium. It is currently in beta
but looks promising, except that its current open annotation approach could
suffer from shared public image annotations not being interoperable due to a
lack of a common annotation vocabulary among authors.

8 http://dme.ait.ac.at/annotation/
9 http://www.kp-lab.org/tools/semantic-multimedia-annotation-tool-smat
10 http:/ /www.semedia.dibet.univpm.it /semtube/
" http://thepund.it
2 http://salero.joanneum.at /imas/
13 http://www.imagesnippets.com/
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— OpenVideoAnnotation'* plans to offer a web-based tool to collaboratively
annotate video on the web, at the fragment level and using the Open Anno-
tation ontology. Annotations are free text comment and tag based, but it is
not yet clear if Linked Data will be supported nor if spatial fragments will
be included. This tool is clearly promising but this is still a work in progress
with a soon to be launched beta program.

Having reviewed the most recent tools known to the authors, we highlight
work of two projects the authors have been involved in which are continuing the
task of supporting online semantic media annotation.

3.2 The ConnectME Toolset

In the ConnectME project, media fragment descriptions were generated out of
industry partners existing media systems: in one case, a proprietary CMS and in
the other case a Drupal installation. The Fig. 1a shows the extended proprietary
CMS, where the legacy metadata fields filled in by the media channel owner
(title, description, keywords for example) are complemented by a “Start Video
Annotation Tool” button. When the button is pressed, the metadata in the CMS
for this media asset is published to an API on the metadata repository using the
mediaRSS format. An internal script maps the mediaRSS information into a new
media asset description using a lightweight metadata model'®, re-using a subset
of the W3C Media Ontology and the Open Annotation Model. The fragments
are associated to concepts with specific properties (which can be extended) such
as explicitlyMentions or implicitlySeen, allowing media systems processing
these descriptions to make distinctions based on the concept being “represented”
by the media fragment.

In the case of Drupal, a dedicated RDF Module is used to write Drupal
node data into a RDF model and another dedicated module'¢ is able to publish
this RDF to the Linked Media Framework!” (LMF) used as media metadata
repository. Initial entity extraction for the media metadata is performed in the
LMF using a trained Apache Stanbol instance over the media title, description
and keywords, generating DBPedia resources. A Web based annotation tool has
been developed'® in which a media asset may be selected and its annotation
inspected, using a timeline view (Fig. 1b) under the video frame to clearly show
descriptions along the media’s temporal fragments and allow editors intuitive
editing of temporal fragment start/end times by drag & drop. Spatial fragments
are also displayed for a selected annotation, if present, and can be changed by
drag & drop of a spatial overlay over the video frame. The annotations are shown
with their concept labels, with the addition/editing of annotations taking place
in an easy-to-use wizard which allows plain text entry and suggests concepts to

' http://www.openvideoannotation.org/

5 https://connect.me/ontology

16 https://code.google.com/p/Imf/wiki/DrupalModule
7 https://code.google.com /p/Imf/

'8 https://annotator.connectme.at
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(a) Yoovis CMS extension (b) ConnectME annotation tool

Fig. 1. Export to semantic annotation integrated into CMS (courtesy Yoovis GmbH,
http://www.yoovis.tv) (left) and online video annotation tool (right)

the annotator, providing a preview text to allow checking the correct concept is
selected. Finished annotations are saved back to the repository, where they are
used to enable automatic enrichment of video in a HTML5 based player!?.

3.3 The LinkedTV Toolset

In the LinkedTV project, a Web service is provided for ingesting various types of
related information for a media asset and generating RDF descriptions according
to the LinkedTV ontology?® as a result. This combines several ontologies with
a specific extension for its use case of modelling the (automated) annotation
of media fragments and their association to related content (hyperlinking). It
uses the idea of Media Fragments annotated (via the Open Annotation Model)
with semantic concepts but can also model a wider range of information, includ-
ing initial outputs from media analysis processes (which can subsequently be
used for the semantic annotation), provenance information and different levels
of granularity (fragments can correspond to Shots, Scenes or Chapters). The
effect is that of enabling a fuller media fragment description which fits the full
media lifecycle within a media management process, e.g. able to preserve infor-
mation about where an annotation came from, which analysis results (e.g. entity
extraction from subtitles) were used to create an annotation, or a series of edits
to a fragment description via an annotation tool. The service aggregates the
results of all the different input processing steps and a Web interface is available
at http://linkedtv.eurecom.fr/tv2rdf/:

9 https://player.connectme.at
20 http://linkedtv.eu/ontology
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1. EXMARaLDA?!, a format for aggregating media analysis results obtained
after the execution of different low level feature analysis processes over media
content. They include shot segmentation, scene segmentation, concept detec-
tion, object detection, automatic speech recognition, face detection, keyword
extraction, etc.

2. TV Anytime??, a metadata format for legacy information from broadcasters
such as title, description and keywords.

3. SRT subtitles file, using entity extraction via NERD??, a REST service which
aggregates results from many different online entity extraction services [6,12],
and associating the entities to a temporal fragment of the media.

A Web based editor tool has also been developed?*. It loads the RDF descrip-
tions from the LinkedTV Platform?®, making a distinction between the media
“entities” (the concepts each fragment is annotated with) and “enrichments” (in
LinkedTV, on the basis of the media annotations, hyperlinks to related content
are also suggested). The LinkedTV metadata generator is already integrated
within the LinkedTV platform so that generated descriptions of media assets
are available to the Editor Tool. The tool allows an editor to select a specific
chapter of the video, browse the existing annotations on the platform, and select
them for the “media fragment description” or add new annotations. The man-
ually selected annotations are saved back to the platform while attaching rel-
evant provenance information (using the PROV ontology) which has the effect
that - while the existing annotations are preserved and can be returned to - the
manually selected annotations can also be selected out from the repository eas-
ily. The idea of the Editor Tool is to support content editors at TV broadcasters
who will want to proof all automatically generated annotations and use, in the
subsequent media workflow, only annotations they manually selected. Figure 2
shows the main interface of the Editor Tool:

Summarizing, two online media annotation Uls are available which can take
results from prior analysis steps and store RDF data in dedicated platforms
for which some front-end applications have already been developed for media
enrichment. Furthermore, a REST service is available for producing semantic
media descriptions for any online media making use of acquired analysis results,
(TV Anytime) descriptive metadata and/or subtitling. If we consider the entire
list of surveyed tools and services with respect to the requirements outlined
at the beginning of the section, (Tablel) we observe that these ConnectME
and LinkedTV implementations are closest to the vision and goal of publishing
Linked Media for new media applications.

2! http://www.exmaralda.org/
22 http://www.tv-anytime.org/
% http://nerd.eurecom.fr/

2% http://editortool.linkedtv.eu/
25 http://api.linkedtv.cu/
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Table 1. Survey of online semantic media annotation tools

Tool Input Format |Fragment Sup-|Conceptual Ontology
port Annotation
Annomation |Video only. URL|Temporal frag-|DBPedia and|Reuse of several
loaded from local|ments, proprietary|GeoNames re-|vocabularies
repository syntax sources (FOAF, Dublin
Core, Timeline,
SKOS, Geo)
Annotorius |Image only. URL|Spatial fragments,|DBPedia re-|No ontology,
via JavaScript |proprietary syntax [sources proprietary
code JavaScript data
model
YUMA Audio, image or|Spatial and tempo-|DBPedia and|Own RDF-based
video. Reference|ral fragments, us-|GeoNames re-|vocabulary
by URL ing SVG sources
SMAT Flash video|Spatial and tempo-|Terms  selected|Unclear, seems to
(FLV). Refer to a|ral fragments, pro-|/from  preloaded|not have any ex-
streaming server|prietary syntax domain  ontolo-|port option
by URL gies
SemTube YouTube  video|Spatial and tempo-|Freebase re-|Own RDF-based
by URL ral fragments, pre-|{sources.  Terms|vocabulary
sumed proprietary|can be imported
syntax from other on-
tologies
Pundit Image only as|Spatial regions, | Freebase re-|Own RDF-based
part of a Web|presumed propri-|sources.  Terms|vocabulary
document etary syntax can be imported
from other on-
tologies
IMAS Image and video|No fragmentation|Assume ability to|SALERO ontolo-
from a media|of media re-use any ontol-|gies, extensible
repository ogy term
ImageSnippets [Image only, can|No fragmentation|Users are free|LIO ontology
be opened from|of media to import terms
URL from LOD or
create their own
Open Video|Video, unclear if|Only temporal|Free text or tags,|Open Annotation
Annotation |access will be pos-|fragments in the|unclear if LOD|Model
tool sible via URL demo. Format|will be supported
unknown
ConnectME |Video, access via|Spatial and tempo-|DBPedia and|ConnectME  on-
Annotation [URL or from|ral fragments ac-|Geoname re-|tology, W3C
tool repository cording to Media|source sugges-|Media Ontology
Fragment URI syn-|tion, extensible |and Open Anno-
tax tation Model
TV2RDF Video, access via|Spatial and tempo-|Depending on|LinkedTV Ontol-
service URL ral fragments ac-|entity extraction|ogy, W3C Me-
cording to Medialservice. Focus on|dia Ontology and
Fragment URI syn-|using DBPedia |Open Annotation
tax Model
LinkedTV  |Video, access|Spatial and tempo-|Any URI  can|LinkedTV Ontol-
Editor Tool |via a media re-|ral fragments ac-|be provided.|ogy, W3C Me-
source registered|cording to Media|Autocomplete dia Ontology and

on Linked TV
Platform

Fragment URI syn-
tax

available for sug-
gesting DBPedia
resources

Open Annotation
Model
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Fig. 2. LinkedT'V editor tool

4 New Media Applications with Linked Media Systems

Future semantic media systems will incorporate analysis technology (for media
fragment creation and classification) prior to (semi-automatic) semantic annota-
tion of those fragments and subsequently copyright tools can support the attach-
ment of licenses to the media fragments before the metadata is stored for use
in new media applications. A number of such applications are being prototyped
in the MediaMixer project?® to highlight the value of semantic multimedia tech-
nology in the context of specific industry use cases, including dynamic video
clip selection for newsrooms, license modeling for user generated content, and
creating topical channels of online learning video content.

We briefly describe in this section the demonstrator prepared together with
the VideoLectures. NET platform. VideoLectures.NET hosts more than 16 000
video lectures and it is currently challenging to find specific topics within those
lectures as the current implementation relies on the indexing of basic top level
metadata about each lecture (title and description). Media fragment and seman-
tic technology has been introduced in a proof of concept with a selected subset of
site materials. We focus here on the annotation, a fuller description of the imple-
mentation can be found at [10]. VideoLectures manages natively XML descrip-
tions of lectures (title, description, category, keywords). We map this metadata
into a TV Anytime like description using a XML template and simple script to
perform the conversion. Analysis results are acquired from both shot segmenta-
tion algorithms run on the video itself and the slide transition XML documents,
providing two different granularities of video temporal fragmentation. Using the
TV2RDF service described in the Sect. 3.3, we can process these results as well
as video transcripts created automatically by an ASR software?” and acquire
an aggregated semantic description of the lecture in terms of its salient frag-
ments and Linked Data concepts attached to each fragment. In the resulting

26 http://community.mediamixer.cu/demonstrators
27 http://www.translectures.eu/tlk/
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Fig. 3. VideoLecturesMashup: finding lecture snippets for a topic

demonstrator?®, a search on specific terms can now return video fragments from
different lectures where the term has been extracted. For example DNA returns
no results in the current Videolectures.NET site, while the MediaMixer demon-
strator provides many matches across different video lectures (Fig. 3).

As a next step, since the fragment annotations use Linked Data resources
(DBPedia), semantic search will be implemented so that search can also take
into account synonyms, multilingualism, and topical relevance. We have taken
technologies originally developed in the LinkedTV project developed to enrich
TV programming with links to related content, and applied the same tools to
enable fragment level search over lecture videos. It is an important contribution
to have separate “building blocks” of what we call overall a Linked Media system
(as it respects the principles of Linked Media outlined in Sect. 2) that can support
different domains and end-user applications with the same data formats and
approaches to semantic media annotation.

The experiences gained with demonstrators in different domains help validate
the Linked Media vision and the technology, with annotation results being usable
in a number of front end applications such as LinkedTV’s interactive TV second
screen application (Fig. 4, cf. http://linkedtv.eu/demos/linkednews). A full end-
to-end workflow is being implemented within the server-side Linked TV Platform
with the goal to provide users with a simple means to ingest their video content
and get access to the semantic annotation results via a SaaS model. As reflected
in the survey of the previous section, it is these sort of tools which are preventing
a wider uptake by media owners and enterprises of semantic annotating their
media and re-use in new contexts.

28 http://mediamixer.videolectures.net
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Fig. 4. LinkedTV second screen app displaying concepts annotated in a TV program

5 Conclusion

This paper began by acknowledging that, despite the benefits that semantic mul-
timedia technology is perceived to offer - improved media management, retrieval
and re-use - the amount of online media today having semantic annotations is
desperately low. We have identified barriers to greater uptake of this technology
in the unfortunate heterogeneity of approaches coming out of research and lack
of integration with the Web itself as technology platform. We refer to principles
for Linked Media which can connect online media descriptions more usefully
into the Web of Data. A survey of current annotation tools reflected on a lack of
consideration of these requirements in their implementation and has highlighted
online tools and services from the ConnectME and LinkedTV projects which are
closer to the vision and goal of eased, online publication of re-usable semantic
descriptions of media. Demonstrators such as the VideoLecturesMashup point to
the feasibility of following this Linked Media approach to ensure semantic media
annotation can be integrated into media workflows and the resulting annotations
re-used across different media applications.

Just as the Linked Data movement has worked hard to encourage data owners
to embrace the value of online publication of their data in a structured, interlink-
able manner, we must also address the challenge of encouraging media owners
to publish semantic descriptions of their media online in a similarly structured
and interlinkable manner. A growing body of semantic media annotations which
follow interoperable data models, structures and concept vocabularies so that
computer systems can search and link across them could support the creation of
new media applications for search, re-use or re-mixing of online media. It should
be noted that this is not insisting on the open publication of the media assets
themselves: they may still be found behind paywalls or restricted by licenses,
but through the publication of semantic descriptions they become more findable
to applications which may need them for a re-use or re-mixing task.
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If this is to become a true possibility in the soon to emerge Audiovisual Web,
it is critical that current semantic multimedia research agrees to a consensus on
how annotation is to be done: how it fits with outputs of prior media analysis,
how it handles the different granularities of annotation on a single media asset,
what metadata models, data formats and conceptual vocabularies it uses, how
annotation output can be easily re-used by media management systems, in media
retrieval, or for (multi)media presentation or re-purposing. This paper proposes
to the semantic multimedia research community to embrace a consensus around
the so-called Linked Media principles and has highlighted specifications which
can provide for the necessary cross-system interoperability as well as validated
this approach with first demonstrators building applications on top of Linked
Media-conforming semantic media descriptions.
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Abstract. Alignments between ontologies may be established through
agents holding such ontologies attempting at communicating and taking
appropriate action when communication fails. This approach, that we
call cultural repair, has the advantage of not assuming that everything
should be set correctly before trying to communicate and of being able
to overcome failures. We test here the adaptation of this approach to
alignment repair, i.e., the improvement of incorrect alignments. For that
purpose, we perform a series of experiments in which agents react to
mistakes in alignments. The agents only know about their ontologies and
alignments with others and they act in a fully decentralised way. We show
that cultural repair is able to converge towards successful communication
through improving the objective correctness of alignments. The obtained
results are on par with a baseline of a priori alignment repair algorithms.

Keywords: Ontology alignment - Alignment repair - Cultural
knowledge evolution - Agent simulation - Coherence - Network of
ontologies

1 Motivation

The work on cultural evolution applies, an idealised version of, the theory of
evolution to culture. Culture is taken here as an intellectual artifact shared
among a society. Cultural evolution experiments typically observe a society of
agents evolving their culture through a precisely defined protocol. They perform
repeatedly and randomly a task, called game, and their evolution is monitored.
This protocol aims to experimentally discover the common state that agents may
reach and its features. Luc Steels and colleagues have applied it convincingly to
the particular artifact of natural language [11].

We aim at applying it to knowledge representation and at investigating some
of its properties. A general motivation for this is that it is a plausible model
of knowledge transmission. In ontology matching, it would help overcoming the
limitations of current ontology matchers by having alignments evolving through
their use [2], increasing the robustness of alignments by making them evolve if
the environment evolves.

This paper is an extension of [6] with results of complementary experiments.

© Springer International Publishing Switzerland 2014
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In this paper, we report our very first experiments in that direction. They con-
sider alignments between ontologies as a cultural artifact shared among agents. In
the following, we call cultural repair the action of agents repairing these align-
ments while trying to communicate. We hypothesise that it is possible to perform
meaningful ontology repair with agents acting locally. The experiments reported
here aims at showing that, starting from a random set of ontology alignments,
agents can, through a very simple and distributed mechanism, reach a state
where (a) communication is always successful, (b) alignments are coherent, and
(c) their quality, as measured by F-measure, has increased. We also compare the
obtained result to those of state-of-the-art repair systems.

Related experiments have been made on emerging semantics (semantic gos-
siping [3,4]). They involve tracking the communication path and the involved
correspondences. By contrast, we use only minimal games with no global knowl-
edge and no knowledge of alignment consistency and coherence from the agents.
Our goal is to investigate how agents with relatively little common knowledge
(here instances and the interface to their ontologies) can manage to revise net-
works of ontologies and at what quality.

2 Experimental Framework

We present the experimental framework that is used in this paper. Its features
have been driven by the wish that experiments be easily reproducible and as
simple as possible. We first illustrate the proposed experiment through a sim-
ple example (Sect.2.1), before defining precisely the experimental framework
(Sect. 2.2) following [11].

2.1 Example

Consider an environment populated by objects characterised by three boolean fea-
tures: color = {white|black}, shape = {triangle|square} and size = {small|large}.

This characterises 23 = 8 types of individuals: W, A, O, A, .7 A, D,

Three agents have their own ontology of what is in the environment. These
ontologies, shown in Fig. 1, identify the objects partially based on two of these
features. Here they are a circular permutation of features: F'C' (shape, color),
CS (color, size) and SF (size, shape).

In addition to their ontologies, agents have access to a set of shared align-
ments. These alignments comprise equivalence correspondences between their
top (all) classes and other correspondences. Initially, these are randomly gener-
ated equivalence correspondences. For instance, they may contain the (incorrect)
correspondence: SF:small = C'S:black.

Agents play a very simple game: a pair of agents a and b is randomly drawn
as well as an object of the environment o. Agent a asks agent b the class ¢
(source) to which the object o belongs, then it uses an alignment to establish
to which class ¢’ (target) this corresponds in its own ontology. Depending on
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Fig. 1. Example of a generated network of ontologies with the exact reference align-
ments.

the respective relation between c and ¢, @ may take the decision to change the
alignment.

For instance, if agent C'S draws the small-black-triangle (A) and asks agent SF'
for its class, this one will answer: small-triangle. The correspondence S F':small =
C'S:black and the class of A in C'S is black-small which is a subclass of C'S:black,
the result is then a SUCCESS. The fact that the correspondence is not valid is not
known to the agents, the only thing that counts is that the result is compatible
with their own knowledge.

If, on the contrary, the drawn instance is small-white-triangle (A), SF would
have made the same answer. This time, the result would be a FAILURE because
A belongs to class C'S:white-small which is disjoint from C'S:black-small.

How to deal with this failure is a matter of strategy:

delete SF:small = CS:black can be suppressed from the alignment;

replace SF:small = C'S:black can be replaced by SF:small < CS:black;

add in addition, the weaker correspondence SF:small > C'S:all can be added to
the alignment (but this correspondence is subsumed by SF:all = C'S:all).
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In the end, it is expected that the shared alignments will improve and that
communication will be increasingly successful over time. Successful communica-
tion can be observed directly. Alignment quality may be assessed through other
indicators: Fig. 1 shows (in dotted lines) the correct (or reference) alignments.
Reference alignments are not known to the agents but can be automatically gen-
erated and used for measuring the quality of the resulting network of ontologies
by comparison with it.

2.2 Experimental Set Up

We systematically describe the different aspects of the carried out experiments
in the style of [11].

Environment: The environment contains objects which are described by a set
of n characteristics (we consider them ordered). Each characteristic can take two
possible values which, in this experiment, are considered exclusive.

Population: The experiment uses n agents with as many ontologies. Each agent
is assigned one different ontology. In this first setting, each agent will have an
ontology based on n — 1 of these characteristics (each agent will use the first
n — 1 characteristics starting at the agents rank). The ontology is a simple
decision trees of size 277! in which each level corresponds to a characteristic
and subclasses are disjoint.

Shared network of ontologies: A complete network of W invertible

alignments between the ontologies is shared among agents (public). The network
is symmetric (the alignment between o and o’ is the converse of the alignment
between o’ and o) and a class is in at most one correspondence per alignment.

Initialisation: In the initial state, each alignment contains equivalence cor-
respondences between the most general classes of both ontologies, plus 27!
randomly generated equivalence (=) correspondences.

Game: A pair of distinct agents (a,b) is randomly picked up as well as a set
of characteristic values describing an individual (equiprobable). The first agent
(a) asks the second one (b) the (most specific) class of its ontology to which
the instance belongs (source). It uses the alignment between their respective
ontologies for finding to which class this corresponds in its own ontology (target).
This class is compared to the one the instance belongs to in the agent a ontology
(local).

Success: Full success is obtained if the two classes (target and local) are the
same. But there are other cases of success:

— target is a super-class of local: this is considered successful (this only means
that the sets of alignments/ontologies are not precise enough);

— target is a sub-class of local: this is not possible here because for each instance,
local will be a leaf.
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Failure: Failure happens if the two classes are disjoint. In such a case, the agent
a will proceed to repair.

Repair: Several types of actions (called modalities) may be undertaken in case
of failure:

delete the correspondence is simply discarded from the alignment;

replace if the correspondence is an = correspondence it is replaced by the <
correspondence from the target class to the source class;

add in addition to the former a new < correspondence from the source to a
superclass of the target is added. This correspondence was entailed by the
initial correspondence, but would not entail the failure.

These three strategies share two properties: (a) the resulting alignment would
have avoided the uncovered mistake; (b) the resulting alignment is logically
entailed by the initial one.

Success measure: The classical success measure is the rate of successful com-
munication, i.e., communication without failure.

Secondary success measure: Several measures may be used for evaluating the
quality of the reached state: consistency, redundancy, discriminability. We use
two different measures: the averaged degree of incoherence [9] and the seman-
tic F-measure [5]. Indeed, this setting allows for computing automatically the
reference alignment in the network, so we can compute F-measure.

External validation: The obtained result can be compared with that of other
repair strategies. We compare the results obtained with those of two directly
available repair algorithms: Alcomo [8] and LogMap repair [7].

3 Experiments

We report four series of experiments designed to illustrate how such techniques
may work and what are their capabilities. In addition to these experiments, which
were reported in [6], we have added extra confirmatory experiments which test
hypotheses stemming from the observations.

The tests are initially carried out on societies of at least 4 agents because,
in the setting with 3 agents, the delete modality drives the convergence towards
trivial alignments (containing only all=all) and the other modalities do it too
often.

All experiments have been run in a dedicated framework that is available
from http://lazylav.gforge.inria.fr.

3.1 Convergence

We first test that, in spite of mostly random modalities (random initial align-
ments, random agents and random instances in each games), the experiments
converge towards a uniform success rate.

Four agents are used and the experiment is run 10 times over 2000 games.
The evolution of the success rate is compared.
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3.2 Modality Comparison

The second experiment tests the behaviour of the three repair modalities: delete,
replace, add.

Four agents are used and the experiment is run 10 times over 2000 games
with each modalities. The results are collected in terms of average success rate
and F-measure.

3.3 Baseline Comparison

Then the results obtained by the best of these modalities are compared to base-
line repairing algorithms in terms of F-measures, coherence and number of cor-
respondences.

The baseline algorithms are Alcomo and LogMap repair. The comparison is
made on the basis of success rate, F-measure and the number of correspondences.

LogMap and Alcomo are only taken as a baseline: on the one hand, such
algorithms do not have the information that agents may use, on the other hand,
agents have no global view of the ontologies and knowledge of consistency or
coherence.

3.4 Scale Dimension

Finally we observe settings of increasing difficulty by taking the modality provid-
ing the best F-measure and applying it to settings with 3, 4, 5 and 6 ontologies.

This still uses 10 runs with the add modality over 10000 games. Results
are reported as number of correspondences, F-measure and success rate and
compared with the best F-measure of Alcomo and LogMap.

4 Results

Results of the four presented experiments are reported and discussed.

4.1 Convergence

Figure 2 shows the result of our first experiment: 10 runs with a random network
as defined above with 4 ontologies. Each curve corresponds to one of the 10 runs
over 2000 iterations.

Figure 2 shows a remarkable convergence between the runs. After the first
200 games dominated by randomness, they converge asymptotically and at the
same pace towards 100 %. Indeed, as soon as the network of ontologies has been
cleaned up (around 1200 iterations maximum), the rate only grows. It never
reaches 1 because of the initial period which contains failures.

From now on, we will still consider 10 runs, but the results will be averaged
over these runs.
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Fig. 2. Ten random runs and their overall success rate, i.e., the proportion of games
which were successful so far [mod = add; #agents = 4; #games = 2000; #runs =1].

4.2 Modality Comparison

Figure3 shows the evolution over 2000 iterations of the success rate and F-
measure of the three presented modalities.

0.8
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Success rate/ F-measure
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del del add add
success rate F-measure success rate F-measure

Fig. 3. The average F-measures (dashed) and success rate (plain) with the three dif-
ferent modalities: delete (red), replace (green) and add (blue) [mod =delrepl,add;
#agents = 4; #games = 2000; #runs = 10] (Color figure online).

delete converges more quickly than replace which converges more quickly
than add. This can easily be explained: delete suppresses a cause of problem,
replace only suppresses half of it so it may need one further deletion for con-
verging, while add replaces one incorrect correspondence by two correspondences
which may be incorrect, so it requires more time to converge.

For the same reason, the success rate is consequently higher. Table 1 shows
that for the delete modality, 97.6 % success rate corresponds to 48 failure, i.e. 48
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deleted correspondences over 54. The 6 remaining correspondences are all = all
correspondences. replace reaches the same result with a 95.2 % rate, which cor-
responds to twice as many failures.

The results of delete and replace modalities are the same: in order to be
correct, alignments are reduced to the all = all correspondences. This is unavoid-
able for delete (because initial correspondences are equivalences, although, by
construction, the correct correspondences are subsumption, so the initial cor-
respondences are incorrect in at least one direction). This is by chance, and
because of averaging, for replace.

On the contrary, the add modality has a 88.6 % success rate, i.e., 228 fail-
ures. This means that on average for each correspondence it has generated 4
alternative correspondences. This is only an average because after 2000 games
(and even after 10000 games), there remain more than 12 correspondences.

Contrary to the other modalities, add improves over the initial F-measure.

Table 1 shows that all methods reach full consistency (incoherence rate =0.)
from a network of ontologies with 50 % incoherence, i.e., half of the correspon-
dences are involved in an inconsistency (or incoherence).

Table 1. Results of the three different modalities compared with Alcomo and LogMap
on 10 runs, 4 ontologies and 2000 iterations. Syntactic F-measure has been obtained
in an independent but identical evaluation.

Success | Incoherence | Semantic | Syntactic

Modality | Size |rate degree F-measure | F-measure | Convergence
Reference | 70 |- 0.0 1.0 1.0 -

Initial 54 |- [0.46-0.49] |0.20 (0.20) -

delete 6 0.98 0.0 0.16 (0.16) 400
replace |6 0.95 0.0 0.16 (0.16) 1000

add 12.710.89 0.0 0.23 (0.16) 1330
Alcomo |25.5 |- 0.0 0.26 (0.14) -

LogMap |36.5 |- 0.0 0.26 (0.14) -

Concerning F-measure, add converges towards a significantly higher value
than the two other approaches. With four ontologies, it has a chance to find
weaker but more correct correspondences. The add strategy is more costly but
more effective than the two other strategies.

4.3 Baseline Comparison

This experiment exploits the same data as the previous one (Sect. 4.2); exploiting

those of the next experiment (on 10000 iterations) provides similar results.
Table 1 shows that all three methods are able to restore full coherence and

to slightly improve the initial F-measure. Their result is overall comparable but,
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Fig.4. Average success, semantic F-measure and number of correspondences for
the add modality compared to the Alcomo and LogMap F-measure as a baseline
[mod = add; #agents = 4; #games = 2000; #runs = 10].
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Fig.5. Average success, syntactic F-measure and number of correspondences for
the add modality compared to the Alcomo and LogMap F-measure as a baseline
[mod = add; #agents = 4; #games = 2000; #runs = 10].

as can be seen in Fig. 4, cultural repair does not reach the F-measure of logical
algorithms.

Cultural repair finds half of the correspondences of Alcomo and one third
of those of LogMap. This is expected because Alcomo only discards the mini-
mum number of correspondences which bring incoherence, while LogMap weaken
them (like the add modality). The agents having more information on what is
incorrect, discard more correspondences.

When looking at F-measures, it seems that logical repair strategies can find
more than 6 new correspondences which are correct while the add strategy can
only find more than 3. This is not true, as shown in Table 1, because we use
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semantic precision and recall [5]. Figure5 shows that in terms of syntactic F-
measure, the cultural revision approach does better than the logical baselines.
These methods preserve correspondences which are not correct, but which entails
correct correspondences. This increases semantic recall and F-measure.

There is a large variation on the results given by the different methods. Out
of the same 10 runs, LogMap had the best F-measures 5 times, Alcomo 3 times,
and cultural repair twice. But the largest variation is obtained by cultural repair
with a F-measure ranging from 0.16 to 0.33. Its result is indeed highly dependent
on the initial alignment.

4.4 Scale Dimension

So far, we concentrated on 4 agents, what happens with a different number of
agents? The number of agents does not only determine the number of ontolo-
gies. It also determines the number of alignments (quadratic in the number of
ontologies), the number of correspondences per alignments and the number of
features per instances. This means that the more agents are used, the slower is
the convergence. So, we played 10000 games in order to have a chance to reach
a satisfying level of F-measure.

Figure 6 shows the regular pattern followed by cultural repair: the first phase
is random and increases the number of correspondences (due to the add modal-
ity). Then, this number slowly decreases. Cultural repair is slower to converge
as the problem size increases. This is easily explained: as the correction of the
alignment converges, the number of failure-prone games diminishes. Since games
are selected at random, the probability to pick up the last configurations (in the
end there is only one) becomes lower and lower. The increased number of iter-
ations to converge is directly tied to the largely increased difficulty of the task
(number of agents, number of alignments, size of ontologies, characteristics of
objects).

This increase is not a measure of the complexity of the approach itself. In
fact, it is highly distributed, and it is supposed to be carried out while agents
are achieving other tasks (trying to communicate). All the time spent between

Table 2. Number of correspondences, incoherence rate and F-measure over 10000
games.

# correpondences | Incoherence F-measure
0]
g o o o é%n
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3115 15 12 103 3 |0.31 0. 0. 0./0.32 0.35 0.36 0.33| 300
4170 54 36.7 28.4 12.40.47 0. 0. 0./0.20 0.24 0.25 0.21| 1670
5|250 170 94.7 71.7 47.4/0.58 0. 0. 0.|0.11 0.18 0.17 0.24| 5400
6|783 495 234 182 224|0.63 0. 0. 0.{0.06 0.12 0.11 0.14{10.000+
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Fig.6. 10.000 games with 3, 4, 5 and 6 ontologies [mod = add, #agents = 3,4, 5, 6;
#games = 10000; #runs = 10].
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the last two failures is time of communicative success, i.e., agents never had to
suffer from the wrong correspondences.

A very simple strategy for improving this would be that agents try to select
themselves examples in order to verify the correspondences that they have not
already tested.

5 Additional Experiments Related to Scaling

The first experiments are small games with 3 agents, ontologies with 7 classes
and alignments with 5 correspondences. The results are instantaneous.

If we augment the number n of agents, we also have programmed for aug-
menting the number of classes (n? — 1), the number of alignments (W) and
the number of correspondences per alignment (2"~! + 1). Then convergence is
slower.

However, we may think of unleashing the relation between these quantities
and the number of agents. It is also possible to augment the number of agents
with agents sharing the same set of ontologies. This should lead to different
convergence profiles.

Here we consider two specific extensions of the previous experiments focusing
on their results in terms of F-measure. We also run an experiment reducing the
number of disjointness statements in the ontologies, but this experiment was non
conclusive.

5.1 Playing over 10000 Games

Table 2 seems to show that, as the complexity of the problem increases, the F-
measure of cultural repair is better than that of logical repair mechanisms. We
have confirmed this by running the last experiment (with 6 agents) over 100000
games (Table3) to be sure to reach convergence. In fact, convergence occurs
quite early: out of 10 runs the last failure occurs at game 16957, but the 10 last
failures occur between 11352 and 16957 (the second one is at game 13706).

Table 3. Results of the add modality with Alcomo and LogMap on 10 runs, 6 ontologies
and 100000 iterations.

Success | Incoherence | Semantic
Modality | Size | rate degree F-measure | Convergence
Reference | 783 | - 0.0 1.0 -
Initial 495 | - 0.64 0.06 -
add 208 | 0.97 0.0 0.15 17000
Alcomo | 180 |- 0.0 0.11 -
LogMap |227 |- 0.0 0.12 -

This experiment shows that at convergence, F-measure is better than the
baseline.
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5.2 Augmenting the Number of Correspondences in the Initial
Alignments

The initial number of correspondences per alignments (2"~ +1) had been chosen
as an approximation of the number of correspondences in the reference align-
ment. As can be observed from Table 2, this approximation underestimates that
number. We run additional experiments with the usual 4 agents to observe the
effect of increased initial alignments.

From Fig. 7, we observe as expected that the success rate is lower to converge
(there are more correspondences to invalidate), but F-measure grows to a higher
level (the increased number of correspondences increases the chances to retain a
correct correspondence).
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Fig.7. Success rate and F-measure obtained with the add modality with vary-
ing number of initial correspondences in alignments [#coresp=6,8,10,11,12,
mod = add, #agents = 4; #games = 2000; #runs = 10].

Figure8 shows that with an increased number of correspondences in ini-
tial alignments, the resulting F-measure is increased for cultural repair while it
decreases in the baseline. The reason is that this increases the chances of the
former to retain a correct correspondence, while this also increases the chances
of the latter to retain an incorrect correspondence. Indeed, the former will in the
end eliminate all incorrect correspondences while the latter tries to preserve as
many correspondences as possible as long as the alignments are coherent.

6 Discussion

The relatively low F-measure rate is tied to the type of experiments: agents are
constrained by the initial alignment. They do not invent any correspondences,
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Fig. 8. Semantic F-measure obtained with the add modality with varying num-
ber of initial correspondences in alignments compared to LogMap and Alcomo
[#coresp =6, 8,10, 11, 12, mod = add, #agents = 4; #games = 2000; #runs = 10].

they only repair them by reducing their scope. In this respect, they are on par
with logical repair algorithms.

However, they have more information than these repair algorithms. It could
then be expected that their results are higher. This is not the case because, when
an initial correspondence is unrelated to the valid one, agents will simply discard
them. They will thus end up with few correspondences with a high precision and
low recall.

The state-of-the-art repair algorithms will preserve more correspondences
because their only criterion is consistency and coherence: as soon as the align-
ment is coherent, such algorithms will stop. One could expect a lower precision,
but not a higher recall since such algorithms are also tied to the initial alignment.

Because we use semantic precision and recall, it happens that among these
erroneous correspondences, some of them entail some valid correspondences (and
some invalid ones). This contributes to increase semantic recall.

7 Conclusion

We explored how mechanisms implemented as primitive cultural evolution can
be applied to alignment repair. We measured:

— Converging success rate (towards 100 % success);

— Coherent alignments (100 % coherence);

— F-measures on par with logical repair systems;

— A number of games necessary to repair increasing very fast.

The advantage of this approach are:

— It is totally distributed: agents do not need to have the knowledge of what is
an inconsistent or incoherent alignment (only an inconsistent ontology).
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— The repair of the network of ontologies is not blind, i.e., restoring inconsistency
without knowing if it is likely to be correct, so it also increases F-measure
(which is not necessarily the case of other alignment repair strategies [10]).

Yet, this technique does not replace ontology matching nor alignment repair
techniques.

8 Perspectives

We concentrated here on alignment repair. However, such a game can perfectly
be adapted for matching (creating missing correspondences and revising them
on the fly).

In the short term, we would like to adapt this technique in two directions:

— introducing probabilities and using such techniques in order to learn confi-
dence on correspondences that may be used for reasoning [1],

— dealing with alignment composition by propagating instances across agents
in the same perspective as the whispering games (propagating classes and see
what comes back, setting weights to correspondences) [4].

In the longer term, such techniques do not have to be concentrated on
one activity, such as alignment repair. Indeed, they are not problem solving
techniques (solving the alignment repair problem). Instead, they are adaptive
behaviours, not modifying anything as long as activities are carried out prop-
erly, and reacting to improper situations. So, cultural knowledge evolution tech-
niques must be adapted to the lifetime of a society of agents which can generate
alignments, react to environment change and encounter other societies.

Acknowledgements. Thanks to Christian Meilicke (Universitdt Mannheim) and
Ernesto Jimenez Ruiz (Oxford university) for making Alcomo and LogMap available
and usable. Thanks to an anonymous reviewer for useful suggestions.
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Abstract. Linked and other Open Data poses new challenges and oppor-
tunities for the data mining community. Unfortunately, the large vol-
ume and great heterogeneity of available open data requires significant
integration steps before it can be used in applications. A promising tech-
nique to explore such data is the use of association rule mining. We
introduce two algorithms for enriching RDF data. The first application
is a suggestion engine that is based on mining RDF predicates and sup-
ports manual statement creation by suggesting new predicates for a given
entity. The second application is knowledge creation: Based on mining
both predicates and objects, we are able to generate entirely new state-
ments for a given data set without any external resources.

1 Introduction

In the context of Linked Open Data (LOD), knowledge bases are usually incom-
plete or ontological structures are simply not available. Data inconsistencies
and misusage of ontology axioms make it nearly impossible to infer new knowl-
edge based on given axioms [6]. It is vital to achieve consistency within knowl-
edge bases on the one hand by re-engineering ontology definitions [1] and to
support the process of knowledge creation through value suggestions and auto-
completion.

When creating new triples manually, one would hope that the creator exactly
knows which properties and values should be created. However, regarding exist-
ing LoD data sets this is apparently not true. For instance, authors of Wikipedia
infoboxes are often inexperienced and only infrequently edit such data. Such
users might forget to use certain predicates or might use similar but not com-
mon predicates for a new entry (e.g., city instead of locationCity). Those hetero-
geneous entries make integration of the complete dataset difficult. Furthermore,
a new user might be grateful for reasonable hints for creating a new entry. Pred-
icate suggestion remedies the problem, providing users with a list of commonly
used predicates. In case of Wikipedia infoboxes one could imagine to use the
appropriate infobox-template for suggestions. However, reality is too complex
to be covered by fixed static templates, and schema drift occurs® [1]. So, an
instance-based approach is able to suggest predicates based on existing entities.

! While the template Infobox company asks for a name, the vast majority of company
infoboxes uses companyName instead.
© Springer International Publishing Switzerland 2014
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Extending statistical reasoning to object values, we can create an approach to
amend datasets with completely new facts.

We propose an approach that applies association rule mining at RDF state-
ment level by using the concept of mining configurations [2,3]. Our approach is
complementary to traditional reasoning approaches, as we do not use ontology
logics but simple basket analysis adapted to the triple structure of RDF data.
The benefit of a mining approach is that outliers and individual faulty facts do
not affect the overall performance as long as the occurrence of a specific incorrect
fact is not statistically relevant. To this end, we make the following contributions
in extension to [3]:

1. We elaborate the algorithms for schema and value suggestion for new
knowledge base entries. Unlike related approaches we do not rely on external
knowledge, such as ontologies or textual information.

2. We introduce a new approach for auto-amendment of RDF data with new
triples, based on high confidence rules among objects.

2 Related Work

Association rule mining on RDF data is an emerging topic with several new use
cases [1,2,4,11,17,20]. Nebot et al. present a shopping basket analysis frame-
work in medical RDF data to discover drug and disease correlations among
patients [17]. We introduced mining configurations [2, 3], a methodology to gener-
ate association rules in different contexts of an RDF statement. We further intro-
duced association-rule-based applications to reconcile ontologies with underlying
data [1] and to discover synonyms in knowledge bases [4]. Following a statistical
methodology, Volker and others presented an association rule based approach
for schema induction [11,20], based on given class membership relations. Our
approach generate facts beyond this explicitly given ontology information.
Most related work on mining the semantic web concentrates on inductive
logic programming (ILP) and machine learning approaches [9,14,16]. ILP con-
centrates on mining answer-sets of queries towards a knowledge base. Based on
a general reference concept, additional logical relations are considered to refine
the entries in an answer-set. This approach assumes a clean ontological knowl-
edge base, which is most often not available. ALEPH, WARMR [9], and Sher-
lock [19] are known systems to mine such rules. ALEPH is an ILP system based
on Muggleton’s Inverse Entailment Algorithm [16]. WARMR uses a declarative
language to mine association rules on small sets of conjunctive queries. Sher-
lock uses a probabilistic graphical model to infer first order clauses from a set
of facts for a given relation [19]. A recent system for association rule mining in
RDF data is AMIE [12]. It concentrates on horn rules among relations, such as
hasChild(p,c) A isCitizenOf(p,s) — isCitizenOf(c,s). Based on support and con-
fidence thresholds on the instantiations of the variable subject and objects, the
rule generates new relations isCitizenOf(c,s). In a number of experiments AMIE
showed to be the most efficient and effective approach to generate new facts
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compared to ALEPH and WARMR  [12]. Therefore, we experimentally compare
our system to AMIE.

Complementing the ILP method, many machine learning systems, such as
similarity-based class-membership predictions, kernel-based methods, and mul-
tivariate prediction models, have been introduced [18]. D’Amato et al. propose
approaches to enrich ontologies by applying ILP to heterogeneous sources, such
as RDBMS and web sources [7,8]. Lisi et al. also present an approach to mine
rules on ontologies and datalog programs [15]. Our approach does not rely on
external data sources or structural information, such as ontologies or templates,
but only the existing RDF statements of the current corpus.

3 Enriching RDF Data

To enrich RDF data, we distinguish two different scenarios: (1) Suggestion of
predicates or object values for a given subject. (2) Amendment of RDF data with
new triples. To this end, we only apply mining configurations in the context of
subjects with predicates or objects as mining targets [2].

3.1 Association Rules and Triples

The concept of association rules has been widely studied in the context of market
basket analysis [5], yet the formal definition is not restricted to any domain:
Given a set of items I = {iy,42,...,%4,}, an association rule is an implication
X — Y consisting of the itemsets X, Y C I with X NY = (. Given a set of
transactions T = {¢|t C I}, association rule mining aims at discovering rules
holding two thresholds: minimum support and minimum confidence.

Support s of a rule X — Y denotes the fraction of transactions in T that
include the union of the antecedent (left-hand side: itemset X) and consequent
(right-hand side: itemset Y') of the rule, i.e., s% of the transactions in 7" contain
X UY. The confidence ¢ of a rule denotes the statistical dependency of the
consequent of a rule from the antecedent. The rule X — Y has confidence c if
c% of the transactions T that contain X also contain Y.

To apply association rule mining to RDF data, it is necessary to identify
the respective item set I as well as the transaction base T and its transactions.
We follow the methodology of mining configurations [2], which is based on the
subject-predicate-object (SPO) view of RDF data. Any part of the SPO state-
ment can serve as a context, which is used for grouping one of the two remaining
parts of the statement as the target for mining. So, a transaction is a set of target
elements associated with one context element that represents the transaction id
(TID). We call each of those context and target combinations a configuration.

3.2 Suggestion Step

Suggestion of predicates or objects aims at two goals: First, a user authoring
new facts for a certain subject might be grateful for reasonable hints. Second,
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system feedback might prevent the user from using inappropriate synonyms for
predicates as well as objects. Because the suggestion workflow for both predicates
and objects is identical, we describe our approach referring to predicates. The
suggestion workflow requires two preprocessing steps:

1. Generate all association rules between predicates.

2. Create a rule matriz, which is a two dimensional predicate-predicate matrix,
where one index identifies the antecedents and the other index identifies the
consequents of a rule. Each entry specifies the confidence of the rule involving
the specific antecedent and consequent. For missing rules the entry is zero by
default.

When the user is inserting or editing facts related to a specific subject, the
system is aware of all predicates that have already been inserted for the current
subject. We denote the initial set of these predicates with ®Fy, where the raised
s refers to the subject at hand. We use a raised letter to denote that a statement
part is fixed by known values, e.g., *p° denotes a predicate connecting the subject
s with the object o. The following formula describes the set of predicates * Pj out
of the set of all predicates P that are to be suggested for the current subject s:

*Py = {p € PlaConf(® Py, p) > minConf}

# P} contains all predicates from P, for which the function aConf exceeds the
minimum confidence threshold minConf. Here, aConfaggregates the confidence
values of all available rules conf(Q — p) with Q C P, and creates one overall
confidence value between 0 and 1. In our approach, we took the sum of all
squared confidence values and normalized it by dividing by the number of schema
elements in *Py:

)2
aConf(*Py.p) = 9T CIZ’%(Q p)

This choice ensures that the occurrence of few high confidence rules has more
impact than many low confidence rules. Having computed the set ® P, the results
can be sorted by their aggregated confidence values and presented to the user.
When the user chooses the next predicate p to insert into the data set, *Pj
has to be computed based on the new schema set *P; = *Py U {p}. Tablel
illustrates some SPO facts extracted from DBpedia. Now, imagine we are to
insert a record for D. Cameron by beginning with the statements “Cameron
birthPlace London.” and “Cameron orderInOffice Prime Minister.” Then ° Py =
{birthPlace, orderInOffice} and the total set of remaining predicates would be
P = {party, instrument}. Considering only rules of size 2, the set of predicate
rules relevant for the next suggestion include birthPlace — party with 66.7 %
confidence, orderInOffice — party with 100% confidence, and birthPlace —
instrument with 33.3 % confidence. Having minConf = 50 %, the predicate party
would be added to P, because aConf(® Py, party) is above minConf.
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Suggesting objects is technically equiva- Table 1. Some SPO facts
lent to that of predicates, but the number
of d1s.t1nct. objects is by magnl.tudes larger, Obams |bithPlace Hawar
resulting in weaker rules. For instance, the Obama |part Democrats

. . .. party S
DBpedia 3.6 data set contains 1,100 distinct | |0 rderInOffice| President
predicates but 3,980,642 distinct objects. |Merkel |birthPlace Hamburg
Furthermore, for a user, authoring an object |Merkel |orderInOffice| Chancellor
value for a suggested predicate is more con- |Merkel |party CDhU
venient than vice versa. For example, a user |Lennon |birthPlace |Liverpool
might have created the entry B. Obama birth- |Lennon |instrument |Guitar
Place Honolulu. Following the object sugges-
tion, the system might contain an object-to-object rule with enough confidence
saying Honolulu — USA and suggests to add a new fact with USA as its object.
The user might not know how the subject and the proposed object are con-
nected and which predicate (birthPlace, residence, etc.) to choose. In addition to
the semantical fitting of the predicate, the user has also to consider its appropri-
ateness with regard to consistency among similar entities. Previously reported
experiments also showed the significant superiority of predicate suggestion to
object suggestions [3].

Subject|Predicate |[Object

3.3 Amending with New Statements

After we were able to suggest one missing part for a given subject, it is possible
to also complete the remaining third part. For example, if the system decides to
suggest the predicate residence for B. Obama, it is also able to choose the right
object, e.g., Washington D.C. from the existing value range of residence. We call
this method of creating new statements where the user decides which subject has
to be amended with new triples user-driven auto-amendment. We described the
user-driven auto-amendment in [3]. A different way of creating new statements
is to let the system itself choose the subjects that should be amended with new
triples. We call this approach data-driven auto-amendment.

In this data-driven approach the subject to be amended with a new fact is
selected on the basis of existing high-confidence object rules. Our approach is
based on the following intuitions:

1. For object rules O’ — o with high confidence (above 90 %) and O’ C O, the
subjects 5O’ occurring with the objects O’ are also likely to occur with
the object o. However, up to 10% of the subjects that occur with O’ wvio-
late the rule by not occurring with o in any fact. Those facts may be absent,
because of missing thoroughness during data creation.

2. A subject s should not be enriched with a fact containing object o if on the
basis of the rules involving schema predicates ® P, no predicate can be chosen
for the connection with o. This intuition allows a softening of the earlier
intuition that expects all subjects that violate O’ — o should be extended
with a triple containing o.
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One could adapt the intuitions based on high confidence rules also among
predicates. However, the discovery of the appropriate object for a to-be-added
predicate is much more cumbersome, because of the large number of available
objects. Concerning the first intuition one could argue that some of these implic-
itly given facts can also be generated using ontological dependencies within the
data. But, not all implicit dependencies in the real world are captured within
an ontology. For example the high-confidence object rule South Park — Trey
Parker among television episodes correctly suggests that Trey Parker is involved
all episodes of South Park and should be added as the producer when absent.
However, there can’t be a general ontological rule that each episode of a series
should have the same producer as listed for the complete series entity.
Algorithm overview. The algorithm for data-driven auto-amendment is divided
into three steps:

1. Create predicate-predicate rule matrix as described in Sect. 3.2.

2. Generate high-confidence object rules o1, 09, . .. 0,, — 0 using FP-Growth [13].

3. Create statements for subjects that violate high-confidence object rules: For
each rule o1, 09,...0, — o retrieve subjects S that violate the rule and for
each s € S predict the predicate *p° that connects s and the object o.

Statement creation. The third step is illustrated in Algorithm 1. For each object
rule O' — o with O’ = 01, 09, ... 0y, all subjects s that occur with the antecedent
of the rule but not with its consequent (s € 50" — S°) are retrieved in line 2.
This set contains all subjects that may be amended with new facts having the
current object rule consequent o as their value. The choice of 90 % as the high
confidence threshold is arbitrary. We report evaluation results on this threshold
in Sect. 4. As multiple object rules may contain the same consequent o, duplicate
subject-object-pairs may be generated, which are naturally ignored. Further we
exclude all rules O' — o, with a more general rule O” — o, i.e., O’ D 0",
because SO — §° contains all subjects from SO" — §°. The rest of the algorithm
is straightforward and starts with retrieving the candidate predicates P° in line 5
and the schema predicates *P in line 6. The rating for each retrieved candidate
predicate is computed in line 9. Given the set of schema elements *P and a
candidate predicate p € °P, the confidence entries of the rule matrix are used
to generate an overall rating for the specific candidate predicate p. The overall
rating r, for a candidate p is computed by r, = aConf(*P,p), the aggregated
confidence of all rules with Q C P as antecedent and p as consequent. After the
candidate loop, the candidate with the highest rating is returned. Ounly if there
is a predicate with a rating above a given threshold ¢, e.g., 0 for any rating at
all, the new fact spo consisting of the current subject s, the top rated predicate
p, and current object rule consequent o is added to the set of new facts in line 14.
Note, the number of new facts depends on the number of existent high-confidence
rules and their corresponding set of violating subjects SO — §°.
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Algorithm 1. Statement Generation Algorithm

Data: objectRules /* with confidence above 90 %*/
Result: newStatements

1 foreach objectRule € objectRules do

2 subjects <« getViolatingSubjects (objectRule);
3 consequentObject «— objectRule.getConsequent ();
4 foreach subject € subjects do

5 candidates «— getCandidatePredicates (consequentObject);
6

7

8

9

schema «— getSchema (subject);

topRating «— 0;

foreach candidate € candidates do
currentRating<—getRating (schema, candidate);

10 if currentRating > topRating then

11 topRating «— currentRating;

12 predicate «— candidate;

13 if topRating > ¢ then

14 L newStatements.add (subjects, predicate, consequentObject);

15 return newStatements

4 Experiments and Evaluation

To evaluate the accuracy and quality of our suggestion and auto-completion
approaches we performed multiple experiments on multiple datasets. Table 2
shows sizes of the different data sets. The entities in each data set correspond to
one or more of the 250 existing types, and so we are able to perform experiments
not only over all entities, but also more fine-grained on entities of a certain type,
resembling data of specific domains. The last three datasets in Table 2 are cleaned
knowledge bases provided by the authors of AMIE? [12].

Table 2. Experimental data with distinct cardinalities

Data set Triples Subjects | Predicates | Objects
DBpedia 3.6 13,794,426 | 1,638,746 | 1,100 3,980,642
DBpedia 3.7 17,518,364 | 1,827,474 | 1,296 4,595,303
DBpedia 3.8 20,514,715 | 2,342,853 | 1,313 5,172,511
DBpedia 2.0 (see Footnote 2) | 7,034,868 | 1,376,877 | 10,321 1,778,459
YAGO?2 (see Footnote 2) 948,044 470,485 | 36 400,343
YAGO2s (see Footnote 2) 4,125,966 | 1,653,882 |37 606,789

2 http://www.mpi-inf.mpg.de/departments,/ontologies /projects/amie/
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We evaluate our amendment approach on multiple datasets. In particular, we
adapt the scenario to compare the quality and efficiency of our approach with
AMIE [12], using the implementation provided by the authors, and show that
our system is competitive to AMIE achieving higher precision.

4.1 Comparing to AMIE

Our system as well as AMIE generates new facts based on evidence in knowledge
bases. While we combine two mining configurations on statement level, AMIE
mines horn rules between parameterized relations. We compared both systems
with regard to prediction quality as well as efficiency.

Prediction quality. We used the same datasets and evaluation scenario as
AMIE for a fair comparison [12]. That means we ran both approaches on YAGO2
and DBpedia 2.0 and compared the predictions to YAGO2s and DBpedia 3.8,
respectively. According to the original experiments reported by the developers,
AMIE generates up to 74 K hits in the YAGO2s dataset and 122 K hits in DBpe-
dia 3.8. However, the ratio of hits to the number of total predictions is below 1%y,
as no confidence threshold was defined. To make a fair comparison we chose the
best rules generated by AMIE, that contribute the same number of predictions
as our approach. To this end, we sort the horn rules generated by AMIE by their
PCA (partial completeness assumption) confidence as proposed by the authors
and iterate the list in descending order. We configured our approach with 90 %
confidence threshold for object rules and 0.1 % support for both object as well
as predicate rules.

The results in Table 3 show that our approach leads to a higher precision. Of
course the results confirm only that some facts are true, but cannot confirm that
any of the generated facts are false unless checked by a human expert. On the
YAGO2 dataset we report the precision for all produced rules by AMIE as the
best rule already produced ten times more predictions than our approach. That
specific rule generated for each relation isMarriedTo(a,b) the missing symmetric
relation isMarriedTo(b,a) resulting in 4,424 hits in DBpedia 3.8. Due to memory
consumption restrictions (50 GB) we could not evaluate AMIE on the original
DBpedia 3.6 dataset.

Table 3. Comparison to AMIE

Dataset Approach Facts Hits | Precision
DBpedia 2.0 | AMIE (63 rules) 2,359 |55 2.3%
Mining conf. 2,335 | 146 6.2%
YAGO2 AMIE 1.658m | 8.1k | 0.5%
Mining conf. 2,086 |52 [2.5%
DBpedia 3.6 | AMIE - - -
Mining conf. 26,660 |8.2k |30.0 %
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Resource consumption. AMIE is a multithreaded approach where the knowl-
edge base is kept and indexed in main memory to compute support and PCA
confidence values in appropriate time. The drawback is clearly the high memory
consumption that requires up to 22 GB to discover rules on the DBpedia 2.0
dataset and 3.4 GB for the YAGO2 dataset. Our mining configuration system
needs only two FP-Trees in memory (one for discovering predicate rules and one
for object rules), resulting in less than 600 MB when running on DBpedia 2.0
and about 200 MB for YAGO2. We perform both steps, mining predicates and
objects, consecutively, which could just as well be done in parallel to improve
runtime. The runtime of both approaches, AMIE as well as our mining configu-
rations, on these datasets is under 1 min.

In general, both approaches are valid strategies to amend a knowledge base
with new facts. While AMIE generates new facts based on closed rules con-
sidering entire fact patterns as rule atoms, our approach is more granular in
considering predicate correlations and object correlations independently.

4.2 Amendment Quality on Large Datasets

To further analyze the capabilities of rule-based triple amendment we performed
more experiments on the DBpedia 3.6 dataset. To identify strengths and weak-
nesses of the approach we also performed experiments on subsets of that dataset.
Table4 shows the number of generated facts and their inclusion ratio in the
DBpedia 3.7 data set. The idea here is to automatically evaluate which percent-
age of generated triples is “validated” by a more up to date version of the same
data source. The high precision of the results for Animals is caused by the fact
that most of the newly added statements are Animal classification statements
that have been missing in the older version because of the lack of thoroughness
during data creation. Note, these classification statements do not correspond
to the ontology class designators rdfs:type. Those statements were excluded to
identify more interesting new facts.

While having 31 % precision for minconf = 90 %, experiments on the complete
data set (all entities of type Thing) with thresholds of 95 % and 85 % resulted
into 44.3 % precision having 5,866 new facts and 27.4 % precision having 39,589
new facts, respectively. These results confirm our assumption that the higher this
threshold is set the more precision can be achieved but the fewer facts may be
generated. Those facts that were not included in DBpedia 3.7 are not necessarily
wrong facts. We manually evaluated a random set of 50 not-included facts and
achieved 72 % precision.

Table 4. Generated statements on DBpedia v3.6 and their inclusion in v3.7

Type Thing | Person | Album | Animal | Artist | Film | Organis. | Place | Species | Work
Facts 26,646 | 1,521 43 17,024 | 426 225 | 1,465 10,727 | 26,164 | 463
Included | 8,237 | 278 25 8,753 219 27 187 1,140 | 9,448 67
Precision | 30.9% | 189% |58.1% |51.4% |51.5%  12% | 18.1% 10.6% | 36.1% | 14.5%




140 Z. Abedjan and F. Naumann

Table 5. Percentage of true violations of a high-confidence rule

Type Thing | Place | Person | Film
True positives | 37 41 42 22
Percentage 4% |82% 84% 44%

How true is a high-confidence rule? Our intuition about high-confidence
rules is that subjects that violate these rules are actually not intended to vio-
late them. In other words, we assume that the number of those subjects that
deliberately “violate” the rules is relatively low. We evaluated the quality of
high-confidence rules o; — o; by manually verifying the relation of o; to the
violating subjects on 50 randomly selected violating subjects per data set.

Table 5 shows the results for four data sets (0.1 % support and 90 % confi-
dence). Each data set corresponds to entities of the given type from DBpedia 3.6.
We observe that the assumption holds for most objects rules in the domains Per-
son and Place, such as American Civil War — United States for Person instances
and Vosges — Lorraine Region for Place instances. High-confidence rules from
movie data however are mostly the result of true exceptions. However, in movie
data there are also interesting positive examples: the rule Lon Chaney, Sr. —
Silent Film with 93 % confidence is a rule where the violating movies are in fact
silent movies and can be updated with the object Silent Film.

Note that our algorithm creates a new fact with the presumably missing
object only if there is a predicate that matches the subject and the object.
Completion with predicates. In previous experiments, we analyzed sugges-
tion quality of predicates, where all top-10 recommendations had a success rate
above 50 % [3]. As the results conform to other recommendation scenarios, such
as the experiments given in [10], we can conclude that association rule mining is
a reasonable strategy for predicate suggestion. In the following, we analyze the
predicate completion, which is similar to predicate suggestion with the difference
that the object value is known. Given a subject s, its schema P, and a related
object “o, the aim of predicate completion is to select the most appropriate pred-
icate °p° out of all predicates P° that have o in their range. We evaluated this
step by applying the leave-one-out strategy: For each high-confidence object rule
0; — 0; we considered all subjects s/ that do not violate this rule and removed
the connecting predicate *p® between the subject s and the consequence object
o; and tried to predict *p® based on the predicate matrix and the predicate
candidates P°. Table6 illustrates the results for experiments on the complete
data set (type:Thing) as well as the eight types with the most instances. In
comparison to the suggestion evaluation, we see that the choice of the correct
predicate is very accurate when knowing also the object of the statement. We
achieve lower precision on Person, because many object rules there refer to loca-
tions, such as Buenos Aires — Argentina, and the predicate selection confuses
predicates, such as nationality, deathPlace, and birthPlace. But even though the
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Table 6. Results for predicting removed predicates based on object rules

Type Rules | Triples Removed | Correct Missing | Incorrect | Precision | Recall
Thing 189 13,794,426 | 1,019,785 | 919,815 1 99,969 90.2% 90.2%
Place 169 3,605,195 | 246,731 246,704 | 0 27 99.9 % 99.9 %
Person 37 3,618,525 | 30120 20440 0 9,680 67.9% 67.9 %
Work 10 2,910,016 | 5725 5,669 0 56 99.0% 99.0 %
Species 1,128 | 1,461,468 | 1,337,734 | 1,212,080 | 9 125645 90.6 % 90.6 %
Organisation | 84 1,456,113 | 24,535 24,258 0 277 98.9% 98.9 %
Animal 981 1,035,602 | 952,340 |951,964 |8 368 99.9 % 99.9 %
Album 6 934,005 782 683 0 99 87.3% 87.3 %
Film 50 626,875 5,618 5,086 4 528 90.6 % 90.5 %

Table 7. Results for predicting 20,000 random predicates for each type

Type Predictions | Correct | Missing | Incorrect | Precision | Recall

Thing 18,731 16,855 1,269 | 1,876 89.98% | 84.28%
Place 19,775 18,359 | 225 1,416 92.84% 91.80%
Person 19,936 15,419 |64 4,517 77.34% | 77.10%
Work 19,865 17,291 | 135 2,574 87.04% | 86.55%
Species 19,986 17,922 |14 2,064 89.67% 89.61%
Organization | 19,820 16,115 | 180 3,705 81.31% | 80.58%
Animal 19,975 19,968 | 25 7 99.97% 99.84 %
Album 19,861 19,121 | 239 640 96.27% | 95.61%
Film 19,842 18,606 | 158 1,236 93.77% 93.03%

removed predicate is confused for these examples, the proposed predicate for the
subject-object pair might still be a valid fact.

The column with the number of missing values represents the number of
subject-object pairs, for which the algorithm does not select any predicate. For
those pairs, the existing schema of the subject *P and the candidate predicates
P° are not related to each other. Because only few triples are concerned, the
precision is always at least as high as the recall. One could assume that by
increasing the minimum threshold for the selection decision (see Algorithm 1,
line 13) incorrect selections can be avoided by being marked as undecidable.
However, experiments showed that increasing the threshold yields more unde-
cidable selections and fewer correctly selected predicates.

Finally, we evaluated the predicate selection based on randomly removed
predicates. We wanted to examine whether the quality of the predicate selection
depends on the choice of the objects and whether the fact that they are connected
with consequences of high-confidence object rules influences the quality. Table 7
illustrates the results for predicting randomly removed predicates and shows
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that predicate selection does not depend on the choice of objects as there is no
significant difference to the results in Table 6.

5 Conclusions

We showed how an association rule matrix can be used for suggesting both
predicates as well as object values for a user who is inserting new statements for
an entity. We proposed a user-driven and a data-driven approach for generating
new facts without depending on external resources. We conclude that mining
configurations is a reasonable approach to enrich RDF data. Comparing to state-
of-the-art systems, we achieve higher precision allowing a manual verification
step after generating new facts. In a real-world scenario, it is possible to drop
object rules that denote weak hypotheses, as the predicate selection step works
pretty accurate in turn. The generated facts and an online demonstration tool
embedding our approach can be found on our website?.

Further research includes joint reasoning on both RDF data using descriptive
logic and statistical occurrences of statement parts, and reasoning and formal-
izing constraints and refinements that allow more complex configurations.
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Abstract. In this paper, we design an automated system that predicts the
impact of central bank communications on investors’ interest rate expectations.
Our corpus is the Bank of England’s ‘Monetary Policy Committee Minutes’.
Prior studies suggest that effective communications can mitigate a financial
crisis; ineffective communications may exacerbate one. The system described
here works in four phases. First, the system employs background knowledge
from Wikipedia to identify salient aspects for central bank policy associated
with economic growth, prices, interest rates and bank lending. These economic
aspects are detected using the TextRank link analysis algorithm. A multinomial
Naive Bayesian model then classifies sentences from central bank documents to
these aspects. The second phase measures sentiment using a count of terms from
the General Inquirer dictionary. The third phase employs Latent Dirichlet
Allocation (LDA) to infer topic clusters that may act as intensifiers/diminishers
of sentiment associated with the economic aspects. Finally, an ensemble tree
combines the phases to predict the impact of the communications on financial
market interest rates.

Keywords: Sentiment analysis - Text mining - Link analysis - Financial
markets

1 Introduction

Post the global financial crisis, there has been a dramatic change in the use of central
bank communications as a central bank policy instrument [1, 2]. Central banks com-
municate qualitative information to the financial market through statements, minutes,
speeches, and published reports [3]. Communication is an important tool that a central
bank can use to avert a crisis, by providing investors with its assessment of the risks
and the measures it views as necessary to reduce those risks within the economy [1, 4].
Previous studies suggest that effective central bank communications can mitigate and
potentially prevent a financial crisis; ineffective communications may exacerbate one
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[1, 5]. In [4], the Swedish central bank, the Riksbank, is criticized because its com-
munications were “not clear or strong enough” leading up to the global financial crisis,
such that the bank’s information went “unnoticed” [1]. In this paper, we design an
automated system that predicts the impact of central bank communications on interest
rate expectations as derived via financial market patterns. For the purposes of this
study, we analyze economic sentiment, as expressed in the ‘Monetary Policy
Committee Minutes’ [2] published by the Bank of England, that details its monthly
interest rate decisions.

Financial markets scrutinize central bank communications for “clues and shades of
meaning about its assessment of the economy and the direction of where economic policy
may be heading” [1]. As a prediction task, the measurement and evaluation of sentiment
is challenging due to the complexities and subtleties of interpreting bank communica-
tions [1]. The formation of economic policy is a balancing act between achieving high
economic growth and financial stability, while targeting low inflation [2]. The relative
importance of these objectives is dynamic, and varies depending on prevailing economic
conditions [2]. For example under benign economic conditions, high inflation may
be construed by financial market investors as a negative signal for the direction of future
interest rates. During the financial crisis of 2007-2009, high inflation was considered to
be a positive signal by effectively lowering real interest rates' [6]. This motivates a need
for fine-grained sentiment analysis, to automatically detect economic aspects and predict
central bank sentiment expressed towards these aspects [7]. Such an approach
would provide investors with an automated system to decipher the complexities and
interactions of economic aspects, to interpret the consequences of these interactions for
the future path of interest rates, and to incorporate the information into their investment
decisions. For a central bank, such a system would provide it with the ability to predict
the impact of its economic policies on the financial markets. The resulting ‘price
discovery’ process [2] may promote a more efficient functioning of financial markets.

Our approach consists of four phases. First, the system detects salient references to
economic aspects associated with economic growth, prices, interest rates and bank
lending and employs a multinomial Naive Bayesian model to classify sentences within
central bank documents. Economic aspects are identified in a pre-processing step, that
employs a link analysis using the TextRank algorithm [8, 9] applied to background
knowledge obtained from Wikipedia. The second phase measures sentiment expressed
for the economic aspects, using a count of terms from the General Inquirer dictionary
[17]. The third phase employs Latent Dirichlet Allocation (LDA) to infer intensifiers/
diminishers that may change the meaning of the economic aspects and economic
sentiment [7, 10]. Specifically, the model categorizes whether the magnitude of the
economic aspects has ‘intensified’ or ‘diminished’ over time [11, 12]. We refer to the
resulting topic clusters as directional topic clusters. Finally, an ensemble tree combines
the model components to predict the impact of the communications on financial market
interest rates over the following day.

! The real interest rate is the rate of interest a borrower expects to pay on debt after allowing for inflation
and is equal to the nominal interest rate (set by the central bank) minus the rate of inflation [2].
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The rest of this paper is structured as follows. Section 2 draws on literature from the
field of macroeconomics and discusses the implications for sentiment analysis and
keyword detection. Section 3 models the individual components of the system.
Section 4 outlines the corpus of central bank communications, provides an evaluation
of the model components and then discusses the results. Section 5 concludes and
suggests avenues for future research.

2 Related Work

2.1 Background: Central Bank Research

Post the financial crisis, several central banks have identified communications, par-
ticularly ‘enhanced forward guidance’, as an important policy instrument within their
economic toolkit [1, 2]. Effective communications enhance a central bank’s public
transparency, accountability and credibility [13], which in turn aids its ability to
implement economic policies [14]. To date, there has been little research into text
mining of central bank communications. In [14], the impact of different types of
communications (press releases, speeches, interviews, and news conferences) are
analyzed to determine which media sources impact interest rate expectations. The
analysis does not, however, classify the language used in the documents. In [3], a term
counting approach is adopted to analyze the sentiment contained within the meeting
minutes of the US central bank (the Federal Reserve). In [3, 15] Latent Semantic
Analysis is employed to analyze the sentiment contained within the Bank of Canada’s
minutes. The intention of this study is to design a fine-grained sentiment analysis
approach to analyze the impact of central bank communications on financial market
investors. To our knowledge, this remains an unexplored avenue of research.

2.2 Background: Sentiment Analysis

Traditionally, fine-grained sentiment analysis has been researched for the classification
of online user reviews of products and movies [16]. Readers are often not only
interested in the general sentiment towards an aspect but also a detailed opinion
analysis for each of these aspects [7]. Evaluation is conducted by comparing model
classifications versus ratings provided by users. The evaluation of economic sentiment
is arguably a harder task, due to the lack of a clearly defined outcome to assess model
performance. For example, which economic variable should a model’s predictions
be evaluated against? The relative importance of the aspects (e.g. economic
growth/inflation/interest rates) is subjective, may vary over time, and the measurement
of the aspects is only known with significant time delay.

The traditional approach to text-mining within the field of finance is to count terms
using the General Inquirer dictionary [17, 18]. The dictionary classifies words
according to multiple categories, including 1,915 positive words and 2,291 negative
words. The General Inquirer was developed for psychology and sociology research
and while it is used for text mining within the field of finance, little research has been
conducted as to its suitability within finance [19]. Aspects that are frequently
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mentioned in central bank communications, such as the terms ‘employment’, ‘unem-
ployment’ and ‘growth’, are not classified by the General Inquirer dictionary.
Adjectives are often needed before investors can interpret the patterns in the economy
to form their interest rate expectations [3]. Furthermore, the terms ‘inflation’ and ‘low’
are classified as negative by the dictionary, yet ‘low inflation’ is a positive charac-
teristic and indeed achieving this is a central bank’s core objective [2]. The terms ‘fall’
and ‘decline’ are classified as negative terms in the General Inquirer dictionary, yet the
opposite terms ‘rise’ and ‘increase’ are not classified at all.

2.3 Background: Keyword Detection

Graph-based algorithms have received much attention [8] as an approach to keyphrase
extraction and are considered to be state-of-the-art unsupervised methods [20]. In a
graph representation of a document, nodes are words or phrases, and edges represent
co-occurrence or semantic relations. The underlying assumption is that all words in the
text have some relationship to all other words in the text. Such an approach is
statistical, because it links all co-occurring terms without considering their meaning or
function in text. Centrality is often used to estimate the importance of a word in a
document [22], and is a way of deciding on the importance of a vertex within a graph
that takes into account global information recursively computed from the entire graph,
rather than relying only on local vertex-specific information [23]. The main advantage
of such a representation is that selected terms are independent of their language [21].

3 Model to Predict Changes in Investors’ Expectations

In this section we describe the four phases of the system. First, the system detects
salient references to economic aspects and employs a multinomial Naive Bayesian
model to classify sentences within documents. The second phase measures sentiment
expressed for the economic aspects, using a count of terms from the General Inquirer
dictionary. The third phase employs a LDA model and categorizes whether the
magnitude of the economic aspects has ‘intensified’” or ‘diminished’ [11, 12]. Finally,
an ensemble tree combines the model components to predict the impact of the com-
munications on financial market interest rates over the following day.

3.1 Aspect Detection

In [3] it is shown that #f~idf weighting selects infrequent terms that relate to major news
events or economic shocks. By contrast, our approach is intended to detect the common
economic themes that are discussed in central bank communications and are more
likely to influence investors’ interest rate expectations on a day-to-day basis [2].
To determine salient references, we employ a link analysis approach that detects the
most frequently mentioned terms within two Wikipedia pages on Central Banking and
Inflation. TextRank [8], a ranking algorithm based on the concept of eigenvector
centrality, is employed to compute the importance of the nodes in the graph. Each
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vertex corresponds to a word. A weight, wy;, is assigned to the edge connecting the two
vertices, v; and v;. The goal is to compute the score of each vertex, which reflects its
importance, and use the word types that correspond to the highest scored vertices to
form keywords for the text [23]. The score for v;, S(v;), is initialized with a default
value and is computed in an iterative manner until convergence using recursive formula
shown in Eq. (1).

Wii

S(vi)=(1—-d)+d %svj) 1
( ) ) X‘%ka(vj) Wik ( ( )

where Adj(v;) denotes v;’s neighbors and d is the damping factor set to 0.85 [8].
Figure 1 displays the resulting clustering of terms. The size of each node is directly
proportional to the TextRank score of the respective economic aspect.
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Fig. 1. Link analysis of frequently occurring terms. Different nodes colors reflect different
communities identified using the Clauset-Newman-Moore algorithm.
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A greedy algorithm is employed to detect communities of terms within the network
[31]. The algorithm detects four communities which we label as economic aspects. The
economic growth aspect detects the frequency of the terms: ‘demand’, ‘goods’,
‘services’, ‘investment’. The prices aspect detects the terms: ‘inflation’, ‘prices’,
‘money’, ‘markets’, ‘currency’. The interest rate aspect detects the occurrence of:
‘interest’, ‘rates’, ‘policy’ and a bank lending aspect detects the terms: ‘banks’,
‘lending’ and ‘assets’. It is not surprising to see these terms appear in the link analysis
given a central bank’s remit is to maintain price and financial stability. The choice of
terms is consistent with the text mining research of [3] which identifies ‘growth’,
‘price’, ‘rate’, and ‘econom’ as the most frequently occurring terms for US central bank
communications. Using the four economic aspects, the system next employs a
multinomial Naive Bayesian model [24] to categorize sentences within each document.
The resulting categorization labels form the basis upon which fine-grained sentiment
analysis is applied.

3.2 Polarity Detection

In the second phase, the model computes a measure of economic sentiment associated
with each of the four economic aspects. We measure polarity by counting the number
of positive (P) versus negative (N) terms, (P — N)/(P + N) identified using the General
Inquirer dictionary [17]. In line with [16], our goal is not to show that a term counting
method can perform as well as a Machine Learning method, but to provide a baseline
methodology to measure central bank sentiment and to draw attention to the limitations
of the approach that is widely adopted by text mining studies in the field of
finance as indicated in Sect. 2.2. The sentiment metrics that are associated with the
economic aspects: economic growth, prices, interest rate and bank lending are labelled
Tonegonm, Tone, icess ToNCiperest_rates ANA TONEpank_jenging TESPECtively. A fifth senti-
ment metric, Tone,, . .;;, 1s computed to measure the polarity associated with the overall
document, without conditioning upon the economic aspects. The five sentiment metrics
are included as separate components within the ensemble tree.

3.3 Detection of LDA Directional Topic Clusters

Next we extend the baseline term-counting method by taking intensifiers and dimi-
nishers into account [11, 12]. These are terms that change the degree of the expressed
sentiment in a document (see Sect. 2.2). In the case of central bank communications,
the terms describe how economic aspects have changed over time. We employ an
implementation of LDA [10], and represent each document as a probability distribution
over latent topics, where each topic is modeled by a probability distribution of words.
In [7], LDA is found to capture the global topics in documents, to the extent that topics
do not represent ratable aspects associated with individual documents, but define
clusterings of the documents into specific types. For the purposes of training the LDA
model, we consider each sentence within each central bank communication to be a
separate document. This increases the sample size of the dataset (see Sect. 4.1) and is
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intended to improve the robustness of the LDA model for statistical inference. We
implement standard settings for LDA hyper-parameters, o = 50/K and § = .01, where
the number of topics K is set to 20 [25]. We manually annotate two of the topic clusters
that capture ‘directional’ information [1] and appear to act as intensifiers/diminishers of
meaning. We label the clusters directional topic clusters. Table 1 identifies the top
terms associated with the two clusters. Representative words are the highest probability
document terms for each topic cluster.

Table 1. Representative document terms associated with the directional topic clusters

'intensifier cluster’ 'diminisher cluster’
word prob. word prob.
increase 0.150 moderated 0.190
strong 0.107 lower 0.161
accelerate 0.081 downwards 0.123
strength 0.063 difficult 0.102
support 0.058 less 0.070

Next for each central bank communication the LDA model infers the probabilities
associated with the ‘intensifier’ and ‘diminisher’ clusters within each of the four
economic aspects detected by the Naive Bayesian classifier. The output of the model is a
vector of eight topic probabilities that proxy the central bank’s assessment that the
economic aspects are intensifying/diminishing. We label the model directional LDA

model and the respective probability vectors: Topic Topic Topic;

growth, » prices; ? interest__rates;

and  TopiCy,,k_jending, if the economic aspects are increasing and TopiCyym, »

Topic Topic; and Topicb‘,m_lendingl if the economic aspects are

prices ? interest__rate|

decreasing. We include the topic probabilities as components within the ensemble tree.

4 Experiments

In this section we discuss the corpus of central bank communications and describe the
investor patterns data used to evaluate the impact of the central bank communications
on investors’ interest rate expectations. We then outline the evaluation of the ensemble
classification tree, present the results and provide a discussion.

4.1 Data

We choose to analyze the interest rate minutes of the Bank of England. As cited in [3],
central bank minutes are closely watched by investors to gauge the future direction of
economic policies. Similar datasets for the US and Canadian central banks’ minutes are
examined in [3, 15]. The Bank of England announces the level of UK interest rates on
the first Thursday of every month. The details that underpin this decision are only
provided two weeks later and are published in the Bank of England’s ‘Monetary Policy
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Committee Minutes’. The communications are interesting to analyze because changes
in investors’ expectations on the day of the central bank communication may be
attributed to the qualitative information contained within the meeting minutes rather
than the interest rate decision announced two weeks before. Minutes typically include
summaries of committee members’ views on economic conditions and discuss the
rationale for their interest rate decisions [26]. The central bank’s minutes are, on
average, 12 pages long (including a header page), and contain around 55 bullet points,
typically with 5 sentences in each bullet. The documents are available from 1997, the
year when Parliament voted to give the Bank of England operational independence
from the UK government. We retrieve all meeting minutes available between July
1997-March 20147 to create a corpus that consists of 199 documents. For the purposes
of aspect detection and to train the LDA model, we remove the header page and define
a document as an individual sentence within each of the meeting minutes. This expands
the corpus to a collection of 53,195 documents.

To evaluate the ensemble tree’s predictions we utilize information obtained from
financial market patterns. Interest rate futures contracts are financial instruments that
enable investors to insure against or speculate on uncertainty about the future level of
interest rates [27]. Changes in the price of the futures contracts therefore reflect changes
in investors’ views on the future direction in central bank interest rates. Investors’
interest rate expectations for the following three, six and twelve months are derived and
published daily by the Bank of England. We utilize investors’ twelve month ahead
forecasts. This data series has the greatest data coverage compared to the three and six
month series. Furthermore, the twelve month forecast horizon is consistent with the
time horizon over which that the Bank of England conducts its economic policies [2].
To isolate the effect of the central bank communication on investors’ expectations, we
compute the percentage change in the interest rate futures contract, as measured from
the close of business on the day of the communication announcement until the close of
business one day after. This narrow time window helps to minimize the influence on
investors’ interest rate expectations from other financial market factors that may occur
at the same time [28].

4.2 Experiment Setup

We design the evaluation in stages in order to enhance our understanding of the system
components. For a baseline, we evaluate the system’s predictions by using only the
tone of the overall document (see Sect. 3.2). The approach does not take into account
individual economic aspects or diminishers/intensifiers [11, 12]. We label the model
naive tone. This approach is consistent with the methodology typically adopted by
financial literature [18]. Next we compare the outcomes of an ensemble model that
combines the tone associated with each of the economic aspects: economic growth,
prices, interest rates and bank lending (see Sect. 3.2). We label this the economic
aspects model. A third model compares the outcomes from an ensemble model that

2 Central bank communications announced in August 1997 were excluded from the analysis because
the communication document was not readily available in a machine readable format.
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combines the intensifiers/diminishers associated with the four economic aspects (see
Sect. 3.3). We label this the directional LDA model. Finally, we combine the com-
ponents in a single ensemble tree and refer to the system as the joint aspect-polarity
model.

Learning and prediction is performed using an ensemble tree. The goal of ensemble
methods is to combine the predictions of several models built with a given learning
algorithm in order to improve generalizability and robustness over a single model. We
use the Random Forest algorithm [30] that employs a diverse set of classifiers by
introducing randomness into the classifier construction. Experiments were validated
using five-fold cross validation in which the dataset is broken into five equal sized sets;
the classifier is trained on four datasets and tested on the remaining dataset. The process
is repeated five times and we calculate the average across folds. For evaluation, we
select Mean Absolute Error (MAE), Root Mean Squared Error and Spearman’s rho (p).
We also examine Spearman’s rho since prediction may be considered to be a ranking
task. The formulae are displayed in Eq. (2) below.

’ 632(0; — E)’

MAE—1i|O E|, RMSE = =1
_l’li:l 1 AR - 7p_ n(n271)

1 n
;;|0,»—E,-|

2)

where E; is the model’s predicted value, O; is the realized value, and n is the number of
observations. MAE measures the average magnitude of the forecast errors without
considering direction; RMSE penalizes errors and gives a relatively high weight to
large errors. A smaller value of MAE or RMSE indicates a more accurate prediction.
Spearman’s rho is a non-parametric measure [29] of the degree of linear association
between the predicted and realized values and is bound between the range —1 to +1.
A positive Spearman’s rho indicates the model’s predictive ability; a negative value
indicates a poor model fit.

4.3 Experiment Results

The evaluation metrics from the model components are shown in Table 2.

Table 2. Evaluation of the model components

Model MAE RMSE P

Naive tone 0.022 0.016 —0.187"""
Economic aspects 0.018 0.013 —0.044
Directional LDA 0.019 0.014 0.041
Joint polarity model 0.015 0.011 0.034

The asterisks provide the levels of significance where ="
indicates that the model’s predictions versus forecasts are
statistically, negatively significant at the 0.1 % level.
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The naive tone model, which proxies the approach commonly adopted by text
mining studies in the field of finance, shows the worst performance. It exhibits the
highest MAE and RMSE. The rank correlation of the model’s forecasts with realized
changes in investors’ interest rate expectations is highly statistically negative, implying
that documents that are predicted to have a positive/negative impact on investors’
interest rate expectations result in the reverse outcome. The economic aspects and
directional LDA models exhibit monotonic decreases in MAE and RMSE, suggesting a
slight improvement in the model fit. Finally, the joint aspect-polarity model, that
includes all model components in the ensemble tree, displays the lowest MAE and
RMSE. The mildly positive Spearman’s rho is consistent with previous forecasting
studies within the field of finance. As cited in [19], many factors influence the financial
markets; a low, positive correlation provides sufficient comfort of the model’s
predictive power.

5 Discussion

One interpretation of the experiment results is that multiple aspects are needed to
improve the accuracy of the prediction system. The existence of a positive Spearman’s
rho for the joint model versus a negative Spearman’s rho for the naive tone and
economic aspects may be indicative of a non-linear relationship between the
components that is only evident when the models are combined rather than considered
in isolation. One of the strengths of a regression tree is that it does not assume a
functional form, allowing it to detect interactions between model components. To aid
our understanding of prediction in the joint model, Fig. 2 displays the decision tree
results for one of the folds. The values in the grey boxes provide the predicted
percentage change in investors’ interest rate expectations associated with the sentiment
contained within the central bank communication. A positive value indicates that the
impact is expected to lead to an increase in investors’ interest rate expectations, while a
negative value indicates an expected decrease in interest rate expectations.

TopiChank tending Topicinerest_ratest

<0.08 >=0.08
<0.02 >=0.02

- Toneinteres(_ra:es

0.03

Fig. 2. Example decision tree from one of the folds
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The regression tree identifies the interaction between the directional topic clusters
and Tone measures. The primary decision in the decision tree is central bank sentiment
towards economic growth. The right hand path indicates that if a central bank com-
munication emphasizes positive economic growth and discusses interest rate increases,
investors’ expectations of future interest rates is predicted to rise by 3 %. The left hand
path indicates that if a central bank tone towards economic growth is low, discussed
declining bank lending and the tone towards interest rates is negative, investors are
predicted to lower their expectations of future interest rates by 4 %.

6 Conclusion

The goal of central bank communication is to make messages as clear, simple and
understandable as possible to a wide range of audiences [1]. In this study, we focus of
one specific audience, namely financial market investors. The outcome of our study
may feed the design of a system that can predict the impact of central bank commu-
nication on formation of investors’ interest rate expectations. The results of the joint
aspect-polarity model suggest that investors may benefit by incorporating a measure of
central bank sentiment to forecast interest rates.

In this study we evaluate model performance using prices from financial market
instruments. The market price of an interest rate contract implicitly measures the
average investor’s interest rate expectations [27]. It is also possible to compute an
‘implied probability distribution’ of those expectations [27]. In future work we plan to
evaluate a range of metrics, including the dispersion of the expectations as a proxy of
investor uncertainty. Post the 2007-2009 financial crisis, central banks have broadened
the range of their communication, including the use of social media, live broadcasts,
podcasts and blogs, to deliver their messages [1]. In future research, a wider range of
central bank communications will be integrated into our study. We also intend to
examine alternative approaches to select economic aspects, including dynamic
approaches to detect salient terms as central bank communications change over time.

Acknowledgement. The research leading to these results has partially been supported by the
Dutch national program COMMIT.
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Abstract. During live events like conferences or exhibitions, people
nowadays share their opinions, multimedia contents, suggestions, related
materials, and reports through social networking platforms, such as Twit-
ter. However, live events also feature inherent complexity, in the sense
that they comprise multiple parallel sessions or happenings (e.g., in a
conference you have several sessions in different rooms). The focus of
this research is to improve the experience of (local or remote) attendees,
by exploiting the contents shared on the social networks. The frame-
work gathers in real time the tweets related to the event, analyses them
and links them to the specific sub-events they refer to. Attendees have
an holistic view on what is happening and where, so as to get help
when deciding what sub-event to attend. To achieve its goal, the appli-
cation consumes data from different data sources: Twitter, the official
event schedule, plus domain specific content (for instance, in case of a
computer science conference, DBLP and Google Scholar). Such data is
analyzed through a combination of semantic web, crowdsourcing (e.g.,
by soliciting further inputs from attendees), and machine learning tech-
niques (including NLP and NER) for building a rich content base for the
event. The paradigm is shown at work on a Computer Science conference
(WWW 2013)

1 Introduction

During live events like conferences, exhibitions, and sports or fashion happenings,
it has become common practice to share opinions, recommendations, materials,
and reports through social media. Usually, the shared content refers to specific
occurrences or objects related to the event, such as talks, speakers, exhibition
stands, discussions, and so on. However, the mapping to such elements is often
shallow or partial. This makes the social networking content an input not so
valuable for the audience, especially if the social stream is very crowded and
thus one has to deal with a big information overloading problem.

The problem tackled by this work is to enrich and classify the social media
content related to a live event, in a way that makes it valuable for (local or
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remote) attendees. In particular, we focus on determining which contents are
associated to which sub-event, and on enriching those contents with links to rel-
evant entities (speakers, sessions, papers, and so on) in a domain-specific knowl-
edge base. We then provide appropriate visualization to the enriched content, in
a way that makes people able to understand what are the hot topics or sub-events
and thus get guidance on what to do while attending the event.

In our approach, we select Twitter as the main social source for event-specific
content. Twitter is indeed one of the most adopted platforms for social sharing,
especially in the context of professional events: it can easily reach a large amount
of interested people, messages are very short and require only few seconds to be
shared. Furthermore, typically participants share their thoughts through event-
specific hashtags, which are more or less officially related to the event itself,
which makes it easy to associate them to the event.

We implement our solution in framework called ECSTASYS (Event-Centered
STream Analysis SYStem) which combines semantic web, crowdsourcing (e.g.,
by soliciting further inputs by the attendees through social network invitations),
natural language processing, named entity recognition and machine learning
techniques for building a rich content base for the event. The application works
in real time, processing the tweets as soon as they are available: in this way,
attendees can have an updated and holistic view on what is happening and
where, so as to get help when deciding what sub-event to attend. The application
consumes data from different data sources: in addition to the afore mentioned
Twitter, inputs include the official event schedule, plus domain specific con-
tent (for instance, in case of a computer science conference, DBLP and Google
Scholar). The data processing determines the relevant entities described in the
tweets and, consequently, the sub-events they relate to. The result of the analy-
sis is shown to the attendees by room/sub-event, thus highlighting the interest
and engagement of each sub-event, by means of appropriate user interfaces. The
work is validated against a set of past conferences in the computer science field
(for instance the WWW conference).

The paper is organized as follows: Sect. 2 gives an holistic view of the proposed
solution, describing how the micro posts are processed. Sections 3 and 4 describe
in detail respectively the data sources and the components that perform the data
processing. Finally, Sect.5 closes with possible future extensions.

2 The ECSTASYS Processing Flow

This section delves into the processing flow of the ECSTASY'S framework by a log-
ical point of view. ECSTASY'S aims at augmenting the participation experience to
live events through social network content enrichment and linking. To illustrate
the processing flow, and to have a running example to use along the paper, we
consider an experiment we conducted using ECSTASYS and depicted in Fig. 1:
the scenario is the one of scientific conferences in the computer science domain,
and in particular, the World Wide Web conference (WWW) 2013!. Conferences

L Cf. http://www2013.0rg/
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are interesting complex events, with several parallel sub-events located in differ-
ent rooms, typically in the same building. It follows that the precision error in
geo-location would let infer wrong associations between tweets and sub-events.
Moreover, people could discuss what happens in other rooms, so the geo-location
is not enough to create the correct links. Demo and videos are available at http://
demo.search-computing.com/aime-2014/home.

During computer science confer-
ences, as the WWW, a high number of
participants uses social networks, and
in particular on Twitter, to post mes-
sages describing the conference, e.g.,
updates on the talks, considerations
on the keynotes, positive and negative
opinions on the sessions they were in.
The first step of ECSTASYS (Fig. 1a)

a. Retrieve the tweets
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In the third step (Fig.lc), the Fig. 1. ECSTASYS processing flow
WWW-related concepts mentioned in the tweet messages are identified. Atten-
dants, presentations and rooms are example of concepts that ECSTASYS aims
at detecting. In fact, they are keys to determine the conference events the tweets
refer to: a tweet that discusses an event usually cites the presenter, the article
or the room.

The identification of those entities in the text is at the basis of the following
step, where ECSTASYS infers the links between tweets and events. This task
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is performed in a semi-automated process: ECSTASYS makes an attempt to find
the link automatically (Fig.1d), and there are three possibilities: (1) a link is
found with a confidence higher than a threshold; (2) there are more than one links
with a high confidence; and (3) no links are found. In cases 2 and 3, additional
manual tasks are executed, respectively a disambiguation and a link identifica-
tion tasks (Fig. le). Finally, the tweets are visualised in a ad-hoc visualization
that puts the emphasis on the associated event (Fig. 1f).

In the next sections, we go depth into the technical details of the ECSTASYS
framework, explaining how the system implements the processing flow described
above. First, we present the data, listing the sources and the componets we use
to store and manage it; next, we discuss how it is processed.

3 Data Sources

ECSTASYS works with both dynamic and static data. Messages from Twitter
are a typical example of dynamic data: a stream of time stamped messages
updated at a high frequency. Additionally, as we see in Sect.4, ECSTASYS
requires static data to work, such as the description of the conference events
and of the participants; this data is stored in a knowledge base, enriched with
statistics such as term frequencies to improve the entity identification process.

3.1 Twitter

Twitter is the starting point of the whole approach: social feeds are retrieved by
querying the Twitter Streaming API? based on hashtags, keywords, geographical
locations, and people relevant to the event.

In the WWW experiment, We collected the tweets based on the hashtags
of the conference (e.g., #WWW2013, #WWW, #vonahn), the location (i.e.,
the area around the conference building), and Twitter accounts related to the
conference (e.g., the official twitter account — @www2013rio and Tim Berners-
Lee — @timberners_lee). With these criteria, we collected more than 5000 tweets.

3.2 Domain Knowledge Base

The ECSTASYS knowledge base is the location on where the relevant data
processed by the ECSTASYS components is stored. The knowledge base is
exposed as a SPARQL endpoint and is built on the top of OpenRDF Sesame
framework; as repository, we use OWLIM-Lite with the OWL 2 RL profile.

In our experiment, the knowledge base has been populated by: reusing some
conference ontologies; importing the official data of the conference of interest;
and importing bibliographic information about the people involved in the con-
ference. We now report on this three aspects.

2 Cf. https://dev.twitter.com/docs/api/streaming
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Ontology. To design the ontology for ECSTASYS knowledge base, we reused
existing ontologies: (i) the Semantic Web Conference Ontology?, currently used
to describe the data stored in the Semantic Web Dog Food repository? and
describing conferences, related sub-events (e.g., keynotes, workshops, tutorials),
talks and involved people with the different roles; and (i7) the BOTTARI ontol-
ogy [5] for describing the tweets, an extension of the SIOC vocabulary to take
into account the Twitter concepts (e.g., retweets, followers and followings). We
also defined a set of custom concepts and properties to model the data pro-
duced by the ECSTASYS components that has to be stored: the mentions in the
tweets, their relation with the entities and, consequently, the relations between
the tweets and the events they relate to.

Conference Data. To describe the specific conference, we crawled the relevant
information from the official Web site® and we performed the lifting from HTM-
L/XML to RDF through XSPARQL [2] (information about the WWW 2013
conference is not available as linked data). This task required some manual work
for setting up the crawler: in terms of effort, we spent one person day.

Bibliography. We use DBLP to enrich the ECSTASYS knowledge base with
bibliographic information. We retrieved the list of the most recent papers written
by each person involved in the conference (not only the authors, but also keynote
speakers, organizers and chairs). As we describe in Sect. 4.4, this allows to enrich
the keywords associated to each author and improve the precision of the entity
detection step.

3.3 Domain Analytics

Analytics on the domain of interest are collected based on frequency of terms
found in the social stream and of entities in the knowledge base. This aspect is
important for reducing the impact of very frequent terms in the selected domain,
which would not be considered as stop words in general sense but would actually
generate noise in the specific domain. For instance, in our scenario terms such as
framework, solution, Web are too frequent and their weight in the computation
process is consequently lowered.

3.4 Crowd

The crowd is the source of input from human agents solicited by ECSTA-
SYS. Typical collected information comprises confirmation of relevance of some
entities for a tweet and selection of entities not automatically identified. In this
case the crowd is compose by experts, since we target people attending the spe-
cific event. ECSTASYS builds the expert crowd by involving relevant tweets
authors that are participating at the event.

3 Cf. http://data.semanticweb.org/ns/swc/ontology
4 Cf. http://data.semanticweb.org/
5 Cf. http://www2013.0rg/
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4 Processing Components

ECSTASYS puts together different techniques and tools to process and enrich
the tweets. Figure2 gives an overview of the framework, highlighting the data
sources we presented above, and the components that implements the ECSTA-
SYS processing flow. In the following, we present those components, explaining
the technologies they use and how they work.

Twitte Relevance Syntactical Entity Domain low Enriched
He‘:‘r‘iev;r > Filter | Annotator |  Annotator > Content confidence Tweet
(classifier) (POS tagger) (Aida) Linker ? Production
| | |
| | <cuses>> |
<<uses>>
| F————- - Y
|

<<uses>>

s s
3 3 > I ———
| <uses>> D <<uses>> | Domain |
______ Twitter Anuarl?/:‘t:‘s — — 7| Knowledge Crowd -
Base

Data Sources

Crowd Input Content
s Mt

Fig. 2. Components of the ECSTASYS framework.

4.1 Twitter Retriever

The Twitter Retriever is the component that gathers the tweets that are relevant
for the current event from Twitter. It uses the Twitter Stream APIs in order to
connect itself to the public stream of tweets. This API allows to follow streams
that match different predicates such as: users, keywords and location. All of these
aspects are relevant for real world events, as they are typically identifiable by
official hashtags, relevant people involved, and geographical coordinates of the
venue.

4.2 Relevance Filter

The purpose of the Relevance Filter component is to filter out the non-relevant
tweets that have been extracted by the Twitter Retriever but do not provide
valuable information on the event. Typical examples include: tweets written
in non-English language, tweets emitted in the prescribed geographical area or
containing relevant keywords but not pertaining to the event, and so on.

The component immediately discards the tweets not written in English by
looking at the lang field provided by Twitter as part of the tweet data structure.
Furthermore, for selecting the relevant tweets we apply a classification approach,
by exploiting a classifier based on Conditional Random Fields [10] trained on
datasets coming from past events similar to the considered one. In particular we
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built a wrapper of the CRF++ implementation® in NodeJS, and we released it
as open-source project on GitHub’.

4.3 Syntactical Annotator

Once the relevant tweets are selected, they are annotated through a Part Of
Speech (POS) tagger. The component provides as output the annotated tweet,
plus a customized set of syntactical elements extracted from the text which will
be useful for the extraction of entities. Such elements consist in set of words
that are good candidates for becoming named entities. On this we propose a set
of heuristic solutions aimed at increasing the recall of candidate terms for the
extraction of entities, as opposed to classical off-the-shelf Named Entity Extrac-
tors, which feature very high precision but also limited recall. Some examples
of heuristics we apply include: generation of all the possible aggregation of con-
tiguous nouns, contiguous nouns and adjectives, and so on.

For instance the tweet “Ingenious way to learn languages: duolingo #keynote
#www2013” is tagged in the following way:

Ingenious‘JJ way‘NN to‘TO learn‘VB languages:'NN duolingo‘NN
#keynote'NN #www'NN 2013‘CD

The two-letter annotations (e.g., NN, JJ) are the POS tags, which define the
grammatical role of a word inside the sentence. For instance, NN indicates that
the word is a noun, VB indicates a verb, and so on.

Finally the application of the heuristic algorithm on the list of nouns pro-
duces the following aggregation: [“way”][“languages”,“duolingo”]. The nouns
“keynote” and “www” are not considered because they are too frequent by the
Domain Analytics. Our preliminary evaluation shows that the trained classifier
achieves 81 % precision and 97 % recall when applied to the WWW 2012 content
and 71 % precision and 84 % recall when applied to the WWW 2013 content.

4.4 Entity Annotator

The Entity Annotator component processes the data produced by the Syntactical
Annotator so as to determine which are the entities discussed in the text. Among
the existing named entity recognition (NER) tools, we selected one based on the
following requirements:

— capability of performing real-time processing of content;

— capability of linking the text items to entities in an ontology. In the recent
years, several entity annotators were built on the top of open data and public
knowledge bases (e.g., DBpedia and freebase) [6,7].

— support of customization of the reference knowledge base to be used by the
tool.

5 Cf. http://crfpp.googlecode.com /svn/trunk/doc/index.html
" Cf. https://github.com/janez87 /node-crf
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The last requirement is extremely critical in our setting because usually entity
annotators are only able to process generic textual content and to extract the
generic entities (e.g., entities described in Wikipedia). However, in our case every
event typically focuses on a very specific setting or domain, for which generic
knowledge bases would contain only generic terms and very famous entities, while
they would miss most of the less famous people and subjects. As an example,
Dr. Jong-Deok Choi, keynote speaker at the WWW 20142, does not have a page
on Wikipedia (and consequently, does not appear in DBpedia).

To cope with those requirements, we decided to use AIDA [9], an open-source
entity detector developed at the Max Planck Institute. It takes as input a text,
it detects the set of mentions, i.e., relevant portions of the text, and associates
each of them to an entity. To do it, it exploits an internal entity base and it
performs two kinds of analyses: on the one hand, it selects the set of potential
candidate entities for each mention; on the other hand, it performs entity-to-
entity analysis to determine the coherence among the candidates. The default
entity base of AIDA is built on the top of YAGO [8], but it can be customised
(or replaced) with another one. To fit our needs, we built a custom entity base
tailored on the domain specific knowledge base of the experimental scenario (as
explained in Sect. 3.2).

The custom version of AIDA is wrapped in the Content Linker component: it
takes as input a tweet, and enriches it with a set of couples (mention — entity).
The resulting tweet is pushed to the Domain Content Linker. Continuing the
example introduced above, one of the mentions identified by the Syntactical
Annotator is Duolingo; when the Entity Annotator processes the tweet, it asso-
ciates the mention with the paper “Duolingo: learn a language for free while
helping to translate the web” of Luis Von Ahn at the TUI 2013. This annotation
is an example of entity detection enabled by DBLP: the enrichment of the AIDA
entity base with the list of recent papers of the people involved in the conference
increase the probability to discover them.

4.5 Domain Content Linker

The Domain Content Linker aims at creating the relations between the tweets
and the specific sub-events of the event, extracted from the official conference
program (e.g., workshops, talks, sessions). As input, the component receives the
tweets annotated by the Entity Annotator, i.e., a tweet with a list of related
entities; as output, it enriches the tweets with the URI of the event it relates to.

This component infers two different relations: discusses, that indicates that a
tweet talks about one of the sub-events (independently on the temporal relation
between the two, i.e., the tweet could be talking about something that happened
in the past or that will happen in the future); and discusses during, a sub-
relation that states that the tweet talks about a sub-event while it is ongoing.
This distinction is important for visualization purposes.

8 Cf. http://www2014.kr/


http://www2014.kr/
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The linkage among the tweets and the events is performed in two steps.
First, the Linker retrieves the candidate events: this is done by combining the
entities in the AIDA entity base that annotate the tweet, with the information in
the ECSTASYS domain knowledge base. We encoded the rules that determine
the candidates as continuous SPARQL queries [1] that are executed by the C-
SPARQL engine; ECSTASYS runs a lifting operation on the tweet stream (from
JSON to RDF) to process it. For example, let’s consider the query ¢: select
the events in which the creator of the work w is a participant, and w is an
annotation of the tweet . Let the input i be: “Ingenious way to learn languages:
duolingo #keynote #www2013 #gwap”, annotated with the mention—entity:
(Duolingo, “Duolingo: learn a language for free while helping to translate the
web”). The evaluation of ¢ over 7 produces the list of events in which Luis Von
Ahn participates.

If a tweet has more than one annotation, the first step produces a set of
candidate events; the second step works on it in order to derive an ordered
list of candidates, associating to each of them a confidence value. The score
is determined by the number of repetitions of the events in the multiset, and
by their temporal distance to the tweet, i.e., it is more probable that a tweet
discusses an event occurring temporally near. For instance, among the events on
which Luis Ahn participated at the WWW 2013, the tweet was posted during
the keynote, so it is the event with the highest rank in the output.

The time stamp of the tweet and the event scheduled time are also used to
determine if the event can be related to the tweet through a discusses during
relation: if the tweet is posted within 30 min before/after the event, the discusses
during relation can hold.

4.6 Crowd Input Generator

The Crowd Input Generator use crowd-sourcing techniques to improve the
precision of the framework and solve the ambigous results of the Domain Con-
tent Linker. This component is based on the CrowdSearcher framework [3,4],
which allows planning and control of crowdsourcing campaigns. The component
is triggered by specific events (e.g., tweets that cannot be associated with any
sub-event, or tweets for which the confidence of the association is low), and
assigns them to the crowd for getting feedback. The invitation to respond is sent
to people relevant to the event (e.g., the author of the tweet himself and people
who twitted about the event).

Figure 3 shows the Web interface used by the crowd in order to provide
the answer to the crowdsourcing tasks proposed by ECSTASYS. On the top of
the form is shown one tweet, with a list of possible choices (determined by the
Domain Content Linker). The crowd user has to choose the correct room/ses-
sion from the list. Due to the fact that ECSTASYS is using an expert crowd
(i.e., people attending the event), it considers a tweet as evaluated as soon as
one performer provides an answer. In order to involve as many participants as
possible ECSTASYS exposes a user interface compatible with both mobile and
desktop devices.
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ECSTASYS

Classify v this v tweet...

Now up Peter Mika from Yahoo! Research Barcelona w/ Entity
Search on the Web #wole2013 #www2013

... in the correct entity

| Room Liberdade 1

Web Usage Mining with Semantic Analysis

Room Alhambra Il 1

Groundhog Day: Near-Duplicate Detection on Twitter

Room Queluz VI 1

Social News On the Web #SNOW2013

Fig. 3. Interface used by the crowd for providing the answers

4.7 Enriched Tweet Production

The Enriched T'weet Production component is in charge to create the tweet with
the additional metadata generated by the ECSTASYS components, e.g., the
information from the crowd, from the Domain Content Linker and so on. The
output of the component is a stream of JSon tweets with additional ECSTASYS-
related fields. Those tweets are then visible through the Content Visualization
component, but in general they can also be used for further processing.

Listing 1. Example of an enriched tweet

1A

2 "created_at":"Mon May 06 15:01:02 +0000 2013",

3 "id" : 331423366131101700,

4 ||- .-.II

5 "text":"don’'t miss the first ever #WWW2013 Linked Media w/s Monday
@www2013rio promoting #semanticmedia and #mediafragments http://t.co/
CWanSYwnj8",

6 "names" : [ [ [ "t" ] ], [ [ "first" ] 1, [ [ "Media" 1 1, [ [ "/~ 1 1, [ [ "

Monday" 1 1, [ [ "rio" 1 1 1,

7 "taggedText":"don'VB’'\" t'NN miss'VB the'DT first'NN ever'RB #WWW'NN 2013"
CD Linked'VBN Media'NNP w'IN /'NN s'PRP Monday'NNP @www'NN 2013‘'CD rio‘
NN promoting‘'VBG #semanticmedia'NN and'CC #mediafragments'NNS http://t.
co/CWanSYwnj8 ‘URL",

8 "relevant": true,

9  "tweetAnnotations": [ {

10 "mention":"WWw2013 Linked Media w/s",

11 "entity":"http://www2013.0org/program/first-worldwide-web-workshop-on-linked

-media-1ime2013/"

12 F1.

13 "relatedEvents": |

14 "entity":"http://www2013.0rg/program/first-worldwide-web-workshop-on-1linked

-media-1ime2013/",
15 "prob" : 1
16}

17 )
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Listing 1 shows an example of an enriched tweet. In bold (from Line 6) are
highlighted the fields that are added by ECSTASYS. To make some examples,
the relevant field (Line 8) contains the result of the Relevance Filter: it is a
boolean that indicates if a tweet is relevant. The taggedText (Line 7) and names
(Line 6) are the results generated by the Syntactic Generator: the former is the
tweet message annotated with the POS tags, while the latter is the array with
the relevant nouns sequences. The tweetAnnotations field (Line 9) contains the
result of the Entity Annotator: the value is an array with the mentions found
in the text message and the relative associated entity. Finally, the related Events
field (Line 13) contains the events related to the tweets found by the Domain
Content Linker and the Crowd Input Generator, with the relative probability.

4.8 Content Visualization

ECSTASYS provides two types of visualizations for the enriched stream of
tweets, as shown in Fig. 4. Both of them are web applications written in HTML5
and Javascript.

. Talita Pagani
paper “Sory, | * UM HESIAHBIEND " RT @ taltapagan
g &WTARIIRELT 2013
2013057 Works

= Fun % o WSREST  ~ WSREST 2013 | Fouth
dor speak SPAR op on
SPARL que

ntp
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(WS RES

@
@
L4

J/ p——r
e B

~ (2013.08]First
Wor

201

talitapagani

Tweet list

o
ﬂ
- = . U °
b Taita Pagani 2 Disk Ti Solugdies Web ( Tableless ( )
o g 2 20130507 141810

Fig. 4. Wall (left) and Room (right) visualizations of the enriched content.

The Wall visualization is meant to be used at the event venue on large panels
(e.g., on screens or projectors in the lobby or outside the rooms of the sessions).
It shows the tweets with highlighted author, mentions, hashtags and URLs. Rich
media content linked by the tweets is shown separately at the bottom. The Room
visualization instead aims at personal use (e.g., on desktop browsers) and mimics
the layout of a room where a sub-event is happening. It shows a 3D view of the
audience (i.e., people that twitted something related to the current sub-event)
in the center, with the last relevant tweet on top. The author of the tweet flips
up in the audience layout. At the bottom, a continuous slider shows the tweet
stream. Each tweet appears with related media, highlighted URLSs, mentions and
hashtags.
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5 Conclusions and Next Steps

In this paper we presented ECSTASYS, a framework for improving the experi-
ence of event attendees by exploiting and enriching the contents shared on the
social networks. The prototype we developed prove the feasibility of the system,
but additional work is required. First, we need to evaluate it: at the moment
we have just some indicators about some components (e.g., the relevance filter),
but we plan to evaluate the precision and recall of each separate components
first, and of the whole system then. Additionally, we aims at improving the
ECSTASYS components, e.g., design a more sophisticate heuristic algorithm for
the extraction of syntactical elements and develop more precise crowd activa-
tion and control rules. Finally, we will investigate the generality of approach,
deploying ECSTASYS during other conferences and more in general other kinds
of events.
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Abstract. Despite a drastic increase in available Open and Linked Data,
unmediated utilization of these data by end users is still relatively
uncommon. Applications built on top of Open Data are typically domain-
specific and discovering appropriate solutions that fit users’ rapidly shift-
ing needs is a cumbersome process. In line with the Linked Data
paradigm, end user tools should be based on openness, foster reusabil-
ity, and be flexible enough to handle arbitrary data sources. We develop
an open platform based on Semantic Web technologies that encourages
developers and users to access, process, integrate, and visualize Open
Data sources. To help users overcome technological barriers of adoption
and get in touch with Open Data, we introduce the concept of Linked
Widgets. By connecting Linked Widgets from different developers, users
without programming skills can compose and share ad-hoc applications
that combine Open Data sources in a creative manner.

1 Introduction

In recent years, organizations and governments have made large volumes of useful
Open Data available on the web. Publishers frequently release the data under a
license that allow anyone to use, reuse and redistribute it. This allows interested
stakeholders to analyze the data, put it in a new context, gain insights, and create
innovative services. Using Vienna Open Government!' data, for example, one
can easily find Points of Interest (POI) such as public barbecue areas or bathing
areas at the shores of the Danube River; from the LinkedGeoData® repository,
a tourist can find POIs all over the world, accessible as Linked Data. Open
Data, particularly if published as Linked Open Data (LOD) in an interlinked,
structured and machine-understandable manner, has large potential to inform
decisions and solve problems.

However, end users are not able to directly access, explore, and combine
different sources to satisfy their information needs or support their everyday
decision-making due to a number of technological barriers: (i) Users do not

! https://open.wien.at/site/
2 http://linkedgeodata.org/
© Springer International Publishing Switzerland 2014

V. Presutti et al. (Eds.): ESWC Satellite Events 2014, LNCS 8798, pp. 171-182, 2014.
DOT: 10.1007/978-3-319-11955-7_14
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know where to find the required data sources; (ii) provided that they are aware
of appropriate sources, they frequently do not have the means and skills to access
them; and (iii) if users are able of collecting raw data from various sources, they
are typically not capable of performing the necessary data processing and data
integration tasks manually.

Therefore, end users can not, as yet, tap the potential of Open Data, but
rather have to rely on applications built by others. Research into End User Pro-
gramming aims to emancipate users from this dependence upon programmers
and allow them to satisfy their individual needs with limited up-front learn-
ing time investment [10]. In this research tradition, widget-based mashups were
developed as a visual programming paradigm that allows end users to compose
ad-hoc applications by combining available widgets. Such applications use “con-
tent from more than one source to create a single new service displayed in a
single graphical interface” [3], thereby increasing the value of existing data.

Following a widget-based mashup approach, we have developed a Linked
Widgets platform?® that aims to (i) provide universal practical utility without
restrictions on domain or data sources, (ii) allow users to combine multiple Open
Data sources and leverage their joint value, and (iii) allow novice users to analyze,
integrate and visualize data.

The platform is built upon Semantic Web technologies and its design follows
three guiding principles: openness, connectedness, and reusability. Openness dis-
tinguishes the platform from similar approaches and is the key for achieving our
first objective, i.e., the capability to deal with various data sources. This open-
ness should encourage developers to implement and add new widgets to the
platform. End users can reuse and connect these widgets to collect, integrate,
and combine data from different sources in a dynamic and creative manner.

To achieve the second goal, we use a graph-based model to semantically
describe the input and output of a widget. The platform uses the annotated
models to provide semantic search, data model matching, and auto composition.
Semantic search is a mechanism for the discovery of widgets that help solve a
given information problem. Data model matching allows the platform to high-
light compatible widgets (i.e., signal the user which widgets can be connected).
Auto composition is an innovative approach to compose complete applications
automatically from a set of widgets. Research on the latter is still in an early
stage of development and beyond the scope of this paper.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
key terms and outline the Linked Widget life cycle. Section 3 illustrates the
potential of the platform by means of a sample use case. Section4 introduces
the Linked Widget model, Sect. 5 outlines the widget development process, and
Sect. 6 discusses how widgets from different developers are connected. Section 7
provides pointers to related work and we conclude in Sect. 8 with an outlook on
future research.

3 http://linkedwidgets.org/
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2 Linked Widget Life Cycle

Before we define the Linked Widget life cycle, it is necessary to define a set of
basic terms and concepts. A widget is an “interactive single purpose application
for displaying and updating local data or data on the Web, packaged in a way to
allow a single download and installation on a user’s machine or mobile device” .*
Widgets can make use of web services or web Application Programming Inter-
faces (APIs). Furthermore, they can access existing Open Data sources such as
Open Governmental Data (OGD) and Linked Data.

Linked Widgets [18] are the key concept that our platform is based upon.
They extend standard widgets with a semantic model following Linked Data
principles. The semantic model describes data input/output and metadata such
as provenance and license. In particular, the model consists of four main compo-
nents: (i) input terminals, (ii) output terminals, (iii) options, and (iv) a processing
function. Input/output terminals are used to connect widgets in a mashup and
represent the data flow. Options are HTML inputs inside a widget. They pro-
vide a mechanism for users to control a widget’s behavior. Finally, the processing
function defines how widgets receive input and return their output.

We distinguish three types of widgets: data widget, process widget, and pre-
sentation widget. A data widget retrieves data from a data source and provides
the collected data to other widgets. Hence, it has no input terminals. A process
widget takes input data from other widgets, applies operations on the data, and
provides the result to other widgets. It has both input and output terminals.
A presentation widget has at least one input terminal and presents the data
from another widget in a particular manner (e.g., textually or visually). It has
no output terminals.

A Mashup is an interconnected combination of widgets. It should contain at
least one data widget providing the data and one presentation widget to display
the final results.

Figure 1 illustrates the Linked Widgets life cycle. Developers first implement
and deploy their widgets on arbitrary servers; then, they pass the Uniform
Resource Locator (URL) of the widget to the widget annotator module. This
module allows them to add semantic annotations to their widgets. Next, the plat-
form manager checks whether (i) the widget is accessible via the annotated URL
and (ii) whether the used vocabularies conform to existing widgets to enforce
consistency throughout the platform. After this validation process, the created
widget model is stored permanently as Linked Data and is accessible through a
SPARQL endpoint. A published widget can be revoked if, for instance, its cor-
responding Open Data source is no longer available. The platform uses Pubby?®
to provide dereferenceable Uniform Resource Identifiers (URISs).

Once widgets are made available on the platform, users can use them in their
mashups. To this end, because the number of widgets and related Open Data
sources may be large, users may first need to search for appropriate widgets. By

4 http://www.w3.org/TR/widgets/
5 http://wifo5-03.informatik.uni-mannheim.de/pubby/
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Fig. 1. Linked Widget life cycle

executing a SPARQL query over the semantic data repository of widget models
in the background, the platform allows users to (i) search for widgets based on
their input or output model, and (ii) for a selected terminal of a selected widget,
find all terminals of other widgets that are compatible with it.

The final result of a mashup is directly displayed on the platform. Alterna-
tively, it can also be shown via the mashup publication module and be shared
and published on other websites. Users can also package a mashup as a new
widget.

In conclusion, the platform is versatile, open and extensible. Maintaining
this platform is economical since developers can store widgets externally and
both the data retrieval and data processing tasks take place in either the client’s
browser or on the widget server. Finally, although widgets come from different
developers and end users, they can be reused in an efficient manner: (i) users
can creatively combine Linked Widgets from different developers to compose
LOD applications, (ii) they can reuse LOD applications from others, but change
the parameters of the constituent widgets, (iii) they can reuse a composed LOD
application as a new widget, and (iv) based on available widgets, developers can
implement new widgets to support new use cases.

3 Open Data Exploration

As the Open Data paradigm gains broad support, an increasingly relevant chal-
lenge is to provide means to utilize these data. The process of working with
published Open Data sources should be as intuitive as possible, especially for
users without a technical background. In this section we present a motivational
scenario that illustrates how the platform allows users to handle Open Data
sources in an innovative fashion and fosters (re)use of data.

We organize widgets into widget collections addressing different problem
domains. Each collection might use various Open Data sources. For the example
use case, consider a tour guide collection of seven widgets that combine data
from Google Maps, Last.fm, Flickr, and LinkedGeoData.
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— Map Pointer: Users can define a point on a map. The point’s latitude and
longitude is then returned as output.

— Music Artist Search: Via the last.fm API® this widget accepts an artist’s
name as an input and returns the corresponding URL.

— Music Event by Artist: Based on an artist URL this widget returns events
this artist participates in while providing a time and event name filter. This
is also done with the last.fm API.

— Point of Interest Search: This widget leverages the LinkedGeoData repos-
itory to find semantically encoded POIs. Users can influence the output by
providing parameters. Users can select the type of POI and the radius of
retrieved POIs with respect to the incoming location.

— Flickr Geo Image Search: By using the Flickr Image Search API” this
widget enriches location data with images. Users may specify a radius and
result limit.

— Google Map: This visualization widget displays points on a map. It is typi-
cally used to display the final results of a mashup.

— Geo Merge: This widget merges two lists of point data into a single list of
pairs based on their distance. Users can specify a minimum and a maximum
distance between points. The Geo Merge widget therefore serves two purposes,
i.e., merging of two inputs into one output and filtering based on distance
constraints.

Figure 2 shows one of the mashups in this collection. It covers the following
scenario: We are traveling to a city X and want to know whether our favorite

Latitude: 48.20065083439496 [
B Radius (m): 100 Run
Longitude: PO] e = Result limit: 20 \{a(uﬂum distances:
16.343536376953125 Radius (km) 1 1000 meters
A H @ ©  PointOf Interest Search H I e | Minimum distances: »
2 Hap . M- 5 None
¥ Aiservorstodt o Event Name Filter I Radius (m): 100 /
9 4 I Result limit: 20
- Vtenna 7 Time Option
hm N¥ubau Future Events ~ 9 o ° Gec iy 1 e Q Geo
Land! — ——
sheim-Fiinfhaus O © Music Event By u M] Next | Found: 4. Current: 1
eden "@id": "hitp.//link jata orgAr /node588084968", Map | Satellite
- Map Data _ Terms of Us: “@type": http://link: jata.org/ont 3 I %
’W’o/
3 %,
i ) o)
Name: Lady Gaga = L =
L120
© @ © MusicAtist Search é +
" e
4 5
3 Alsergrund g >,
S Leopoldstadt %
hg Alservorstadt %t KA W49 |
Ottakring J Donavinsel|
Hil (V Idorf
V|enna

Breite Map data ©2014 GeoBasis-DE/BKG (€2000), Google _ Terms of Use _Report a map error
B 0 0000800 Google Map

Fig. 2. A mashup example

5 http://last.fm/api
" https://flickr.com/services/api/
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music artist will give a concert there. After the concert, we want to go get a
drink at a bar near the venue. Is there any combination of music events and bars
which satisfy these conditions?

Google Map displays the enriched result. In our example, we get four pairings
of a bar and a nearby music event that the artist is involved in. Each bar and
music event combination is enriched with illustrative Flickr images and a URI
pointing to the corresponding entities at LinkedGeoData and Last.fm.

Many other combinations of widgets are possible. The platform ensures the
semantic validity of widget combinations. For example, we can find (i) all past
or future music events for our artist on the map by wiring Music Event By Artist
directly to Google Map, (ii) all POIs near a defined place by connecting Point
of Interest Search to Google Map etc.

4 Linked Widget Model

We enrich the widget’s input and output data with semantic models. These
semantic I/O models are essential for the subsequent search and composition
processes. Furthermore, they are crucial for the effective sharing of widgets. For
example, even when the number of widgets available is limited (e.g. 43 for Yahoo!
Pipes [15] and 300+ for Microsoft Popfly®), finding appropriate widgets needed
to build a particular mashup solution is already a difficult task. Existing mashup
platforms usually employ a text-based approach for widget search, which is not
particularly helpful for advanced widget exploration and widget composition
tasks.

Figure 3 presents a part of our ontology for the modeling of Linked Widgets.
Using Semantic Web technologies to describe mashups and their components is
not by itself a novel approach (cf. [12,14]). However, rather than capturing the
functional semantics and focusing on input and output parameters like SAWSDL
[7], OWL-S?, or WSMO, we use a graph-based model [16,17,19] to formally
annotate the input and output components as well as their relations. The SWRL
vocabulary is reused to define the semantic relation between two nodes in the
input and output graphs.

Figure 3 also shows the detailed model of the Geo Merger widget. The widget
takes two arrays of arbitrary objects containing the wgs84:location property as
input. Its domain is the Point class with two literal properties, i.e. lat and long.
The widget output is a two-dimensional array in which each row represents
two objects from two input arrays, respectively. Those objects include locations
satisfying the distance filter of the Geo Merger widget.

To specify that input/output is an array of objects, we use the literal property
hasArrayDimension (0: single element; n > 0: n-dimensional array). Because the
input of Geo Merger is an “arbitrary” object, we apply the owl:Thing class to
represent it in the data model.

8 http://en.wikipedia.org/wiki/Microsoft_Popfly
9 http://www.w3.org/Submission/OWL-S/
10 http://www.w3.org/Submission/WSMO/
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Fig. 3. General Linked Widget model and Geo Merger model

The point, location, lat and long terms are available in different vocabularies.
However, since a well-established ontology facilitates data exchange between
widgets, we chose wgs84. The widget annotator module interactively recommends
frequently used terms of the most popular vocabularies to developers. This eases
the annotation process and fosters consistency by diminishing the use of varying
terms to describe the same concepts.

With SPARQL queries, we can find a widget that receives/outputs an object
containing, for instance, geographic information. Moreover, based on an input
terminal, e.g., the first input of Geo Merger, we can find all output terminals
that can be connected (cf. Listing 1.1). Conditions that have to be satisfied for
the terminals are: (i) matching type and array dimension; and (ii) matching
attributes, i.e., the set of attributes required by the input terminal must be
a subset of the attributes provided by the output terminal. In the tour guide
collection, the outputs of Map Pointer, Point of Interest Search, Flickr Geo
Image Search, and Music Event by Artist satisfy these conditions.

Similarly, we can model a more advanced widget. Its input and output have
object attributes and there can be relations between those objects. For example,
when modeling the Geo Merger, if required, we can present the nearby relation
between the two input points as shown in Fig. 3. Due to the graph-based descrip-
tion, the platform can answer questions such as “find all widgets containing the
nearby relation between two locations”.
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Listing 1.1. A SPARQL query for terminal matching

PREFIX ifs: <http://ifs.tuwien.ac.at/> SELECT DISTINCT
7oTerminalName ?oWidget WHERE {
<http://ifs.tuwien.ac.at/WidgetGeoMerge> ifs:hasWidgetModel ?7iWModel.
?7iWModel ifs:hasInput [ifs:hasName ’’inputl’’~“xsd:string;
ifs:hasDataModel ?iDataModel].

?iDataModel a ?type.
?iDataModel ifs:hasArrayDimension ?7listLevel.

7oWidget ifs:hasWidgetModel 7oWModel.

?oWModel ifs:hasOutput [ifs:hasName ?7oTerminalName;
ifs:hasDataModel ?7oDataModel]

?oDataModel a [rdfs:subClassO0f 7typel.

7oDataModel ifs:hasArrayDimension ?listLevel.

FILTER NOT EXISTS{
?iDataModel ?property ?iValue.
FILTER NOT EXISTS {?oDataModel ?property 7oValue.}
}
}

5 Widget Development

Widgets may be created in two ways: either developers program them or end
users create a mashup and save it as a new widget. In the former case, developers
follow three steps: (i) inject a JavaScript file from the platform into the widget
to equip it with the capability of cooperating with others, (ii) define the input
and output configuration, and (iii) implement the JavaScript run(data) function
which defines how the widget processes input data. If a widget has no input
terminal, the corresponding data object is null. Otherwise, during runtime, the
platform collects data from all relevant output terminals to build the data object
and pass it to the run function as a parameter.

Developers can use arbitrary web languages. The widget annotator module
can automatically generate a skeleton of the widget as well as sample data.
Developers then only need to implement the processing function. We expect
this simplicity of widget development will foster developers’ productivity and
creativity. Users hence have more means to explore and combine different Open
Data sources.

6 Widget Cooperation

Technically, a Linked Widget is an HTML iframe wrapped in a widget skin. The
platform automatically creates the skin to provide additional functionalities for
the widget such as create input and output terminals, run, cache, view output
data, and resize widgets.

Iframes can trigger events, which contain messages. These messages are then
consumed by other iframes, which registered a listener for these events. Based
on that, we implement a communication protocol that addresses the challenge of
reusing and connecting different applications on top of Open Data. The protocol
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1. setlD
2. sendConfiguration setld: Platform sets IDs to identify widgets
sendConfiguration: A widget sends info of its input/output
terminals to the platform
3. requestToRun requestToRun: A widget tells the platform it wants to run

4. reQUestOutgu‘ requestOutput: The platform needs the output of a widget
5. requestToRun setlnput: The platform collects & sets input data for a widget
6. requestOutput so that it can run in the next step.
7. returnOutput returnOutput: A widget returns its output to the platform
8. setinput
9. returnOutput 1-2: Messages transferred when the mashup is created
11(1) Zi}g;:)“t 3-11: Messages transferred when users run Google Map widget

Fig. 4. An example of widget communication

is transparent to developers and can be easily extended to fit new use cases that
require different types of data such as stream data or batch processed data.

As an example for how the protocol facilitates communication at runtime,
consider a mashup with three widgets A— B—C'. Typically, when a user triggers
an action to run a widget, e.g., widget C', this action requires all widgets that
provide input to this widget to run first. Because widget C requires the output
from widget B, which in turn, requires output from widget A, widgets A and B
need to run first. Figure4 shows the messages transferred between the platform
and the widgets. The first two messages are delivered when widgets are created
for the mashup. The platform sets identifiers for all widgets and then receives
their terminal configurations. The communication takes place entirely in the
client’s browser. After a user has created the mashup, the platform server is no
longer needed because the browser and the widget’s servers do the computation.
This process reduces the platform-server load and improves performance and
scalability.

7 Related Work

Researchers have been developing mashup-based tools for years. Many of them
are geared towards end users and aim to allow them to efficiently create appli-
cations by connecting simple and lightweight entities.

Aghaee and Pautasso [1] provide a good overview of mashup approaches.
They discuss open research challenges which we — at least partly — address with
our platform. For instance, we address the Simplicity and FExpressive Power
Tradeoff challenges through a semantic model. They also evaluate Yahoo! Pipes
[15], IBM Mashup Center!!, Presto Cloud'?, and ServFace [11]. A common lim-
itation they identify for all these platforms is that the wiring paradigm is hard
to grasp for non-expert end users. We aim to overcome this barrier, for instance,
by recommending valid wiring options to the user.

" http://pic.dhe.ibm.com/infocenter /mashhelp/v3/index.jsp
2 http://mdc.jackbe.com/enterprise-mashup
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Other surveys of the mashup literature [2] have developed a number of eval-
uation criteria and identified shortcomings of existing approaches. Computer
scientists addressed some of these shortcomings in more recent contributions,
but others remain an open challenge. Grammel and Storey [4] review six differ-
ent approaches and identify potential areas of improvement and future research.
For instance, they argue that context-specific suggestions could support learn-
ing how to build and find mashups. Regarding user interface improvements, they
note that designing mechanisms such as automatic mashup generation to provide
starting points to end users would enhance usability drastically. This feature is
also provided by the platform presented in this paper. However, detecting invalid
mashups still remains a challenge that requires appropriate debugging mecha-
nisms for non-programmers.

Super Stream Collider (SSC) [5], MashQL [6], and Deri Pipes [8] are three
platforms aimed at semantic data processing. Whereas SSC consumes live stream
data only, MashQL allows users to easily create a SPARQL query, using its cus-
tom query-by-diagram language. MashQL cannot aggregate data from different
sources and its output visualization only supports text and table formats. Deri
Pipes requires users to be familiar with Semantic Web technologies, SPARQL
queries, and programming to perform semantic data processing tasks from dif-
ferent data sources. There are multiple other platforms which we only want to
point at, such as Vegemite [9], Paggr [13], or Marmite [20]. They all follow a
mashup-based approach to ease users’ access to data sources, but unlike our
approach, they do not make use of semantic models.

8 Conclusion and Future Work

This paper presents an overview of a extensible, generic, open, economical, and
sharable mashup platform for the exploration of Open Data. The platform is
aimed at end users without knowledge of Semantic Web technologies or pro-
gramming skills. We encapsulate semantic, graph-based models inside Linked
Widgets and provide mechanisms to annotate their inputs and outputs. Lever-
aging these annotations, the platform combines and searches widgets based on
defined semantics.

Because we encourage developers to contribute their widgets to the platform
and the widget development is language-independent, we expect to have a large
number of versatile widgets in future. As a consequence, users can explore more
Open Data sources and easily collect and combine desired information.

In the future, this system should serve as a universal data platform and bring
together both mashup developers and mashup users. This will allow users to work
with different kinds of data sources (e.g., governmental, financial, environmen-
tal data etc.) and types of data (e.g., open, linked, tabular data etc.), without
technical barriers. From a data perspective, the vision is to support people in
their everyday decision-making.

From a technical perspective, we aim to provide a mashup platform for the
exploration of Open Data following Semantic Web design principles. We also
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want to push these ideas a step further by lifting non-semantic data on a semantic
level and leverage its full potential.

Future research will focus on using the semantic models, especially for the

widget auto-composition feature. We also need to improve the model-matching
algorithm by utilizing ontology alignment techniques, since two models can use
different resources from different ontologies. Another interesting direction for
future research is the automatic creation of new widgets able to handle dynamic
web data as an input source.
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Abstract. Vagueness is a common linguistic phenomenon manifested by
predicates that lack clear applicability conditions and boundaries such as
High, Ezxpert or Bad. The usage of vague terminology in ontology entities
can hamper the latter’s quality, primarily in terms of shareability and
meaning explicitness. In this paper we present the Vagueness Ontology,
a metaontology that enables the explicit identification and description of
vague entities and their vagueness-related characteristics in ontologies,
so as to make the latter’s meaning more explicit.

1 Introduction

Ontologies are formal shareable conceptualizations of domains, describing the
meaning of domain aspects in a common, machine-processable form by means of
concepts and their interrelations [2]. As such, their role in the Semantic Web is
very important as they enable the production and sharing of structured data that
can be commonly understood among human and software agents. On the other
hand, vagueness is a natural language phenomenon, demonstrated by concepts
with blurred boundaries, like tall, expert etc., whose extensions is difficult to
precisely determine (e.g. some people are borderline tall: neither clearly “tall”
nor “not tall”) [3]. When building ontologies, engineers and domain experts often
use predicates that are vague. These, in turn, influence in a negative way the
comprehension of these ontologies by other parties and limits their value as a
reusable source of knowledge [1]. The reason is the subjective interpretation of
vague definitions that can cause disagreements among the people who develop,
maintain or use an ontology.

To reduce these disagreements we have put forward the notion of vagueness-
aware ontologies [1], informally defined as “ontologies whose vague elements
are accompanied by comprehensive metainformation that describes the nature
© Springer International Publishing Switzerland 2014

V. Presutti et al. (Eds.): ESWC Satellite Events 2014, LNCS 8798, pp. 185-189, 2014.
DOT: 10.1007/978-3-319-11955-7_15
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and characteristics of their vagueness”. An example of such metainformation is
whether an ontology entity is vague or not; this is important as many ontology
users may not immediately realize this. In this paper we show how vagueness-
aware ontologies may be represented by means of the Vagueness Ontology
(VO), a metaontology that defines the necessary concepts, relations and
attributes for creating explicit descriptions of vague ontology entities. VO is
meant to be used by both producers and consumers of ontologies; the former
will utilize it to annotate the vague part of their produced ontologies with
relevant vagueness metainformation while the latter will query this metainfor-
mation and use it to make a better use of the vague ontologies.

2 The Vagueness Ontology

The Vagueness Ontology! enables the annotation of an ontological entity (class,
relation or datatype) with a description of the nature and characteristic of its
vagueness. A class is vague if, in the given domain, context or application sce-
nario, it admits borderline cases, namely if there are (or could be) individuals
for which it is indeterminate whether they instantiate the class (e.g., “TallPer-
son”, “EzperiencedResearcher”, etc.). Similarly, an object property (relation) is
vague if there are (or could be) pairs of individuals for which it is indeterminate
whether they stand in the relation (e.g., “hasGenre”, “hasIdeology”, etc.). The
same applies for datatype properties and pairs of individuals and literal values.
Finally, a vague datatype consists of a set of vague terms (e.g., “Restaurant-
PriceRange” with the terms “cheap”, “moderate” and “expensive”).

A vagueness description explicitly states whether the entity is vague or not.
For example, the class “StrategicClient” defined as “A client that has a high value
for the company” is vague while “AmericanCompany” as “A company that has
legal status in the Unites States” is not. Moreover, it can often be the case that a
seemingly vague entity can have a non-vague definition (e.g. “TallPerson” when
defined as “A person whose height is at least 180 ¢cm”). Then this element is not
vague in the given ontology and that is something that needs to be explicitly
stated. Also, vagueness can be quantitative or qualitative [3]. A predicate has
quantitative vagueness if the existence of borderline cases stems from the lack of
precise boundaries for the predicate along one or more dimensions (e.g. “bald”
lacks sharp boundaries along the dimension of hair), and qualitative if there is a
variety of conditions pertaining to the predicate, but it is not possible to make
any crisp identification of those combinations which are sufficient for application
(e.g., “religion”, “strategic”, etc.). Knowing the type of vagueness is important as
elements with an intended (but not explicitly stated) quantitative vagueness can
be considered by others as having qualitative one and vice versa. Also, when the
entity has quantitative vagueness it is important to state explicitly its intended
dimensions (e.g. the amount of R&D budget for the term “strategic”. Therefore,
VO makes explicit the type of the entity’s vagueness and the dimensions of the
term’s quantitative vagueness.

! Available at http://www.essepuntato.it/2013/10/vagueness.
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Furthermore, vagueness is subjective and context dependent. The first
has to do with the same vague entity being interpreted differently by different
users. For example, two company executives might have different criteria for the
entity “StrategicClient”, the one the amount of revenue this client has generated
and the other the market in which it operates. Similarly, context dependence
has to do with the same vague entity being interpreted differently in different
contexts even by the same user; hiring a researcher in industry is different to
hiring one in academia when it comes to judging his/her expertise and experi-
ence. Therefore, VO explicitly represents the creator of a vagueness annotation
of a certain entity as well as the applicability context for which the entity is
defined. Context-dependent can be (i) the description of vagueness of an entity
(i.e. the same entity can be vague in one context and non-vague in another)
and (ii) the dimensions related to a description of vagueness having quantitative
type (i.e. the same entity can be vague in dimension A in one context and in
dimension B in another).

Figure 1 depicts VO. To show how to use VO let us assume a scenario where
the relation ex:isExpertInResearchArea is considered vague by John Doe in the
context of researcher hiring and its vagueness is quantitative in the dimensions
of the number of publications and the number of projects. The first dimension is
related to the context of Academia while the second to the one of Industry. To
represent this scenario we create an instance of the VaguenessAnnotation class
and link it to its creator, the entity and a description of the entity’s vagueness
O non-vagueness:

ex:annotation a :VaguenessAnnotation ;
prov:wasAttributedTo ex:john-doe ;
oa:hasBody ex:description-of-vagueness ;
oa:hasTarget ex:isExpertInResearchArea
ex:isExpertInResearchArea a owl:0bjectProperty
ex:john-doe a prov:Agent

Such a description is an instance of the class DescriptionOfVagueness or
DescriptionOfNon Vagueness respectively. Vagueness descriptions must specify a
type and must provide at least one justification for considering the target ontolog-
ical entity vague. Non-vagueness descriptions, instead, require only a justification
and are used for entities that would typically be considered vague but which in
the particular ontology are not (e.g. the “TallPerson” example mentioned above).
Also, vagueness dimensions always refer to descriptions of quantitative vagueness
and indicate some measurable characteristic of the annotated entity. Given this,
the scenario’s description of vagueness is represented as follows:

ex:description-of-vagueness a :DescriptionOfVagueness ;

:hasJustification ex:justification ;

:hasVaguenessType :quantitative-vagueness

ex:justification a :Justification ;

:hasNaturallLanguageText "It is not possible to define the exact minimum
number of relevant publications and projects that make a researcher
expert in a given area." ;

:hasDimension ex:dimension-publications , ex:dimension-projects

ex:dimension-publications a :Dimension ;

:hasNaturallanguageText "The number of relevant publications."

ex:dimension-projects a :Dimension ;

:hasNaturallLanguageText "The number of relevant projects.'
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hasApplicabilityContext DescriptionOfVagueness DescriptionOfNonVagueness owl:Thing

Type ha: Type hasjustification

hasApplicabilityContext

rdf:type hasNaturalLanguageText Justification ApplicabilityContext

quantitative-vagueness
qualitative-vagueness

rdf:type

hasEntity hasDimensioninContext hasApplicabilityContext
hasLogicFormula

v
rdf:Literal owl:Thing hasDi
A Y
hasEntity
hasLogicFormula withDimension

hasNaturalLanguageText 1m

Fig. 1. Vagueness ontology structure.

Also, descriptions of vagueness/non-vagueness and related dimensions can be
characterised by particular applicability contexts. This is facilitated by an asser-
tion between the description and the related context through the object property
hasApplicability Context. In the case of dimensions the context-dependent object
is the relation between justifications and dimensions, therefore a reification of
this relation is employed:

ex:description-of-vagueness
:hasApplicabilityContext ex:researcher-hiring-context
ex:researcher-hiring-context a :ApplicabilityContext
ex:justification :hasDimensionInContext
ex:dimension-publications-in-context , ex:dimension-projects-in-context
ex:dimension-publications-in-context a :DimensionInContext ;
:withDimension ex:dimension-publications ;
:hasApplicabilityContext ex:academia-context
ex:dimension-projects-in-context a :DimensionInContext ;
:withDimension ex:dimension-projects ;
:hasApplicabilityContext ex:industry-context
ex:academia-context a :ApplicabilityContext
ex:industry-context a :ApplicabilityContext

3 Conclusions and Future Work

The Vagueness Ontology (VO) is a metaontology for annotating vague ontology
entities with descriptions that describe the nature and characteristics of their
vagueness in an explicit way. The idea is that even though the availability of
the metainformation will not eliminate vagueness, it can help reduce the poten-
tially high level of disagreement and low level of comprehensibility it may cause
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and achieve better shareability of vague semantic information. We are currently
working towards facilitating the easier and more intuitive usage of VO for the
production of vagueness-aware ontologies.
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Abstract. Entities play a key role in knowledge bases in general and
in the Web of Data in particular. Entities are generally described with
a lot of properties, this is the case for DBpedia. It is, however, difficult
to assess which ones are more “important” than others for particular
tasks such as visualizing the key facts of an entity or filtering out the
ones which will yield better instance matching. In this paper, we perform
a reverse engineering of the Google Knowledge graph panel to find out
what are the most “important” properties for an entity according to
Google. We compare these results with a survey we conducted on 152
users. We finally show how we can represent and explicit this knowledge
using the Fresnel vocabulary.

Keywords: Entities - Google Knowledge graph + Visualization - Knowl-
edge extraction

1 Introduction

In many knowledge bases, entities are described with numerous properties. How-
ever, not all properties have the same importance. Some properties are consid-
ered as keys for performing instance matching tasks while other properties are
generally chosen for quickly providing a summary of the key facts attached to an
entity. Our motivation is to provide a method enabling to select what properties
should be used when depicting the summary of an entity, for example in a mul-
timedia question answering system such as QakisMedia' or in a second screen
application providing more information about a particular TV program?.

Our approach consists in: (i) reverse engineering the Google Knowledge Panel

by extracting the properties that Google considers as sufficiently important to

! http://qakis.org/
2 http://www.linkedtv.eu/demos/linkednews,/

© Springer International Publishing Switzerland 2014
V. Presutti et al. (Eds.): ESWC Satellite Events 2014, LNCS 8798, pp. 190-194, 2014.
DOI: 10.1007/978-3-319-11955-7_16


http://qakis.org/
http://www.linkedtv.eu/demos/linkednews/

What Are the Important Properties of an Entity? 191

show (Sect.2), and (ii) analyzing users’ preferences by conducting a user sur-
vey and comparing the results (Sect.3). We finally show how we can explicitly
represent this knowledge of preferred properties to attach to an entity using the
Fresnel vocabulary before concluding (Sect. 4).

2 Reverse Engineering the Google KG Panel

Web scraping is a technique for extracting data from Web pages. We aim at
capturing the properties depicted in the Google Knowledge Panel (GKP) that
are injected in search result pages [1]. We have developed a Node.js applica-
tion that queries all DBpedia concepts that have at least one instance which is
owl:sameAs with a Freebase resource in order to increase the probability that
the search engine result page (SERP) for this resource will contain a GKP. We
assume in our experiment that the properties displayed for an entity are “entity
type dependent” and that context (country, query, time, etc.) can affect the
results. Moreover, we filter out generic concepts by excluding those who are
direct subclasses of owl:Thing since they will trigger ambiguous queries. We
obtained a list of 352 concepts®.

For each of these concepts, we retrieve n instances?. For each of these instances,
we issue a search query to Google containing the instance label. Google does not
serve the GKP for all user agents and we had to mimic a browser behavior by
setting the User — Agent to a particular browser. We use CSS selectors to extract
data from a GKP. An example of a query selector is ._om (all elements with class
name _om) which returns the property DOM element(s) for the concept described
in the GKP. From our experiments, we found out that we do not always get a
GKP in a SERP. If this happens, we disambiguate the instance by issuing a new
query with the concept type attached. However, if no GKP was found again, we
capture that for manual inspection later on. Listing 1 gives the high level algorithm
for extracting the GKP. The full implementation can be found at https://github.
com/ahmadassaf/KBE.

3 Evaluation

We conducted a user survey in order to compare what users think should be the
important properties to display for a particular entity and what the GKP shows.

User survey. We set up a survey® on February 25th, 2014 and for three
weeks in order to collect the preferences of users in term of the properties they
would like to be shown for a particular entity. We select one representative entity
for nine classes: TennisPlayer, Museum, Politician, Company, Country, City,
Film, SoccerClub and Book. 152 participants have provided answers, 72 % from

3 SPARQL query: http://goo.gl/EYuCGml.
4 In our experiment, n was equal to 100 random instances.
5 The survey is at http://eSurv.org?u=entityviz.
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Algorithm 1. Google Knowledge Panel reverse engineering Algorithm

1: INITIALIZE equivalentClasses(D Bpedia, Freebase) AS vectorClasses
2: Upload vectorClasses for querying processing

3: Set n AS number-of-instances-to-query

4: for each conceptType € vectorClasses do

5: SELECT n instances

6: listInstances «— SELECT-SPARQL(conceptType, n)

7: for each instance € listInstances do

8: CALL http://www.google.com/search?q=instance

9: if knowledgePanel exists then

10: SCRAP GOOGLE KNOWLEDGE PANEL

11: else

12: CALL http://www.google.com/search?q=instance + conceptType
13: SCRAP GOOGLE KNOWLEDGE PANEL

14: end if

15: gkpProperties «— GetData(DOM, EXIST(GKP))

16:  end for

17: COMPUTE occurrence for each prop € gkpProperties
18: end for

19: return gkpProperties

Table 1. Agreement on properties between the users and the Knowledge Graph Panel

Classes | TennisPlayer | Museum | Politician | Company | Country | City | Film | SoccerClub | Book
Agr. 20 % 66.97% |50 % 40 % 60 % 60% | 60% | 50 % 60 %

academia, 20 % coming from the industry and 8 % having not declared their affil-
iation. 94 % of the respondents have heard about the Semantic Web while 35 %
were not familiar with specific visualization tools. The detailed results® show
the ranking of the top properties for each entity. We only keep the properties
having received at least 10 % votes for comparing with the properties depicted
in a KGP. Hence, users do not seem to be interested in the INSEE code identi-
fying a French city while they expect to see the population or the points of
interest of this city.

Comparison with the Knowledge Graphs. The results of the Google
Knowledge Panel (GKP) extraction” clearly show a long tail distribution of
the properties depicted by Google, with a top N properties (N being 4, 5 or
6 depending on the entity) counting for 98 % of the properties shown for this
type. We compare those properties with the ones revealed by the user study.
Table 1 shows the agreement between the users and the choices made by Google
in the GKP for the 9 classes. The highest agreement concerns the type Museum
(66.97 %) while the lowest one is for the TennisPlayer (20 %) concept. We think
properties for museums or Books are more stable (no many variety) while for
entities categories of Person/Agent, they change a lot according to the status,
the function, etc. And so more subjective.

With this set of 9 concepts, we are covering 301,189 DBpedia entities that
have an existence in Freebase, and for each of them, we can now empirically

5 https://github.com/ahmadassaf/KBE/blob/master /results/agreement-gkp-
users.xls
" https://github.com/ahmadassaf/KBE/blob/master /results /survey.json
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define the most important properties when there is an agreement between one
of the biggest knowledge base (Google) and users preferences.

Modeling the preferred properties with Fresnel. Fresnel® is a presentation
vocabulary for displaying RDF data. It specifies what information contained in
an RDF graph should be presented with the core concept fresnel:Lens [2]. We
use the Fresnel and PROV-O ontologies” to explicitly represent what properties
should be depicted when displaying an entity.

:tennisPlayerGKPDefaultLens rdf:type fresnel:Lens ;

fresnel:purpose fresnel:defaultlens ;

fresnel:classLensDomain dbpedia-owl:TennisPlayer ;

fresnel:group :tennisPlayerGroup ;

fresnel:showProperties (dbpedia-owl:abstract dbpedia-owl:birthDate
dbpedia-owl:birthPlace dbpprop:height dbpprop:weight
dbpprop: turnedpro dbpprop:siblings) ;

prov:wasDerivedFrom

<http://www.google.com/insidesearch/features/search/knowledge.html> .

4 Conclusion and Future Work

We have shown that it is possible to reveal what are the “important” properties
of entities by reverse engineering the choices made by Google when creating
knowledge graph panels and by comparing users preferences obtained from a user
survey. Our motivation is to represent this choice explicitly, using the Fresnel
vocabulary, so that any application could read this configuration file for deciding
which properties of an entity is worth to visualize. This is fundamentally different
from the work in [4] where the authors created a generalizable approach to
open up closed knowledge bases like Google’s by means of crowd-sourcing the
knowledge extraction task. We are aware that this knowledge is highly dynamic,
the Google Knowledge Graph panel varies across geolocation and time. We have
provided the code that enables to perform new calculation at run time and we
aim to study the temporal evolution of what are important properties on a longer
period. This knowledge which has been captured will be made available shortly
in a SPARQL endpoint. We are also investigating the use of Mechanical Turk to
perform a larger survey for the complete set of DBpedia classes.

Acknowledgments. This work has been partially supported by the ANR Datalift
(ANR-10-CORD-009) and UCN (ANR-11-LABX-0031-01) projects.
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Abstract. This paper addresses the first release of the Rule-based Query
Answering and Reasoning framework (RuQAR). The tool provides the
ABox reasoning and query answering with OWL 2 RL ontologies executed
by forward chaining rule reasoners. We describe current implementation
and an experimental evaluation of RuQAR by performing reasoning on
the number of benchmark ontologies. Additionally, we compare obtained
results with inferences provided by HermiT and Pellet. The evaluation
shows that we can perform the ABox reasoning with considerably better
performance than DL-based reasoners.

1 Introduction and Motivation

Ontologies in information systems are becoming more and more popular in var-
ious fields, such as web technologies, database integration, multi agent systems,
natural language processing, etc. However, in order to utilize all features that
an ontology provides we need to apply a reasoning engine. Moreover, we can
use different engines with ontologies expressed in different OWL 2 Profiles® (as
well as in different fragments of OWL 1.12, eg. Horn-SHZ Q). One of the most
interesting profile is OWL 2 RL which enables the implementation of polyno-
mial time reasoning algorithms in a standard rule engine. Nonetheless, a naive
implementation of OWL 2 RL reasoner is known to perform poorly with large
ABoxes [2]. Moreover, since the official list?> of OWL 2 reasoners supporting
OWL 2 RL is limited, we are motivated to provide such a tool. We intent to
apply OWL 2 RL reasoning in a rule-based system in an efficient way. Descrip-
tion logic-based reasoners handle the TBox entailments better than the ABox
ones. However, the ABox reasoning can be performed more efficiently by a rule
engine [3]. Nevertheless, we do not limit ourselves to one particular engine or
implementation. Instead, we aim at providing easy-to-use framework for per-
forming the ABox reasoning with OWL 2 RL ontologies in any forward chaining
rule engine which will be applicable in many rule-based applications. Thus, we

! http://www.w3.org/TR/owl2-profiles/

2 http://www.w3.org/Submission/owll1-overview/

3 http://www.w3.org/2001/sw/wiki/ OWL/Implementations
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have developed the Abstract Syntax of Rules and Facts (ASRF) which can be
easily applied in different rule engines. Moreover, since the interoperability with
the widely-used Semantic Web Rule Language (SWRL) is desired in many prac-
tical applications, we included it in the ASRF syntax. Moreover, SWRL Built-ins
are also supported.

In this paper, we describe the RuQAR (Rule-based Query Answering and
Reasoning) framework. The main goal of the tool is to support query answering
and reasoning with semantic data stored in a relational database. However, cur-
rent implementation enables ontology-based reasoning using a standard forward
chaining rule engine. We present the reasoning features that are already applica-
ble in any application. Those features will be used in future development of
RuQAR. Current implementation supports the OWL 2 RL Profile and DL-safe
SWRL rules which are crucial in many Semantic Web applications.

2 The RuQAR Framework

Application of a rule engine to an ontology-based reasoning requires a trans-
formation method of an ontology into a set of rules. According to this RuQAR
implements a method of transforming an OWL 2 ontology into a set of rules and
a set of facts expressed in ASRF. The transformation schema is presented in
Fig. 1. Firstly, an OWL 2 ontology is loaded into the HermiT* engine. Then, the
TBox reasoning is executed. Finally, the inferred ontology is transformed into
two sets: one of rules and one of facts. Both are expressed in the ASRF notation
which enables easy translation into the language of a rule engine.

In ontology-to-ASRF transformation we translate each logical ontology axiom
into its equivalent rule. For example, if the prp-symp axiom of OWL 2 RL defines
a symmetric property P, then the axiom can be expressed as the following rule:
triple(?z, P, 7y) — triple(?y, P,7x), where ?x and ?y are variables. Such a rule
operates on the ABox part only. As a result the transformation materializes the
semantics of a given ontology in the set of Datalog-like rules (we consider it as
a non-naive translation).

The reasoning process is divided into two sub-processes: for the TBox reason-
ing and for the ABox reasoning. The TBox reasoning is performed by HermiT
during the transformation, while the ABox reasoning is performed by a rule
engine. By loading a translated and inferred ontology, produced by HermiT,
into the rule engine we can produce more entailments during the ABox reason-
ing than those supported by OWL 2 RL. However, it depends on an applied

HermiT Inferred Ontology OWL 2 Ontology
OWL 2 . "
Ontology OWL2 Written in
TBox R i Ontology Transformation ASRF

Fig.1. OWL 2 ontology transformation schema.

* http://www.hermit-reasoner.com/
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ontology (whether or not it uses constructs that are beyond the OWL 2 RL
Profile).

Using ASRF sets produced by RuQAR one can apply it in any forward chain-
ing rule engine by implementing mappings between ASRF and the language of
the engine. Nevertheless, RuQAR implements translation into two rule engines:
Jess® and Drools®. Both translations can be performed automatically. Moreover,
ASRF is similar to syntaxes of well-known rule engines like Jess or Clips. More
information about RuQAR and ASRF can be found at RuQAR’s web page’.

3 Evaluation

We evaluated RuQAR using test ontologies taken from the KAON2 website®:
Vicodi - an ontology about European history, Semintec - an ontology about finan-
cial domain and LUBM - an ontology benchmark about organizational structures
of universities. We used different datasets of each ontology (Semintec_0, Semi-
ntec_1, etc.) where the higher number means bigger ABox set. Our tests were
performed on a Windows 7 desktop machine with Java 1.7 update 25 while the
maximum heap space was set to 1 GB.

Evaluation schema for each ontology was the following. Firstly, we performed
the TBox reasoning using HermiT. Then, an inferred ontology was loaded into
each tested engine and the ABox reasoning was executed. In each case we
recorded the reasoning time and counted the size of the resulting ABox. We
performed the ABox reasoning with the following engines: Jess, Drools, HermiT
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Fig. 2. The ABox reasoning times of the tested ontologies.

5 http://jessrules.com/

5 http://www.jboss.org/drools/

" http://etacar.put.poznan.pl/jaroslaw.bak/RuQAR.php
8 http://kaon2.semanticweb.org/
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and Pellet’. We verified that the reasoners produced identical results (a similar
empirical approach is applied in [1,4] in order to compare their OWL 2 RL rea-
soners with Pellet/RacerPro and HermiT, respectively). However, HermiT and
Pellet provided more reasoning results in the LUBM case. It is correct, since
only Vicodi is within the OWL 2 RL Profile. Nevertheless, all results inferred
by Jess and Drools were among the results produced by HermiT/Pellet. Gen-
erally, we obtained better performance in the ABox reasoning with Jess/Drools
than with HermiT or Pellet (see Fig.2). However, in the Vicodi case Pellet was
on the second place. The reason for that is that Vicodi contains large number
of classes - which means that the reasoning produces many new triples. Drools
performs slower than Jess in creating new triples (or checking if a triple exists
in the working memory) since it uses pure Java classes (while Jess uses its own
classes). Nevertheless, the obtained results confirm that RuQAR increases the
performance of the ABox reasoning in comparison to the DL-based reasoners.

4 Conclusions and Future Work

In this paper we presented RuQAR which is the first release of a reasoning
framework for OWL 2 RL ontologies. This tool enables ontology transformation
into rules and facts expressed in the ASRF syntax. The translation from ASRF
into Jess and Drools is also provided. Moreover, we described the reasoning
schema, preliminary implementation as well as performed experiments. To the
best of our knowledge presented work is the first not-naive implementation of the
OWL 2 RL reasoning in Drools and Jess which can be applied in any application
requiring efficient ABox reasoning (except the work presented in [4], where these
engines are used to infer with naive implementation of rules from the OWL 2 RL
Profile specification). In the next release of RuUQAR we will support relational
database interface as well as optimized query processing.

Acknowledgements. The work presented in this paper was supported by UMO-
2011/03/N/ST6,/01602 grant.
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Abstract. Data on the Linked Open Data (LOD) cloud changes fre-
quently. Applications that operate on local caches of Linked Data need
to be aware of these changes. In this way they can update their cache
to ensure operating on the most recent version of the data. Given the
HTTP basis recommended in the Linked Data guidelines, the native way
of detecting changes would be to use HTTP header information, such as
the Last-Modified field. However, it is uncertain to which degree this field
is currently supported on the LOD cloud and how reliable the provided
information is. In this paper, we analyse a large-scale dataset obtained
from the LOD cloud by weekly crawls over almost two years. On these
weekly snapshots, we observed that for only 15% of the Linked Data
resources the HTTP header field Last-Modified is actually available and
that the date provided for the last modification aligns in only 8 % with
the observed changes of the data itself.

1 Introduction and Background

The Linked Open Data (LOD) cloud is a global information space to struc-
turally represent and connect data items. The LOD principles provide a flexible
publishing paradigm to integrate and interlink any kind of data from arbitrary
datasets, published by various data providers on the Web. The distributed, Web-
based nature of the data motivates many applications to keep local copies of the
data. Data is fetched live from the Web only in those cases where the data is
missing or known to be highly dynamic [5]. However, given the rate of changes
of Linked Data [3] also local caches need to be updated from time to time [2].
Thus, the question is when to perform such an update.

A intuitive approach to this task is to exploit the way Linked Data is pro-
vided on the Web. According to the Linked Data guidelines resources should
be modelled using dereferenceable HT'TP Uniform Resource Identifiers (URISs).
Whenever a client application invokes an HTTP request to a server for a par-
ticular URI on the LOD cloud, the server should respond by providing useful
information about the entity represented by this URI. Naturally, this response
will make use of the HTTP protocol itself. The HTTP header of this response
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can contain metadata about the resource (e.g. owner, creation date, etc.) [1].
Among these metadata there is a field which can denote when the resource
behind this URI has been changed last. In combination with an HTTP HEAD
request this Last-Modified field is intended for probing a resource for whether or
not it has been changed since its inclusion in the cache of a Web or Linked Data
application.

Nevertheless, even with existing W3C specifications which define rules and
conditions to be followed by the LOD servers, the information contained in the
HTTP headers may in practice be inaccurate or wrong [4]. Therefore, appli-
cations relying on such information are susceptible to draw wrong conclusions.
In this paper, we empirically evaluate the conformance of time related HTTP
header metadata information on the LOD cloud. In particularly, we check for
the conformance of the Last-Modified field. Knowledge about the reliability of
this field is important for applications which intend to make use of it.

To this end, we analyse a large-scale dataset that is obtained from the LOD
cloud by weekly crawls from the period between May, 2012 and January, 2014.
The dataset contains 84 snapshots. For each pair of subsequent snapshots, we
check for changes in the data and compare the observations to the information
provided by the Last-Modified HT'TP header field. Using the results of our exper-
iments, we discuss the benefits of the availability and conformance of the HT'TP
header fields in real world scenarios.

2 Linked Data Metadata: The HTTP Header

The LOD cloud is composed by various data servers which enable data access
via the HTTP protocol. A client application invokes an HTTP request to a
server by, for instance, sending a HTTP GET message for a particular URI. The
Linked Data server responds via HTTP by sending meaningful information for
the represented resource, ideally using RDF as data format. The HTTP response
header is mainly composed by:

1. The status code information about the request. For instance, a status code
of 200 is the standard response for successful HT'TP requests. This means
that information about the resource is successfully returned. A code of 303
indicates a reference to another URI which can actually provide the requested
resource. Also this response is encountered frequently on the LOD cloud, as it
implements a technical solution to differentiate between the URI representing
a real world entity and the URL providing the description about it. Finally,
a response code in the range of 400 or 500 indicates errors on the client or
server side.

2. Metadata about the resource. Some of the standard response header fields
are: (1) Content-Language which indicates the language of the content, (2)
Content-Length, the length of the response body in octets, (3) Content- Type,
the MIME type of this content, (4) Date, the date and time that the message
was sent, and (5) Server, indicating the name for the server.
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In this work we focus on the analysis of the header field Last-Modified.
HTTP/1.1 servers should send a Last-Modified value whenever feasible. This
field is intended for a date when the requested object has been modified last.
In the context of Linked Data, this corresponds to the most recent date at
which (some part of) the resources’ RDF description has changed. Following
the HTTP/1.1 specification [1], the Last-Modified value must not be later than
the time of the server’s response message. In such cases, where the resource’s
last modification would indicate some time in the future it is to be considered
invalid. Furthermore, the server should obtain the Last-Modified value as close
as possible to the time that it generates the Date value of its response. This
allows a recipient to make an accurate assessment of the entity’s modification
time.

3 Empirical Evaluation of the Conformance of the
Last-Modified HTTP Header Field

The main goal of our experiments is to measure the degree of how often the Last-
Modified field in HTTP header of LOD resources is available and how often it is
used correctly. We consider the use to be correct if the fields returns a date and
time which does not violate the observations of when the data for a resource has
changed last. For this purpose, we work with data from the Dynamic Linked Data
Observatory (DyLDO) [3]. The DyLDO dataset has been created to monitor
a fixed set of Linked Data documents (and their neighborhood) on a weekly
basis. For the sake of consistency, we use only the kernel seed documents of
DyLDO. Our test dataset is composed of 84 snapshots corresponding to a period
of almost two years (from May, 2012 until January, 2014). Furthermore, the
DyLDO dataset contains (parts of) various well known and large LOD sources,
e.g., dbpedia.org, musicbrainz.com, and bbc.co.uk. For more detailed information
about the DyLDO dataset, we refer the reader to [3].

Each version of the DyLDO dataset consists of a set of RDF triples retrieved
from different LOD sources. Furthermore, the data provides also information
about the HTTP headers received when retrieving the data. From the 84 snap-
shots available in the dataset, we took each pair of subsequent snapshots from
the same data source and computed the set difference over their set of triples. If
we observe a difference we consider the data to have changed, otherwise we treat
it as unchanged. A change should be reflected by a Last-Modified date which lies
in the time range between the two snapshots of the data.

Figure 1(a) illustrates that on average only 15% of the resources actually
do provide some value for the Last-Modified field in the HTTP Header. Sub-
sequently, we checked for those resources which provide a value for the Last-
Modified field, how many of them return a correct or an incorrect value (see
Fig. 1(b)). As mentioned above, correct values are the ones where the last mod-
ified data aligns with actual changes in the RDF data. Incorrect values includes
(1) values that indicate changes but no change has been observed, (2) values
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(a) Ratio of the Linked Data resources (b) Ratio of the resources (in percentage)
(in percentage) that provide the field Last-  providing a Last-Modified that is correct (in
Modified in their header (in green), or donot  green), or incorrect or invalid (in red).
provide any value (in red).

Fig. 1. Availability and correctness of the Last-Modified HTTP header field

that indicate no changes but changes have been observed and (3) invalid val-
ues. Invalid values are the ones which indicate a time in the future relative to
the time of the HTTP response or which indicate a time of last modification
which actually precedes the time at which the resource was created. On aver-
age, we observe that only 52 % of the resources which provide a value for the
Last-Modified field provide also a correct value for it. The slight growth of both
ratios in Fig. 1 towards the end of the time period covered by the dataset is an
artefact caused by data sources going offline, i.e. not responding or providing a
400 or 500 status code as response. It seems that more data sources providing
no or wrong Last-Modified went offline during the covered time span.

4 Summary and Discussion

In this paper we evaluated the conformance of LOD data source to provide a
valid and correct Last-Modified HT'TP header field, which indicates the date and
time at which the resource was last modified. Our experiment shows that overall
and on average only 8 % of the resources in the datasets provide correct values for
this field. This number is far too low to be of use for any practical application.
It is, however, not clear why LOD sources do not provide valid information.
We conjecture that some default configuration of LOD servers leads to this
misbehaviour.

The reliable provision of meta data in the context of the established HTTP
protocol would be beneficial to the entire Web of Data. Many base technologies
such as Linked Data caches and indexes may benefit of this information since a
simple check on this metadata could support their decision process of determin-
ing which sources need to be updated. In conclusion, with this work we point
out the dimension of the problem of erroneous and missing information of the
HTTP header for Linked Data. Thereby, we motivate LOD sources to publish
correct and valid values to support application needs. We believe that publishing
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correct the HTTP Header information is a step towards quality-oriented data
usage in the LOD cloud.
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Abstract. The possibility to file and exchange legal procedures between
European Member States is essential to increase cross-border relations
in a pan-European e-Justice area. In this paper an overview of the
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scenario characterized by different languages and different legal systems,
are described.
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1 Introduction

The e-CODEX! project is a Large Scale Pilot in the domain of e-Justice aiming
to implement building blocks for a system supporting cross border judicial pro-
cedures between European Member States and to provide citizens, enterprises
and legal professionals with easier access to platforms that support transna-
tional judicial issues. In this paper the main features of the e-CODEX system,
based on semantic technologies and Web services, are presented. In particular the
e-CODEX e-Delivery platform (Sect.2) is briefly described. Moreover an app-
roach, based on document standards and semantic models, able to provide a
semantic interoperability layer for message exchange is shown (Sects.3 and 4).
Finally some conclusions and future developments are discussed (Sect. 5).

2 The Architecture of the e-CODEX e-Delivery Solution

The e-CODEX platform provides facilities for cross border communication via
gateways, behind which national domains are unchanged. Reliable messaging
and non-repudiation between the actual endpoints located within the national

! e-Justice Communication via Online Data EXchange (http://www.e-codex.eu)
(Retrieved: 25/04/2014).
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domains are guaranteed by a so called “circle of trust”, based on legal agree-
ments, and by evidences based on ETSI REM specifications, respectively [1].
Gateways? are endowed with routing capabilities able to resolve gateway phys-
ical addresses and national competent courts. Connectors, developed by each
Member State, act as interface between national and European e-Delivery sys-
tems, facilitating message routing and document semantics management. For
the piloting phase two use-cases have been foreseen: application forms exchange
within Small Claims and European Payment Order procedures, as ruled by the
corresponding EU regulations [2]. The way document semantics is managed is
discussed in the next sections with respect to the foreseen use cases.

3 Semantic Interoperability

For document exchange between member states, having different legal systems
and traditions, a semantic interoperability layer is essential for sharing and har-
monizing the meaning, as well as highlighting nuances of national jurisdiction-
dependent concepts. e-CODEX uses three knowledge models for facing semantic
interoperability. The Conceptual Model is the model for communication and
concept harmonization. The Logical Model is the set of data types and code
lists ensuring data reusability®. The Physical Model is the syntax and data for-
mats (XML and PDF for e-CODEX documents) ensuring mutual understanding
between information systems. Within such a framework, domain and document
modeling has been conceived: the Domain Model is the model of the addressed
scenario and the Document Model is the model of a document instance pertaining
to that scenario. Each of them can be further distinguished as follows (Fig. 1 as
reference). The Document Model can be viewed in terms of Document Physical
Model, collection of document objects viewed on the basis of their domain inde-
pendent function (input fields, check boxes, etc.), and Document Logical Model
[3], collection of document objects viewed on the basis of the human-perceptible
meaning of their content (Claimant, Claimant name, Court name, etc.). Simi-
larly, the Domain Model can be viewed in terms of a Domain Logical Model, as
a set of building blocks (data types, code lists, etc.) to describe documents of
a particular domain, and a Domain Conceptual Model, as semantic description
of a specific domain. The Domain Model gives semantic interpretation to the
document elements (physical objects) in terms of logical objects.

From a technical point of view two strategies for implementing the proposed
knowledge modeling are given. In a short term strategy the Document Physi-
cal Model is the view of an HTML or PDF form in terms of physical objects,
while the Document Logical Model is the view of such objects as logical compo-
nents, described in XML, compliant to an XML Schema representing the Domain
Model including elements and relations (Domain Conceptual Model), as well as

2 http:/ /holodeck-b2b.sourceforge.net (Retrieved: 25/04/2014).
3 CCTSUN/CEFACT Core Components Technical Specification. Version 3.0. Second
Public Review. 16-April-2007.
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Fig. 1. Relations between domain and document models

datatypes (Domain Logical Model). In a long term strategy, the Document Phys-
ical Model is the view of an HTML or PDF form in terms of physical objects,
while the Document Logical Model is the logical view of such objects, described
in RDF. The meaning of such entities and relations can be given by an ontology
(Domain Model) composed by classes and relations (Domain Conceptual Model)
as well as datatypes and codelists (Domain Logical Model). In a long term strat-
egy the Domain Model is expressed using RDFS/OWL technologies, following
the methodology used by the European Commission DIGIT’s ISA Program?. In
Table 1 implementations of the short and long term strategies are summed up.

Table 1. e-CODEX short and long term implementations

Knowledge Modeling Short Term Implementation Long Term Implementation

Domain Model

a) Domain Conceptual Model | XMLSchema RDFS/OWL model (ontology)

b) Domain Logical Model Data types, code lists Data types, code lists

(ex. CCTS or specific (ex. CCTS or specific
e-CODEX proprietary datatypes) e-CODEX proprietary datatypes)

Document Model

a) Document Logical Model XML RDF

b) Document Physical Model | HTML or PDF forms HTML or PDF forms

4 e-CODEX Knowledge Modeling Deployed on Example

A narrative example, concerning a dispute leading litigants to start a European
Small Claim procedure, is used as example to show our semantic approach:

4 DIGIT: Directorate-General for Informatics; ISA: Interoperability Solutions for
European Public Administration. http://ec.europa.eu/isa/ (Retrieved: 25/04/2014).
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takesLegaIAcﬁoniAgainst

Fig. 2. Relation between Document Logical Model and Domain Model representations
(lower and upper part, respectively) of a small claim scenario.

Franz von Liebensfels from Klagenfurt rented a car on the Internet for use in Portugal.
Due to the existence of damage to the vehicle he decided to go to the company’s office and
the employee agreed to the change. The employee discovered damage to the windscreen.
Mr. Liebensfels assured this was already there when he had collected the vehicle. Then
he saw that his credit card had been charged with 400 Euro. He decides to file a claim
against Rental Car at the court of Lisbon using the European Small Claim Procedure.

This narrative can be generalized into a more abstract form as follows:

A claimant from a Member State files a claim against a defendant in another Member
State. The claimant filed the claim at a court in the other Member State demanding
reimbursement of the money taking form his credit card by the defendant.

In e-CODEX the real case extensional description is represented by a Doc-
ument Logical Model generated by a document template (Document Physical
Model) which, in our narrative case, is a Small Claim procedure form. The
connection between the extensional (Document Logical Model) and intensional
(Domain Model) representations of a small claim scenario stemming from our
example is shown in Fig. 2.

5 Conclusions

e-CODEX aims to represent an effective implementation of the current e-Justice
policies of the EU. Legal contents representation and content transport infrastruc-
ture are the key activities currently under implementation in a scenario charac-
terized by language and legal systems diversity. In the next phases of the project
particular attention will be payed to the implementation of a secure and reliable
data exchanged system, as well as an e-Payment system for a complete on-line
finalization of judicial proceedings.
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