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Abstract. Partitioning image pixels into several homogeneous regions
is treated as the problem of clustering the pixels in the image matrix.
This paper proposes an image clustering algorithm based on different
length particle swarm optimization algorithm. Three evaluation criteria
are used for the computation of the fitness of the particles of PSO based
clustering algorithm. A novel Euclidean distance function is proposed
based on the spatial and coordinate level distances of two image pixels
towards measuring the similarity/dissimilarity. Different length parti-
cles are encoded in the PSO to minimize the user interaction with the
program hence the execution time. PSO with different length particles
automatically finds the number of cluster centers in the intensity space.

The performance of the proposed algorithm is demonstrated by clus-
tering different standard digital images. Results are compared with some
well known existing algorithms.

Keywords: Crisp clustering, digital image, Euclidean distance, image
clustering, mean square error, quantization error, different length particle
swarm optimization.

1 Introduction

Clustering is a process of grouping a set of samples or data so that they are sim-
ilar within each group. The groups are called clusters [3]. Clustering techniques
are used in many applications, such as image processing, object recognition,
data mining, machine learning, etc. The clustering algorithms try to minimize
or maximize certain objective functions.

A popular partitioning clustering algorithm is K-means[15]. This algorithm
clusters the samples based on Euclidean distance as similarity/dissimilarity mea-
sure. The algorithm is suitable for large data set and easy to implement. In any
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fixed length clustering algorithm e.g., K-means algorithm, the clustering is ob-
tained by iteratively minimizing a fitness function that is dependent on the
distance of the pixels to the cluster centers. However, the K-means algorithm,
like most of the existing clustering algorithms, assume a priori knowledge of the
number of clusters, K, while in many practical situations, this information can-
not be determined in advance. It is also sensitive to the selection of the initial
cluster centers and may converge to the local optima. Finding an optimal num-
ber of clusters is usually a challenging task and several researchers have used
various combinatorial optimization methods to solve the problem. Some other
fixed length image clustering algorithms [9,8,16] exist in the literature. Various
approaches [6,14,13,5,7] toward the image clustering based on variable length
chromosome genetic algorithm and variable length particle swarm optimization
have also been proposed in the recent past years for clustering. Some cluster
validity indices [12,11] are also proposed for fuzzy and crisp clustering.

In this paper, a new approach termed as Different length Particle Swarm
Optimization (DPSO) is proposed for image clustering. In Particle Swarm Opti-
mization [4,1], the solution parameters are encoded in the form of strings called
particles. A collection of such strings are called a swarm. Initially a random
population of swarm is created, which represents random different points in the
search space. An objective or fitness is associated with each string that rep-
resents the degree of goodness of the solution encoded in the particles. In the
proposed DPSO algorithm, a swarm of particles of different lengths, automati-
cally determines the number of clusters and simultaneously clusters the data set
with minimal user interference. By using a novel fitness function which contains
three evaluation criteria such as intra cluster distance, inter cluster distance and
an error minimizer function. A novel weighted Euclidean distance function is
used as distance function between two pixels in the image matrix. The algo-
rithm terminates when the (gBest) converges to optimal solution or it meets a
finite number of iterations. Since the actual number of clusters is considered to
be unknown, the string of different particles in the same swarm population are
allowed to contain different number of clusters. As a consequence, the different
particles have different lengths having different number of cluster centers.

Rest of the paper is organized as follows. The standard PSO algorithm is
described in section 2. Section 3 described the proposed PSO of different length
particles for image clustering. Experimental results and discussions are provided
in section 4. Finally we conclude in section 5.

2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a population based stochastic optimiza-
tion technique modeled on the social behavior of bird flocks [4]. It maintains a
population of particles, where each particle represents a potential solution of the
optimization problem. Each particle is assigned a velocity. The particles then
flow through the problem space. The aim of PSO is to find the particle posi-
tion that results the best fitness value. A fitness function is associated with a
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given optimization problem, which gives a fitness value for each particle. Each
particle keeps track of the following information in the problem space: xi, the
current position of the particle; vi, the current velocity of the particle; and yi,
the personal best position of the particle which is the best position that it has
achieved so far. This position yields the best fitness value for that particle. The
fitness value of this position is called pBest. There is another parameter in PSO,
called global best (gBest). For (gBest), the best particle is determined from the
entire swarm. The best value obtained so far by any particle in the population
is (gBest). The PSO changes the velocity and position of each particle at each
time step so that it moves toward its personal best and global best locations,
using (1) and (2) respectively. The process is repeated for maximum iterations
or sufficient good fitness value.

vp(i+1) = h(i)∗vp(i)+Ψp ∗ rp ∗ (xpB(i)−xp(i))+Ψg ∗ rg ∗ ((xgB(i)−xp(i)) (1)

xp(i+ 1) = xp(i) + vp(i+ 1) (2)

In those equations, Ψp and Ψg are the positive learning factors (or acceleration
constants). rp and rg are random numbers in [0, 1]. i is the generation number
in [1, IMAX ]. IMAX is the maximum number of iterations. h(i) ∈ [0, 1] is the
inertia factor. fpB(i) and fgB(i) are the (pBest) value and (gBest) values at
ith generation, respectively. xpB(i) and xgB(i) are respectively the personal and
global best positions of pth particle at ith generation.

3 Different Length PSO (DPSO) Based Clustering

In this paper, a novel particle swarm optimization algorithm with different length
particles is proposed. In this algorithm, a swarm of particles of different length,
automatically determines the number of clusters and simultaneously clusters the
data set with minimal user interference. It starts with random partitions of the
image, encoded in each particle of the swarm.

The fitness function proposed by Omran and Salman [10,9] has been associ-
ated in the proposed clustering. The proposed fitness function defined in (7),
contains three evaluation criteria such as intra cluster distance measure, inter
cluster distance and the quantization error minimization function. These criteria
are defined respectively in (4), (5) and (6). We consider the same weight of all
these three criteria to the fitness of the corresponding particle. The weighted
Euclidean distance function [9], given in (3), is used to compute the distance
between two pixels in the image matrix, which is used for computing intra clus-
ter distance measure, inter cluster distance and the quantization error. Vector
containing the X-coordinate (say x), Y-coordinate (say y) and pixel intensity
value (say z) are used to obtain the Euclidean distance between two pixels. The
difference between two pixels termed as gray level distance as well as their spatial
distance is calculated in the proposed distance function. The proposed weighted
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Euclidean distance function between the i-th pixel and j-th pixel in the image
matrix is given in (3).

d(x, y, z) =
√
w1((xi − xj)2 + (yi − yj)2) + w2(zi − zj)2 (3)

In the Euclidean distance function, different weights are assigned for two
different distances, the spatial and gray level distances. The spatial distance
has been assigned with less weight over the gray level distance. The intensity
value similarity/dissimilarity of any two pixels is given with more weight over
the positional similarity/dissimilarity of the pixels. The difference in intensity
values between the pixels are multiplied by a weight factor w2=0.5, whereas
coordinate level difference is multiplied by w1=0.1.

Different length PSO (DPSO) is proposed for image clustering, where a so-
lution gives a set of cluster centers. Let Z = (z1, z2, z3, ..., zNp) be the digital
image with n number of pixels. The DPSO maintains a swarm of particles, where
each particle represents a potential solution to the clustering problem and each
particle encodes partition of the image Z. DPSO tries to find the number of
clusters, Nc. The DPSO based image clustering method has various parameters.
Np, Nc, zp, mj, Cj and |Cj |, which are respectively the number of image pixels
to be clustered, Nc number of clusters, p-th pixel of the image, mean or center
of cluster j, set of pixels in cluster j and the number of pixels in cluster j. Each
particle can be represented by {mi1, ...,mij , ..., miNc}, where mij refers to the
j-th cluster center vector of the i-th particle. In this algorithm, particles have
different lengths since the number of clusters is unknown. The particles are ini-
tialized with random number of cluster centers in the range [Kmin, Kmax], where
Kmin is usually assigned to 2 and Kmax describes the maximum particle length,
which represents the maximum possible number of clusters. Kmax depends on
the size and type of image. DPSO, the proposed algorithm for image clustering
using different length particle swarm optimization is presented in Algorithm 1.

The intra-cluster distances of all the clusters are measured and the maximum
one among all the clusters is selected in dmax which is defined in (4), where Z is
a partition matrix representing the assignment of pixels to clusters of particle i.
A smaller value of dmax means that the clusters are more compact.

dmax(Z, xi) = max
j=1 to Nc

{
∑

∀zp∈Cij

d(zp,mij)/ |Cij |} (4)

Inter-cluster separation distances for all clusters are measured and the mini-
mum distance between any two clusters is calculated using (5). A large value of
dmin means that the clusters are well separated.

dmin(xi) = min
∀j1,j2,j1�=j2

{d(mij1 ,mij2)} (5)

The quantization error function [2,9] is proposed in the clustering of image
pixels which calculates the average distance of the pixels of a cluster to its cluster
centers, followed by the average distances of all clusters and hence calculates new
average. The problem of Esmin et al. [2] is that any cluster with one pixel would
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Algorithm 1. DPSO Algorithm

Input: Gray Scale Image Matrix
Output: Partition Matrix
1: begin
2: Initialize the maximum number of cluster centers Kmax and all the constant pa-

rameters
3: Initialize each particle with K randomly selected cluster centers
4: Initialize each particle xi with the pBesti and also the (gBest)
5: while gen < Imax do � Imax is the maximum number iterations
6: for i=1 to NOP do � Number of particles
7: for x=1 to rows do � Number of rows of the image matrix
8: for y=1 to cols do � Number of columns of the image matrix
9: Let (x,y) be the coordinate of the pth pixel
10: Find Euclidean distance between pth pixel and all centers of ith particle
11: Assign pth pixel to jth centers of ith particle
12: end for
13: end for
14: Compute Intra cluster distance of ith particle using (4)
15: Compute Inter cluster distance of ith particle using (5)
16: Compute Quantization error of ith particle using (6)
17: Compute the fitness value of ith particle using (7), which uses (4), (5) and (6)
18: Update (pBest) position xpB(i) and (pBest) value fpB(i) of ith particle
19: end for
20: Update (gBest) from all the particles in the swarm
21: Update velocity and then position of particles using (1) and (2)
22: Update inertia weight
23: end while
24: end

affect the final result with another cluster containing many pixels. Suppose for
ith particle in a cluster which has only one pixel and very close to the center
and there is another cluster that has many pixels which are not so close to the
center. The problem has been resolved by assigning less weight to the cluster
containing only one pixel than with cluster having many pixels. The weighted
quantization error function is given in (6), where N0 is the total number of
data vectors to be clustered. The fitness function is constructed by intra-cluster
distance dmax, inter-cluster distance dmin along with the quantization error Qe

function. The fitness function used to minimize f(xi, Z) [16] which is given in
(7). Here zmax is the maximum intensity value of the digital images which is
255 for 8-bit gray scale images. In the optimization function, equal weights are
assigned to the three distance functions. The fitness function is given to the
PSO based optimization technique and which minimizes the value of f in each
generation to make the noisy image well clustered.

Qe = {
∑

∀j=1 to Nc

[(
∑

∀zp∈cij

d(zp,mij)/ |Cij |.(N0/ |Cij |)]} (6)



716 S. Mukhopadhyay et al.

f(xi, Z) = dmax(z, xi) + (zmax − dmin(xi)) +Qe (7)

4 Results and Discussion

The proposed algorithm is tested by using three standard gray scale images: lena,
pepper and airplane. The performance of the proposed algorithm is measured by
three evaluation metrics, intra cluster distance, inter cluster distance and quan-
tization error. The performance of the algorithm is compared with three existing
algorithm K-means, Man et al. [16] and FPSO [9] algorithms. For comparison
purpose, the following parameter values are used for the algorithms:

– Gray scale image resolution = 512 × 512
– Number of particles (NOP) = 20
– Maximum number of clusters = 20
– Number of iterations = 50

Number of iterations for Man et al., FPSO and proposed DPSO algorithms are
set to 50. For K-means, the number of iterations will be 50× number of particles,
because in each iteration the fitness of 20 particles are computed in PSO based
clustering algorithms. The inertia factor is set to 1 initially and decreased linearly
with the number of iterations. Both the acceleration constants are set to 2. For
DPSO algorithm, minimum (Kmin) and maximum (Kmax) number of clusters
are set to 2 and 20 respectively. For K-means algorithm, only Mean Square Error
(MSE) is used as fitness function. For Man et al., FPSO and DPSO algorithm,
the same fitness function is used for evaluation which is given in (7).

Table 1. Clustering results using Intra distance (dmax), Quantization Error (Qe), Inter
Distance (dmin) and Fitness Value

Algorithm/Image dmax Qe dmin Fitness Value

(1.) K-Means
Pepper 13.57 10.50 32.03 247.04
Lena 9.85 8.70 29.03 244.52
Airplane 16.30 10.12 20.57 260.85

(2.) Man et al.
Pepper 12.11 9.87 40.20 236.78
Lena 9.35 8.49 34.72 238.12
Airplane 11.63 10.42 40.60 236.45

(3.) FPSO
Pepper 11.82 9.50 41.60 234.72
Lena 9.11 8.23 35.70 236.64
Airplane 11.22 10.04 41.56 234.70

(4.) DPSO
Pepper 10.68 9.00 42.49 232.19
Lena 8.44 7.79 36.41 234.82
Airplane 10.21 9.47 42.11 232.57
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Table 1 shows the intra cluster distance, inter cluster distance, weighted quan-
tization error and fitness value by the existing and proposed DPSO algorithms.
For K-means algorithm, all the three performance metrics, intra cluster dis-
tance, inter cluster distance, weighted quantization error are worse than those
of all other algorithms. FPSO is better than Man et al. and K-means. Proposed
DPSO is best with respect to all those measures. The last column of the table
shows the fitness values of the algorithms. Less the value, more is fitness. We
can see from the table that the DPSO outperforms all the other algorithms in
all respect.

5 Conclusion

This paper proposed a novel image clustering algorithm based on the different
length particle swarm optimization (DPSO) algorithm. DPSO uses a novel fitness
function with three evaluation criterion, the results show that DPSO performs
better than three other existing algorithms. The weighted Euclidean function
measures the similarity and/or dissimilarity among the pixels. Using the Eu-
clidean distance and weighted quantization error functions as fitness criteria,
DPSO outperforms the K-Means algorithm, Man et al. and FPSO algorithms
with a wide margin. The algorithm can minimize the user intervention during
the program run as it can find the number of cluster centers automatically in a
specified range. A limitation of the proposed work is that the number of cluster
centers assigned initially for a particle remains fixed. This limitation is resolved
to some extent by using a large number of particles to increase the diversity
regarding the number of cluster centers.

In future, cluster validity indices may be used in the fitness function of the
algorithm for clustering. Another attempt may be to use Multi-objective evo-
lutionary algorithm (MOEA) to get a a set of optimal solutions where three
criteria used in proposed DPSO will be used as objectives. To overcome the lim-
itations of the fixed length particles, variable length PSO based clustering may
be considered the limitations of this work by merging or splitting the particles.
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