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Preface

This AISC volume-I contains 95 papers presented at the Third International Conference
on Frontiers in Intelligent Computing: Theory and Applications (FICTA-2014) held
during 14–15 November 2014 jointly organized by Bhubaneswar Engineering College
(BEC), Bhubaneswar, Odisa, India and CSI Student Branch, Anil Neerukonda Institute
of Technology and Sciences, Vishakhapatnam, Andhra Pradesh, India. It once again
proved to be a great platform for researchers from across the world to report, deliberate
and review the latest progresses in the cutting-edge research pertaining to intelligent
computing and its applications to various engineering fields. The response to FICTA
2014 has been overwhelming. It received a good number of submissions from the dif-
ferent areas relating to intelligent computing and its applications in main track and five
special sessions and after a rigorous peer-review process with the help of our program
committee members and external reviewers finally we accepted 182 submissions with
an acceptance ratio of 0.43. We received submissions from eight overseas countries
including India.

The conference featured many distinguished keynote addresses by eminent speak-
ers like Dr. A. Govardhan, Director, SIT, JNTUH, Hyderabad, Dr. Bulusu Lakshmana
Deekshatulu, Distinguished fellow, IDRBT, Hyderabad and Dr. Sanjay Sen Gupta, Prin-
cipal scientist, NISC & IR, CSIR, New Delhi. The five special sessions were conducted
during the two days of the conference.

Dr. Vipin Tyagi, Jaypee University of Engg and Tech, Guna, MP conducted a special
session on “Cyber Security and Digital Forensics", Dr. A. Srinivasan, MNAJEC, Anna
University, Chennai and Prof. Vikrant Bhateja, Sri Ramswaroop Memorial Group of
Professional colleges, Lucknow conducted a special session on “Advanced research in
‘Computer Vision, Image and Video Processing”. Session on “Application of Software
Engineering in Multidisciplinary Domains" was organized by Dr Suma V., Dayananda
Sagar Institutions, Bangalore and Dr Subir Sarkar, Former Head, dept of ETE, Jadavpur
University organized a special session on “ Ad-hoc and Wireless Sensor Networks”.

We take this opportunity to thank all Keynote Speakers and Special Session Chairs
for their excellent support to make FICTA 2014 a grand success.

The quality of a referred volume depends mainly on the expertise and dedication
of the reviewers. We are indebted to the program committee members and external



VI Preface

reviewers who not only produced excellent reviews but also did in short time frames.
We would also like to thank Bhubaneswar Engineering College (BEC), Bhubaneswar
having coming forward to support us to organize the third edition of this conference in
the series. Our heartfelt thanks are due to Er. Pravat Ranjan Mallick, Chairman, KGI,
Bhubaneswar for the unstinted support to make the conference a grand success. Er. Alok
Ranjan Mallick, Vice-Chairman, KGI, Bhubaneswar and Chairman of BEC deserve our
heartfelt thanks for continuing to support us from FICTA 2012 to FICTA 2014. A big
thank to Sri V Thapovardhan, the Secretary and Correspondent of ANITS and Principal
and Directors of ANITS for supporting us in co-hosting the event. CSI Students Branch
of ANITS and its team members have contributed a lot to FICTA 2014. All members of
CSI ANITS team deserve great applause.

We extend our heartfelt thanks to Prof. P.N. Suganthan, NTU Singapore and Dr. Swa-
gatam Das, ISI Kolkota for guiding us. Dr. B.K. Panigrahi, IIT Delhi deserves special
thanks for being with us from the beginning to the end of this conference. We would
also like to thank the authors and participants of this conference, who have considered
the conference above all hardships. Finally, we would like to thank all the volunteers
who spent tireless efforts in meeting the deadlines and arranging every detail to make
sure that the conference can run smoothly. All the efforts are worth and would please
us all, if the readers of this proceedings and participants of this conference found the
papers and conference inspiring and enjoyable.

Our sincere thanks to all press print & electronic media for their excellent coverage
of this conference.

November 2014 Volume Editors

Suresh Chandra Satapathy
Siba K. Udgata

Bhabendra Narayan Biswal
J.K. Mandal
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Abstract. The paper presents a dynamic method for phoneme synthesis using 
an elemental-based concatenation approach. The vocal sound waveform can be 
decomposed into elemental patterns that have slight modifications of the shape 
as they chain one after another in time but keep the same dynamics which is 
specific to each phoneme. An approximation or RBF network is used to 
generate elementals in time with the possibility of controlling the characteristics 
of the sound signals. Based on this technique a quite realistic mimic of a natural 
sound was obtained. 

Keywords: Neural networks, Time series modeling, Phoneme generation, 
Speech processing. 

1 Introduction 

Speech synthesis remains a challenging topic in artificial intelligence since the goal of 
obtaining natural human-like sounds is not yet fully reached. Among the different 
approaches of speech synthesis, the closest to human-like sounds are obtained by the 
concatenation of segments of recorded speech. However, one of the main 
disadvantages of this technique, besides the necessity of a large database, is the 
difficulty of reproducing the natural variations in speech [1]. There are some attempts 
towards expressive speech synthesis using concatenative technique [2] but the lack of 
an explicit speech model in these systems makes them applicable mainly in neutral 
spoken rendering of text. The other techniques of speech synthesis such as 
formant/parametric synthesis and articulatory synthesis [3], although they employ 
acoustic models and human vocal tract models, cannot surpass the results of a robotic-
sounding speech. The main difficulty resides in dealing with the nonlinear character 
of natural language phenomenon. Therefore the need of developing new models able 
to encompass the dynamics of speech became prominent in the recent years. More 
research works were invested in nonlinear analysis of speech signals in order to derive 
valid dynamic models [4], [5], [6], [7], [8]. A promising direction is given by the 
neural networks dynamic models. There are classic approaches in speech synthesis 
(text-to-speech synthesis) that use neural networks, but not for generating directly the 
audio signal [9], [10], [11]. However, neural networks did prove successfully to have 
the potential of predicting and generating nonlinear time-series [12], [13], [14]. 
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Different topologies have been studied starting from a feed-forward neural network 
architecture and adding feedback connections to previous layers [15], [16]. 
Applications in speech and sound synthesis have also been proposed [17], [18]. In a 
recent work [19] we have studied the possibility of training a feedback topology of 
neural network for the generation of three new periods of elemental patterns in 
phonemes. The phoneme sound was finally generated in a repetitive loop with 
promising results. In the present work we are interested in extending the ideas of 
dynamic modeling of speech sounds with neural networks, this time using 
approximation nets. The approximation or interpolation networks, also known as 
radial basis function (RBF) networks, offer a series of advantages for time-series 
prediction due to the nature of the non-linear RBF activation function. 

The remainder of the paper consists of the following sections: A nonlinear analysis 
of the phoneme signals, the RBF network model and the experimental results. Finally, 
the summary and future researches conclude the report.. 

2 Nonlinear Analysis of Phoneme Signals 

The purpose of nonlinear analysis of phoneme time series is to characterize the 
observed dynamics in order to produce new time series exhibiting the same dynamics. 
According to Takens’ embedding theorem [20], a discrete-time dynamical system can 
be reconstructed from scalar-valued partial measurements of internal states. If the 
measurement variable at time t is defined by x(t), a k-dimensional embedding vector 
is defined by: 

X(ti) = [x(ti), x(ti + τ),…, x(ti + (k − 1) τ)], (1) 

where τ is the time delay, and k = 1…d, where d denotes the embedding dimension. 
The reason was to have samples from the original sound signal x(t) delayed by 
multiples of τ and obtain the reconstructed d−dimensional space. The conditions in 
the embedding theorem impose d ≥ 2D + I, where D is the dimension of the compact 
manifold containing the attractor, and I is an integer. According to the embedding 
technique, from sampled time series of speech phonemes the dynamics of the 
unknown speech generating system could be uncovered, provided that the embedding 
dimension d was large enough. The difficult problem in practical applications is 
finding the optimal length of the time series and the optimal time delay. However, 
there are some methods to estimate these parameters [21], [22]. We used the false 
nearest neighbor method and the mutual information method, for establishing the 
optimal embedding dimension and the time lag (embedding delay), respectively [23]. 
The optimal choice depends on the specific dynamics of the studied process. 
Prediction requires sufficient points in the neighborhood of the current point. As the 
dimension increases the number of such points decreases. Apparently a high 
embedding seems advantageous because a sufficiently large value ensures that 
different states are accurately represented by distinct delay vectors. When the value 
becomes unnecessarily high the data become sparse and each embedding dimension 
introduces additional noise. A technique that may provide a suitable embedding for  
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d-dimensional metric. The same pairs of vectors are then extended by adding one 
more delay coordinate and are compared, this time using d + 1-dimensional metric. If 
they become far apart then we may consider that nearest neighbor to be false. 
Regarding the selection of τ, if the value is too large the successive components in a 
delay vector are completely unrelated. At contrary, if the value is too small the 
components are nearly identical and therefore adding new components does not bring 
new information. Out of several techniques available to estimate τ, we selected the 
minimum mutual information method. Mutual information is a measure of how much 
one knows about x(t + τ ) if one knows x(t). It is calculated as the sum of the two self-
entropies minus the joint entropy. The optimal time lag can be estimated for the point 
where the mutual information reaches its first minimum. 

 

Fig. 2. The percentage of FNNs in dependence on the value of d 

 

Fig. 3. The average mutual information in dependence on the embedding delay 

For experimental purposes, we considered in this work the signals of the main 
vocal phonemes, /a/, /e/, /i/, /o/, and /u/ pronounced by a male person. The waveforms 
along with an instance of the corresponding elemental pattern are shown in Fig. 1. 
The vocal sound data were sampled at 96 kHz with 16 bits. The elemental pattern 
may be viewed as a basic component in constructing the phoneme signal. If this 
pattern is repeated in time (concatenated) the phoneme sound can be reconstructed. 
For these phonemes data we applied the FNN method and the mutual information 
method. As an example, the percentage of FNNs in dependence on the value of d can 
be seen in Fig. 2 for phoneme /a/. The percentage of FNN should drop to zero for the 
optimal global embedding dimension d. In Fig. 3 it is depicted the average mutual  
information in dependence on the embedding delay. The optimal time delays result in 
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the point where the average mutual information reaches the first minimum. The 
results obtained for the phonemes under study are presented in Table 1. 

Table 1. Phonemes nonlinear analysis results 

 

Phonemes/ 
Vocals 

Sample length 
Optimal embedding 

dimension 
Optimal time 

delay 
LE ≈ 

/a/ 43304 20 34 42 

/e/ 42984 14 59 16 

/i/ 42240 9 24 167 

/o/ 45120 15 48 53 

/u/ 42624 10 62 54 

After the estimation of d and τ we could proceed with the embedding process. For a 
convenient exploration of the reconstructed phase-space we constructed the following 
three−dimensional map: 

x = x(t) 

y = x(t + k) 

z = x(t + 2k), 

 

(2) 

and we selected the points along the z axis for k = d. The samples are depicted in Fig. 
4 for phoneme /a/. These samples constituted the input vector to the RBF neural 
network as will be detailed in the next section. 

 

Fig. 4. Training samples taken out from the original time-series 
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3 The RBF Network Model and Experimental Results 

By choosing the appropriate values for d and τ in the embedding process we may have 
a high degree of confidence that the intrinsic dynamics of the time-series was 
captured. If we apply the samples on a higher dimension as inputs to an interpolation 
neural network then we can have a good starting point in generating the phoneme 
sound. Using a RBF network in this case has several advantages. The network has 
three layers. The input and output layers have one neuron. The output of the network 
is a scalar function y of the input (x1, x2, …,xn) and is given by 

, , … , ∑ | | , (3) 

where S is the number of neurons in the hidden layer, wi is the weight of the neuron i, 
ci is the center vector for neuron i, and gi is the activation function: | | || || 2  (4) 

The Gaussian function has the advantage of being controllable by the parameter σ. 
In this way, the Gaussian functions in the RBF networks centered on samples enable 
good interpolations. Small values of σ reflect little sample influence outside of local 
neighborhood, whereas larger σ values extend the influence of each sample, making 
that influence too global for extremely large values. 

 

Fig. 5. The approximated elemental 

In Fig. 5 it is shown the function approximation along with the data samples. The 
network consisted of 20 basis function of Gaussian type and was trained with 39 
samples. The mean squared error decreased below 0.02 after only 5 iterations. We can 
observe a good match. The strength of this approach is given by the capability of 
controlling the width of the basis function and hence the final shape of the 
approximation. The dynamics of the elementals is still very well preserved if the 

100 200 300 400 500 600 700

-20000

-10000

10000

20000



 Approximation Neural Network for Phoneme Synthesis 7 

number of nodes is not too low. In the next stage, a series of different elementals were 
generated by varying the width of the basis function according to a random source 
(for instance a quadratic map). Finally these elementals were concatenated to generate 
the sound signal. If the concatenation was performed with the same elemental the 
resulting sound created an artificial impression even if the original elemental was 
used. The impression of naturalness is not given by the phoneme elemental alone, but 
by the temporal perception of the slight variations of the elementals in succession. 

  
Fig. 6. Three elemental samples generated when σ was controlled by a random source 

In Fig. 6, a series of three different elemental are depicted. Slight variations can be 
observed but with the preservation of the original dynamics as can be observed in the 
original signal. In conclusion, the method suggested proved to be simple and effective 
encouraging further researches. 

4 Summary 

A dynamic method for phoneme synthesis using an elemental-based concatenation 
technique was proposed. The phonemes’ elementals could be generated by an 
approximation network and the signal parameters can be controlled, at every iteration, 
through the width of the Gaussian activation function. The resultant elementals were 
concatenated and finally assembled in the resultant phoneme sound. The sound 
impression was quite realistic. Future researches in this direction are encouraged by 
the positive results obtained in this work. 
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Abstract. In face of global competition, supplier management is emerging as 
crucial issue to any companies striving for business success. This paper 
develops a framework for selecting suitable outsourced suppliers of upstream 
supply chain in uncertain environment. Emerging supply risk arising from 
outsourcing are analyzed to reduce cost and increase the sustainability of supply 
chain network. The study applies ranking based interval type-2 fuzzy set 
exploring the risk factors and ranking supplier companies. The performance 
rating weights of risk criteria in supply chain are evaluated based on decision 
makers. Finally, an empirical study is conducted for Indian Oil Corporation 
Limited (IOCL) to demonstrate the applicability of the proposed algorithm to 
select the suitable crude oil supplier(s).  

Keywords: Supplier Selection, Supply chain risk, Interval type-2 fuzzy sets. 

1 Introduction 

Today’s modern globalized world is a mass-production industrialized society 
connecting business through cross-boundary supply chain having multi-suppliers and 
production sites, relying on outsourcing business policy [1].  Uncertainty from 
supplier side led to high exposure to supply risk in complex upstream supply chain 
network. Modern oil supply chains have crossed geographical barriers distributed 
across multi-countries operating in multi-sectors like electronics, petroleum product 
and automobiles [2]. Various supply chain are structurally similar resulted in steep 
competition between supply chain networks, fluctuation of demand, financial risk and 
managing up-and down- stream relation between suppliers and customers [3].  
Economic instability and disaster crisis has forced managers in multi-national 
companies to identify, categories risky supplier partners controlling supply and 
operational risks [4]. Researchers have now focused on Fuzzy Multi-attribute decision 
making (FMADM) model, where decision makers considers various attributes and 
alternatives giving decisions in linguistic terms, due to vague human nature[5]. Recent 
researchers are applying Fuzzy Type-2 sets having fuzzy-based membership function, 
dealing with risk uncertainties in a better way. Type-2 fuzzy sets (T2FS) [6] are 

                                                           
* Corresponding author.  
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extension of ordinary type-1 fuzzy sets where traditional Type-1 fuzzy sets fails to 
deal with uncertainties, due to crisp nature of their membership function. 

Zadeh [7] first proposed the concept of Type-2 fuzzy set and detailed discussion 
and more flexible approach are given by Mendel and John [8]. The membership 
functions of T2 FSs are three dimensional and include a footprint of uncertainty, it is 
the new third dimension of T2 FSs and the footprint of uncertainty that provide 
additional degrees of freedom that make it possible to directly model and handle 
uncertainties. In recent years many researchers have applied the Interval Type2 fuzzy 
sets (IT2FS) for handling FMADM. Chen and Lee [9] present a new method for 
handling fuzzy multiple criteria hierarchical group decision-making problems based 
on arithmetic operations and fuzzy preference relations of interval type-2 fuzzy sets. 
Chen and Lee [10] also presented an interval type-2 TOPSIS method to handle fuzzy 
MCDM problem. Lee and Chen [11] suggested a method to handle MCDM problems 
based on ranking values and arithmetic operation of interval type-2 fuzzy set. Wang et 
al [12] proposed a method for MAGDM based on interval type-2 fuzzy environment. 
Yang et al [13] presented a new method to handle fuzzy MAGDM problems based on 
ranking interval type-2 fuzzy sets. Celik et al [14] proposed an integrated novel type-2 
fuzzy MCDM method to improve customer satisfaction in public transportation in 
Istanbul. Wang and Lee [15] applied interval type-2 fuzzy set in fuzzy decision 
making. 

Oil and gas supply chain involves some environmental parameters which are 
uncertain in nature due to political turmoil and high requirement of storage. In 
response to hike in global oil prices, stiff competition among oil companies along 
with environmental problem, oil companies are forming global supply chain among 
intercontinental suppliers [5]. In foundation of investigation of OICL, we focus our 
attention on assessing risk attributes and ranking of crude oil supplier alternatives 
under ranking based interval type-2 fuzzy set based on information provided by 
decision maker. 

2 Preliminaries 

In this section, some basic concepts of Type-2 fuzzy sets, interval type-2 fuzzy sets 
and ranking interval type-2 fuzzy sets are introduced along with their basic 
operational rules related to it. 

Definition 1:  [14] A type-2 Fuzzy set (T2 FS), denoted by A    on a universal set X , 

represented by type-2 membership function ( , )
A

x uμ   and expressed as

{( , ), ( , ) , [0,1]xA
A x u x u x X u Jμ= ∀ ∈ ∈ ⊆
 . A  can also be expressed as 

( , ) / ( , )
x

A
x X u J

A x u x uμ
∈ ∈

=   
   where [0,1]xJ ⊆ and  denote union over all x and 

u. For discrete universe    is replaced by .  

Definition 2: [8] An interval type-2 fuzzy set A  is a special type of type-2 fuzzy set 
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 where, ( , ) 1
A

x uμ =  denoted by 1/ ( , )
xx X u J

A x u
∈ ∈

=   where [0,1]xJ ⊆ .           (1) 

Definition 3: [11] Let two trapezoidal interval type-2 fuzzy sets be given below 

1 1 1 11 12 13 14 1 1 2 1 11 12 13 14 1 1 2 1( , ) (( , , , , ( ), ( )), ( , , , , ( ), ( )))U L U U U U U U L L L L L LA A A a a a a H A H A a a a a H A H A= =      

2 2 2 21 22 23 24 1 2 2 2 21 22 23 24 1 2 2 2( , ) (( , , , , ( ), ( )), ( , , , , ( ), ( )))U L U U U U U U L L L L L LA A A a a a a H A H A a a a a H A H A= =      

The arithmetic operation of two IT2FSs  1 2 1 1 2 2( , ) ( , )U L U LA A A A A A⊕ = ⊕       

11 21 12 22 13 23 14 24 1 1 1 2 2 1 2 2(( , , , ,min( ( ), ( )),min( ( ), ( ))U U U U U U U U U U U Ua a a a a a a a H A H A H A H A= + + + +    

11 21 12 22 13 23 14 24 1 1 1 2 2 1 2 2( , , , ,min( ( ), ( )),min( ( ), ( ))) (2)L L L L L L L L L L L La a a a a a a a H A H A H A H A+ + + +    
 

The multiplicative operation of two ITFSs 1 2 1 1 2 2( , ) ( , )U L U LA A A A A A⊗ = ⊗        

11 21 12 22 13 23 14 24 1 1 1 2 2 1 2 2(( , , , , min( ( ), ( )), min( ( ), ( ))U U U U U U U U U U U Ua a a a a a a a H A H A H A H A= × × × ×    

11 21 12 22 13 23 14 24 1 1 1 2 2 1 2 2( , , , ,min( ( ), ( )),min( ( ), ( ))) (3)L L L L L L L L L L L La a a a a a a a H A H A H A H A× × × ×      

Definition 4: [13] For any interval type-2 fuzzy set iA  located in second quadrant,  

1 2 3 4 1 2 1 2 3 4 1 2( , ) (( , , , , ( ), ( )), ( , , , , ( ), ( )))U L U U U U U U L L L L L L
i i i i i i i i i i i i i i iA A A a a a a H A H A a a a a H A H A= =      

where 1 2 3 4 1 2 3 41 0, 1 0U U U U L L L L
i i i i i i i ia a a a a a a a− ≤ ≤ ≤ ≤ ≤ − ≤ ≤ ≤ ≤ ≤   and 1 .i n≤ ≤  

Shifting right interval type-2 fuzzy set iA  from second quadrant into the interval 

type-2 fuzzy set *
iA  in   first quadrant, as follows: 

* * *
1 2 3 4 1 2( , ) (( , , , , ( ), ( )),U L U U U U U U

i i i i i i i i i i i i iA A A a K a K a K a K H A H A= = + + + +      

1 2 3 4 1 2( , , , , ( ), ( )))L L L L L L
i i i i i i i i i ia K a K a K a K H A H A+ + + +    

where iK  refers to right-shift distance of interval type-2 fuzzy set *
iA from second 

quadrant to first quadrant and 1
U

i iK a= . For any interval type-2 fuzzy set iA located 

between first and second quadrant, we can right shift  iA  to  *
iA  locate at first quadrant. 

The ranking value ( )iRV A of  the trapezoidal interval type-2 fuzzy set iA  is defined as: 

 

 1 4 1 2 1 2( ) ( ) ( ) ( ) ( ) ( )
( )

2 4

U U U U L L
i i i i i i i i

i

a K a K H A H A H A H A
RV A

 + + + + + += + 
 

     

 
1 2 3 4 1 2 3 4( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

(4)
8

U U U U L L L L
i i i i i i i i i i i i i i i ia K a K a K a K a K a K a K a K + + + + + + + + + + + + + + +× 

   
where    
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11 11 11

11 11 11 11 11 11

0 min( , ,............, ) 0

min( , ,............, ) min( , ,............, ) 0

U U U

i U U U U U U

if a a a
K

a a a if a a a

 ≥=  <
           (5) 

 1 2 3 4 1 2 3 4( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

8

U U U U L L L L
i i i i i i i i i i i i i i i ia K a K a K a K a K a K a K a K + + + + + + + + + + + + + + +

 
 

is 

the basic ranking value  of interval type-2 fuzzy set iA , and 1 2( ), ( ),U U
i iH A H A   

and 1 2( ) ( )L L
i iH A and H A   denotes membership value of elements 

1 3 2 3, ,U U L L
i i i ia a a and a  in , , ,U U L L

i i i iA A A A     respectively. 

3 An Algorithmic Ranking Based Interval Type-2 Fuzzy Set 
Approach for Supplier Selection Mitigating Supply Risk 

For various MCDM problem, let 1 2{ , ,........, }nX x x x= be a set of alternatives and 

1 2{ , ,....., }mF f f f= be a set of attributes. We utilize the thk decision-maker pD , 

for determining the weighing matrix, pDW , of the attributes and the evaluating 

matrix, pY , of the alternatives, where 1 p k≤ ≤ .The proposed fuzzy multiple 

attribute group decision making problem is based on the ranking interval type-2 fuzzy 
sets, (Yang et al, [13].  The algorithmic steps are as follows: 

Step 1: Based on linguistic values of attributes and alternatives, construct the 

weighted decision matrix pS  of the thp  decision-maker, 1 p k≤ ≤  

11 12 1 11 12 111 1

2 22 21 22 2 21 22 2

1 2 1 2

* (6)
: :: : : ..... ..... : : : ..... ..... :

p p p p p pp
n n

p p p p p p p
n n

p p p

p p p p p p p
m mm m m mn m m mn

y y y s s swf f

f fw y y y s s s
S DW Y

f fw y y y s s s

    
    
    = = × =    
    
         

     
      

     

   

where  1 ,1 .p p p
ij ij is y w i m j n= × ≤ ≤ ≤ ≤   

Step 2: Based on Eq. (6), Average decision matrix S , is constructed: 

11 12 1

1 2
21 22 2

1 2

.........
, (7)

: : ..... ..... :

n

k
ij ij ijn

ij

m m mn

s s s

s s ss s s
S where s

k

s s s

 
   + + + = =       
 

  
    



  

 

p
ij ijs and s   are interval type-2 fuzzy sets, 1 , 1 1 .i m j n and p k≤ ≤ ≤ ≤ ≤ ≤                                    
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Step 3: Based on Equation.(4) and  (5),  ranking matrix RS  is derived 

11 12 1

21 22 2

1 2

( ) ( ) ( )

( ) ( ) ( )
(8)

: : ..... ..... :

( ) ( ) ( )

n

n

m m mn

RV s RV s RV s

RV s RV s RV s
RS

RV s RV s RV s

 
 
 =
 
 
 

  
  

  

 

Step 4: Based on Eq. (8) average agreement degree AD is constructed,  

1 1

2

21

1

1
( )

1
( )

: , 1 , 1 . (9)
: :

1
( )

N

ijJ

N

jJ

N
m

mjJ

RV s ADN
AD

RV s
AD where i m j nN

ADRV s
N

=

=

=

 
   
   
   
   = = ≤ ≤ ≤ ≤
   
   
      













 

Step 5: Calculate the ranking value ( )jR x of alternative jx  , shown as follows, 

1

( )
( ) , 1 . (10)

m ij
j i

i

RV s
R x where j n

AD=
= ≤ ≤


 

4 Case Study 

Volatility of crude oil market, subsidy burden by government policy and business has 
forced the company to go for outsourced crude oil suppliers by continuous diversifying 
crude oil procurement sources adding more supplier countries [2]. IOCL is expanding 
its crude oil suppliers list as alternative arrangements due to difficulty in remitting 
import of crude oil from Middle East countries UAE, Saudi Arabia, Iran and Kuwait.  
Due to political Instability and steep price rise in barrel per dollar, Indian Oil is looking 
for new outsourcing suppliers from Africa, Canada and Latin America. Three expert  

decision-makers in their field,  1D (Petroleum Engineer), 2D  (Marketing Manager) 

and 3D (Economic analyst) are engaged for ranking  outsourcing supplier of crude 

among three given Oil exporting companies of gulf region  namely  Iranian Oil 

Participants Limited 1( )x ,Basrah Oil corporation 2( )x ,Saudi Aramco 3( )x  with 

respect to five risk attributes, Information risk 1( )f   Supply risk 2( )f , Logistics risk

3( )f ,Market risk 4( )f  and  Environmental risk 5( )f . 

Information risk of oil supply chain is because of incorrect information flow, 
crashes/changing in planning. Market risk arises due to change in demand and price, 
change in economic policy, stock market crash and financial inflation. Logistics risk 
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refers to cargo damage, operation quality, agreement term breach and types and 
controlling export-import. Supply risk includes delivery time, global sourcing, and 
bankruptcy of suppliers. Environmental risk of oil supply refers to socio-economic 
turmoil, terrorism act and man-made and natural disasters. The linguistic weights of 
the attributes are shown in Table (1).The linguistic weights of the attributes given by 
the decision makers are given in Table (2). The evaluating values of alternatives given 
by the decision makers with respect to the attributes are shown in Table (3). 

Table 1. (Chen and lee, 2010b): Linguistic terms and their corresponding Interval type-2 fuzzy sets 

Linguistic terms Interval type-2 fuzzy sets 

Very low (VL) ((0, 0, 0, 0.1; 1, 1), (0, 0, 0, 0.5; 0.9, 0.9)) 

Low (L) ((0, 0.1, 0.1, 0.3; 1, 1),(0.05,0.1,00.1,0.2;0.9,0.9)) 

Medium low (ML) ((0.1, 0.3, 0.3, 0.5; 1, 1), (0.2, 0.3, 0.3, 0.4; 0.9, 0.9)) 

Medium (M) ((0.3, 0.5, 0.5, 0.7; 1, 1), (0.4, 0.5, 0.5, 0.6; 0.9, 0.9)) 

Medium High (MH) ((0.5, 0.7, 0.7, 0.9; 1, 1), (0.6, 0.7, 0.7, 0.8; 0.9, 0.9)) 

High (H) ((0.7, 0.9, 0.9, 1; 1), (0.8, 0.9, 0.9, 0.95; 0.9, 0.9)) 

Very High(VH) ((0.9, 1, 1, 1; 1, 1),  (0.95, 1, 1, 1; 0.9, 0.9)) 

Table 2. Weights of the attributes evaluated by the decision- makers 

 
Attributes 

Decision makers 
D1 D2 D3

Information risk H MH H 
Supply risk M VH MH 

Demand risk MH H H 
Logistics risk M MH ML 

Environmental risk H L L 

Table 3. Evaluating values of alternatives given by decision makers w.r.t the attributes 

 
Attributes 

 
Alternatives 

Decision makers 

D1 D2 D3 

 
Information risk 

x1 H MH H 
x2 H M H 
x3 H MH ML 

 
Supply risk 

x1 H MH ML 
x2 MH H VL 
x3 MH H H 

Demand risk 
x1 H H M 
x2 MH M H 
x3 H MH MH 

Logistics risk 
x1 VH MH H 
x2 H H M 
x3 M VH MH 

     Environmental risk 
x1 ML M ML 
x2 H MH H 
x3 H VH MH 
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[Step 1] We construct the evaluating matrix pDW  of the attributes  and the matrix 

pY  of alternatives , both given by decision–makers, (1 3)pD p≤ ≤  based on Table 

(2) and (3)  respectively, as shown below. 

1 2 3, ,

H M H H

M V M M H

D W M H D W H D W H

M M H M L

H L M

     
     
     
     = = =
     
     
          

 

1 2 3, ,

MH H MH H M M MH H ML

H MH MH MH H H ML VH H

Y H MH H Y H M MH Y MH M H

VH H M M H VH H M MH

ML H H M MH VH ML H MH

     
     
     
     = = =
     
     
          

 

[Step 3] Based on Eq. (4), (5), (9) we construct the ranking matrix RS, the average 
agreement degree AD and Ranking values of the alternatives 

1

2

3

0.637 1.021 0.585 0.7477

( )0.638 1.006 0.680 0.7747 4.3629

0.790 0.821 0.486 0.6990 ( ) 5.9846

0.587 0.422 0.539 0.5160 4.6524( )

0.194 0.614 0.579 0.4623

R x

RS AD R x

R x

   
                 = = =               
      

 

Ranking order of the given alternatives   1 2 3, ,x x x  is: 

2 3 1 2 3 1( ) ( ) ( )x x x as R x R x R x     

5 Result Discussion 

Our analysis is based on using algorithm in section 3 and linguistic data given in Table 
(1), Table (2) and Table (3). Based on the result given in Section 4, it follows that Basrah 

Oil corporation 2( )x  based on Iraq is the most risky crude oil supplier country followed 

by Saudi based company, Saudi Aramco 3( )x  among the three given suppliers.  So, 

Indian Oil should rely mainly on, Iran based company namely, Iranian Oil Participants 

Limited 1( )x for crude oil product for its market production in India. Increase in country 

risk of Middle East due to extreme events of war may significantly change India’s crude 
Oil importing optimal decision.  On the contrary, the shares of other oil region like 
Central America, North Africa, and North America can be chosen as alternative suppliers 
due to relatively low importing cost and low country risk.  
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6 Conclusion 

In this paper, we have presented case study of supplier selection in supply chain 
network based on ranking method of interval type-2 fuzzy sets. The Crude oil 
exporting countries are facing political crisis like Iran from US and European Union, 
stiff competition like Canada from USA, and not getting proper market like Africa, 
Russia and Latin American countries. Alignment of objectives between Outsourcing 
companies and their crude oil suppliers in supply chain helps to reduce risk, surface 
new opportunities and differentiate them from competition. India’s oil-importing plan 
should be adjusted and share of Middle East should be reduced in case of wars. From 
perspective of energy security, the paper introduces risk criteria of import disruption 
into oil-importing supplier selection which managers should pay attention. 
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Abstract. This paper presents a brief survey on Pattern matching for speaker 
verification. Pattern matching performed for Speaker Verification (SV), is the 
process of verifying the claimed identity of a registered speaker by using their 
voice characteristics and further subdivided into text-dependent and text-
independent. Paper outlines various models performance levels and the work 
undertaken by the researchers. It has been viewed over as, among these models 
GMM comparatively performs better and this paper is beneficial for researchers 
to proceed over in their work. 

Keywords: Pattern-Matching, Modelling, Speaker Verification (SV), Text de-
pendent and Text independent verification systems. 

1 Introduction 

Pattern Matching is the task of speaker verification of computing a match score, 
which is a measure of the similarity between the input feature vectors and some data-
base model [1]. The features that are extracted from the speech signal are needed to 
construct speaker models. To introduce users into the system, based on the extracted 
feature a model of the voice, is generated and stored. Then, to authenticate a user, the 
matching algorithm compares/scores the incoming speech signal with the model of 
the claimed user [2]. According to the pattern matching system of the present inven-
tion, it is possible to carry out the pattern matching with a high accuracy even when a 
consonant at the beginning or end part of the word drops out in the input speech  
pattern. 

In general the paper outlines the field of speaker verification for text-independent 
systems and not going deeply into mathematics. The examples for classification and 
pattern matching were displayed as well as a basic conceptual scheme for speaker 
verification. 

1.1 Modelling 

There are two types of models: stochastic models and template models:- 
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1.1.1   Template Model 
In this case the pattern matching is deterministic. The template method can be depen-
dent or independent of time [2]. Usually templates for entire words are constructed. 
This has the advantage that, errors due to segmentation or classification [1]. 

 

Fig. 1. Generic Speaker Verification System [2] 

Template models include Vector Quantization (VQ) and Dynamic Time Warping 
(DTW) for text independent and text dependent respectively [3]. 

1.1.2   Stochastic Model 
The pattern matching is probabilistic and results in a measure of the likelihood, or 
conditional probability, of the observation given the model, that is to deal with uncer-
tain or incomplete information [2]. It includes  Gaussian mixture model (GMM) and 
the Hidden Markov model (HMM) are the most popular models for text-independent 
and text-dependent recognition, respectively[3].A text dependent has a pre-defined 
text that is used for training and verification whereas text independent should be able 
to use any text [4]. 

2 Classification 

2.1 Text Dependent Verification System 

Text Dependent Speaker Verification (TDSV) is usually connected with the fact that a 
predefined utterance is used for training the system and for testing/using it. Major 
system types are text dependent with a predefined password, text dependent with a 
specific password for each customer, vocabulary dependent, the system or the user 
uses the text. 

The two methods that are used for text dependent speaker verification system are 
Dynamic Time Warping (DTW) based methods and Hidden Markov Model (HMM) 
based methods [4]. 

2.1.1   Dynamic Time Warping [DTW] 
To account for differences in speaking rates between speakers and utterances, dynam-
ic time warping algorithms have been proposed around 1970 in the context of speech 
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recognition,. The technique is useful, for example, when one is willing to find a low 
distance score between the sound signals corresponding to utterances [1] . DTW is a 
template model for measuring similarity between two sequences which may vary on 
the basis of time or speed. The most popular method to compensate for speaking-rate 
variability in template based systems is known as DTW. A well known application 
has been automatic speech recognition, to cope with different speaking speeds. In 
general, DTW is a method that allows a computer to find an optimal match between 
two given sequences on basis of time [1][2]. In order to prepare the reference template 
is the main problem in Dynamic time warping.  

2.2.2   Hidden Markov Model [HMM] 
It is the most popular stochastic approach that deals with probabilistic models.HMM 
enable easy integration of knowledge sources into a compiled architecture .The task is 
to find the most likely sequence of words ‘W’. We need to find out all possible word 
sequences that maximize the probability [5]. The Strengths of HMM is its mathemati-
cal framework and its implementation structure. HMM method is fast in its initial 
training, and when a new voice is used in the training process to create a new HMM 
model [6].  

 

Fig. 2. Architecture Of HMM 

In figure 2 oval shape represents random variable that can adopt a number of val-
ues. X (t) random variable whose value is hidden at variable time. In Figure 2 the 
numbers are the states. 1st is the start state and 5th is the end state. The bi are the 
probability density function the aij are the probabilities. 

 A core advantage of the HMM algorithm is that it can work well even if several 
users perform the same gesture differently.  

2.2 Text Independent Verification System 

The users here are not restricted to any fixed phrases. It has no prior knowledge, what so 
ever about what the claimant will say during the verification session. It will therefore 
have to grant the claimant access on the basis of characteristics of his/her voice [4]. 
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2.2.1   Vector Quantization (VQ) 
It is often applied to ASR. It is useful for speech coders that is efficient data reduction 
[1]. The utterance feature vectors considered as ‘X’ and the reference vectors by ‘R’. 
D(X;R) is the distance measure such as the Euclidean distance |X-R|. A smaller value 
indicates higher likelihood for X and R originating from same speaker. D(X; R)  ≠  
D(R;X) That is it not symmetric. The numbers of vectors are reduced by clustering 
method such as K map; this gives a reduced set of vectors known as codebook. The 
test speech is evaluated by all codebooks and chooses the word whose codebook 
yields the lowest distance measure. Thus, the spectral characteristics of each speaker 
can be modelled by one or more codebook entries that are representative of that 
speaker. In basic VQ, codebooks have no explicit time information that is phonetic 
segments in each word and their relative durations are ignored, since codebook entries 
are not ordered and can come from any part of the training words. The codebook 
entries are chosen to minimize average distance across all training frames [2][3]. 

2.2.2   Artificial Neural Networks 
The artificial intelligence approach , it mechanize the recognition procedure according 
to the way a person applies intelligence in analyzing, visualizing, and characterizing 
speech based on a set of measured acoustic features[1].  

The NN is trained to predict one true word or sentence at a time and whichever of 
these neurons gives the higher score wins[5].This approach has been mostly in the 
representation of knowledge and integration of knowledge sources. This method has 
not been widely used in commercial systems. Uncertainty is modelled not as likelih-
oods or probability density functions of a single unit, but by the pattern of activity in 
many units [9]. 

2.2.3   Support Vector Machine (SVM)  
Support vectors are the data points that lie closest to the decision surface. They are the 
most difficult to classify. For data classification SVMs uses linear and nonlinear sepa-
rating hyper-planes. An SVM is a kind of large-margin classifier: it is a vector space 
based machine learning method where the goal is to find a decision boundary between 
two classes that is maximally far from any point in the training data.SVMs can only 
classify fixed length data vectors, this method cannot be readily applied to task in-
volving variable length data classification [1].  

2.2.4   Gaussian Mixture Model (GMM) 
The most successful likelihood function has been Gaussian mixture models for text-
independent speaker recognition, as there is no prior knowledge of what the speaker will 
say, [7]. It is a stochastic model which has become the reference method in speaker rec-
ognition. The GMM can be considered as an extension of the VQ model, in which the 
clusters are overlapping. That is, a feature vector is not assigned to the nearest cluster as 
in, but it has a nonzero probability of originating from each cluster. The EM algorithm 
iteratively define the GMM parameters to monotonically increase the likelihood of the 
estimated model for the observed feature vectors, i.e., for iterations [1].  

A universal background model (UBM) for alternative speaker representation. The 
GMM-UBM system is a likelihood ratio detector in which we compute the likelihood 
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ratio for an unknown test utterance between a speaker independent acoustic distribu-
tion (UBM) and a speaker dependent acoustic distribution [3]. To allow maximum 
flexibility and performance for text-independent applications, both acoustic distribu-
tions are modeled by GMMs.  

 
 

Sr. No. 
 

Researchers 
 

 
Proposed Work 

 

 
Authors Contribution 

 
1 

 
Horng- Horng Lin 
et al  2011[11] 

 
The paper discusses on proper-
ties of GMM and its capability 
of adaptation to background 
variations, Experiments show 
the proposed learning rate 
control scheme, gives better 
performance than conventional 
GMM approaches. 
 

  
It’s observed that robustness to 
quick variations in background 
as well as sensitivity to abnormal 
changes in foreground can be 
achieved simultaneously for 
several surveillance scenarios. 

 
2 

 
Selami Sadıc et al, 
2011[12] 

 
A new method which is a com-
bination of CVA and GMM is 
proposed in this paper. The 
experimental studies indicate 
that GMM is superior to FLDA 
in terms of recognition rates. 
 

 
GMM32 yields slightly better 
recognition rates than those 
obtained from GMM16. The 
processing time and memory 
requirement of GMM32 are 
much greater than those of 
GMM16. 
 

 
3 

 
R.H.Laskar et al, 
2012[13] 

 
A comparative analysis of artifi-
cial neural networks (ANNs) 
and Gaussian mixture models 
(GMMs) for design of voice 
conversion system using line 
spectral frequencies (LSFs) as 
feature vectors. 
. 

 
From the perceptual tests, it is 
observed that the voice conver-
sion is more effective, if the 
source and target speakers be-
longs to different genders. Sub-
jective evaluation also indicated 
that the developed voice conver-
sion system using residual copy-
ing method performs better than 
residual selection method in 
terms of MOS 

 
4 

 
Nakamasa Inoue 
et al, 2012[14] 

 
A fast maximum posteriori 
(MAP) adaptation method using 
a tree-structured GMM. 
 

 
The calculation time of the MAP 
adaptation step is reduced by 
76.2% compared with that of a 
conventional method. The total 
calculation time is reduced by 
56.6% while keeping the same 
level of the accuracy. 
 

 
5 

 
Sami Keronen  
et al 2013[15] 

 
The unreliable and noise-
corrupted that is missing com-
ponents are identified using a 
Gaussian mixture model (GMM) 
classifier based on a diverse 
range of acoustic features. 
 

 
A missing data approach is used 
to compensate for challenging 
environ- mental noise containing 
both additive and convolutive 
components. 
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The UBM are trained using the EM algorithm. The GMM can be viewed as a hybr-
id between a parametric and nonparametric density model. Like a parametric model it 
has structure and parameters that control the behavior of the density in known ways, 
but without constraints that the data must be of a specific distribution type, such as 
Gaussian or Laplacian. Like a nonparametric model, the GMM has many degrees of 
freedom to allow arbitrary density modeling, without undue computation and storage 
demands [7]. 

A 2011 paper introduces a new volume exploration scheme with a unique ability to 
capture the data characteristics. This flexibility is helpful to inexperienced users be-
cause it provides an incremental GMM estimation scheme and it can automatically 
provide a suggestive volume classification using a greedy EM algorithm .But the 
limitations that is discussed over in this paper is regarding the number of the mixture 
components needs to be provided, because the user may not have a clear idea about 
how many features of interest are in the data set, which can be resolved [9]. 

A 2013 paper addresses robust speech recognition based on subspace Gaussian 
mixture models (SGMMs) using joint uncertainty decoding (JUD) for noise compen-
sation [10]. 

3 Conclusions  

The classification and pattern matching methods were briefly overviewed. Vector 
quantization method was outlined and an example of such classification was dis-
played. It is easier to understand it, since it is not statistical method. Later in the  
paper, we discussed statistical methods: HMM. It is obvious, that it is not so insignifi-
cant to implement those methods, since a deep knowledge of statistical mathematics is 
required. However, even more complicated methods known as Artificial Neural Net-
work was shortly discussed. This methods is quite elegant for speaker verification, but 
hard to implement. Among these models GMM performs better as comparative to the 
other systems, this system is used for high-accuracy speaker verification. The GMM  
can be used as the likelihood function are that it is computationally inexpensive, is 
based on a well-understood statistical model and for text-independent tasks, is insen-
sitive to the temporal aspects of the speech, modeling only the underlying distribution 
of acoustic observations from a speaker. 

In order to obtain better results for processing power and memory management in 
GMM this can be improved by combination of CVA and GMM. This in order will 
result in better resolution rates and also improve its memory capacity.The HMM 
combination with Gaussian mixture model (GMM) with a joint distribution of pro-
vides both clean and noisy speech feature. 
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Abstract. Now a day’s web mining is very important area. When user issues a 
query on the search engine, it gives relevant and irrelevant information to the 
user. If the query issued by the user is ambiguous then different users may get 
different search results and they have different search goals. The analysis of 
user search results according to their user goals can be very useful in improving 
search engine experience, usage and relevance. In this paper, we propose to 
infer user search goals by clustering the proposed user search sessions. User 
search sessions are constructed from user search logs and these can efficiently 
reflects the information needed by the users. An Online Clustering algorithm is 
used for clustering the pseudo documents, and then we use another appoarch to 
generate pseudo documents for better representation of the user search sessions 
for clustering. Finally we are using Classified Average Precision to evaluate the 
performance of inferring user search goals. 

Keywords: Query groups, user search sessions, search goals, click sequence. 

1 Introduction 

The web accessing in world drastically will increases for searching various purpose 
like managing the bank transactions, travel arrangements product purchases. Web 
mining is one of the important applications of data mining technique to discover the 
knowledge from the web. In web search applications, queries are submitted to search 
engines to represent the information needs of users. However, sometimes produced 
web results may not exactly represent users’ specific information needs since many 
ambiguous queries users may want to get information on different aspects when they 
submit the same query. For example, when the query “Apple” is submitted to a search 
engine, some users want apple iphone home page to know the cost of the phone 
details, while some others want to know the information about eating apples. 
Therefore, it is necessary to capture different user search goals in knowledge 
extraction. User search goals can be considered as the clusters of information needs 
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for a query. The inference and analysis of user search goals can have a lot of 
advantages like query recommendations [2] [3] [4], re-arranging the web search 
results [5] [6] [7] and re-ranking web search results are improving search engine 
relevance and user experience.  .  

In this paper, we aim at discovering the number of diverse user search goals for a 
query and depicting each goal with some keywords automatically. We first propose an 
approach to infer user search goals for a query by clustering user search sessions. The 
user search session is defined as the series of both clicked and unclicked URLs from 
user click-through logs. Then, we use optimization method to map user search 
sessions to pseudo-documents which can efficiently tells user information needs. At 
last, we cluster these pseudo-documents using Online Clustering algorithm to infer 
user search goals and with some keywords. Since the evaluation of clustering is also 
an important, we also use an evaluation criterion classified average precision (CAP) 
to evaluate the performance of the restructured web search results. 

The remaining section of the paper organized as follows. Section 2 reviews the 
related work. Section 3 describes Proposed Work.. Section 5 presents evaluation 
results. Finally, we conclude paper in Section 5. 

2 Related Works 

In previous work [15] they used online clustering algorithm to cluster the user 
queries. After clustering the groups are created. By using one pass algorithm they 
discover the knowledge from the groups. My work is extension to this paper. After 
grouping we rearrange the user web results. After that we evaluate the results using 
criterion function. 

Organization of user search results is very difficult for increasing usage and 
relevance of any search engine. Clustering search results is an efficient way to 
organize search results which allows a user to navigate into relevant documents 
quickly. Generally all existing work [7], [8] perform clustering on a set of top ranked 
results to partition results into general clusters, which may contain different subtopics 
of the general query term. However, this clustering method has two limitations so that 
it not always works well. First, created clustered groups do not give the necessary 
information needed by the user. Second, they give labels to the clusters which are 
more general and not informative to identify appropriate groups.  

Wang and Zhai [9] proposed an approach to organize search results in user-
oriented manner. They used search engines log to learn interesting aspects of similar 
queries and categorize search results into aspects learned. Cluster labels are generated 
from past query words entered by users. 

R. Baeza-Yates, C. Hurtado, and M. Mendoza et.al [2] introduced a method that, 
when user submitted a query to a search engine, gives a list of related queries. The 
related queries are based in previously issued queries, and can be issued by the user to 
the search engine to redirect the search process. Query clustering method is proposed 
in which it cluster the similar user queries. The clustering process uses the content of  
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user’s history according to their preferences in the search log of the search engine. 
The method not only discovers the related queries, but also give ranks them according 
to a relevance criterion. 

Deepali Agale, Beena Khade [10] used bisecting k-means algorithm to cluster the 
user web results. In this paper they are used two algorithms to cluster the user search 
goals. One is k-means clustering algorithm and another one is bisecting algorithm. In 
this initially apply k-means clustering algorithm on the documents that is retrieved 
based on the user queries and then on the result bisecting algorithm is applied. It is a 
time consuming process to compute the user queries using these two algorithms. 

Doug Beeferman, Adam Berger [11] used agglomerative clustering algorithm to 
cluster the user search logs. in agglomerative clustering algorithm uses the bipirate 
graph on the search. In that graph vertices on one side representing user queries and 
another side vertices represents URLs. Apply clustering algorithm on that graph to 
find the similar queries and URLs. There are some disadvantage using this algorithm 
i.e. this algorithm is ignored the content of the queries and URLs. And find the 
similarity based on how they are co-occur within the click through data.  

Zheng Lu, Zhengu Zhena, Weiyoo Lin [12] were using K-means clustering 
algorithm to cluster the user search logs. In that they described user needed 
information. For that initially they group the user queries and after grouping they 
evaluate the groups. But there is a limitation in that i.e. in K-means clustering we 
have to fix the k-value initially. But in web user queries are continuous so that after 
every iteration it is difficult to find the center and also difficult to find k-value. 

R.Dhivya, R.Rajavignesh [13] used fuzzy c-means clustering algorithm to cluster 
the user queries. Fuzzy c-means clustering and similar algorithms have problems with 
high dimensional data sets and a large number of prototypes. 

Wang, Zhai [14] clustered queries and learned aspects of similar queries. 
Limitations- This method does not work if we try to discover user search goals of any 
one single user query in the query cluster rather than a cluster of similar queries. 
Jones and Klinkner [9] predict goal and mission boundaries to hierarchically segment 
query logs. However, their method only identifies whether a pair of queries belongs to 
the same goal or mission and does not care what the goal is in detail. 

3 Proposed Work 

In this section, basic operations involved in proposed approach to discover user search 
goals/intents by clustering pseudo-documents are described. The flow of the proposed 
system design will be as shown in Fig. 1. Initially we first prepare user search 
sessions from the user search logs. After that pseudo documents are created. We apply 
clustering algorithm on pseudo documents. After creating the groups we analyze the 
groups and rearrange the web results based on the groups. 
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Fig. 2. User Search Sessions 

The above example figure describes the user search queries on different search 
results. Left part contains the 10 search results for a user queries like apple fruit, apple 
ipod, paytm and data mining related concepts etc. Right part contains the clicked  
sequence whih described how many times user clicked particular url. Here zero (0) 
represents unclicked URL. In the user search sessions the clicked URLs tells that 
what user really want from the web and unclicked URLs represents what user relay do 
not care about.   

3.3 Conversion of User Search Sessions into Pseudo Documents 

3.3.1   Representing the URLs in the User Search Session 
In this step, we first find the URLs in the user search history along with additional 
textual information by extracting the titles and snippets of the URL. In such way, 
each URL in the user search session is represented by a small text paragraph that 
consists of that URLs title and snippet. After that we apply textual process like 
stemming, removal of stop words and transforming all of letters to lowercases are 
implemented to those text paragraphs. Finally, each URL’s title and snippet are 
represented by a Term Frequency-Inverse Document Frequency vector ( TF-IDF ), 
respectively, as in 

                                            (1) 

 

 

 

 

 

 

 

 

 

 

Search Results                              Click sequence 
www.smallseotools.com    2 

https://paytm.com/    0 

http://en.wikipedia.org/wiki/Cluster_analysis 1 

http://en.wikipedia.org/wiki/Data_mining  1 

https://www.apple.com/in/    2 

http://www.forbes.com/companies/apple/                   3 

http://en.wikipedia.org/wiki/Apple   1 

http://www.nutrition-and-you.com/apple-fruit.html  2  

http://www.youtube.com/user/Apple  0      

http://www.bloomberg.com/quote/AAPL:US 2                  

T
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                                                   (2) 

Where Ti and Si are the TF-IDF vectors of the URL’s title and snippet, 
respectively. Wj= (1,2,3,………n) is the jth term appearing in the enriched URLs. 
Here, a “term” is defined as a word or a number in the dictionary of document 
collections. twj and swj represent the TF-IDF value of the jth term in the URL’s title 
and snippet, respectively. Considering that each URLs’ titles and snippets have 
different significances, we represent the each enriched URL by the weighted sum of 
Tui and Sui, namely 

 

                                                                                                                            (3) 

Where Ri means the feature representation of the ith URL in the feedback session, 
and wt and st are the weights of the titles and the snippets, respectively. 

3.3.2   Formation of Pseudo-Document 
We propose an optimization method to combine clicked and unclicked URLs in the 
feedback session to obtain a feature representation. Let C be the feature representation 
of a feedback session, and UC be the value for the term w. 

Let  

, and 

 

Let R be the feature representations of the clicked and unclicked URLs in this 
feedback session, respectively. Let C and UC be the values for the term w in the 
vectors. We want to obtain such a S that the sum of the distances between S and 
each C is minimized and the sum of the distances between S and each UC is 
maximized. Based on the assumption that the terms in the vectors are independent, 
we can perform optimization on each dimension independently, as shown in below 
equation. 

                                                                             (4)
 

       (5) 

λ is a parameter balancing the importance of clicked and unclicked URLs. When 
λ in (4) is 0, unclicked URLs are not taken into account. On the other hand, if λ is 
too big, unclicked URLs will dominate the value of Uc. In this project, we set λ to 
be 0.5. 
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3.3.3   Clustering of Pseudo Documents 

Online Clustering Algorithm 

Input: The current singleton query group containing the current query and set of 

clicks  

A set of existing query group  

A similarity threshold  
Output: 
The query group that best matches or a new one if necessary. 

 

 

for   to  

if  

 

 

If  

 
 

 

 Return S. 

4 Evaluation Criterions 

Average Precision 

A possible evaluation criterion is the average precision (AP) which evaluates 
according to user implicit feedbacks. AP is the average of precisions which is 
computed at the point of each relevant document in the ranked sequence, shown in 

                                          (6) 

Where N is the number of relevant (or clicked) documents in the retrieved ones, r 
is the rank, N is the total number of retrieved documents, rel(r) is a binary function on 
the relevance of a given rank, and Rr is the number of relevant retrieved documents of 
rank r or less. 

Voted Average Precision (VAP) 

It is calculated for purpose of restructuring of search results classes i.e. different 
clustered results classes. It is same as AP and calculated for class which having more 
clicks. 
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Risk 

It is the AP of the class including more clicks? There should be a risk to avoid 
classifying search results into too many classes by error. So we propose the Risk. 

Classified AP (CAP) 

VAP is extended to CAP by introducing combination of VAP and Risk. Classified AP 
can be calculated by using the formula, as follows: 

                                               
 (7) 

5 Experimental Results 

In this experimental results section, we will show experiments of our proposed 
algorithm. The data set that we used is based on the user click logs from a commercial 
search engine collected over a period of one month, including totally 2,000 different 
queries, 2.0 million single sessions and 1.8 million clicks. We made comparisons on 
data set using three algorithms along with our algorithm. We calculate the classified 
average precision on the user queries (data set). 

 
 
 

 
Method 

 
Mean Average VAP 

 
Mean Average Risk 

 
Mean Average CAP 

Online 
Clustering  

0.78 0.255 0.732 

K-means 0.755 0.224 0.623 

Agglomerative 0.64 0.196 0.581 

Fig. 3. The CAP comparison of three methods for 2,000 queries 

 
The above figure 3 describes the comparative results of three methods on 2,000 

user queries. We calculate the mean average VAP, Risk and CAP using miner tool. 
Our algorithm gives better results compared to other two algorithms. In k-means, 
agglomerative algorithms the Voted average precision and risk is less that means 
which represents the accuracy of user search results is less compared to online 
clustering.  

γ)1( RiskVAPCAP −=
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Fig. 4. Clustering of three methods. Each point represents the average risk and VAP of a query 
when evaluating the performance of restructuring search results. 

6 Conclusion 

The proposed system can be used to improve discovery of user search goals for a 
similar query by using online clustering algorithm for clustering user search sessions 
represented by pseudo-documents. By using proposed system, the inferred user search 
goals can be used to restructure web search results. So, users can find exact 
information quickly and very efficiently. The discovered clusters of query can also be 
used to assist users in web search. 
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Abstract. Image compression is a very important  useful technique for efficient 
transmission as well as storage of images. The demand for communication of 
multimedia data through the telecommunication network and accessing the 
multimedia data through internet by utilizing less bandwidth for communication 
is growing explosively. Basically the image data comprise of significant portion 
of multimedia data and they occupy maximum portion of communication 
bandwidth for multimedia communication. Therefore the development of 
efficient image compression technique is quite necessary. The 2D Haar wavelet 
transform along with Hard Thresholding and Run Length Encoding is one of 
the efficient proposed image compression technique. JPEG2000 is a standard 
image compression method capable of producing very high quality compressed 
images. Conventional Run Length Encoding(CRLE),Optimized Run Length 
Encoding(ORLE),Enhanced Run Length Encoding(ERLE) are different types 
of RLES applied on both proposed method of compression and JPEG2000. 
Conventional Run Length Encoding produces efficient result for proposed 
method whereas Enhanced Run Length Encoding produces efficient result in 
JPEG2000 compression. This is the novel approach that the authors  have 
proposed for compression of image using compression ratio (CR) without 
losing the PSNR, quality of image using lesser bandwidth.  

Keywords: Compression ratio, Run Length Encoding (RLE), Haar wavelet 
Transform (HWT), Hard Thresholding (HT), Conventional Run Length 
Encoding (CRLE), Optimized Run Length Encoding(ORLE),Enhanced Run 
Length Encoding(ERLE).  

1 Introduction  

Image compression is an application of data compression. In image compression the 
original image is encoded with few bits [1]. The main objective of image compression 
coding refers to store original image into bit stream as compact as possible and to 
display the decoded image as similar to the original as possible as possible. The two 
fundamental principles behind image compression are redundancy and irrelevancy 
[2]. Redundancy removes repetition in the bit stream and irrelevancy omits the pixel 
values which are not noticeable by human eye. Image compression is applied in 
medical imaging, satellite imaging, artistic computer graphics design, HDTV (high 
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definition television), digital storage of movies. The image is basically a 2D signal  
processed by human visual system. The signal representing the image is usually in 
analog form. But for image processing, storage, and transmission they are converted 
to digital form from analog form.  Hence a digital image is a 2D array of numbers or 
matrix. Each element in the matrix is known as picture element or pixel. Basically 
there are two types of image compression. One is lossy compression and another is 
lossless compression. In Lossless compression scheme, the reconstructed image after 
compression is numerically identical to the original one. However in lossy 
compression some unneeded data which are not recognized by human eliminated. 
JPEG2000 compression technique basically uses DCT as a popular transform coding 
and Run Length Encoding as a lossless coding for efficient compression of image. 
Three different type of Run Length Encoding such as Conventional, Optimized, and 
Enhanced coding the Author has used both for existing and proposed methods. 
Conventional Run Length Encoding encodes the repetition of zeros in the image 
matrix. Optimized Run Length Encoding is almost same as CRLE, it represents single 
zero between nonzero characters with two digit sequence of (1, 0). In Enhanced Run 
Length Encoding the (1, 0) pair of optimized RLE is replaced by single zero. Wavelet 
Transform has been a recent addition in the field of image analysis both for time and 
frequency component. Initial Wavelet Transform is proposed by Mathematician 
Alfred Haar in 1909. Wavelet is a hierarchical decomposition function which 
improves image quality with higher compression ratio [3][4]. Haar Wavelet 
Transform (HWT) is the simplest form of 2D DWT. HWT is used as transform 
coding as DCT for proposed method.  The remainder of the paper is organized as 
follow. Section 2 includes jpeg2000 image compression where as section 3 include 
different Run Length Encoding schemes. Section 4 includes proposed method with 
experimental results. Section 5 includes conclusion. 

2 JPEG2000 Image Compression 

JPEG2000 is basically a Lossy compression designed specifically to discard 
information that the human eye cannot see easily. In this technique the original image 
is divided into (8×8) blocks as shown in table 1. On each and every (8×8) block 2D 
DCT is computed. Then each and every (8×8) block is quantized by using a standard 
quantization table given in table 2. After quantization all blocks are combined and 
Conventional Run Length Encoding is applied on the whole image matrix. 
Cameraman.jpg, Rice.png, Moon.tif, and some other nonstandard images are taken 
for this compression. The encoding (zigzag scan, CRLE) steps achieve additional 
compression in lossless manner by encoding the coefficients after quantization. The 
encoding involves two steps. The first step converts the zigzag sequence of quantized 
coefficients in to intermediate sequence of symbols. The second step converts the 
symbols to data stream in which the symbols no longer have externally identifiable 
boundaries. This ordering helps to facilitate entropy coding by placing low frequency 
coefficients before high frequency coefficients. Then the sequence of AC coefficients 
of the whole image is encoded using three different types of Run Length Encoding to 
take the advantage of the long runs of zeros that normally results from the re ordering. 
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Fig. 1. Block Diagram of JPEG2000 Image Compression 

Table 1. (8×8) Block of Original Image 

 

Table 2. Quantization Matrix 

 

Table 3. (8×8) Block after  DCT and Quantization 

 

3 Run Length Encoding 

Run Length Encoding is a standard encoding technique basically used for block 
transform image/video compression. RLE has been classified into three parts, i) 
Conventional RLE (CRLE), ii) Optimized RLE (ORLE), iii) Enhanced RLE 
(ERLE).Run Length Encoding is applied for only AC coefficients. CRLE consists of 
two variables, out of which one is RUN and another is LEVEL. RUN represents the 
number of repeated zeros whereas LEVEL represents the non zero component present 
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after the repetition of zero. CRLE is applied on table3 and the sequence is represented 
as [ ( 0,-102) (0,4) (1,10) (0,60) (0,3) (0,5) (4,2) (0,2) (0,3) (0,3) (0,3) (0,1) (0,1) (1,1)  
(1,1) (2,1) (0,1) (0,-1) (0,1) (0,0) ]. Conventional Run Length Encoding represents the 
64 elements present in table3 to a sequence of 41 bits. Optimized RLE uses pair of 
(RUN, LEVEL) only when a pattern of consecutive zeros occurs at the input of the 
encoder. This method represents the single zero between two nonzero characters with 
a two digits sequence (1,0). The sequence obtained after applying Optimized RLE on 
table3 is denoted as [ -102, 4, (1,0), 10, 60, 3, 5, (4,2), 2, 3, 3, 3, 1, 1, (1,0), 1, (1,0), 1, 
(2,1), 1, -1, 1, (35,0), (0,0) ]. Enhanced Run Length Encoding(ERLE) is basically 
used for further minimization of Optimized RLE. In ERLE the (1,0) pair is simply 
replaced by a single 0 which reduces the number of bits required. After applying 
ERLE table 3 the obtained sequence is given as [-102, 4, 0, 10, 60, 3, 5, (4,2), 2, 3, 3, 
3, 1, 1, 0, 1, 0, 1, (2,1), 1, -1, 1, (35,0), (0,0) ] . The 64 elements table is reduced to a 
sequence of 29 elements in ERLE. 

4 Proposed Method 

In their previous work [5] authors had worked on Haar Wavelet Transform Image 
Compression using RLE. In the current work authors have worked on the same method 
with different RLE schemes, i.e., i) CRLE, ii) ORLE, and iii)ERLE. After that they 
compared with JPEG2000 and Haar Wavelet Transform with different RELs. In this  
method  HWT is applied on each (8×8) block. Then to get high degree of compression 
hard thresholding is applied on each and every (8×8) block of image. Mathematically the 
hard thresholding is denoted as in equation 1. Finally different RLEs are applied.                        0          | |                                                           (1) 

 

Fig. 2. Block Diagram of Proposed Method 

Table 4. (8×8)  Block of Original  Image (same as table 1) 

Table 5. (8×8) Block of Original Image after HWT and HT ( 15  
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4.1 Experimental Results 

The table 6 represents the comparison of various Run Length Encodings both  
proposed and existing methods. Compression ratio given in the table 6 is the ratio 
between the compressed data to uncompressed data. PSNR is denoted as peak signal 
to noise ratio which is computed for the best two methods, one from DCT and another 
from HWT and given in table 7.  

Table 6. Different RLES Computation Table 

 

From the table 6 it is evident that HWT, HT along with different RLEs  
compressed the data most. Now authors experiment the PSNRs of lowest CRs of DCT 
with that of HWT. 

Table 7. PSNR Computation Table 

 

The result shows that DCT with ERLE has the least CR value 0.4531 whereas 
HWT with CRLE has CR of 0.20313. The corresponding PSNRs are 60.72 and 65.59 
respectively. This shows that PSNR with HWT and CRLE compressed the image  
significantly without degrading the image quality. 

5 Conclusion 

Authors first studied JPEG2000 image compression with different RLEs, and then 
they proposed a new scheme where they applied the same RLEs. They compared 
those RLEs. It is clear from the above discussion that proposed method with  Run 
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Length Encodings are superior to than that of JPEG2000 for all three types of Run 
Length Encodings as shown in Table 6 .In the area of 3G and 4G LT the issue of band 
width is one of the main factors for better video communication. Since in this 
proposed method the PSNR increases appreciably than that of JPEG2000 .Therefore it 
can be concluded that the picture retrieved is of better quality and as the number of 
bits required to send the image is less, a lesser band width is utilized. Image can be 
send without compromising image quality. 
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Abstract. Search engine optimization is an interesting research issue in 
information retrieval for retrieving user interesting results. Satisfying the user 
search goal is a complex task while searching user specific query, because of 
billions of related and unrelated data available over the network. In this 
proposed work we are introducing an empirical model of search mechanism 
with FP Tree for finding frequent use of patterns (sequence of Urls) and genetic 
algorithm, which belongs to the larger class of evolutionary algorithms, which 
will be used for generating solutions for optimization problems using 
techniques such as mutation and crossover for optimal results with efficient 
feedback sessions, based on query clicks. From the time user starts clicking or 
visiting the urls the session is started and the session of feedback is generated 
reflecting the efficient user information needs. 

Keywords: User Search goals, Feedback Sessions, FP Tree, Genetic 
Algorithm, Crossover, Mutation. 

1 Introduction 

Various approaches were released by various authors from years of research in the 
field of optimizing the search engines, every research work have its own pros and 
cons. Some of the mostly used search engines works based on relevance score, time 
stamps and query click graph .Latest technology of Search engines follows basic 
concepts of semantic comparison of keywords, localization and cache implementation 
for optimal performance. 

There are several researches still going on for generating the user interesting results 
in web searches. The approaches like term based approach and log based approach[1] 
which matches keywords and synonyms from logs based on user clicks and retrieve 
the related documents based on frequency of keywords or terms. File relevance score 
is computed by using Term Frequency (TF) and Inverse Document Frequency 
(IDF)as parameters for finding frequency of keyword but not with the time stamp of 
documents and so there is no priority for recent updated documents. Time stamp 
based approaches works with the recent uploaded documents along with file relevance 
score. Clustering based techniques gives good results by combining both the above 
approaches [2]. 
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Many previous works has been done on user related results, from the search 
histories the user interesting measures are estimated and several papers on search 
histories were proposed[3][4].Clustering is the main functionality used in these 
approaches. K means is used for clustering the user queries[5]. Some of the search 
engines work with query clicks, based on previous user clicks or urls, server 
maintains the log of urls with respect to keywords and mines query oriented results 
for user interesting results. Query grouping mechanism to group the similar queries 
based on relevance and computes relevance with Query Fusion graph it is a 
combination of query reformulation(in this approach initially it compares the query 
whether is matches with previously accessed frequent queries) and Query click 
graph[3][4]. Further work on the user interesting results were implemented through 
saving the user session logs. Several representation methods were evaluated in the 
existing system like binary and pseudo documents[5]. 

In this paper we are proposing an integrating approach by eliminating pseudo 
documents, because in the previous approach weight is to be estimated for titles and 
snippets for feature representation for generating the Pseudo-documents. So we are 
introducing an integrated approach by using the Pattern mining and evolutionary 
algorithm for inferring the user interesting results. 

The rest of the paper is organized as follows: The related work and the existing 
system is explained in section 2.The proposed system along with the framework of 
our approach is explained in section 3.The brief architecture description of each 
framework used in this paper is explained in Section 3.The section 4 concludes the 
paper. 

2 Related Work 

Many researches were done on analyzing the user queries information[6][7][8].  
Many researches are still going on to produce an efficient search results for user.  
Work on improving the efficiencies and usability’s of searches is being done 
[9][10].Automatically the searches are identified by past user clicks for identification of 
behavior of a user[11][15][16].R.B. Yates et al suggest that improving the search engine 
Results using Query Recommendation algorithm but using uncertain keywords is the 
problem[12].Some works are done for exploiting the query aspects by analyzing the 
search results from search engines [17].   

In previous work, feedback sessions of query extracted from user click through 
logs along with respective pseudo documents. These documents can be clustered 
based on the similarity between the documents. Cosine similarity is the measure to 
compute the similarity between documents based on frequency of keywords in 
document. They proposed k means algorithm for clustering of documents based on 
the similarity between documents, the main drawback with k-means clustering is prior 
specification of number of clusters ( K value) ,random selection of the centroid and 
not suitable for different density of objects[5]. 
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We are proposing pattern mining approach instead of clustering approach for 
frequent use and relevant use of urls with respect to user query. Apriori algorithm is 
one of the simple frequent pattern mining algorithms, but the disadvantage of this  
algorithm is candidate set generation for every frequent item set generation and 
another major issue is multiple database scans[13]. FP Growth algorithm generates 
frequent item sets without candidate set generation. 

In this paper we are proposing an efficient pattern based technique for identifying the 
interesting patterns of clicked urls with respect to user query. Fig 1 depicts the 
framework of our approach. Feedback session log maintains the user queries, session ids 
and Urls .Initially our approach searches the session oriented results  for input query and 
find the frequent patterns with FP growth algorithm  by constructing the FP tree, after the 
generation of the frequent patterns ,patterns can be forwarded to evolutionary approach 
for extraction of optimal patterns  from FP tree generated patterns. 

We are integrating an efficient evolutionary approach (Genetic algorithm) to the 
previous pattern mining approach for optimal results. In this approach we apply cross 
over (i.e. combines the existing patterns to generate a new pattern) and mutation (i.e. 
alter the genes (url) of the pattern) on mined patterns(sequence of urls) of user 
interesting results for optimal patterns in mined patterns [5]. 

3 Proposed Work 

In this approach we are proposing an efficient mechanism to satisfy the user search 
goals based on the session based user search history based on the user click logs with 
respect to the user query. All the feedback sessions of a query are first extracted from 
user click-through logs. Table 1 shows the example of a feedback session of users in 
their session. It represents zeroes and non-zeroes for non-visited and visited urls 
respectively along with query, session id, url and sequence of clicks. 
 

 

Fig. 1. Framework of our approach 

Individual session based results involves a unique session id, query and respective 
urls, Consider each individual url as event and sequence of urls as patterns for mining 
of urls, which leads to the most frequent access by the users, for the mining of urls we  
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are using FP tree algorithm for finding the frequent patterns of urls visited by the 
previous users. Table 2 is used as a Data set for FP growth for constructing FP Tree 
which gives frequent patterns of Url’s 

Table 1. Feedback Session of different users 

Query Session 
Id URL’s Sequence of 

Clicks 

Education 1 en.wikipedia.org/wiki/Education 0 

Education 1 www.education.com/ 1 

Education 1 www.theguardian.com/education 2 

Car 1 www.carwale.com 1 

Education 2 www.theguardian.com/education 1 

Tourism 2 www.tourism.gov.in/ 1 

Movies 2 www.ticketdada.com 1 

Education 2 en.wikipedia.org/wiki/Education 2 

Education 2 www.educationworld.com/ 3 

* * * * 

* * * * 

Education 4 www.education.com/ 1 

3.1 Optimal URL Pattern Mining with FP Tree and Genetic Approach 

Initially we consider set of session based urls from feedback session log for an input 
query passed by the new user and patterns by the set of session based individual urls. 
From Table 2 the patterns are collected. Let us consider the sequence of URL’s be 
represented as a, b, c, d, and so on. From Table 2 let’s assume first cell i.e., first url be 
‘a’, second cell be ‘b’ and so on. Again fifth cell will be ‘a’ because the url is already 
assigned with ‘a’ and so on...Patterns forwarded to the FP growth algorithm for 
generation of frequent patterns or set of frequently visited urls with respect to user query.  

From the Table 1 the Query oriented results are generated based on the Query 
entered by User. Depending on that query the Session Id’s and the URL’s are 
collected. For Example the below Table shows the collected information after user 
enters Query. 
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Table 2. Url’s visited by users in their particular sessions on the Query “Education” 

Session 
Id URL’s ID 

1 
www.education.com/, 

www.theguardian.com/education 

a 

b 

2 

www.theguardian.com/education, 

en.wikipedia.org/wiki/Education, 

www.educationworld.com/ 

b 

c 

d 

3 * * 

* * * 

10 www.theguardian.com/education b 

3.2 FP Growth Algorithm 

The following pseudo code shows the FP growth algorithm. This pattern mining 
approach involves in two phases. One is FP tree construction; there it maintains the 
two passes   over dataset and frequent item set generation done by traversing through 
FP tree. Sequential steps of FP growth algorithm is as follows, 

1. It initially scans the data set and finds minimum threshold value for each item and 
discards infrequent items. 

2. Frequent items can be sorted based on decreasing order of their support or 
threshold. 

3. Every node in tree maintains a counter for items 
4. Fixed order is used, so paths can overlap when transactions share items(when 

they have the same prefix).In this case counters are incremented 
5. Pointers are maintained between nodes, single linked lists are created between the 

same items. 
6. Frequent item sets extracted from the FP-tree. 

3.3 Genetic Algorithm 

In this we find negative and positive association rules. Negative rules are to consider 
not just all items within a transaction, but also all possible items absent from the 
transaction. Positive association rules are considering all present items from the 
transaction. In genetic algorithm the resultant chromosomes are encoded and 
Chromosome structure that is representation of association rule. Genetic algorithm 
[14] uses encoding, permutation encoding and binary encoding. Here we adopted 
Binary Coding. Binary Coding consists of two bits, 0 is representing an item is absent 
and 1 is representing an item is present. 
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In genetic algorithm there are two methods such as Crossover and Mutation. 
Crossover is is performed by selecting a random gene along the length of the 
chromosomes and swapping all the genes after that point. Mutation alters the new 
solutions so as to add stochasticity in the search for best solutions. This is the bit will 
be flipped within a chromosome (0 as 1, 1 to 0). 

3.3.1   Representation of Chromosome 
The resultant rules from FP-Growth algorithm is explained as follows: 

For Example the items present in transaction is ‘a, b, c, d, e’ and the initial set is 
00000. Consider a transaction is ‘b c d’. This transaction is represented as 01110, 
which means if an item is present in the transaction that place is set to 1. In the above 
example ‘b’ is present so in second place bit is set to 1. This represented binary coded 
transaction is also called as chromosome in genetic algorithm. 

3.3.2   Crossover and Mutation 
Crossover applied as follows: For example consider two chromosomes 11001, 00111. 
In this crossover we take 2nd point crossover. First and second gene of the second 
chromosome is replaced with first and second gene of first chromosome which results 
another chromosome 11111. We explained about mutation that is flipping of the 
genes in chromosome example 11001 is 00110.  

After completion of the crossover and mutation we have to calculate completeness, 
Confident factor, and fitness of the chromosomes. For finding these by Confidence 
Factor, CF = TP / (TP + FN) We also introduce another factor completeness measure 
for computing the fitness function. Comp=TP/ (TP+FP) Fitness=CF *Comp The 
fitness function shows that how much we near to generate the rule. 

TP = True Positives = Number of examples satisfying item set A and item set B 
FN = False Positives = Number of examples satisfying item set A but not item set B 
FP = False Negatives = Number of examples not satisfying item set A but satisfying 
item set B 
TN = True Negatives = Number of examples not satisfying item set A nor item set B. 

By finding these values we can calculate confidence factor and fitness function. If 
the fitness function value is greater than minimum confidence, that chromosome is 
optimized chromosome. 

With more usage and development of data mining techniques and tools, much 
work has recently focused on finding negative patterns, which can provide valuable 
information. However, mining negative association rules is a difficult task, due to the 
fact that there are essential differences between positive and negative association rule 
mining. Mining association rules is not full of reward until it can be utilized to 
improve decision-making process of an organization. It is concerned with discovering 
positive and negative association rules. We present an FP-Growth algorithm that is 
able to find all valid positive and negative association rules in a support confidence 
framework. It finds all valid association rules quickly and overcome some limitations 
of the previous methods of mining. The complexity and large size of rules generated 
after mining have motivated researchers and practitioners to optimize the rule, for 
analysis purpose. This optimization can be done using Genetic Algorithm. 
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4 Conclusion 

We are concluding our research work with efficient pattern mining and genetic 
approach for satisfying the user search goals.FP growth algorithm finds the frequent 
pattern of urls with respect to user query and the generated pattern forwarded to 
evolutionary approach for computation of fitness after cross over and mutation 
operation over chromosomes. In this approach we are introducing an efficient 
approach for generating the user wished or relevant URL’s so that the restructured 
urls i.e., useful information or patterns are displayed first. 
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Abstract. Query services in public servers are interesting factor due to its 
scalability and low cost. The owner of the data needs to check confidentiality 
and privacy before moving to server. The construction of cloud query services 
requires confidentiality, privacy, efficiency and low processing cost. In order to 
improve the efficiency of query processing, the system will have to compromise 
on computing cost parameter. So finding appropriate balance ratio among 
CPEL, is an optimization problem. The genetic algorithm can be the best 
technique to solve optimal balancing among CEPL (confidentiality, privacy, 
efficiency, and low cost). In this paper we propose a frame work to improve 
query processing performance with optimal confidentially and privacy. The fast 
KNN-R algorithm is designed to work with random space perturbation method 
to process range query and K-nearest neighbor queries. The simulation results 
show that the performance of fast-KNN-R algorithm is better than KNN-R 
algorithm. 

Keywords: Query processing, Cloud computing, KNN query, Privacy, Range 
query. 

1 Introduction 

Cloud Computing is nothing but, both the applications which are distributed as services 
over the internet, the hardware and software in the data providing centers. The services 
are referred to as Software as a Service (SaaS). The data providing and processing  
center is called a Cloud. Building Data servers for query services in the data providing 
cloud, is remarkably popular because of the advantages in cost-saving and scalability. 
With the cloud infrastructures, the cloud service clients can conveniently scale down or 
up the service and pay for the period of using the servers. If cloud service providers 
(CSP) lose the security control over the data, data Confidentiality and query privacy will 
become the important problem. The requirements for constructing a query service in the 
real time cloud are based on PCLE factors: query Privacy, data Confidentiality, Low in-
house processing cost and efficient query processing. In order to satisfy these 
requirements the complexity of constructing query services in the cloud will also 
increase. Random Space Perturbation (RASP) method is used to build practical range 
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query and k-nearest-neighbor query services in the data clouds. This method addresses all 
the four aspects of the PCLE criteria and aim to have a good balance among them. The 
technique is used to transform the multidimensional datasets with a combination of order 
dimensionality expansion, preserving encryption, random project, and random noise 
injection. For processing range queries, this perturbation technique is designed to 
securely transform queried ranges into polyhedron in the perturbed data space and which 
can be efficiently processed by using indexing structures. 

The Balancing among PCLE factors can be viewed as optimization problem. But it 
varies with application and dynamic load on data cloud. So there is a need for an 
approach that makes optimum balancing among privacy, confidentiality low cost and 
efficiency. This paper describes a frame work in which Genetic Algorithms can be 
used to solve the optimization problem. The main goal of this work is to discover the 
candidate chromosomes that can influence the balancing among PCLE.  

Remaining sections of the paper describes as follows, section 2 describes the related 
works based on various subsections like existing works related to protecting cloud data, 
preserving query privacy and genetic algorithms. Section 3 describes the theoretical 
description related to random space perturbation. The proposed architecture and fast-
KNN-R algorithm explained in section 4. Results and observations have reported in 
section 5 and finally conclude the paper in section 6. 

2 Existing Work  

The section is mainly divided into three sub sections described as follows 

2.1 Background of Protecting Public Data 

The following are the existing works for protecting data which is out sourced. Order 
Preserving Encryption (OPE) [1] maintains the dimensional value order after applying 
encryption. A well known attack is called prior knowledge attack on the original 
distributions of the attributes. If the attacker observes the original distributions and 
trying to identify the transformation mapping between the original attribute and its 
changed counterpart, a bucket based distribution can be performed to break the 
encryption for the attribute [2].   

Crypto-Index mainly depends on column wise buckets. And a random ID number 
is assigned to each bucket; the values stored in the bucket are replaced with the ID of 
the bucket to generate the transformed data for indexing. To exploit the index for 
query processing, a normal range query condition should be transformed to a set-
based query on the bucket IDs.  A bucket-diffusion scheme [3] was proposed to 
protect the access pattern, which, however, has to down grade the precision of query 
results, thus it has to increase the client’s cost of filtering the query result. Distance-
Recoverable Encryption (DRE) [4] is the most perceptive method for protecting the 
nearest neighbor relationship.    

2.2 Background Works for Preserving Query Privacy 

Private information retrieval (PIR) [5] tries to fully shelter the privacy of access 
pattern, But PIR schemes has very in-house processing cost. To improve the PIR 
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efficiency , in the work of Williams et al. [6] uses a pyramid hash index to maintain  
efficient privacy preserving data-block operations  Hu et al. [7] addresses the privacy 
of query problem and  it  states that it needs the authorized query users, owner of the 
data, and the cloud to collaboratively process k-N-N queries.. Papadopoulos et al. [8] 
uses private information retrieval methods [2] to enhance location privacy.   

2.3 Background of Genetic Algorithm 

Genetic algorithms (GA) were first described by Holland et al [9][10][11].  
Candidates of a population are represented as chromosomes, and genes in the 
chromosomes represent the solutions. The possible key chromosomes form a problem 
search space and are connected with a fitness function representing the value of 
solutions encoded as the chromosome. Search is carried out by evaluating the fitness 
of each of a population of chromosomes, and then point mutations and recombination 
is performed on the successful chromosomes. 

3 Theoretical Description 

RASP is one type of multiplicative perturbation, with the combination of OPE, 
random noise injection, dimension expansion, and random projection. Let’s consider 
that the multidimensional data are numeric and in multidimensional vector space. The 
database has q searchable dimensions and r records, which makes a ds × r   matrix M. 
The searchable dimensions can be used in queries and thus should be indexed. Let y 
represent a ds-dimensional record, y ∈ Rds. Note that in the ds-dimensional vector 
space R, the range query conditions are represented as half-space functions and a 
range query is translated to find  the point set in corresponding polyhedron area 
described by the half spaces. The RASP perturbation involves three steps. And the 
security of it is based on the existence of random invertible real-value matrix 
generator and random real value generator. For each q-dimensional input vector y, 

1) An order preserving encryption (OPE) scheme, ENope with keys Q, is applied 
to each dimension of y: ENope (y, Qope ) ∈ Rds to change the dimensional 
distributions to normal distributions with each dimension’s value order still 
preserved.  

 
2) The vector is then extended to ds + 2 dimensions as  

H(y) = ((ENope(y))T, 1, p)T, 

where the (ds+1)th dimension is always a 1 and the (ds + 2)th dimension, p, is drawn 
from a random real number generator RNG that generates random values from a 
tailored normal distributions.  
 

3) The (ds + 2)-dimensional vector is finally transformed to  
 

F(y, Q = {A, Q ope, RG}) = A((ENope(y))T,1,p)T 
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where A is a (ds+2)×(ds+2) randomly generated invertible matrix with A  ∈ R such 
that there are at least two non-zero values in each row of A and the last column of A 
is also non-zero.  

For example, consider a relation with attributes Student(sid,sname,marks, 
avg, division) as a original table and its corresponding table StudentS 
(SidS,NameS,MarksS,AvgS,Division,Ds+1,Ds+2) stored at the  Server side will be as 
follows:   

Table 1. Original data of Student table 

Sid Name Marks Avg Division 

07 Kiran 500 80 Second  

22 Raju 550 85 First 
43 Pavan 480 70 Third 
54 Navin 560 87  First 
57 Nisath 530 83 Second  

Table 2. Perturbated data of Student table 

SidS NameS MarksS AvgS DivisionS Ds+1 Ds+2 
8@ Sr|lz 1444 @9 [nmzzq 1 0.827752665536363 
:; Zjt 1594 @> Nr|~  1 0.735066808636797 
<< Xj lz 1384 ?9 \qs}p 1 0.460988490125625 
== Vj tz 1624 @@ Nr|~  1 0.727846365295279 
=@ Vr}l u 1534 @< [nmzzq 1 0.569394528665298 

4 Random Space Perturbation Using Genetic Algorithm  

4.1 Architecture 

The following figure represents the architecture of the proposed work. In which D, the 
original data set can be encrypted by using Order Preserving Encryption (OPE) 
function (F) with the key K, then it generates D’, the perturbated data set. The D’ now 
ready to host on the cloud in order to respond for the client query. And for the  

Optimization part Genetic algorithm is used to balance among PCLE factors and 
based on that optimum balancing the strength of Encryption Function and key size 
will be adjusted. The original query is transformed into q’ with knowledge of 
Encryption of D. The Q is a transformation function which takes q as an input and 
produce q’ as output. Now the query is applied to D’ in order to get results. Here the 
function H, takes D’ and q’ as input parameters and produces R’ as a result. But R’ is 
perturbated form, so the function G is used to get original results R. 
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Fig. 1. Architecture 

4.2 Range Query Processing 

The RASP technique works with two types of query processing- range query and 
KNN query. In the range query the original space can be transformed to perturbated 
space. For example consider above table having [sid, name, marks, avg and division] 
as the attributes. The User then issue query: select count (*) from Student where avg 
> 75 and sid > 40. To process this range query, first it Encrypt all the records using 
Order Processing Encryption and the range will be transformed from one domain to 
another domain range but it preserves the order. 

4.3 KNN-R Query Processing 

The unique distance-based kNN query deals with finding out the nearby k points in 
the sphere-shaped range that is centered at the query point. The fundamental idea of 
our algorithm is to use rectangle ranges, instead of spherical ranges, to find the 
estimated kNN results, so that the RASP range query repair can be used. There are a 
number of key troubles to make this work steadily and competently. (1) How to 
efficiently find the lowest amount of square range that definitely contains the k 
outcomes, without many communications between the cloud and the client? (2) Will 
this solution preserve data confidentiality and query privacy? (3) Does the stand-in 
server’s workload raise? To what extent? 

4.4 Proposed Algorithm 

The fast-KNN-R algorithm contains three rounds of interactions among server, client, 
and optimization modules. First client enquires optimality for current content, then it 
replies with key chromosome consisting of optimum balancing factors like key sizes, 
strength of transformation function. Second the consumer will send the original 
upper-bound range, which contains more than k points, and the original lower-bound 
range, which contains less than k points, to the server. The server finds the inner range 
and proceeds to the client. The client calculates the outer range based on the inner 
range and sends it reverse to the server. The server finds the records in the outer range 
and sends them to the client. The client decrypts the records and find the top k 
candidates as the final result. 
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Fig. 2. Fast-KNN-R algorithm 

4.5 Optimization among CPEL Factors 

The main aim of this work is to optimize the balance among the factors;  
the following table depicts the important genes for each and every factor. 

Table 3. CPEL factors with their respective genes 

S.no Factor Genes affecting factors 
1 

 
 
 

2 
 
 
 

3 
 
 

4 

Confidentiality 
 
 
 
Privacy 
 
 
 
Efficiency  
 
 
    Low in house cost  

a) key size 
b) No of rounds 
c) basic operation 
 
a)scope to co-task with confidentiality 
b)level of privacy  
c) need for privacy for data to be transferred  
 
a) best choice of encryption key end rounds  
b)whether information to be exchange are public secrete   
 
a) remove unnecessary operations not required  
b) level of security  

And the main task to be performed by fast KNN-R algorithm is to identify the key 
set of genes called chromosomes. It works as follows [10]. 
 
Step1:- It encodes the genes in binary representation by varying its strengths. 
Step2:- Choose initial composition factors. 
Step3:- Apply the cross over  
Step4:- perform the mutation  
Step5:- Estimate the population selection  
Step6:- Repeat the steps from 1 to 5 until satisfactory query performance arrives  
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5 Results and Observations 

Experiments were conducted to observe the comparative study between frameworks 
using RASP method without genetic algorithm and with genetic algorithm. The 
results obtained were from naturally randomly generated data set. The system was 
simulated using visual studio 2010, ASP.NET and c# as coding language. 
Experiments were conducted on 3.4 GHz Intel Dual core with 2GB of primary 
memory and using windows7 as operating system. 

 

Fig. 3. Performance analysis 

6 Conclusion 

The requirements for constructing a query service in the real time cloud are based on 
PCLE factors: query Privacy, data Confidentiality, Low in-house processing cost and 
Efficient query processing, The  low in-house  workload is an important issue to fully 
appreciate the benefits of cloud computing. The efficient query processing is a 
measure for the quality, of query services. RASP perturbation is a composition of 
OPE, injection of random noise, expansion of dimensionality, random projection and 
genetic algorithm to provide unique security features. As a whole the paper presented 
an approach to solve optimization problem using Genetic Algorithms. And in the 
implementation of the random space perturbation (RASP) approach, the fast–KNN- R 
algorithm is designed to work with the RASP query algorithm to process KNN 
queries. 

References 
1. Agrawal, R., Kiernan, J., Srikant, R., Xu, Y.: Order preserving encryption for numeric 

data. In: Proceedings of ACM SIGMOD Conference (2004) 
2. Chen, K., Kavuluru, R., Guo, S.: Rasp: Efficient multidimensional range query on attack-

resilient encrypted databases. In: ACM Conference on Data and Application Security and 
Privacy, pp. 249–260 (2011) 



58 R. Kiran Kumar and K. Suresh 

3. Hore, B., Mehrotra, S., Tsudik, G.: A privacy-preserving index for range queries. In: 
Proceedings of Very Large Databases Conference, VLDB (2004) 

4. Liu, K., Giannella, C.M., Kargupta, H.: An attacker’s view of distance preserving maps for 
privacy preserving data mining. In: Fürnkranz, J., Scheffer, T., Spiliopoulou, M. (eds.) 
PKDD 2006. LNCS (LNAI), vol. 4213, pp. 297–308. Springer, Heidelberg (2006) 

5. Chor, B., Kushilevitz, E., Goldreich, O., Sudan, M.: Private information retrieval. ACM 
Computer Survey 45(6), 965–981 (1998) 

6. Williams, P., Sion, R., Carbunar, B.: Building castles out of mud: Practical access pattern 
privacy and correctness on untrusted storage. In: ACM Conference on Computer and 
Communications Security (2008) 

7. Hu, H., Xu, J., Ren, C., Choi, B.: Processing private queries over untrusted data cloud 
through privacy homomorphism. In: Proceedings of IEEE International Conference on 
Data Engineering (ICDE), pp. 601–612 (2011) 

8. Papadopoulos, S., Bakiras, S., Papadias, D.: Nearest neighbor search with strong location 
privacy. In: Proceedings of Very Large Databases Conference, VLDB (2010) 

9. Holland, J.H.: Adaptation in Natural and Artificial Systems. University of Michigan Press, 
Ann Arbor (1975) 

10. Haupt, R.L., Haupt, S.E.: Practical Genetic Algorithms. John Wiley & Sons, Inc., New 
Jersey (2004) 

11. Tan, R.: Seeking the profitability-risk-competitiveness frontier using a genetic algorithm. 
Journal of Actuarial Practice 5(1), 49 (1997) 

 



© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 
– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_8 

59

 

Sensitivity Analysis of MEMS Based Piezoresistive 
Sensor Using COMSOL Multiphysics 

Ankit Mishra, Ishita Bahal, Jagrati Arya, Abhishek Pandey, and Shabana Urooj   

Electrical Engineering Department, School of Engineering 
Gautam Buddha University, Greater Noida 201312 U.P., India 

Abstract. The present paper peruses MEMS based piezoresistive pressure 
sensor and its fabrication techniques.  Simulation of the pressure sensor is done 
by using COMSOL Multiphysics software for P-type silicon piezoresistor. The 
deflection of N-type silicon diaphragm depends upon the Young’s modulus of 
the material and varies with the amount of force applied to the diaphragm. The 
simulation result emphasizes that an appropriate selection of the piezoresistive 
material and the amount of force applied on the diaphragm impacts the sensor 
sensitivity levels upon low power consumption. 

Keywords: MEMS, piezoresistivity, pressure sensor, diaphragm deflection. 

1 Introduction 

MEMS technology has become very important for microelectronics. This technology has 
originated from integrated circuit technologies; but it is evolving differently. The systems 
made from this technology are called Micro Electro Mechanical Systems (MEMS). 
These devices have the ability to sense, control and actuate on the micro scale and 
generate effects on the macro scale.[1] These systems are made of small components 
with size 1-100 micrometers; and device size is 0.02-1 millimetre. MEMS are not just 
about the miniaturisation of mechanical components or making things out of silicon. In 
fact, the term ‘MEMS’ is actually misleading as many micro machined devices are not 
mechanical in a strict sense. MEMS is a manufacturing technology; a paradigm for 
designing and creating complex integrated devices and systems using batch fabrication 
techniques similar to the technologies used in IC manufacturing extended into micro 
meter scales.[1] The MEMS market include applications in automotives, IT peripherals, 
telecommunication devices, consumer electronics & life style products, medical and life 
science applications, biomedical instruments, household appliances, industrial process 
control, aerospace, defence and homeland security.[1] 

The MEMS concept has grown to encompass many other types of small things like 
thermal, magnetic, fluidic, and optical devices and systems with or without moving 
parts. 

Common Features of MEMS technology are: 
• It involves electronic and non-electronic elements. 
• It can perform functions that include chemical/biochemical reactions and 

experiments. 
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• Some MEMS involve large arrays of micro-fabricated elements such as un-
cooled infrared imaging devices and both reflective and non reflective 
projection displays. 

MEMS devices are made similarly to ICs, therefore standard IC technologies like 
Photolithography, oxidation, wet/dry etching and decomposition of standard materials 
can be used for MEMS. 

Piezoresistive pressure sensor are some of the first MEMS devices to be 
commercialized compared to capacitive pressure sensor, as they are simple to 
integrate with electronics, their response is more linear and are shielded from RF 
noise. 

MEMS have several distinct advantages as a manufacturing technology: 

• The multifaceted nature of this technology and its micromachining 
techniques, as well as its diversity of applications, has resulted in an 
unparalleled range of devices across previously unrelated fields such as 
biology and microelectronics. 

• MEMS, with its batch fabrication techniques, enables components and 
devices to be manufactured with increased performance and reliability, 
combined with the obvious advantages of reduced physical size, volume, 
weight and cost. 

• MEMS provide the basis for the manufacture of products that cannot be 
made by other methods. 

These factors make MEMS as pervasive technology as integrated circuit 
microchips. 

In this paper the sensitivity of a square shaped pressure sensor is analysed. The 
pressure applied on diaphragm is causing a deflection in shape, thus changing the 
resistance in the sensor which can be read as change in current flow. Thus amount of 
current flow can be related to the magnitude of the applied pressure. 

2 MEMS Fabrication Techniques 

Most MEMS device use some form of lithography based micro fabrication borrowed 
from microelectronics industry enhanced with specialized techniques called micro 
machining [2]. 

2.1 Lithography 

It is the process by which a pattern is transferred into a photosensitive material by 
selective exposure to a radiation source such as light. 

A photosensitive material is a material that experiences a change in its physical 
properties when exposed to a radiation source. If a photosensitive material is 
selectively exposed to radiation the pattern of the radiation on the material is 
transferred to the material exposed. [3] 

Photolithography is typically used with metal or other thin film deposition, wet and 
dry etching. 
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There are two types of photoresist: Positive and Negative Photoresist. 
 

• For positive resists, the resist is exposed with UV light wherever the 
underlying material is to be removed. In these resists, exposure to the 
UV light changes the chemical structure of the resist so that it becomes 
more soluble in the developer. 

• Negative resists behave in just the opposite manner. Exposure to the UV 
light causes the negative resist to become polymerized, and more 
difficult to dissolve. 

2.2 Etching 

Etching is the process of using strong acid (liquid or gaseous state) to cut into 
unprotected parts of metal surface to create a design in metal. There are two 
categories of etching process: 

 
• Wet Etching: Wet chemical etching basically consists in selective removal 

of material by dipping a substrate into a solution that dissolves it. The 
chemical nature of this etching process provides a good selectivity, which 
means the etching rate of the target material is considerably higher than the 
mask material if selected carefully.[4] 

 
• Dry Etching: Dry etching refers to the removal of material, typically a 

masked pattern of semiconductor material, by exposing the material to a 
bombardment of ions usually a plasma of reactive gases such as 
fluorocarbons, oxygen, chlorine, boron tri-chloride; sometimes with addition 
of nitrogen, argon, helium and other gases that dislodge portions of the 
material from the exposed surface.[5] 

Table 1. Comparison between wet etching and dry etching 

Wet Etching Dry Etching 
Highly selective Easy to start and  stop 

No damage to substrate Less sensitive to small changes in temp 
Cheaper More repeatable 

 May have anisotropies 
 Fewer particle in environment 

 
• Deep-Reactive Ion Etching: Deep RIE is a highly anisotropic process for 

realizing, steep sided holes or trenches in silicon wafer with high aspect 
ratios. The Bosh Process was successful in producing a high aspect ratio 
(>100) with high etching selectivity to oxide and photo resist. The bosh 
process alternates between two modes: a standard, nearly isotropic plasma 
process and a deposition process of chemically inert passivation layer, it 
prevents etching of side wall of the trench. 
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3 Materials and Method  

Nowadays, the finite element method (FEM) is widely used for thermal effect 
reduction, stress analysis and reliability enhancement of piezoresistive sensor. In this 
paper a structural model of sensor is built using this method using COMSOL 
Multiphysics v4.2 software to study structural stress and demonstrate sensor 
sensitivity. The FEM simulation of MEMS piezoresistive pressure sensor conducted 
in present study is significant advance towards device design optimization in MEMS 
prototyping. 

COMSOL Multiphysics is a finite element analysis, solver and Simulation 
software / FEA Software package for various physics and engineering applications, 
especially coupled phenomena, or multi physics. The software also offers an 
extensive interface to MATLAB and its toolboxes for a large variety of programming, 
pre-processing and post-processing possibilities. COMSOL Multiphysics allows for 
entering coupled systems of partial differential equations (PDEs). 

In the model N-type and P-type materials are used for the study of sensor. N-type 
silicon is used for sensor diaphragm whereas P-type Silicon has been taken as the 
piezoresistor material. 

Table 2. Material Properties 

Material Property Diaphragm 
Material Silicon 
Density 2330 [Kg/m^3] 

Young Modulus 129 GPa 
Poisson’s Ratio 0.22 to 0.28 

Dielectric 11.9 
Thermal conduction 148 W/(m x k) 
Electrical Resistivity 4.59 (ohm x cm) 

4 Pressure Sensors 

Pressure measurement is a key part of many systems, both commercial and industrial. 
Silicon has proved to be a good material from which small pressure sensors can be 
built. Pressure sensors constitute the largest market segment of mechanical MEMS 
device. MEMS based pressure sensor is based on piezoresistive effect [6]. 
Piezoresistivity is the change of resistance of material when submitted to stress. The 
effect was first discovered by Smith and it was proposed that the change in 
conductivity under stress in bulk n-type material and designed an experiment to 
measure the longitudinal as well as transverse piezoresistance coefficients. Kanda did 
a piezoresistance coefficient study about impurity concentration, orientations, and 
temperature [7]. Pfann designed several semiconductor stress gauge to determine 
shear piezoresistance effects. Lund studied temperature dependence of piezoresistance 
coefficient by four point bending experiment [8]. Pressure is measured by monitoring  
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its effect on a specifically designed mechanical structure, referred to as sensing 
element. The application of pressure to sensing element causes a change in shape and 
resulting deflection (strain) in material can be used to determine magnitude of 
pressure. 

 
 

 

Fig. 1. Principle of piezoresistive pressure sensor 

5 Concept and Sensor Design 

The sensor design includes two basic elements: the thin elastic diaphragm and 
piezoresistive material. The diaphragm is made fixed around edges, with trace wire on 
the surface. The wire is made up of p-type piezoresistive material. When pressure is 
applied on the back of diaphragm, it deforms changing resistance of wire and thus 
pressure causing the deformation can be measured. 

5.1 Mathematical Analysis 

The analysis is done for square shape diaphragm deflection. 
The Load-deflection relationships for square diaphragm with length L and 

thickness H are given below [9]:  . .
                                                 (1) 

 
‘P’ is measured in Pascal (Pa); ‘w’ is center deflection of diaphragm, ‘a’ is half the 

side length, ‘E’ is Young’s Modulus and ‘v’ is Poisson’s Ratio. To keep deflection in 
range above formula is reduced to: .

                                                                 (2)           

 
Maximum deflection at center of diaphragm is given by: 

.                                                                     (3) 

 
Maximum stress at center of each edge is given by: 0.308                                                             (4) 

 

 
 

Pressure 

Stress change 
at diaphragm 

Piezoresistance 
change Output voltage 

change 
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                                                                           (5) 

Thus, the following relation can be established: 

.                                                              (6) 

 

. 1                                            (7) 

It is clear from above relations that maximum deflection is directly proportional to 
square of length of diaphragm and inversely proportional to thickness of the 
diaphragm. 

5.2 Simulation 

In this design, a square membrane with side 1mm and thickness 20 µm is considered. 
Edges are 0.1mm wide to represent the remainder of the wafer. These edges are made to 
be fixed while the centre area of the membrane is left free for movement on application 
of pressure. Near to one edge of membrane an X-shaped piezoresistor is placed. 

The piezoresistor is considered to be of a consistent p-type dopant density of 
1.32×1019 cm−3 and a thickness of 400 nm. The diaphragm is made up of n-type silicon. 

The edges of the die are aligned with the {110} orientation of the silicon with 
respect to the global X and Y axes. The piezoresistor is oriented to be at 45º to the die 
edge, and so lies in the {100} direction or orientation of the crystal. 

 

Fig. 2. Piezoresistor geometry 2D view 
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The piezoresistor is assumed to have a uniform p-type dopant density of 1.32×1019 
cm−3 and a thickness of 400 nm. The interconnections are assumed to have the same 
thickness but a dopant density of 1.45×1020 cm−3. Only a part of the 
interconnections is included in the geometry, since their conductivity is sufficiently 
high that they do not contribute to the voltage output of the device. 

6 Result and Discussion  

Displacement of diaphragm as a result of 100 kPa pressure difference applied to 
membrane at its center is 1.2 µm. The result is in good agreement with theoretical and 
mathematical result. The RED colour shows the maximum displacement at the center 
of the diaphragm, similarly the displacement along the edges are zero as they are 
fixed, this is shown by BLUE colour. 

 

Fig. 3. Diaphragm displacement as result of 100kPa applied pressure 

The stress along the edges shows a maximum magnitude of 38 MPa at centre of 
each of two edges along which plot is made. The stress is in negative direction along 
the edge having piezoresistor and the side geometrically opposite to it; while it is in 
positive direction along the remaining two edges. 
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Fig. 4. S
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The above graph shows the negative and positive magnitude of stress along the 
edges of the diaphragm. Here, the X-axis represents the arc length while the Y-axis 
depicts the stress experienced by the edges of the diaphragm. 

With an applied bias of 3v a typical operating current of 5.9 mA is obtained. The 
model produces output voltage of 54 mV, similar to actual device output of 60mV. 
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Abstract. Malaria poses a serious global health problem and it requires a rapid, 
accurate diagnosis to control the disease. An image processing algorithm for 
accurate and rapid automation in the diagnosis of malaria in blood images is 
developed in this research paper. The image classification system to identify the 
malarial parasites positively present in thin blood smears is designed, and 
differentiated into the various species and stages of malaria - falciparum and 
vivax prevalent in India. Method implemented presents a new approach to  
image processing in which the detection experiments employed the KNN rule, 
along with other algorithms such as ANN (Artificial Neural Networks), Zack’s 
thresholding and Linear Programming and Template matching to find out the 
optimal classifier for detection and classification of malarial parasites with its 
stages. 

Keywords: Image processing, KNN, malaria parasites, segmentation, ANN, 
Zack’s thresholding, Linear Programming, Template Matching. 

1 Introduction 

Malaria is one of the predominant tropical diseases in the world causing wide spread 
sufferings and deaths in the developing countries [1]. The WHO reports 300 to 500 
million clinical cases of malaria each year resulting in 1.5 to 2.7 million deaths [2]. 
About 40% of the world's population - about two billion people - are at risk in about 
90 countries and territories [3][2]. A novel binary parasite detection scheme that is 
based on Template matching classifier which provides an adjustable sensitivity–
specificity parasite detection is provided. The approach can be used to increase the 
total number of samples screened and for telemedicine application to enable pervasive 
healthcare at the base of the pyramid, along with other classifiers to get optimal 
results. 

The Malarial Parasite 

Malaria is transmitted by the infected female Anopheles mosquito which carry 
Plasmodium sporozoites in their salivary glands. The malarial parasites of the genus 
Plasmodium can be distinctly grouped into four species that can cause human 
infection: falciparum, vivax, ovale, and malaria[3][27]. During the life-cycle in 
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peripheral blood, the different species may be observable in the four different life-
cycle-stages which are generally morphologically distinguishable: ring, trophozoite, 
schizont, and gametocyte [4].  

 

Fig. 1. Examples of stained objects: (a, b) white blood cells, (c, d) platelets, (e)–(h) artefacts, 
(i)–(l) P. falciparum ring, trophozoite, gametocyte, schizont, (m,n) P. malariae ringand schizont 
(o,p) P. ovale and P. vivax trophozoites, (q, r) P. vivax ring and gametocyte, (s) P. vivax ring, 
(t) extracted stained pixel group, green region(s) and the stained object 

A total of four species of the parasite in four different life-cycle-stages (Fig.1) can 
be recognized as important and necessary in detection and diagnosis of malaria, and 
required for a detailed calculation of parasitemia [4]. The species differ in the changes 
of the shape of the infected (occupied) cell, presence of some characteristic dots  and 
the morphology of the parasite in some of the life-cycle-stages .The life-cycle-stage of 
the parasite is defined by its morphology, size (i.e. maturity), and the presence or 
absence of malarial pigment (i.e. Haemozoin). However, because the parasite is a 
growing life-form it may appear in transient stages which may be difficult to classify 
into one of the adjacent stages [4]. 

With the aid of a microscope, visual detection and identification of the 
Plasmodium parasite is possible and highly efficient. This chemical process is called 
staining. Popular stains called as Giemsa and Leishman slightly color the red blood 
cells(RBCs) and highlights the parasites, white blood cells (WBC), platelets, and 
various artefacts [5]. For detecting the infection it is necessary to divide stained 
objects into two groups – parasite and non-parasite and differentiate the various 
stained cells between them. In order to specify the infection of the cells and to 
perform a detailed quantification on the cells, all four species of Plasmodium at four 
life-cycle-stages must be differentiated [5]. 

The existing research done by Timo R Bretschneider et al on thin blood smears 
obtained a reliable malaria count for substandard image quality smears. On an average 
an estimation error of less than 1% with respect to the average of manually obtained 
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parasitemia counts was achieved [6]. On studies conducted by Raghuveer M. Rao & 
Vishnu V. Makkapati focused purely on segmentation of malarial parasites in blood 
smears by successful use of HSV color space [7][27]. Ross et al have incorporated a 
method of detecting the malarial parasites using thin smears by using neural networks 
to differentiate between the four species of human malaria, the positive predictive 
values were in the range of 28–81%, depending on the malaria species examined 
[8][14].A software was designed by Selena W.S. Sio et al called as MalariaCount,  
based on their research of malarial parasites it characterizes malaria infected RBC via 
edge based parameters. This software can readily be applied to many assays that are 
heavily dependent on parasitemia determination, and where large variations in values 
are expected [9]. 

2 Proposed System and Results 

The algorithm can be proposed using the classifiers as mentioned, to achieve optimal 
accuracy and few of the results are mentioned to assess the performance of the 
classifiers. 

i) KNN 
In image processing and pattern recognition, the k-nearest neighbor algorithm is a 
method used for classifying objects. This is achieved using the closest pixel value to 
the existing pixel in the training examples in the feature space. KNN is a type of 
instance-based learning, or local learning where the function is only approximated 
locally and all computation is deferred until classification [5][10]. The k-nearest 
neighbor algorithm is amongst the simplest of all machine learning algorithms: an 
object is classified by a majority vote of its neighbors with the object being assigned 
to the class most common amongst its k nearest neighbors [5][11]. The accuracy 
achieved using this classifier can be summed up in Table 1. 

ii) Zack’s Thresholding and Linear Programming 
Triangle algorithm - This technique proposed by Zack is illustrated in Fig.2. A line is 
constructed between the maximum of the histogram at brightness bmax and the lowest 
value bmin = (p=0)% in the image. The distance d between the line and the histogram 
h[b] is computed for all values of b from b = bmin to b = bmax. The brightness value bo 
where the distance between h[bo] and the line is maximal is the threshold value, that 
is, Θ= bo. This technique is particularly effective when the object pixels produce a 
weak peak in the histogram [12].An automatic system for detecting and counting 
sister chromatid exchanges in human chromosomes had been developed by Zack. 
They used different digital image processing techniques and thresholding algorithms 
like Zack to separate chromosomes was estimated from size and shape measurements. 
Comparison of manual and computer estimates of S.C.E. (sister chromatid exchanges) 
frequency ( [16] maximum or minimum ) value of the objective functions, complies 
with all restrictions of the model. An algebraic representation of a generic formulation 
of linear programming model could be presented in equations (1) to(6). 
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Table 1. Accuracy of KNN 

Sr. 
No 

SPECIES STAGE 
ACCURACY 
in % 

1 FALCIPARUM 1 (Ring Form) 83.33 

2 FALCIPARUM 2 (Tropozoite) 92.45 
3 FALCIPARUM 3 (Schizont) 87.50 
4 FALCIPARUM 4 (Gametocyte) 91.67 
5 VIVAX 1 (Ring Form) 91.67 
6 VIVAX 2 (Tropozoite) 90.00 
7 VIVAX 3 (Schizont) 91.25 
8 VIVAX 4 (Gametocyte) 91.67 

 

Fig. 2. Triangle algorithm as proposed by Zack 

The objective function of Linear Programming: 
 

Z = c1 x1 + c2 x2                        (1) 
 

It is subject to restrictions: 
 

a1 x1+ b1x2 ≤ μ1                                                         (2) 
 

a2x1 +b2x2 ≤ μ2                           (3) 
 

a3 x1+b3x2 ≤ μ3                                                      (4) 
 

a4x1 +b4x4 ≤ μ4                             (5) 
 

with xi≥0 (i = 1,2)                                (6) 
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Where:- 

(1) represents the mathematical function encoding the objective of the problem and is 
called objective function 
     (Z) in linear programming, this function must be linear.  
(2)- (5) represent the linear mathematical function encoding the main restrictions 
identified, based on the  
     parasite species x1 and x2 values. 
(6) non-negativity restriction, i.e. the number of infected red blood cells(x1) and non-
infected red blood   
     cells(x2) may assume positive value or zero because negative value for these two 
categories is not possible. 
“xj” corresponds to the decision-making variables that represent the number of 
infected red blood cells (j=1) and  
     number of non-infected red blood cells (j=2). 
“ci” represents cost coefficients that each variable is able to generate or cost for 
parasite detection . 
“μi” represents the species of parasite . We have four species of parasites described in 
the above sections. 
“ai and bj” represent the quantity of resources each decision making variable 
consumes. 

The accuracy obtained using the Zack’s Thresholding with Linear Programming 
method is given by: 

Table 2. Accuracy of Triangle Algorithm 

Sr. 
No 

SPECIES STAGES 
ACCURACY in 
% 

1 FALCIPARUM 1 (Ring Form) 88.88 
2 FALCIPARUM 2 (Tropozoite) 78.28 
3 FALCIPARUM 3 (Schizont) 82.37 
4 FALCIPARUM 4 (Gametocyte) 83.33 
5 VIVAX 1 (Ring Form) 91.66 
6 VIVAX 2 (Trophozoite) 76.65 
7 VIVAX 3 (Schizont) 62.87 
8 VIVAX 4 (Gametocyte) 91.66 

 

 

iii) ANN 
Back propagation networks and multi layered perceptrons, in general, are feed 
forward networks with distinct input, output, and hidden layers. The units function 
basically like perceptrons, except that the transition (output) rule and the weight 
update (learning) mechanism are more complex [13][14]. The ROC for ANN 
classifier can be given by Fig.4. It can be observed that saturation takes place at a 
value near 1 and the curve becomes linear at this value: 
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Fig. 3. Classification of an infected sample detected by Zack’s Thresholding and linear 
programming module [23] 

 

Fig. 4. ROC Curve for ANN classifier [23] 

 

Fig. 5. a) Detection of Falciparum Stage 3 [19]  b) Detection of Falciparum stage 4 [23] 
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Table 3. Accuracy of ANN Algorithm 

Sr. No         SPECIES STAGE 
ACCURACY 
in % 

1   FALCIPARUM    1 83.33 
2   FALCIPARUM    2 92.34 
3   FALCIPARUM    3 87.50 
4   FALCIPARUM    4 89.50 
5    VIVAX    1 91.67 
6    VIVAX    2 90.00 
7     VIVAX    3 91.87 
8    VIVAX    4 91.67 

 

iv) Template Matching 
In template matching framework DTW(Dynamic Time Wrapping) distance is used, 
where a shape-based averaging algorithm is utilized to construct meaningful 
templates. It consists of two phases, i.e., training phase where templates are 
constructed, and a test phase where a query sequence is classified with the constructed 
templates. In the test phase, templates are retrieved and compared with the query 
sequence, and a class label of the nearest template will be the answer to the query 
[15].  Standard deviation concept is used for template matching. Using template 
matching for cell recognition template of normal cells and infected cells by malaria 
such as vivax, falciparum etc. are saved [16][17].The ROC for template matching 
given in Fig.6 shows the ROC curve along with the Area under the Curve (AUC) 
value shown, this differs ANN as the curve from 0.9 value to 1 value is sudden as 
compared to the gradual curve in Fig.4 which is evident in Fig.6: 

 

Fig. 6. ROC Curve for Template Matching [23] 
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Fig. 7. Final output detecting the infected sample using Template Matching Algorithm [23] 

Table 4. Accuracy of Template Matching 

Sr. No         SPECIES STAGE 
ACCURACY 
in % 

1   FALCIPARUM    1 90 
2   FALCIPARUM    2 90 
3   FALCIPARUM    3 90 
4   FALCIPARUM    4 95 
5    VIVAX    1 95 
6    VIVAX    2 90 
7     VIVAX    3 90 
8    VIVAX    4 95 

3 Variations in Hue, Saturation and Value (HSV)and YCbCr 

The HSV scheme is used to signify the changes in the color of the sample after 
preprocessing stage to signify the level to which it has been infected by the malarial 
parasites [18]. The RGB and the HSV are related to each other where the geometric 
properties of the RGB presentation are changed and manipulated in order to be more 
intuitive and perceptually relevant than the Cartesian (Cube) representation. These 
values are then mapped to a cylinder resembling a traditional color wheel. The angle 
around the central vertical axis corresponds to "hue" and the distance from the axis 
corresponds to "saturation". These first two values give the two schemes the 'H' and 
'S' in their names [19]. The height corresponds to a third value, the system's 
representation of the perceived luminance in relation to the saturation [22].  Fig. 8, 9, 
10 indicates the variation in the values of hue, saturation and value also known as 
brightness of the image. 7 images have been tested for the variations in the HSV 
values, thus distinguishing the infected samples from non-infected ones. These 
variations are for the Zack’s Thresholding and Linear Programming algorithm. 
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Fig. 8. Variations in Hue for infected and non-infected samples 

 

Fig. 9. Variation in saturation for infected and non-infected samples 

 

 

Fig. 10. Variation in value for infected and non-infected samples 
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Fig. 11. HSV, LAB & YCbCr Results in template matching algorithm for a) Falciparum b) 
Vivax 

A Lab color space is a color-opponent space with dimension L for lightness  
and A and B for the color-opponent dimensions. The L*A*B* color space includes all 
perceivable colors which means that its gamut exceeds those of the RGB and CMYK 
color models. One of the most important attributes of the L*A*B*-model is device 
independence. This means that the colors are defined independent of their nature of 
creation or the device they are displayed on [24]. 

Y′ is the luma component and Cb and Cr are the blue-difference and red-difference 
chroma components. Y′ (with prime) is distinguished from Y which is luminance 
meaning light intensity is nonlinearly encoded based on gamma 
corrected RGB primaries. Y′CbCr is not an absolute color space rather, it is a way of 
encoding RGB information. The actual color displayed depends on the 
actual RGB primaries used to display the signal [25]. Therefore a value expressed as 
Y′CbCr is predictable only if standard RGB primary chromaticities are used. As seen 
in Fig.11, template matching algorithm gives more efficient results in L*A*B* than  
YcbCr and HSV viz. subjected to more number of samples. 

4 Conclusion 

The system was tested with many classifiers and it can be easily concluded that the 
template matching method is giving the best results, though there are many researches 
using HSV [20][21] as base model. This result which differentiates and provides the 
basis for greater understanding of the algorithms and  promising results for detection 
of Malarial parasites is evident from the accuracy table. By using 2 or more of these 
classifiers one can achieve even more accuracy and a system using the same is 
currently under testing. It is expected that this can provide an easy, accurate and 
instantaneous detection of malarial parasites along with their stages for efficient 
treatment where there is scarcity of other well established methods of diagnostics or 
help in supporting the diagnostics in places where such privileges already exist.  
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Abstract. This paper presents FPGA implementation of low complexity 
Maximum Likelihood multiple input multiple output detection algorithm. 
FPGA Implementation of Maximum Likelihood detection for Multiple Input 
Multiple Output systems remains to be a great challenge. Devices which 
operate with battery power enforce severe silicon area and power limitations 
while trying for definite performance over a wide range of operating 
circumstances. First, multiple input multiple output system structure, 
mathematical model and Maximum Likelihood detection algorithm is 
presented. Performance of Maximum Likelihood Detection algorithm and its 
characteristics are studied. Next the developed system is implemented using 
MATLAB. Simulations are carried out and results are analyzed in terms of 
complexity and error performance. Finally, the low complexity Maximum 
Likelihood detector for multiple input multiple output is synthesized, and 
implemented on XC4VLX15SF363-12 device using Xilinx ISE tool. The 
results show that it is possible to implement Maximum Likelihood detector with 
a low power of 0.156W in a single FPGA chip. 

Keywords: VLSI, MIMO, Detection Algorithms, ML, FPGA, BER, Low 
Complexity. 

1 Introduction 

Multiple Input Multiple Output (MIMO) is used to describe the multi-antenna 
wireless communication system, an abstract mathematical model takes the advantage 
of multiple transmitter antennas to transmit and multiple receiver antennas to receive 
and recover the original message. In MIMO communication system, channel capacity 
increases exponentially without increasing the transmission bandwidth [1]. MIMO 
technology is the future wireless communication systems to achieve high data rate 
transmission, to improve transmission quality (an important way to improve the 
system capacity). Maximum Likelihood (ML) detection algorithm is used to separate 
the spatially multiplexed data units at the receiver [2] and ML Detection also offers 
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good error rate. The computational difficulty of a ML detector increases exponentially 
as the number of transmit antennas are increased. A number of effective suboptimal 
detection methods have been proposed or revised from the field of MIMO detection, 
but these methods are computationally complex and are often unable to exploit a great 
part of the diversity in comparison with the ML detector, and thus their performance 
be likely to be considerably inferior to that of ML detection[3]. 

The design tool should be chosen carefully as the signal processing applications 
enforce substantial limits on area, power dissipation, speed and cost. Digital signal 
processors (DSPs), Field programmable gate arrays (FPGAs) and application specific 
integrated circuits are the most widely used tools for the design of such application. 
The DSPs used for very complex math-intensive tasks but can't process great sampling 
rate applications due to its architecture. Application Specific Integrated Circuits 
(ASIC) faces lack of flexibility and need extensive design cycle. The shortcomings of 
DSP and ASIC are overcome by using single FPGA. Therefore FPGA has become the 
best choice for the signal processing system designs due to their greater flexibility and 
greater bandwidth, resulting from their parallel architecture [4]. Implementing the 
design using FPGA is very fast with lower development costs and takes less amount of 
time. VLSI implementation of the detection algorithms in the MIMO system will turn 
out to be a key methodology in the future wireless communication system. 

This paper is arranged as follows: Section 2 gives brief overview of system model. 
Section 3 presents the Maximum likelihood detection algorithm. Section 4 shows the 
results of Bit Error Rates (BERs) and also hardware implementation results and 
section 5 is conclusion of the paper. This paper investigates the applicability of  
FPGA system for low complexity MIMO Detection algorithm in effective and 
economical way. 

2 System Model 

Below a MIMO is considered as that is having Nt sending antennas as well as Nr 
receiving antennas. A block diagram of the system is shown in figure 1. 
 

  

Fig. 1. Basic MIMO System Model 
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Received signal   
rrrr nXHZ +=                                    (1) 

Where r=1, 2, 3 ... R, R is the number of sub carriers and received signal  
vector T

rNrrr r
ZZZZ ],...,[ 21= , Transmit Signal vector T

rNrrr t
XXXX ],...,[ 21= , and 

T
rNrrr t

nnnn ],..,[ 21=  is the additive noise vector where each noise component is usually 
demonstrated as independent identically distributed white Gaussian noise of variance 
σ2. In general the transmitted signals are combined in the channel because of identical 
carrier frequency. At the receiver end, the received signal consists a linear grouping of 
all transmitted signals plus noise. Then the receiver can resolve for the transmitted 
signals by considering equation (1) as a scheme of linear equations. If channel is 
correlated, the method of linear equations will have increased number of unknowns 
than the equations. Correlation may occur due to two reasons. To avoid correlation due 
to spacing between antennas they are generally spaced at least half of the wavelength 
of the carrier frequency. Another reason correlation may takes place is due to absence 
of multipath components, so for this purpose rich multipath is desirable in MIMO 
systems. The multipath influence can be taken by each receive antenna being in a 
different channel H indicates the NrxNt channel matrix. Where 
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Where every single hi,j indicates the attenuation and phase shift between the ith 
receiver and the jth transmitter. In order to identify the communicated data it would be 
best to use ML detector [3]. 

3 Maximum Likelihood (ML) Detection Algorithm 

This is the theoretical optimum detection method and can provide full diversity gain 
[5]. In the most common case, the input symbol belongs to a code word covering space 
and time. Here the numbers of probable code words are finite and we denote  C   as 
the set of all possible codewords. In the ML method, all possible codewords are 
verified and one that best fits the received signal according to the ML principle is 
selected as an estimation of the code word which is actually transmitted. The code 
word conveyed is a matrix denoted as χ with dimension MT×N. The columns of this 
matrix are the vectorial inputs of the MIMO system at time instant k to N and are 
denoted in this section as xk, k = 1, . . . , N. The corresponding matrix output is denoted 
as ỹ and the columns of ỹ are denoted as yk, k = 1, . . . , N where yk is the received 
signal corresponding to the transmission of xk. χ is the definite transmitted codeword. 
When testing all the probable input code words, a candidate codeword is Z where zk, k 
= 1, . . . , N are the columns of X. The ML optimization principle finds the codeword 
with the minimal distance to the received signal 
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The ML receiver can be simplified if the receiver proceeds first to estimating the 
input symbols and then to decoding. ML exploits the fact that a symbol belongs to a 
constellation and takes a finite number of values. As symbol xi takes a finite number of 
values, so does the transmitted vectorial input x=[x1…xMT] T. Here C denotes the set of 
all possible vectorial inputs. Calling z a candidate vectorial input in the set C, the ML 
criterion finds the value of z that best fits the received signal as 

2

C
min Hzy

z
−

∈

                (4) 

The decoder is error free if the value of z found through the ML optimization, is the 
actual transmit input x. ML receivers are computationally complex in general because 
one needs to test all the possible input vectorial inputs. Their number can become quite 
large especially as the number of antennas and constellation order increases. Hence 
simpler receivers are considered as more practical in general. This paper is focused on 
the 4 × 4 MIMO system simulation, constellation map of QPSK, at the receiving end 
using the maximum likelihood detection algorithm. ML detection algorithm is used to 
investigate channel estimation algorithm performance, so when testing using the 
transmitted signal space uses exhausted search approach to maximum likelihood 
detection [6], in order to fully demonstrate channel estimation algorithm BER 
performance. 

Maximum likelihood detectors are the ideal detectors and have better BER 
performance in comparison with non-optimal detectors, but ML detectors are the most 
complex detectors [7]. The exhaustive detector complexity rises exponentially as the 
number of bits in constellation or the number of antennas increases. As a case in 
point, the number of probable transmitted symbol for a 4x4 QPSK is 28=256 and for a 
4x4 16-QAM system this number grows to 216=65536. 

4 Results and Discussion 

A.   Matlab Simulations 

Figure2 shows the results of 1x1, 2x2 and 4x4 antenna bit error curves and from that 
it can be seen that the detection of the ML, when transmitting and receiving antennas 
are increased, error rate is reduced, so that the MIMO communication system can 
overcome the adverse multipath fading effects, to achieve the reliability of signal 
transmission, which increases the system capacity and hence improves the spectrum 
efficiency [8]. 

From the result which is shown in figure 3 it can be seen, the use of ML detection, 
the ideal channel and the estimated channel error rate overall trend is same, but the 
ideal channel bit error rate than the estimated channel bit error rate is low, indicating 
that based on the pilot channel estimation in MIMO communication system is feasible. 

It can be seen from the result figure 4, when using the ideal channel, ML Detection 
algorithm error rate is small, and the same general trend, but at high SNR part MLD 
algorithm BER is obviously much lower, indicating that global search algorithm 
MLD is having excellent performance. 
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Fig. 2. ML Detection MIMO System 1x1, 2x2, 4x4 Antenna Performances 

 
Fig. 3. Estimated channel, ML Testing under 4x4Antenna MIMO bit error rate curve 

 

Fig. 4. Ideal channel, MIMO 4x4 antenna system ML detection 
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When using the estimated channel, MLD algorithm BER is less, where MLD 
algorithm is slightly lower SNR. From the computational point of view and run time, 
when the num = 256, loop = 1000, the use of a MLD algorithm is taking a total time 
of about 1200s. 

B.   FPGA Implementation 

The design has been coded in Verilog and checked for functional and timing 
correctness with ISim. The Register Transfer Level (RTL) of ML detector is shown in 
below figure 5. 

 

Fig. 5. RTL Schematic of MLD 

The architecture was designed concentrated on great performance and low cost. 
The architecture was defined in Hardware Description Language and synthesized to 
Xilinx Virtex 4 FPGAs and the RTL schematic of maximum likelihood detector is 
shown in figure5. Table 1 is about device utilization summary for ML detection 
algorithm and the corresponding graph is shown in figure 6. 

Table 1. XC4VLX15SF363-12 Device utilization summary 

Logic Utilization Used Available Utilization 
Number of Slices 805 6144 13% 
Number of Slice Flip Flops 405 12288 3% 
Number of four input LUTs 1339 12288 10% 
Number of IOs 138 
Number of bonded IOBs 138 240 57% 
Number of GCLKs 1 32 3% 
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The synthesis results demonstrate that the architecture is capable to accomplish 
processing at faster rates and attains the real-time requirements. The architecture is 
consuming fewer resources when compared to related works [09, 10]. The proposed 
design implemented on VIRTEX 4 based FPGA. The total power consumption of the 
proposed scheme based on XC4VLX15SF363-12 FPGA device has been calculated 
and observed that the proposed design has consumed 156μW. 

 

 

Fig. 6. ML Detection device utilization Summary 

In Fig.7 first graph indicates the power by function i.e. the power consumed by 
each functional block. Next is power versus voltage and third graph is about the 
power variance in accordance with process and voltage. Finally power is plotted 
against junction temperature which is the temperature of the device in operation. 
Temperature grade is chosen while selecting the device and this grade defines a 
temperature range where the device will operate. 

 

 

Fig. 7. Graphs for Power by function, Power vs Voltage, Power Variance and Power vs 
Temperature 
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5 Conclusion 

This paper presents the design and simulation of efficient low complexity ML 
detector. The application of MATLAB on the system simulation is to analyze the Bit 
Error Rate. The proposed design has been implemented using XC4VLX15SF363-12 
device. The results show that it is possible to implement ML detector with a low 
power in a single FPGA chip.  . The architecture which has been used for ML detector 
delivers better area efficiency. The proposed design can provide great speed of 
operation by consuming significantly less resources in terms of slices and with less 
power to provide cost effective solution for high speed wireless communication 
applications. From the above method, we further understand that the outstanding 
advantages and performance of MIMO system laid the foundation for future 5G 
communications.  
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Abstract. Collaborative Tagging is the process of managing, classifying and 
describing tags where in user can easily describe or get an information about an 
item. As growth of information in social networking websites there is a 
possibility of increase of tags and it is very difficult to predict or recommend 
items to the user. In this paper we address the problem of sensitivity in the 
distribution of the tag data in clusters and optimization can be achieved by 
merging similar clusters in E-FCM and E-GK algorithm for collaborative 
Tagging Systems. Our experiments on each movie data set shows E-FCM and 
E-GK with sensitivity gives more accurate results as compared to baseline 
clustering approaches in collaborative tagging systems. 

Keywords: Collaborative tagging System, sensitivity, E-FCM Algorithm, fuzzy 
cluster and E-GK algorithm. 

1 Introduction 

Folksonomy is a system of classification derived from the practice and method of 
collaboratively creating and translating tags to annotate and categorize content [8] [9]. 
This process is also known as collaborative tagging [12].  social classification, social 
indexing, and social tagging. CT is divided into broad and narrow tagging systems. In 
broad tagging system more number of users or multiple users tag particular item or 
different items with the variety of vocabularies. Where in narrow tagging systems few 
number of users tag the items with limited content of tags. while in both tagging 
systems search ability can be done but the narrow tagging system does not have same 
benefits as broad tagging systems [16] . Tagging, allows users to collectively classify 
and find information. In some websites tag clouds are included to visualize tags in a 
folksonomy [4]. However, tag clouds visualize only the vocabulary but not the 
structure of folksonomies [7]. 

Cluster cannot be precisely defined, which is one of the reasons why there are so 
many clustering algorithms [3]. Cluster is a group of objects and there so many 
algorithms and models are available. A "clustering" is essentially a set of such 
clusters, usually containing all objects in the data set. Clustering is of two types (i) 
hard clustering represents each object is in a cluster or not (ii) soft clustering is also 
known as fuzzy clustering [6] [17] represents an object is in cluster and its degree 
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(likelihood of belonging to cluster). Our work in this paper is applying E-FCM 
(extended fuzzy clustering method) in collaborative tagging systems [15] with 
sensitivity [14] which gives accurate and efficient results. 

2 Related Work 

In this section, we briefly explain several major approaches we used in our research 
such as Collaborative Tagging, soft clustering and Time sensitiveness. 

2.1 Collaborative Filtering Based on Tagging  

Tagging [10][11] was popularized by websites associated with Web 2.0 and is an 
important feature of many Web 2.0 services. Tagging is having wide popularity due to 
the growth of social networking, photography sharing and bookmarking sites. These 
sites allow users to create and manage labels (or “tags”) that categorize content using 
simple keywords. Tagging is a bottom-up classification process.  Tagging can be 
categorized into two types: (i) Static tags or like/dislike tags in which a user post 
thumbs up for like and thumbs down for dislike. (ii) Dynamic tags in which a user 
give his opinion on item. These are also called as popular tags.  

2.2 Soft Clustering 

Soft clustering is also known as fuzzy clustering class of algorithms for cluster 
analysis in which the allocation of data points to clusters is soft. In hard clustering, 
data is divided into different clusters, where each object belongs to exactly one 
cluster. In fuzzy clustering [5], objects may belong to more than one cluster, and 
associated with each element is a set of membership levels. These indicate the 
strength of the association between that data element and a particular cluster. Fuzzy 
clustering is a process of assigning these membership levels, and then using them to 
assign data elements to one or more clusters. The fuzzy clusters are shown in figure 1. 
The first cluster represents items, second cluster represents tags and third one is user 
profile based cluster. One of the most algorithms are used in fuzzy clustering is 
Extended Fuzzy c-means (FCM) algorithm and Extended Gustafson and Kessel (E-
GK). 

The FCM algorithm is used to partition the number of elements A = {a1, …, an} 
into a collection of c fuzzy clusters and  the list of cluster centres C = {c1, …, cc} and 
partition matrix W = wij ∈ [0, 1], i = 1, …, n, j = 1, …, c  where each element wij is the 
degree to element Ai belongs to cluster Ci. FCM is used to minimize the objective 
function like K-means clustering and the standard function of FCM is:     
        

                              Wk(x) = ∑  ,,
                                           (1)   
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2.3 Time Sensitiveness 

Time sensitiveness [10] means that once a tag clustering is available, it does not 
remain valid all the time. The tagging behavior of user changes over time, thus the tag 
clusters need to be updated. Ning et al. also suggest a real time update algorithm 
based on spectral clustering in graph, through which the system can insert and delete 
data points and change similarity between current items. When the dataset is updated 
the weights may change. If the similarity changes between two vertices and nodes are 
having less edge weight then the edges of these nodes are removed. 

3 Proposed Work E-FCM Algorithm for Collaborative Tagging 
System 

In this section we describe the extension of fuzzy clustering algorithms with volume 
prototypes and similarity based cluster merging [13].the proposed work shown in 
figure 2. A number of data points are close a cluster center may lie in the same 
cluster. This is especially the case when there are some clusters that are well separated 
from the others. It is then sensible to extend the core of a cluster from a single point to 
a region in the space.  
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Fig. 2. Architecture for E-FCM-CFT and E-GK-CFT 

A volume prototype V ∈ Rn is a n-dimensional, convex and compact subspace of the 
clustering space. 
 

The volume cluster prototypes vi are hyper spheres with center vi and radius ri. 
Distance measure is measured from a data point xk to a cluster center vi. Then, the 

distance dik to the volume prototype vi is determined by accounting for the radius ri:     
For the size of the cluster prototypes obtain in E-FCM [14] by using: 

 
                                 =  I   =    ,                                            (2) 

 
For the size of the cluster prototypes obtain in E-GK [14] by using 
 

                                 =   | | ⁄     =  | | ⁄ I,                   (3) 
 
Prototype radius in E-FCM is given by: 
  

                                 = ∏ ⁄   =  | | ⁄ ,                                       (4) 

     Database 

Data using time stamp 
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Prototype radius in E-GK is given by: 
 

                                 =  | | ⁄ ,        (5) 

Extended Fuzzy c-Means and E-GK Algorithm 

Given the data X, choose the initial number of clusters 1 <  ,    m > 1 and the termination criterion   > 0. 

Initialize  (e.g random) and let  = 1,  = 1. 

 
Repeat for l = 1, 2,… 
 

1. Compute pointwise cluster prototypes 

                                   = 
∑  ∑  ,   1≤ i ≤  

 
2. Compute radius of cluster prototypes from fuzzy covariance: 

                              Pi   =   
∑ 1   xk  xk  ∑ 1   ,      1≤ i ≤  

 

                                        =    | | ,                      1≤ i ≤  

3. a) Compute the distance to the volume cluster prototype (for E-FCM) 

                   max 0, x  x   ,    
 
 
                                                                             1≤ i ≤ , 1 ≤  N. 
 

b) Compute the distance to the volume cluster prototypes (for E-GK): 
 

                           max 0, | | x  x   ,    
 
 
                                                                               1≤ i ≤ , 1 ≤  N. 
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4. Update the partition matrix: 

                                 for  1 ≤  N, let  ∅  | 0  
 
                                  if   ∅, 
 
                                             ∑  ,     1≤ i ≤ , 
                 Otherwise 
                                                                                                                    0               01 | | ⁄     0               1    . 
      

5. Select the most similar cluster pair: 

                               ∑  ,∑ ,    1 ,   ,  
 , arg max , . 
                                                              (i, j) 
                                                                           i      
 

6. Merge the most similar clusters: 

                     if   <           

                     let  = 1 1  

                     if    >  

 

                              ,   1  , 
                                          
                                          remove row     from U, 
                                         else enlarge volume prototype 
      min ,  1 . 
 
Until U U   .        
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4 Experiments 

We have conducted several experiments on different datasets amazon.com, 
Grouplens, Movielens and Flickr.com. To examine the effectiveness of our new 
scheme E-FCM-CTF and E-GK-CFT. In this we address the following issues. 

 
(i) The datasets have been rearranged using timestamp method  
(ii) We have conducted experiments on collaborative filtering based on tagging 

[2][11]. 
(iii) Then we have applied E-FCM and E-GK algorithm for CFT. 
(iv) We have compared these approaches in terms of mean absolute error and 

number of predictions. 

4.1 Datasets 

For every dataset we have collected 5000 user data who have at least visited 40 items. 
For every dataset we have divided 1000 users split. Such a random separation was 
intended for the executions of one fold cross validation where all the experiments are 
repeated one time for every split of a user data. For each dataset we have tested set of 
30% of all users. 

To evaluate the effectiveness of the recommender systems [1], the mean absolute 
error (MAE) computes the difference between predictions generated by RS 
(Recommender Systems) and ratings of the user. The MAE is given by the following 
formula. 

                     MAE (i) = ∑ pr , r ,  .                                       (6) 

4.2 Results 

In this experiment we run the proposed E-FCM-CFT and E-GK-CFT compared its 
results with classical collaborative filtering based on collaborative tagging [5]. In this 
the active users are considered from 1 to 20. Based on these active users, we have 
computed the MAE and prediction percentage of  both approaches and the results 
show that E-FCM-CFT and E-GK-CFT performs better than baseline  methods and 
for some number of active users prediction percentage is more in E-FCM-CFT less in 
E-GK-CFT and vice versa. The results are shown in Table 1 and figure 3. 

4.3 Analysis of Results 

For E-GK-CFT and E-FCM-CFT, out of 10 runs for each active user, the run with the 
best weights was chosen and plotted the results from CF and CFT as shown in figure 
3. The results summarized in Table.1 and show total average of MAE and for all the 
algorithms that E-GK-CFT and E-FCM-CFT outperforms rather than CFT.  MAE for 
both algorithms was always smaller than the corresponding values for CFT. 
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Table 1. Total MAE for CFT and E-FCM-CFT 

Split 

(100 users 
per split) 

MAE(C
FT) 

MAE(E-
FCM-
CFT) 

MAE(E-
GK-CFT) 

  1 0.802 0.662 0.643 

2 0.792 0.642 0.651 

3 0.770 0.602 0.598 

 

 
Fig. 3. Correct predictions percentage for active user 

5 Conclusion 

We have proposed a framework for collaborative Tagging using E-FCM and E-GK. 
In this approach we implemented E-FCM and E-GK algorithms and added time 
sensitivity to update data and to get more accurate predictions.  Experimental results 
show that our proposed scheme can extensively improve the accuracy of predictions 
when we combine both E-FCM and E-GK algorithms. 
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Abstract. The objective of data mining is to find the useful information from 
the huge amounts of data. Many researchers have been proposed the different 
algorithms to find the useful patterns but one of the most important drawbacks 
they have found that data mining techniques works for single data table. This 
technique is known as traditional data mining technique. In this era almost all 
data available in the form of relational database which have multiple tables and 
their relationships. The new data mining technique has emerged as an 
alternative for describing structured data such as relational data base, since they 
allow applying data mining in multiple tables directly, which is known as  Multi 
Relational data mining. To avoid the more number joining operations as well as 
the semantic losses the researchers bound to use Multi Relational Data Mining 
approaches. In this paper MRDM focuses multi relational association rule, 
Multi relational decision tree construction, Inductive logic program (ILP) as 
well three statistical approaches. We emphasize each MR-Classification 
approach as well as their characteristics, comparisons as per the statistical 
values and finally found the most research challenging problems in MRDM. 

Keywords: MRDM, Decision tree, ILP, Heavy Association rule mining Linear 
Regression Model. 

1 Introduction 

In data mining techniques the main aim is to extract the regularities from a huge 
amount of data .There are varieties of tools and algorithms are developed to handle 
the large database. The relational database is the best approach to deal with the 
structured database. To handle those kinds of data, different data mining tasks can be 
performed in the database [1] .These tasks are called as clusters or to recognize the 
individual piece of data termed as outlier which is not fitted with other set of data. An 
important task of multi relational data mining is able to directly the patterns that 
involve multiple relations from a relational database and have more advantages then 
propositional data mining approaches. The objective is to discover the knowledge 
directly from relational data. Knobbe et.al [2] which proposed the generalized frame 
work for MRDM which exploits SQL to gather the information needed for decision 
tree from Multi relational data. Mining. MRDM is entering a period of rapid 
expansion that will increasingly place it at the center of the KDD enterprise and its 
real-world impact [3][4][36].The number of data mining applications are increasing 
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which involves the analysis of complex as well as structured types of data which 
requires the expressive pattern language. Some of these applications can’t be solved 
by using the traditional rule mining algorithm which leads the MRDM.In MRDM 
where the relations are available in the form of parent and child .when we extract the 
data from different tables by using the primary and foreign key relationships then 
scalability problem will arises. Valencio et.al, Human-centric computing and 
Information Science 2012 2:4[5] was proposed the first time to avoid the scalability 
problem which occurred in the MRDM. To suppress this problem they proposed the 
new construction of tree called as MR-Radix tree. It is one type of the data structure 
which compresses the database memory.The MR-Radix algorithm provided the better 
efficiency when we compared with any traditional algorithms...Multi-relational data    
mining algorithms aims to extract of multiple relation patterns with efficiency without 
necessity to joining the data into the single table[ 6][7]. 

In this paper there are 6 sections .Section 1 describes the most feasible data mining 
methodology, section 2 describes the novel approaches of MRDM, section 3 describes 
the comparative study of MRDM approaches, section 4 describes novel comparative 
study on decision tree, section 5 emphasis on heavy association rule mining and 
section 6 presents linear regression and finally comparative study of statistical 
prediction technique. 

In the last decade, a wide range of techniques for Structured Data Mining has been           
developed. These techniques are primarily into four categories, which can be       
characterised by the choice of representation of the structured individuals. These four 
categories are as below. 

1.1 Graph Mining [8, 9, 10, 37, 38]  

Graph mining is the techniques which will extract the required information from data 
represented in the form of graph structured form. A graph can be defined as the 
equation G={V,E},Where V ={v1,v2,v3,………………….vn} is an ordered set of 
vertices in the graph and ={e1,e2,e3,……..en}is the set of pair of edges. The term 
graph mining which can refer to discover the graph patterns. 

1.2 Inductive Logic Programming (ILP) [11, 12, 13, 14] 

If we deal with the logic based MRDM then we called as ILP (Inductive Logic 
Programming) which consists of the first order logic (Prolog) can be treated as to 
identify the subgroups. Through this technique to discover the required knowledge from 
the web based data. It is the dominant research areas of both machine learning and logic 
programming. The two important characteristics of the ILP, these are expressive 
representation formalism and find the exact required rules in the web intelligence.  ILP 
can also be used for translating the relational databases to the first-order logic. 

1.3 Semi-structured Data Mining  

The web contains the huge numbers of data what we called as information 
resources.These information’s in the web are represented in the form of XML 
structure. For mining the XML data we required to pre-processing or post-pressing so 
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that the XML data is being converted into the relational structure. It is also used for 
integrating the databases. The XML form is useful to represent the semi-structured 
data further which can change the tabular data as well as the tree structure form when 
the database consists of XML documents which explain about the objects in the 
combination of structural and free-text information is called as the semi-structured 
data mining .[15,16]. 

1.4 Multi-Relational Data Mining (MRDM) [17, 18, 19, 20,39,40] 

Multi relational data mining handles with the knowledge discovery from the relational 
database consisting of one or multiple tables. In MRDM, the crucial technique is ILP 
(Inductive Logic Program). MRDM can contribute to the foundation of data mining 
(FDM), the interesting perspective of "ILP-based MRDM for FDM" has not been 
investigated in the past. 

2 MRDM Approaches  

The different approaches are available in MRDM, these are as below: 

 Selection Graph 
 Multiview learning 
 Probabilistic Approaches 
 Tuple-ID Propagation 

2.1 Selection Graph  

In some of the database which contains the very large number of records and each 
relation may link with other relations. MRDM has a technique called the selection 
graph where multi relational patterns are expressed in terms of graphics form[21].It is 
generally used to represent the complex query in SQL which directly deal with the 
tables. There are number of algorithms are developed which converts directly 
selection graph into corresponding SQL query. Anna Atramentov et.al also focused 
the graphical representation of selection graph. [22] 

2.2 TupleID Propagation 

It is the process of transferring the information among difference relations by virtually 
joins them. It is observed that it requires less costly then physical join in both and 
time respect. It is the process of performing virtual joins among relations which less 
expansive then physical joins. It is necessary for searching the good predicates but the 
challenging task is to find the useful links as well as transferring information 
efficiently. 

2.3 Multi View Learning 

In this learning strategy each learner is assigned to a set of training data from which 
should be able to learn the target concept. In MVL problem with n views can be seen 
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n interdependent relations .The MVC (Multi –Relational Classification) approach 
adopts the MVL framework to operate directly on MR-Database with the generalized 
data mining algorithms. [31].The multi view learning approach is more suitable for 
mining the relational database in the form of running time. 

2.3.1   Analysis of MRDM (Multi-Relational Data Mining) Approaches on the 
Basis of SG, TIDP & MVC 

When we compare with it shows some strong points of multi-view learning as 
compare to other approaches .The strong points of MVC are as below  

2.3.2   First Approach 
The relational database is able to keep its compact representation and normalized 
structure. 

2.3.3   Second Approach 
Require some of the framework which is able to directly incorporate any traditional 
single table data mining algorithm. 

2.3.4   Third Approach 
The MVL framework is highly efficient for mining relational databases in term of 
running time. 

In the above table we demonstrated that the multi view learning is more powerful 
than other approaches of relational data mining. When we use very large class of data 
mining problem then it cannot be successfully approached using another relational 
learning without transformation 

Tabular Representation for Multi Relational Data Mining Parameters  

Table 1. Novel approaches for MRDM 

Required 
Parameter 

Some of the Relational database 
approaches 

 

(SG)Selection 
Graph 

TIDP(TupleID 
Propagation) 

MVC(Multi-View 
Learning) 

When advance 
techniques are 
integrated  

  No NO Yes 

Incremental design 
support 

Low  Low  High 

Heterogeneous 
Learning classifier 

  No NO Yes 

Single Table alg 
Incorporation  

  No NO Yes 

Issues & Scalability Low  Low  High 
When structures are 
normalized  

  No NO Yes 

When time will 
come to learn 

Less  More  Less  
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2.3.5   Analysis of Structured Data Mining 
In this section we have made a comparative study in between the different techniques available 
in SDM(Structured Data Mining) approach. 

Table 2. for Structured Data Mining 

Important 
Name of 
concept 

Multi-
Relational 
Data Ming 
(MRDM) 

Inductive Logic 
Program(ILP) 

Graph 
Mining 
(GM) 

Semi 
Structured 
Data Mining 
(SSDM) 

When used 
with 
graph/tree 

Graph Graph Graph Tree 

When used 
with Numeric  
value 

Yes Yes No No 

When directly 
used with the 
attributes 

Yes Yes No Yes 

When we take 
the 
Intentional 
data 

Yes Yes No No 

Order in 
structural    
parts 

No No No Yes 

 
The above table derives as per the comparative study among MRDM, ILP, GM and 

SSDM  

1. Attributes 

Attribute are the field values of any relation (table).For example name field can be the 
attribute of a student relation from the above table we can know that all the technique 
support the attribute except the graph mining. 

2. Numeric Values 

Attributes with numeric values are supported by  only the MRDM and ILP  technique 
whereas GM and SSDM doesn’t supports directly attribute with the numeric value. 

3. Intentional Data 

Intentional data are supported by both the technique MRDM and ILP, where as 
MRDM achieves it by means of view definitions and ILP treats it in a natural way. 

4. Graph / Tree  

Graphical representation is adopted by the entire structured data mining paradigms 
(MRDM, ILP, and GM) except the SSDM. 
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5. Order in Structural Part 

From the above example we can see that only SSDM can represent the parts in a 
structural way through tree except other three .for ex-A parent child relationship can 
be represented by tree properly rather graph. 

6. Structured Terms 

We have studied a lot of papers related to MRDM and we are concluding that 
structured terms can be represented through both MRDM and ILP technique 

Apart from the representational details we can make differentiate among the SDM 
approach techniques through the expressive power and the utilization of different 
language .This can be shown in the following tabular representation. 

2.3.6   Expressive Power and Language Supported by SDM Approach 

Table 3. For Expressive Power and Language supported by SDM approach 

Names  Multi-Relational 
Data Mining  
(MRDM) 

Inductive 
Logic 
Program(ILP) 

Graph 
Mining  
(GM) 

Semi 
Structured 
Data 
Mining 
(SSDM) 

Language 
to be used  

Database 
Language  

RDBMS Prolog 
(Representing 
for First Order 
Logic) 
Logic+Program
 

Creating 
Graphs  

Extensive 
Markup 
Language  
(XNL) 

Bias 
Language 

Object Oriented 
Language 
(UML,C++,Java)

Time to time 
different  

  -  DTD 
(Document 
Type 
Definition) 

Pattern 
Language  

SQL(Structured 
Query Language)

Prolog 
(Representing 
for First Order 
Logic) 
Logic+Program

Creating 
Graphs 

Creating 
Graphs 

The 
concepts  

Aggregate 
Functions 

Yes  No No  No 

Sub 
Graphs 

No No Yes  No  

 
In the above tabular representation we can get the result in the favor of MRDM 

that means MRDM is the best techniques among all the structured data mining 
approaches. 
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3 Decision Tree 

This  is the powerful and useful tools for classification and prediction. It is one type of 
classifier in the form of tree structure where each node is either a leaf nodes which 
indicates the value of target attribute. The decision node is the node where some 
decision to be taken on a single attribute-value It is used to classify an example from 
starting at the root of the tree to the decision tree can represents the decisions,.these 
decisions generates the rules for the classification of the data set by using the 
statistical methods like entropy, information gain, chi-square test, measurement error. 
There are different decision tree algorithms are available these are CART, CHAID, 
ID3, C4.5 and C5.0.By using the decision tree based analysis we can diagnosis the 
healthcare system.[24][25]. The decision tree will represent one form of a binary tree 
where a node represents some decision and edges emanating from a node represent 
the outcome of the decision. External nodes represent the ultimate decisions. In fact 
all the internal nodes represent the local decision if condition is true then decision 1 
else decision 2 towards a global decision. Sometimes the decision tree classification is 
also not suitable when we deal with heterogeneous relational database. There are two 
important challenges are encountered these are as below [32] [33]. It is used to predict 
a pattern or to classify the class of a data. Suppose we have new unseen records of a 
person from the same location where the data sample was taken. The following data 
are called test data (in contrast to training data) because we would like to examine 
the classes of these data.  

3.1 Motivational Example of Decision Tree 

Table 4. For classification of data 

Name of 
the 
person 

Identification How 
many 
cars 
have 

Cost of 
travel 

Status  Mode of the 
transportation 

Nmp Male 1 Statndard  High ?(unknown) 
Gobind Male  0 Cheap Medium ?(Unknown) 
Rasmi Female  1 Cheap  High ?(Unknown) 

 

 

Fig. 1. In Section 3 for Decision Tree Construction 
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The question is what transportation mode would Nmp, Gobind and Rasmi use? 
Using the decision tree that we have generated. 
 

We can start from the root node which contains an attribute of Travel cost per km. 
If the travel cost per km is expensive, the person uses car. If the travel cost per km is 
standard price, the person uses train. If the travel cost is cheap, the decision tree needs 
to ask next question about the gender of the person. If the person is a male, then he 
uses bus. If the gender is female, the decision tree needs to ask again on how many 
cars she own in her household. If she has no car, she uses bus, otherwise she uses 
train 

3.2 Proposed Block Diagram of 
Multi Relational Data Mining   

In this section we have proposed one 
methodology which will suitable for the 
researchers .It consists of four steps these 
are as below. 

3.2.1   Information Gathering Stage 
This is the stage where the researchers 
combined all the data which is to be 
required for next steps. This stage 
primarily used for the different types of 
inquires that can be carried our with the 
help of KDD process. 

 
 
 
3.2.2   Preprocessing Stage  
This is the proposed second stage of MRDM where the researcher Identifies the 
required data and then normalized them with different dimensions like (organizing, 
capturing, treating and  preparing the data) for the KDD process.  

3.2.3   MRDM Techniques 
In this stage the researcher choose the MRDM based algorithms and implement those 
using suitable tools.  

3.2.4   Implementation Stage 
In this stage, the researcher can involves the simplification and presentation of 
knowledge models generated by the MRDM stage. In especially in this stage that the 
knowledge discovers specialist and the domain application specialist evaluate the 
results obtained and define the new alternative of data inquiry. 
 

Information Gathering  Stage  
 Description of The Problem 
 Input/ Output Requirement 

 
Preprocessing Stage  
 Data Selection 
 Data Normalization 

MRDM Techniques 
1. Algorithm Selection 

 K-Mean   and K-Medoid 
 MRD-Tree 
 Selecting Sub –Graph  

2. Tools Selection 
 

Implementation Stage  

Proposed Block Diagram 
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4 The Real Life Problem of MRDM 

All most all data mining algorithms suffering some of the problems these are  

4.1 Inability to Handle the Missing Attribute Values  

In the case of gene localization task from KDD Cup 2001[36], 70% of CLASS, 50% 
of COMPLEX and 50% of MOTIF attribute values are missing. This problem can be 
solved effectively and efficiently by using the one of the multi relational data mining 
technique i.e. Multi relational decision tree learning construction (MRDTL). It is the 
approach of MRDM which handles the missing attribute values in the data set. 

4.2 Slow Running Time 

All most all the data mining algorithms stuck to handle huge amounts of data set like 
mutagenesis, thrombosis, KDD Cup, PKDD 2001 etc. MRDM provides the technique 
to reduce the slow running time and speeding up the running time 

5 Justification of MRDM 

Problem 1: Data stored in the relational database 
 

Action 
Construct one of the Multi-Relational data mining technique i.e. MRDTL (Multi     
Relational Decision Tree Construction for predicting target attribute in target table). 

Problem 2    

All structured data is available in the form of relational database and the 
representation of relational database based multi relational classification is also 
relational nature. 

Action 

Need not transform the structured data to any other form. The issue raised that how to 
directly use database operations to get TupleID propagation based classification and 
the scalability. To achieve some multi relational classification tasks than some of the 
tables may also be redundant .Reduction of redundancy among the table is also the 
major challenging task. 

This challenging task can be solved by using the MRDM approaches like Inductive 
logic program (ILP), Selection graph based relational classification etc. 

6 Heavy Association Rule Mining  

We have studied the association rule mining[26] and proposed the new approach to 
improve the association rule mining in distributed database that is Heavy association 
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rule mining[28] .In the age of information science the large organizations need useful 
knowledge or information. This knowledge need to be extracted from the multiple 
database of the organization over various branches. So a well known problem that 
restricts the use of association rule mining algorithm is generation of extremely large 
number of association rules from various sources of database of the organization. This 
large number of association rule makes the algorithm inefficient and increase the 
difficulty of the end users, to comprehend the generated rules. Thus, it is necessary to 
study data mining association rule in distributed databases. We will make the 
following contributions through my research work:  Firstly, an extended model will be 
proposed for generating global patterns from local patterns in distributed databases. 
Secondly, the concept of heavy association rule in distributed databases needs to be 
analyzed along with the algorithm for generating such association rules in distributed 
database. Thirdly, the concept of exceptional association rule in distributed databases 
needs to be found out. Fourthly, an extension is made to the proposed algorithm to 
notify whether a heavy association rule is extremely-frequent or exceptional. We also 
make a comparative analysis of the existing algorithm. 

7 Regression Model 

A regression is a statistical analysis [34] assessing the association between two 
variables. It is used to find the relationship between two variables. It is basically 
used for forecasting purpose .we have studied different regression models like  Linear 
Regression, Least Square, Simple Regression, logistic regression etc. we found linear 
regression is one of the best forecasting technique because time is used as the 
independent variable and headcount is the dependent variable as well as  
the  different attributes are predicted . This model can use the least squares approach 
which means the overall solution (the line) minimize the sum of the distance between 
each observed point to the approximate line. 

7.1 A Brief Comparison of Regression Algorithms 

In this comparative analysis we found that both the model gives the good results but 
LMS(Least Median Square Regression) produce the better results but in terms of 
accuracy the linear regression was relatively equivalent to that of the lest median of 
squares algorithm .So the computational cost used by the LR is lower than that of LMS.  

Table 5. For comparison of different regression algorithm 

Used Algorithms  Model for Linear 
Regression  

Model for Least Median 
Square Regression 

The total time required to 
build the model  

0.16s 10.84s 

RAE(The Relative 
Absolute Error) 

10.77% 10.01% 

The Correlation 
Coefficient 

0.9810 0.9803 
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8 Feature Direction for the Researcher   

In this paper we have reviewed deeply Multi Relational Data Mining, Heavy 
Association Rule Mining and found these are the following challenges task in the 21st 
century. 
 

8.1 In the feature, how MRDM will handle the real world database with huge     
amount of data and intend to combine the fuzzy logic to predict the data. 

8.2 How the researcher can works efficiently to mine the data in a multi relational 
database which contains some information about the patients stroked down by 
the chronic hepatitis in MRDM domains. 

8.3 The concept of heavy association rule in distributed databases needs to be 
analyzed along with the algorithm for generating such association rules in 
distributed database. 

8.4 There will be the challenging task to identify exceptional association rule in 
the distributed database domains. 

8.5 The new model should be required to propose the identify the global patterns 
from the local patterns in the distributed database domains. 

8.6 From the web ,finding the useful links through the MRDM techniques is very 
difficult  

9 Conclusion  

Multi relational data mining is used to access the information across the different 
tables. In this paper we present the comparative study of Multi Relational Data 
Mining approaches as well as one of the statistical techniques. Multi relational data 
mining requires the more search space of the patterns which will be minimized more 
that creates the scaling up to large database. From the description we found that, the 
formulation of MRDM is in general and the data available in the form of trees, 
graphs.This paper presents the ideas about the multi relational data mining approach 
in terms of the real world  scenario. The approaches which we have presented like 
(Decision tree induction, ILP, Heavy association rule mining) that can be overcome 
the problem of the realworld. In this study we found that MRDM not only hands the 
structured and propositional data mining  but also represent the sequence of patterns 
with help of inductive logic program(ILP). We also found during this study that  more 
accuracy, we should to avoids the multiple  joining operations  because there will be 
more chances for loss of data. MRDM never shows the semantic loses but in other 
case like (traditional algorithms) that can provide the errors during the joining 
operations in multi relational database. With the advent of liner regression, MRDM 
dominant other approaches because of accuracy and prediction. MRDM gives more 
flavor as comparisons to other approaches. We have studied different papers 
regarding statistical tetchiness and found Leaner regression is suitable for. Some of 
the feature research works presents in the feature direction section, which may begins 
of new era of MRDM in this 21st century. 
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Abstract. Dynamic program analysis is a very popular technique for analysis of 
computer programs. It analyses the properties of a program while it is execut-
ing. Dynamic analysis has been found to be more precise than static analysis in 
handling run-time features like dynamic binding, polymorphism, threads etc.  
Therefore much emphasis is now being  given on dynamic analysis of programs 
( instead of static analysis) involving the above mentioned features. Various 
techniques have been devised over the past several years for the dynamic analy-
sis of programs. This paper provides an overview of the existing techniques and 
tools for the dynamic analysis of programs. Further, the paper compares these 
techniques for their merits and demerits and emphasizes the importance of each 
technique. 

Keywords: dynamic analysis, static analysis, instrumentation, profiling, AOP. 

1 Introduction 

Analysing the dynamic behaviour of a software is invaluable for software developers 
because it helps in understanding the software well. Static analysis has long been used 
for analysing the dynamic behavior of programs because it is simple and does not 
require running the program [6], [24]. Dynamic analysis, on the other hand, is the 
analysis of the properties of a running program [1]. It  involves the investigation of 
the properties of a program using information gathered at run-time. Deployment of  
software  now-a-days as a collection of dynamically linked libraries is rendering static 
analysis imprecise [32]. Moreover,  the widespread use of object oriented languages, 
especially Java, to write software has lead to the usage of run-time features like dy-
namic binding, polymorphism, threads etc. Static analysis is found to be ineffective in 
these kinds of dynamic environments. Whereas static analysis is restricted in analyz-
ing a program effectively and efficiently, and may have trouble in discovering all 
dependencies present in the program, dynamic analysis has the benefit of examining 
the concrete domain of program execution [1]. Therefore dynamic analysis is gaining 
much importance for the analysis of programs. 

Dynamic and static analysis are regarded as complementary approaches and have 
been compared for their merits and demerits[17], [18]. Some of the major differences 
of dynamic analysis with static analysis are listed in Table 1. The main advantage of 
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dynamic analysis over static analysis is that it can examine the actual, exact run-time 
behaviour of the program and is very precise. On the contrary, the main disadvantage  
of dynamic analysis is that it  depends on input stimuli and therefore cannot be gene-
ralized for all executions. Nevertheless, dynamic analysis techniques are proving use-
ful for the analysis of programs and are being widely used. Efforts are also being 
made to combine dynamic and static analysis to get benefit from the best features of 
both. For example, static and dynamic analysis capability has been provided in a 
framework called CHORD [33], a dynamic analysis tool is used as an annotation as-
sistant for a static tool in [34] etc. 

Table 1. Comparison of Dynamic analysis with Static Analysis 

Dynamic Analysis Static Analysis 

Requires program to be executed Does not require program to be executed 

More precise Less precise 

Holds for  a particular execution Holds for all the executions 

Best suited to handle run-time programming lan-
guage features like polymorphism, dynamic bind-

ing, threads etc. 

Lacks in handling run-time programming lan-
guage features. 

Incurs large run-time overheads Incurs less overheads 
 

The remainder of this paper is structured as follows. Firstly, the main techniques of 
dynamic analysis are described followed by a comparison of each technique. Then, a 
description of the most widely used dynamic analysis tools is given. Finally, in the 
last section, we describe the main conclusions and the future work. 

2 Dynamic Analysis Techniques 

Dynamic analysis techniques reason over the run-time behavior of systems[17].In 
general, dynamic analysis involves recording of a program's dynamic state. This dy-
namic state is also called as profile/trace. A program profile measures occurrences of 
events during program execution[2]. The measured event is the execution of a local 
portion of program like lines of code, basic blocks, control edges, routines etc. Gener-
ally, a dynamic analysis technique involves the following phases: 1) program instru-
mentation and profile/trace generation, 2) analysis or monitoring [27]. Program  
instrumentation is the process of inserting additional statements into the program for 
the purpose of generating traces. These instrumented statements are executed at the 
same time when the program is running. The fundamental challenge for success of 
dynamic analysis lies in the creation of instrumentation and profiling infrastructures 
that enable the efficient collection of run-time information [32]. Depending upon the 
instrumentation provided, required information from one or more executions would 
be gathered for analysis purpose. The actual analysis or monitoring phase takes  
place on these traces. This phase is additionally augmented to handle violations of 
properties. The  analysis or monitoring can be performed either offline or online.  
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An analysis is said to be online if the target system and the monitoring system are run 
in parallel. But it may increase the cost. Choosing between the two, one should con-
sider whether the purpose of the analysis is to find error or to find and correct errors. 
In the first case, offline analysis should be performed; while the latter should go for 
the online analysis. 

In the next sub-sections, we will study the main techniques for dynamic analysis of 
programs. We have omitted the dynamic analysis of a system based on models (like 
UML) because we are providing only those techniques which work on source code 
itself or some form of source code like binaries or bytecode. The section ends with a 
comparison of these techniques in Table 2. 

2.1 Instrumentation Based 

In this technique, a code instrumenter is used as a pre-processor to insert instrumenta-
tion code into the target program[27]. This instrumentation code can be added at any 
stage of compilation process. Basically it is done at three stages: source code, binary 
code and bytecode. Source code instrumentation adds instrumentation code before the 
program is compiled using source-to-source transformation. It can use some meta-
programming frameworks like Proteus[47], DMS[3] etc. to insert the extra code au-
tomatically. These meta-programming frameworks provide a programming language 
that can be used to define context sensitive modifications to the source code. Trans-
formation programs are compiled into applications that perform rewriting and instru-
mentation of source, which is given as input. Applying instrumentation to source code 
makes it easier to align trace functionality with higher-level, domain-specific abstrac-
tions, which minimizes instrumentation because the placement of additional code is 
limited to only what is necessary. The disadvantage is that it is target language depen-
dent and can also become problematic when dealing with specific language characte-
ristics, such as C/C++ preprocessing and syntactic variations. 

Binary instrumentation adds instrumentation code by modifying or re-writing com-
piled code. This is done using specially designed tools either statically or dynamical-
ly. Static binary instrumentation involves the use of a set of libraries and APIs that 
enable users to quickly write applications that perform binary re-writing. Examples of 
such tools are EEL[28], ATOM[9] etc. Dynamic binary instrumentation (implemented 
as Just-In-Time compilers) is performed after the program has been loaded into mem-
ory and  just prior to execution using tools like MDL[22], DynInst[43] etc. MDL is a 
specialized language that has two key roles. First, it specifies the code that will be 
inserted into the application program to calculate the value of performance metrics. 
This code includes simple control and data operations, plus the ability to instantiate 
and control real and virtual timers. Second, it specifies how the instrumentation code 
is inserted into the application program. This specification includes the points in the 
application program that are used to place the instrumentation code. DynInst[43] is an 
API that permits the insertion of code into a running program. Using this API, a pro-
gram can attach to a running program, create a new bit of code and insert it into the 
program. The program being modified is able to continue execution and doesn’t need 
to be re-compiled, re-linked, or even re-started[43]. Dynamic binary instrumentation 
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has the advantage over its static counterpart in that profiling functionality can be se-
lectively added or removed from the program without the need to recompile. 

Bytecode instrumentation performs tracing within the compiled code. Again, it can 
be static or dynamic. Static instrumentation involves changing the compiled code 
offline before execution i.e., creating a copy of the instrumented intermediate code 
using high level bytecode engineering libraries like BCEL[11], ASM[8], Javaas-
sist[10] etc. BCEL and ASM allow programmers to analyze, create, and manipulate 
Java class files by means of a low-level API. Javassist[10], on the other hand,  enables 
structural reflection and can be used both at load-time or compile-time to transform 
Java classes. The disadvantage here is that dynamically generated or loaded code 
cannot be instrumented. Dynamic instrumentation, on the other hand, works when the 
application is already running. There exist various tools for dynamic bytecode instru-
mentation like BIT[29], IBM's Jikes Bytecode Toolkit[23] etc.  There also exist tools 
which can provide both static and dynamic bytecode instrumentation. For example,  
FERRARI[4] instruments the core classes in a Java program statically, and then uses 
an instrumentation agent to dynamically instrument all other classes. This has the 
advantage that no class is left without instrumentation. Nevertheless, bytecode in-
strumentation is harder to implement, but gives unlimited freedom to record any event 
in the application. 

2.2 VM Profiling Based 

In this technique, dynamic analysis is carried out using the profiling and debugging 
mechanism provided by the particular virtual machine. Examples include Microsoft 
CLR Profiler[20] for .NET frameworks and JPDA for Java SDK. These profilers give 
an insight into the inner operations of a program, specifically related to memory and 
heap usage. One uses plug-ins (implemented as dynamic link libraries) to the VM to 
capture the profiling information. These plug-ins are called as profiling agents and are 
implemented in native code. These plug-ins access the profiling services of the virtual 
machine through an interface. For example, JVMTI[44] is the interface provided by 
JPDA. It is straightforward to develop profilers based on VM because profiler devel-
opers need only implement an interface provided by the VM and need not worry 
about the complications that can arise due to interfering with the running application. 
Benchmarks  like SpecJVM [13] etc. are then used for actual run-time analysis. A 
benchmark acts like a black-box test for a program even if its source code is available 
to us. The process of benchmarking involves executing or simulating the behavior of 
the program while collecting data reflecting its performance. This technique has the 
advantage that it is simple and easier to master. One of the major drawbacks of this 
technique is that it incurs high run-time overheads[4], [39]. 

2.3 Aspect Oriented Programming 

Aspect-oriented programming (AOP)[26] is a way of modularizing crosscutting con-
cerns much like object-oriented programming is a way of modularizing common  
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concerns. With AOP, there is no need to add instrumentation code as the instrumenta-
tion facility is provided within the programming language by the built-in constructs. 
AOP adds the following constructs to a program : aspects, join-point, point-cuts and 
advices. Aspects are like classes in C++ or Java. A join-point is any well defined 
point in a program flow. Point-cuts pick join-points and values at those points. An 
advice is a piece of code which is executed when a join-point is reached. Aspects 
specify point-cuts to intercept join-points. An aspect weaver is then used to modify 
the code of an application to execute advice at intercepted join-points [21]. The AOP 
paradigm makes it easier for developers to insert profiling to an existing application 
by defining a profiler aspect consisting of point-cuts and advice. Most popular lan-
guages like C++ and Java have their aspect oriented extensions namely AspectC++ 
[42] and AspectJ [25] respectively. There also exist frameworks that use AOP to sup-
port static, load-time, and dynamic (runtime) instrumentation of bytecode [7]. 

Some problems encountered by AOP approaches are the design and deployment 
overhead of using the framework[14]. AOP frameworks are generally extensive and 
contain a variety of configuration and deployment options, which may take time to 
master. Moreover, developers must also master another framework on top of the ac-
tual application, which may make it hard to use profiling extensively. Another poten-
tial drawback is that profiling can only occur at the join-points provided by the 
framework, which is often restricted to the methods of each class, i.e., before a me-
thod is called or after a method returns.  

Table 2. Comparison of Dynamic Analysis Techniques 

 Dynamic Analysis Technique 

 Instrumentation Based 

 

VM Profiling  
Based 

AOP Based 

 Static Dynamic 

Level of Abstrac-
tion  

Instruction/Bytecode Instruction/bytecode Bytecode Programming 
Language 

Overhead Runtime Runtime Runtime Design and 
deployment 

Implementation 
Complexity 

Comparatively Low High High Low 

User Expertise Low High Low High 

Re-compilation Required Not Required Not Required Required 

 
 

Application-specific events occurring within a method call therefore cannot be pro-
filed, which means that non-deterministic events cannot be captured by AOP profi-
lers[21]. Still, AOP is getting popular to build dynamic analysis tools as it can be  
used to raise the abstraction level of code instrumentation and incurs less runtime 
overhead [18]. 
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3 Dynamic Analysis Tools 

Dynamic analysis tools have been widely used for   memory analysis [35], [38], [36], 
[40], [30], [37], [12], invariant detection [16], [19], deadlock and race detection[35],  
[40], [6] and metric computation[15], [41]. These tools are being used by companies 
for their benefits. For example, Pin[40] is a tool which provides  the underlying infra-
structure for commercial products like Intel Parallel Studio suite[49] of performance 
analysis tools. A summary of dynamic analysis tools is provided in Table 3. 

Table 3. Dynamic Analysis Tools 

Technique Tool Language Type of Dynamic Analysis done 
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Instrumentation 
Based 

Daikon C, C++         ✓ 

 Valgrind C, C++    ✓  ✓    

 Rational 
Purify 

C, C++, 
Java 

   ✓      

 Parasoft 
Insure++ 

C, C++  ✓  ✓      

 Pin C ✓         

 Javana Java ✓      ✓   

 DIDUCE Java         ✓ 

AOP Based 

 

DJProf Java  ✓     ✓   

 Racer Java      ✓    

VM Profiling 
Based 

Caffeine Java       ✓   

 DynaMetrics Java        ✓  

 *J Java        ✓  

 JInsight Java    ✓ ✓  ✓   
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Valgrind[35] is an instrumentation framework for building dynamic analysis tools. 
It can automatically detect many memory management and threading bugs, and pro-
file a program in detail. Purify[38] and Insure++[36] have similar functionality as 
Valgrind. Whereas Valgrind and Purify instrument at the executables,  Insure++ di-
rectly instruments the source code. Pin[40] is a tool for dynamic binary instrumenta-
tion of programs. Pin adds code dynamically while the executable is running. Pin  
provides an API to write customized instrumentation code (in C/C++), called Pin-
tools. Pin can be used to observe low level events like memory references, instruction 
execution, and control flow as well as higher level abstractions such as procedure 
invocations, shared library loading, thread creation, and system call execution. 

Javana [30] runs a dynamic binary instrumentation tool underneath the virtual ma-
chine. The virtual machine communicates with the instrumentation layer through an 
event handling mechanism for building a vertical map that links low-level native in-
struction pointers and memory addresses to high-level language concepts such as 
objects, methods, threads, lines of code, etc. The dynamic binary instrumentation tool 
then intercepts all memory accesses and instructions executed and provides the Javana 
end user with high-level language information for all memory accesses and natively 
executed instructions[30]. 

Daikon[16] and DIDUCE[19] are two most popular tools for invariant detection. 
The former is an offline tool while the latter is an online tool. The major difference 
between the two is that while Daikon generates all the invariants and then prunes 
them depending on a property; DIDUCE dynamically hypothesizes invariants at each 
program point and only presents those invariants which have been found to satisfy a 
property. Another major difference is that Daikon collects tracing information by 
modifying the program abstract syntax tree, while DIDUCE uses BCEL to instrument 
the class JAR files. 

*J [15] and DynaMetrics[41] are tools for computing dynamic metrics for Java. 
While *J relies on JVMPI (predecessor of JVMTI but now rarely used) interface for 
metrics computation, DynaMetrics uses JVMTI interface. Another major difference 
between the two is that *J computes dynamic metrics specifically defined by its au-
thors for Java whereas DynaMetrics computes major dynamic metrics from various 
dynamic metrics suites available in literature. JInsight [12] is used for exploring run-
time behaviour of Java programs visually. It offers capabilities for managing the  
information overload typical of performance analysis. Through a combination of vi-
sualization, pattern extraction, interactive navigation, database techniques, and task-
oriented tracing, vast amounts of execution information can  be analyzed intensively. 
Caffeine [31] is a tool that helps a maintainer to check conjectures about Java pro-
grams, and to understand the correspondence between the static code of the programs 
and their behavior at runtime. Caffeine uses JPDA and generates and analyzes on-the-
fly the trace of a Java program execution, according to a query written in Prolog. 
DJProf[37] is a profiler based on AOP which is used for the analysis of heap usage 
and object life-time analysis. Racer[6] is a data race detector tool for concurrent pro-
grams employing AOP. It has specific point-cuts for lock acquisition and lock release. 
These point-cuts allow programmers to monitor program events where locks are 
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granted or handed back, and where values are accessed that may be shared amongst 
multiple Java threads. 

4 Conclusion 

Dynamic analysis has acquired a great importance in recent years because of its abili-
ty to determine run-time behavior of programs precisely. This paper provided the 
details of the techniques and tools of   dynamic analysis. An attempt is made to high-
light the strength and weaknesses of each technique. Aspect oriented techniques have 
got an edge over other techniques and are being emphasized for dynamic analysis of 
programs. 
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Abstract. Normally droughts are viewed as the nature disasters which show 
heavy economic impact in the affected regions. Indemnifying the information 
about the pattern, area, severity and timing of droughts effect, can be used for 
operational planning and decision making. In this work, combination of 
Artificial Neural Network (ANN) coupled with Fuzzy C-means and association 
rule mining are used to develop a model to identify the severity of drought by 
forecasting the climate conditions for upcoming season. A suitable Feed 
Forward Neural network (FFNN) is developed with forward selection to 
forecast the rainfalls for future years with the input dataset of several archived 
data. Later fuzzy c-means (FCM) clustering is used for partitioning the 
forecasted data in three groups like low, medium and high rainfall. Finally 
association rules are used to find associations among data belonging to the 
climate information using proposed rule based model. The low rain data group 
generated by FCM is used for classifying the drought effect from the predicted 
results. 

Keywords: Drought, Prediction, Cluster, FCM, FFNN. 

1 Introduction 

Droughts are vicious cycle of impacts which show effect on agriculture 
unemployment and badly hit the economic conditions of the effected regions. 
Monsoons failure show disastrous consequences on the agriculture sector whereas 
most of the population in India is purely dependent on agriculture. This study focuses 
on Andhra Pradesh (AP) state [5], which was seriously affected by drought in many 
past seasons. Figure 1 show the rainfall levels and most drought affected regions in 
Andhra Pradesh state. The findings of this work mostly focus on identifying the 
regions which may possibly be affected by drought and water-scarce for the 
upcoming seasons for initiating suitable actions at early stages. 

Since the issue is much focused on forecasting the climate for upcoming season, 
data mining techniques [10] such as classification and prediction are used for 
identifying the relationships in the data, to generate new knowledge.  
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Fig. 1. Rainfall and drought prone regions in Andhra Pradesh (Source: Indian Agriculture 
Ministry) 

This work is proposed to develop the prediction model that can forecast the climate 
and identify the regions of less rain fall to locate the probable drought prone areas 
under various conditions of changing climate. The steps used for developing this 
model are describes as: 

 
• Analyzing and understanding the important patterns in past data to develop a 

suitable model for forecasting the rainfall for future seasons. 
• Identifying the low, medium and high rainfall regions and further identifying 

the probable drought regions by using low rain fall data module.  

2 Data Mining Techniques Used for Drought Classification 

Since the huge collection of past data is required to analyze for understanding the 
relationships among different climate parameters for future rainfall prediction. 
Suitable management and quick processing of meteorological data becomes necessary 
in drought research. Data mining techniques [1] [2] facilitate handling huge data, 
analyzing the complex results belong to climate information by extracting patterns of 
drought. In our work, a suitable ANN model is developed for forecasting rainfalls for 
5 years from the dataset of previous years. Later, Fuzzy C-means groups the sixty 
months forecasted rainfalls into three groups using a tri-angular fuzzy membership 
function which depicts low, medium and high rainfalls. Finally, association rule 
mining is used to develop rules for arriving at the decision of drought prediction.   
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2.1 FFNN Model for Predicting Monthly Rainfall in Coastal Andhra 

This section discuss about the proposed Feed forward neural networks model  for 
predicting monthly rainfall in Coastal Andhra region in AP State. Many researchers 
worked on prediction of rainfall using FFNN [6] and generated excellent prediction 
results. This work focuses on developing a suitable minimal model of FFNN with 
forward selection approach. The classical back propagation learning algorithm is 
implemented for arriving at a suitable model. The Root Mean Square Error ( RMSE) 
determines the effectiveness of the model developed. 

2.1.1   Dataset Description 
The data of monthly rainfall (mm) in Coastal Andhra is collected from Indian Institute 
of Tropical Meteorology (IITM), Pune, India. The data set consists of 1692 monthly 
observations during years 1871 to 2011. In this study, to rescale the variables adjusted 
normalized technique is used. These adjusted values fall in range from -1 to +1. The 
used data is split into three different samples such as training sample, testing sample 
and hold out sample.  

2.1.2 Structure of the FFNN 
The model proposed uses three layer feed forward neural network [7] [8] with input 
layer, one hidden and one output layer. To develop a very simple FFNN a single 
hidden layer is chosen. The number of input neurons needed by model is two, each 
representing the values of  lag12 (monthly rainfall of previous year) and Month (where 
month takes the values 1 to 12 for January to December respectively). The training 
dataset is grouped year and month wise. The input data set is a matrix with two 
columns and rows equal to the size of the training dataset. The predicted rainfall of a 
month is a function of the corresponding month of previous years available in the 
training dataset. For example predicted rainfall of 2011 Jan is the function of all 
previous years Jan rainfalls.  The model uses  only one output unit which indicates the 
forecast of monthly rainfall. Number of neurons in hidden layer is initially started 
with one neuron and based on the RMSE of the model the number of neurons are 
grown. After several simulations we find that the model provided fairly good results 
with seven neurons in the hidden layer. This demonstrates the use of Forward 
selection method to determine number of hidden neurons. The figure 2 of feed 
forward neural network gives clear idea about selected model for the given data. 

To train the network back propagation algorithm is used. Total number of twenty 
one synaptic weights and eight bias values are tuned with the help of back 
propagation algorithm. The RMSE is computed from the values of actual rainfall and 
predicted rainfall to guide the learning of synaptic weights and arrive at the optimal 
model under investigation. 

3 Forecasts of Monthly Rainfall in Coastal Andhra Region 

We have forecasted the monthly rainfall (in Millimeters) for the out-of-sample set 
(years 2007-2011) and the out-of-sample forecasts of monthly rainfall in Coastal 
Andhra region using the model developed in the section 2.1.2 of the paper.  
The comparative graph between the actual rainfall and predicted rainfall is shown in 
the figure 3.  
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Fig. 2. FFNN for forecasting monthly rainfall in Coastal Andhra 

 

Fig. 3. Figure showing comparison between original and predicted rainfall of Coastal Andhra   
(2007-2011) 

The model performance is shown in table 1 by calculating Root-Mean-Square 
Error (RMSE) and Mean Absolute Error (MAE) which are used to measure how close 
forecasts or predictions are to the eventual outcomes given in the data. 
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Table 1. Model performance (FFNN) 

Data set RMSE MAE 

In-Sample set 560.479 361.882 

Out-of-Sample set 563.254 380.997 

3.1 Forecasting Drought  

To reduce the computational cost of the predicted rainfall of sixty months fuzzy c-
means (FCM) clustering is used to split the data into three subsets such as low, 
medium and high-intensity rainfall.  

A dataset of N vector Yj, j = 1,…,n, can be partitioned into c fuzzy clusters using 
FCM clustering method [9]. In this every data point belongs to one cluster with a 
degree specified by its membership grade uij  usually range from 0 to 1.  Fuzzy 
partition matrix U contains the elements belong to membership uij where summation 
of the degrees that belongs to any data point is equal to 1, i.e.∑   1 . 

The goal of the FCM algorithm is to find c cluster centers so that the cost function 
of the dissimilarity measure is minimized. In our case C value is three as there are 
three groups like low rainfall, medium rainfall and high rainfall.  A tri-angular 
membership function is used for fuzzy C-means. As the problem focuses on finding 
the drought regions the data which belongs to low rainfall is used. Less rainfall does 
not indicate drought, since the drought data is hidden in that cluster the algorithm can 
accurately classify the drought regions as the search is restricted single cluster from 
huge data. 

The major challenge of the drought classification is to avoid the chances of low 
rainfall and no drought situation. This is an interesting association which must be 
identified to improve the accuracy of prediction of drought. In our work, the main 
crux lies in this aspect to eliminate such cases or in other words find out fairly 
accurately the actual drought associated with low rainfalls. In our work we have 
developed and simulated an association rule mining approach for our purpose. Next 
section presents the approach and the procedures for the same. 

3.1.1 Proposed Association Rule Mining  
Association rule mining [3] quests for finding correlations or associations of interest 
among attributes in a specified dataset.   

Algorithm: DCR-Drought Classification Rules  
Input     : Rainfall Database, ms - minimum support, mc- minimum confidence, 

DCL-Drought Classification Labels, c- class label 
Output: Drought Classification Rules 
Method: 

DCL= {Minor Drought, Moderate Drought, Extreme Drought} 
 F1= find frequent 1-itemset   
for (K = 2; FK−1 ≠ ∅; K ++)  
{  
    CK= generate candidates by performing join operation on FK−1 and F1  
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   FK = set of frequent itemsets 
   for each i∈ FK  
        for each c ∈ DCL 
            if supp(ic)≥ ms and conf(ic) ≥ mc 
                add ic to DCR 
           else discord the rule 
} 
 
The above algorithm is standard Apriori like algorithm. It is used to classify the type 
of drought i.e., Severe Drought, Moderate Drought, Extreme Drought. It takes input 
as rainfall data and applies on the data. The value of mc (minimum confidence) varies 
on the application or data supplied to the system. Further support and confidence 
vales are to be calculated from the given data by using below given equations. 
Support (I) = no of records containing I / total number of transactions in the database  
 
and  
 
Confidence(XY) = support (X U Y) / Support (X).  
 
For performance testing we considered rainfall database which contains the data from 
years 1871 to 2011. 

The Standardized Precipitation Index SPI [4] which is usually based on cumulative 
probability of certain rainfall occurrence at a region or place is used to categorize the 
drought regions. Previous data belonging to rainfall of the region or place is fitted to a 
gamma distribution, since gamma distribution is known to fit quite well for the 
precipitation distribution. This SPI values and ranges which are used for finding the 
drought regions are given in Table 2.  

Table 2. SPI values for Drought 

SPI values Event 

-1.25 to -0.5 Minor drought 

-2.75 to -1.25 Moderate drought 

Lesser than -2.75 Extreme drought 

3.1.2   Rules Generated Using Drought Classifier (DC) 
Further the classification rules are generated for identifying the drought prone 
regions. These rules are used for comparing region level rainfall data and identify the 
region with less rainfall which may be drought prone. 

Due to space constraint we are unable to present all the rules generated by our 
algorithm. For the sake of discussion, here we are presenting some of the valuable 
rules generated by our algorithm and are as follows: 

 

For the year 2007:   Region1 (Andhra) ^ Region2 (Rayalaseema) Minor Drought 
                                Region1 ^ Region3 (Telangana) Moderate Drought 
                                Region1^Region2 ^ Region3 Extreme Drought 
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For the year 2008:   Region2 ^ Region3 Moderate Drought 
                                Region1 ^ Region3  Minor Drought 
                                Region1^Region2 ^ Region3 Extreme Drought 
 
For the year 2009:  Region1 ^ Region2 Minor Drought 
                                Region1 ^ Region3  Minor Drought 
 
For the year 2010:  Region1 ^ Region2 Moderate Drought 
                                Region1^ Region3  Moderate Drought 
                                Region1^Region2 ^ Region3 Minor Drought 
 
For the year 2011:  Region1^Region2 ^ Region3 Moderate Drought 

4 Analysis of Results 

Further the algorithm Drought Classifier is applied to find the drought regions in 
forthcoming seasons by using the low rainfall data obtained by FCM from the 
forecasted values. Table 3 shows the predicted value for each month and the drought 
category assigned by the proposed Drought Classifier algorithm. 

Table 3. Analysis of drought severity of coastal Andhra in year 2007 

Month Rainfall Class label 

1 0 Extreme Drought 
2 25 Extreme Drought 
3 140 Extreme Drought 
4 385 Moderate Drought 
5 730 Moderate Drought 
6 530 Moderate Drought 

7 1435 No Drought 
8 590 Moderate Drought 
9 2305 No Drought 
10 614 Moderate Drought 
11 16 Extreme Drought 

5 Conclusion and Future Improvements 

The objective of this work is to identify the drought regions for upcoming seasons. 
Initially feed forward neural networks are used to predict the rainfall for future 
seasons by using the existing huge data available. Once the forecasting of future 
seasons rainfall is made available, fuzzy c-means clustering method is used to find the 
low rain fall regions from the total predicted data. This process is used as to reduce 
the complexity and work with less and reliable data. After obtaining the data belongs 
to less rainfall regions, proposed algorithm Drought Classifier is used for identifying 
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the probable effect of drought from the data using rules generated and SPI. This result 
the areas which may expect to be hit by drought in upcoming days. As heavy rainfall 
data for the forthcoming seasons is also available in the cluster generated by FCM, in 
our future work we also propose to identify heavy rainfall regions which help of the 
administration to take suitable early measures for the safety of people in the effected 
regions. The overall predictions results obtained were satisfactory using RMSE and 
MSE. Further this model will be improved using the district wise rainfall data for 
accurate prediction of heavy and less rainfall areas. A more efficient FFNN may be 
evolved using intelligent approach for the prediction of rainfalls as a future research. 
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Abstract. Diabetes offer a sea of opportunity to build classifier as wealth of 
patient data is available in public domain. It is a disease which affects the vast 
population and hence cost a great deal of money. It spreads over the years to the 
other organs in body thus make its impact lethal. Thus, the physicians are 
interested in early and accurate detection of diabetes. This paper presents an 
efficient binary classifier for detection of diabetes using data preprocessing and 
Support Vector Machine (SVM). In this study, attribute evaluator and the best 
first search is used for reducing the number of features. The dimension of the 
input feature is reduced from eight to three. The dataset used is Pima diabetic 
dataset from UCI repository. The substantial increase is noted in accuracy by 
using the data pre processing. 

Keywords: SVM, Diabetes, Classifier, Preprocessing, Binary Classifier. 

1 Introduction 

Diabetes is a malfunctioning of the body caused due to lack of production of insulin 
in the body or resistance of the produced insulin by the body. Insulin is a hormone 
which regulates and controls the glucose in the blood. Lack of insulin leads to 
excessive content of glucose in the blood which can be toxic. 347 million people 
worldwide have diabetes[1] .  Diabetes can lead to heart diseases which may increase 
the complications and can be fatal. Looking at all these instances and statistics, there 
is a need for early and accurate detection of diabetes. 

Diagnosis of diabetes depends on many parameters and usually the doctors need to 
compare results of previous patients for correct diagnosis. So establishing a classifier 
system that can classify according to the previous decision made by experts and with 
minimal features can help in expediting this process. In the classification tasks on 
clinical  datasets, researchers notice that it is common that a considerable number of 
features are not informative because they are either irrelevant or redundant with 
respect to the class concept. Ideally, we would like to use the features which have 
high predictive power while ignore or pay less attention to the rest. The predictive 
feature set can simplify the pattern representation and the classifier design. Also the 
resulting classifier will be more efficient.  
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Feature reduction has been applied to several areas in medicine [2], [3]. Huang et 
al. [4] predicts type 2 diabetic patients by employing a feature selection technique as 
supervised model construction to rank the important attributes affecting diabetes 
control. K. Polat, S. Gunes[5] used PCA_ANFIS for diabetes detection and has got 
accuracy 89.47%. K. Polat, S. Gunes, A. Aslan[6] got 78.21% accuracy. They have  
used support vector machine for the diabetes detection. T. Hasan, Y. Nijat and T. 
Feyzullah [7] present a comparative study on Pima Indian diabetes diagnosis by using 
Multilayer Neural Network (MLNN) which was trained by Levenberg–Marquardt 
(LM) algorithm and Probabilistic Neural Network (PNN). MLNN have been 
successfully used in replacing conventional pattern recognition method for disease 
diagnosis system. LM used in this study provides generally faster convergence and 
better estimation results than other training algorithm. The classification accuracy of 
MLNN with LM obtained by this study using correct training was better than those 
obtained by other studies for the conventional validation method. K. Kayaer and T. 
Yildirim [8] have proposed three different neural network structures namely 
Multilayer Perceptron (MLP), Radial Basis Function (RBF) and General Regression 
Neural Network (GRNN) .These techniques were applied to the Pima Indians 
Diabetes (PID) medical data. The performance of RBF was worse than the MLP for 
all spread values tried. The performance of the MLP was tested for different types of 
back propagation training algorithms. The best result achieved on the test data is the 
one using the GRNN structure (80.21%). This is very close to one with the highest 
true classification result that was achieved by using the more complex structured 
ARTMAP-IC network (81%). P. Day and A. K. Nandi [9] introduce genetic algorithm 
based classifier. D. P. Muni, N. R. Pal and J. Das [10] proposed a Genetic 
Programming approach to design multiclass classifier. 

Numerous classification models are proposed for prediction of diabetes but it is 
widely recognized that diabetes are extremely difficult to classify [11]. This paper 
presents an efficient binary classifier for detection of diabetes using data 
preprocessing and support vector machine. First we have applied feature selection 
methods to identify most predictive attributes and then used SVM algorithm for 
classification.  

2 Proposed Classifier 

Mathematically, a classifier can be represented as a function which takes a feature in 
p dimensional search space and assigns a label vector Lvc  to it ; 
C: Sp →Lvc 

Where, 
                  C is the classifier that maps search space to label vectors.  
                   Sp is the p dimensional search space.  
                    Lvc is the set of label vectors.  

 

The objective here is to create 'C' using SVM. During the training phase of the 
classifier, samples of the form {x1, x2, x3, x4, x5, x6, x7, x8} ∈ S8 and associated 
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label vector Lvc={Diabetic(1), Non-diabetic(0)} are used to create the classifier. 
Classification of diabetes data set is a binary classification problem i.e. there are only 
2 label vectors that can be assigned to each of the samples.    

2.1 Preprocessing 

The prediction accuracy of any classification algorithm is heavily based on the 
quantity and quality of the data. The clinical data is generally collected as a result of 
the patient care activity to benefit the individual patient. So the clinical datasets may 
contain data that is redundant, incomplete, imprecise and inconsistent.  

Not all features used in describing data are predictive. The irrelevant or redundant 
features , noisy data etc affect the predictive accuracy. Hence the clinical data requires 
rigorous data preprocessing.  

Data preprocessing is often a neglected but important step in the data mining 
process.  Data preprocessing includes; [12] 
 
Normalization 
Aggregation   
Sampling   
Dimensionality Reduction 
Feature subset selection 
Feature creation 
Discretization  
Attribute Transformation 
 
We have used Normalization,  Discretization  and feature selection. 

2.1.1   Normalization 
Normalization involves scaling all values for a given attribute so that they fall within 
a small specified range.[12] It is required to avoid giving the undue significance to the 
attributes having large range. SVM requires the normalization of numeric input.   

2.1.2   Discretization 
Discretization is the process of transforming continuous valued attributes to nominal. 
It is used as a preprocessing step for the correlation-based approach to feature 
selection. As we have used correlation-based approach we have used discretization. 

2.1.3   Feature Selection 
The purpose of the feature selection is to decide which of the features to include in the 
final subset. Feature selection techniques can be categorized according to a number of 
criteria [13]. One popular categorization is based on whether the target classification 
algorithm will be used during the process of feature evaluation. A feature selection 
method, that makes an independent assessment only based on general characteristics 
of the data, is named “filter” [14]; while, on the other hand, if a method evaluates 
features based on accuracy estimates provided by certain learning algorithm which 
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will ultimately be employed for classification, it will be named as “wrapper” [14, 15]. 
With wrapper methods, the performance of a feature subset is measured in terms of 
the learning algorithm’s classification performance using just those features. For this 
reason, wrappers do not scale well to data sets containing many features [16]. 
Besides, wrappers have to be re-run when switching from one classification algorithm 
to another. In contrast to wrapper methods, filters operate independently of any 
learning algorithm and the features selected can be applied to any learning algorithm 
at the classification stage. Filters have been proven to be much faster than wrappers 
and hence, can be applied to data sets with many  features [16]. Since the clinical data 
sets generally have many features we have use filter method. 
   
Evaluation and Search Strategy 
The focus of evaluation and search strategy is to simplify the data set by finding out 
the features which are significant and contribute the most in arriving at the diagnosis. 
Evaluators and search methods used by researchers are ; 
Evaluators : 
cfssubseteval 
consistencysubseteval 
PCA ( principal component analysis ) 
Wrapper subseteval 
 
Search Methods : 
Best first search 
Genetic search 
Ranker 
Exhaustive search 
Forward selection 
 
In this classifier design, we have selected cfssubseteval attribute evaluator and best 
first search for the feature selection. Correlation-based Feature Selector ( CFS ) 
algorithm is used in cfssubseteval attribute evaluator.  

2.1.4   CFS Algorithm  
The CFS algorithm takes the training dataset as input and  generates a feature-class 
and feature-feature correlation matrix which is then used to search the feature subset 
space. The criterion used for search is the best first search. The search starts with an 
empty set of features and generates all possible single feature expansion [13][17]. The 
subset with highest evaluation is chosen and expanded in same manner by adding 
single feature[18]. If expanding a subset results into improvement, the search drop 
backs to next unexpanded subset and continues from there. CFS ranks feature subsets 
according to a correlation based heuristic evaluation function. The subsets that 
contain features that are highly correlated with the class and uncorrelated with each 
other  are ranked as per  evaluation function. 
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Fig. 1. Components of CFS 

CFS is a simple filter algorithm that ranks feature subsets according to a correlation 
based heuristic evaluation function as per the equation shown below. Irrelevant 
features should be ignored because they will have low correlation with the class. 
Redundant features should be removed as they will be highly correlated with one or 
more of the features in the subset. The  feature acceptance will depend on the extent 
to which it predicts classes in areas of the instance space not already predicted by 
other feature[19]. M krk k k 1 r  

where M   is the heuristic evaluation function “merit” of a feature subset S containing 
k features,  

      r   is the mean feature-class correlation (f ∈ S), and  
      r   is the average feature-feature inter correlation.  

The numerator of the equation represents an indication of how predictive  the 
feature - class correlation are and the denominator indicates the redundancy  among 
the features. 
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Training and testing data is reduced to contain only the features selected by CFS. 
The dimensionally reduced data can then be passed to a machine learning algorithm 
for induction and prediction. In this classifier the Machine Learning ( ML ) algorithm 
used is SVM. 

2.2 Support Vector Machine 

A Support Vector Machine (SVM) is a discriminative classifier defined by a 
separating hyper plane. It uses, labelled training data, to output an optimal hyper 
plane which categorizes new examples. The basic concepts in SVM are:  

1. the separating hyper plane, 
2. the maximum-margin hyper plane,  
3. the soft margin and 
4. the kernel function. 

Any training tuple that fall on hyper planes H1 or H2  are support vectors. Hyper 
planes with larger margin are less likely to over fit the training data. A hyper plane 
should separates the classes and  has the largest margin. 

A separating hyper plane can be written as 

W ● X + b = 0 

where W={w1, w2, …, wn} is a weight vector and b scalar 
 

 

Fig. 2. SVM classification with a hyperplane that maximizes the separating margin between the 
two classes 

The hyperplane shown in above Fig 2 defines the margin based on support vectors 
and can be mathematically written as :  

H1: w0 + w1 x1 + w2 x2 ≥ 1    for yi = +1, and 
H2: w0 + w1 x1 + w2 x2 ≤ – 1 for yi = –1. 
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3 The Experimental Results 

The dataset available for Pima Indian diabetes patients is taken as Training and testing 
dataset for the classifier design and  experiments carried out on them are described 
below. 

3.1 Diabetes Dataset 

The dataset used is obtained from UCI Repository of Machine Learning Databases. 
This database is owned by National Institute of Diabetes and Digestive and Kidney 
Disease. All patients were Pima Indian females who were above 21 years of age.  

There are eight attributes and one output variable which has either a value '1' or '0', 
where '1' means positive test of diabetes and '0' means negative test for diabetes. 

 

1. Number of times pregnant 
2. Plasma glucose concentration a 2 hours in an oral glucose tolerance test 
3. Diastolic blood pressure (mm Hg) 
4. Triceps skin fold thickness (mm) 
5. 2-Hour serum insulin (mu U/ml) 
6. Body mass index (weight in kg/(height in m)^2) 
7. Diabetes pedigree function 
8. Age (years) 
9. Class variable (0 or 1) 
 

The goal of the proposed classifier is to predict class variable using the remaining 
eight attributes. There are 268(34.9%) cases for class '1' and 500(65.1%) cases for 
class '0'. So if we assume that all are non diabetic then accuracy is 65.1%. Thus our 
classifier must do much better than this. We have used Weka tool for 
experimentation. It is freely available software. We have integrated libsvm with 
Weka. 

Table 1. Statistical Analysis of the attributes 

Attribute 
No 

Mean 
Standard 

Deviation 
Min/Max 

1 3.8 3.4 0/17 

2 120.9 32.0 0/199 

3 69.1 19.4 0/122 

4 20.5 16.0 0/99 

5 79.8 115.2 0/846 

6 32.0 7.9 0/67.1 

7 0.5 0.3 0.078/2.42 

8 33.2 11.8 21/81 
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3.2 Result and Discussion 

The SVM classifier is fed with the dataset in comma separated  format. To avoid over 
fitting two-fold cross validation is used. Using Attribute Selection and best first 
search method we got three most predictive attributes Plasma glucose concentration , 
Body mass index and Age. The Table below shows the comparison of performance of 
classifier with and without pre processing. 

Table 2. Performance of classifier 

SVM CLASSIFIER 

Correctly 
Classified 
Instances 

(%) 

Incorrectly 
Classified 
Instances 

(%) 

ROC(Area 
under ROC) 

 
Without Pre-processing  
 

 
65.10 
 

 
34.89 
 

 
0.49 
 

 
After Normalisation 
 

 
76.953 
 

 
23.04 
 

 
0.70 
 

 
After Discretization 
 

  
  75.52 
 

 
24.47 
 

 
0.71 
 

 
After attribute selection 

 
86.46 
 

 
13.54 
 

 
0.83 
 

 

 

Fig. 3. ROC before preprocessing 
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Fig. 4. ROC after preprocessing 

4 Conclusion 

In this paper, we have presented an approach for the binary classification problem 
using SVM. Very small set of non-redundant features are obtained while increasing 
the  predictive accuracy. From the results we can see that because of pre processing 
the accuracy values we have got is much higher. There is improvement in 
performance of classification algorithm due to removal of non predictive features. 
Few features are selected which makes the classifiers more efficient in time and 
space. Less cost incurred for the collection, storage and processing of data. These 
results clearly indicate that the proposed method can be profitably used for diagnosis 
of diabetes. 
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Abstract. This paper proposes a watermarking scheme, which combine both 
singular value decomposition (SVD) and discrete wavelet transform (DWT) 
based watermarking techniques. In addition to this, the paper introduces multi-
level compression on the watermark image to improve the visual quality of the 
watermarked image. This can be achieved in two levels. In first level, 
compression is done by applying sampling and quantization on discrete cosine 
transform (DCT) coefficients. Then in the second level compression is carried 
out by principal component analysis (PCA). The proposed method is compared 
with various existing watermarking schemes by using image quality measures 
like peak signal to noise ratio (PSNR), mean structural similarity index 
(MSSIM) and correlation coefficient.  It is observed that the proposed approach 
survives unintentional linear attacks such as rescaling, rotation and some minor 
modifications. 

Keywords: Watermarking, Multi-level Compression, SVD, DWT and PCA. 

1 Introduction 

For the past few decades the exchange of multimedia data such as images, videos and 
audio through internet is increased significantly. Unfortunately, this may lead to 
various issues such as illegal duplication, unauthorized modification, image forgery 
etc., Digital watermarking for images is the process of inserting data into an image in 
such a way that it can be used to make an assertion about the image. It is one of the 
most efficient content based image authentication techniques, which used as a tool for 
various purposes such as copy protection, usage monitoring, data authentication and 
forgery detection [1][14]. 

The process of watermarking can be roughly classified into visible watermarking 
and invisible watermarking according to the transparency of watermark on the 
original image. Visible watermarking is very prone to attack, because anyone can 
remove the watermark easily with the help any powerful image editing software such 
as Photoshop, Photo-Paint etc., After removing the visible watermarks, they can 
easily reuse or duplicate it without any legal constraints [2]. In case of invisible 
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watermarking the watermark is not visible to the users; when the owner needs to 
prove his ownership or want to make sure that the image is not modified then they can 
extract the watermark and can ensure the authenticity. 

Watermarking can be done either in spatial domain or in frequency domain. LSB 
watermarking technique is a traditional spatial domain watermarking method. 
Different variations and improvements on this method are also proposed. In frequency 
domain discrete cosine transform (DCT), discrete wavelet transform (DWT) based 
watermarking methods are excessively in use [3][14]. 

The proposed algorithm anticipated to produce a watermarked image which is very 
close to the original image without compromising the intend of watermarking. For 
this purpose, a multi-level compression on the watermark is applied. For compressing 
the watermark image, firstly DCT is applied on the watermark, then sampling and 
quantization is performed on DCT coefficients. Then the inverse DCT operation is 
performed on the resultant coefficients. These will be processed by PCA to increase 
the amount of compression on the watermark. Finally the compressed watermark is 
embedded in the original image by using combination of SVD and DWT based 
approach. 

The novelty of proposed method is to make use of both DCT and PCA based 
compression technique for compressing the watermark. In addition two powerful 
watermarking algorithms SVD and DWT are combined to ensure the improvement in 
visual quality of the watermarked image. 

The rest of the paper is organized as follows, Section 2 will discuss literature 
review and Section 3 gives details about proposed method. Section 4 presents the 
results obtained and its analysis, followed by Section 5 conclusion. 

2 Literature Review 

Basics of digital image watermarking and its importance are discussed in [14, 7]. 
Discrete cosine transform (DCT) based watermarking technique and its algorithm is 
clearly explained [14]. Singular value decomposition (SVD) based watermarking 
method is proposed by Ruizhen Liu et al. [4]. The authors decompose the original 
image into three matrices by using singular value decomposition method and the 
watermark image is inserted in the most significant part. A combination of SVD and 
DWT based watermarking scheme by incorporating biometrics is introduced in [9]. 
Benjamin Mathon et. al introduced a secure spread-spectrum based watermarking 
using distortion optimization. The elements of transportation theory is used to 
minimize global distortion [8]. A semi-fragile watermarking algorithm has been 
proposed for authenticating JPEG-2000 compressed images, which tolerates large 
amount of image data loss due to resolution or quality scaling in [10]. A robust 
watermarking method based on discrete wavelet transform (DWT) proposed by G. 
Kotteswara rao et.al. in [5]. Binary watermark is embedded in the detail sub-band 
coefficients of the cover image. LH2 and LH3 sub band coefficients of the cover 
image are used to form five element blocks. In each block, the first minimum and the 
second minimum are identified and one watermark bit is embedded in them. Principal 
component analysis (PCA) based watermarking scheme is proposed by Wang Shuo-
zhong [6]. Here principal component analysis is applied into the original image after 
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subdividing it into fixed sized blocks. On the PCA transformed image they have 
inserted the watermark to produce the watermarked image. A blind data hiding 
method in spread spectrum domain is introduced in [11]. Here the authors tried to 
extract unknown messages hidden in image hosts via multicarrier/signature spread-
spectrum embedding. Neither the original host nor the embedding carriers are 
assumed available. 

3 Proposed Watermarking Technique 

In the proposed method, watermarking procedure can be mainly divided into two 
modules: first module is to compress the watermark and the second module is to 
insert the watermark into original image. 

The watermark compression and watermarking is shown in Fig. 1 and Fig. 2 
respectively. 

 

Fig. 1. Watermark Compression 

Algorithm for watermark compression is as follows: 

Input: Watermark image (wp x q) with p number of rows and q number of columns 
Output: Compressed watermark (w k x q) with k number of rows and q number of 
columns 

Step 1:  Find the DCT of wp x q say Dp x q. 
Step 2:  Initially subdivide Dp x q into four equal sized blocks say B00, B01, B10 and B11, 
select the left most top block B00 again divide it into four blocks of same size say 
BB00, BB01, BB10 and BB11. 
Step 3: Perform dense sampling in left most top blocks and sparse sampling in the 
remaining blocks, say result of sampling  is Sp x q. 
Step 4: Apply quantization on S, such a way that the four most significant bits only 
used to represent the coefficients. Assume the result of quantization is in SQ p x q. 
Step 5: Find the Inverse DCT from SQp x q say result is SF p x q, which will be similar to 
wp x q with some amount of degradation in content. 
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Fig. 2. Watermarking Module 

Step 6: Consider each row of SF p x q as samples in PCA, find the mean vector of these 
samples say Mp x 1. 
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Cp x p will be a square matrix of size p x p, Yi denotes the variance of ith column. Yi = 
SFji - Mi, i= 1, 2, 3…, p and j= 1, 2, ..., q. 
Step 8:  Find the eigen vectors and eigen values of covariance matrix. 
Step 9: Find the PCA transform matrix Ap x p by rearranging the eigen vectors in such 
a way that, the eigen vector corresponding to highest eigen value should keep as the 
first row in A, and the eigen vector corresponding to second largest eigen value is on 
second row of A and so on. 
Step 10: Select the first k number of rows from Ap x q, say Ak x q (k<=p) which contain 
the most significant properties of the watermark. 
Step 11: Find the compressed transformed watermark by 

 w′k x q=  Ak x q . wp x q 

Step 12: output the compressed watermark in transformed form w′k x q. 

Algorithm for watermarking is as follows: 

Input: Image to be watermarked (fm x n) and Compressed watermark (w′ k x q) 
Output: Watermarked Image (fw m x n) 
Step 1:  Find the one level DWT of original image fm x n will produce LL, LH, HL and 
HH sub-bands. 
Step 2: Select the first k number of rows from LL sub-band say LL. 
Step 3: Apply SVD decomposition on LLs and produce three matrices say Uf, Sf, and Vf. 
Step 4: Define the scaling factor (a) and add the watermark, w ′ into the S1 will 
produce temp Sf′ = Sf + (a x w′) 
Step 5: Find the SVD of Sf′, as Ufw, Sfw and Vfw then find the LL sub-band of 
watermarked image by LLn=Uf. . Sfw .Vf

T 

Step 6: Find the LL sub-band of watermarked image (LLw) by appending the left out 
(p-k) rows of LL that will get from step 1 to the watermarked portion (LLw). 
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Step 7: Produce the watermarked image fw by finding the Inverse DWT of LLw, LH, 
HL and HH.  
 
Watermark extraction technique is as shown in Fig. 3. 
 

 

Fig. 3. Watermark Extraction 

Algorithm for watermark extraction is as follows: 
 
Input: Possibly attacked watermarked image fw′m x n 
Output: Extracted watermark w′′m x q 

Step 1: Find the DWT of the fw′ results in four sub-bands LLw, LHw, HLw and HHw. 
Step 2: Select k number of rows from LLw and say LLs. 
Step 3: Decompose LLs by using singular value decomposition procedure as Uw1, Sw1 
and Vw1. 
Step 4: Combine Ufw, Sw1 and Vfw

T
 by multiplying them and say S 

  S= Ufw . Sw1 . Vfw
T 

Step 5: Extract the watermark by  
  we = (S-Sf) / a 
 we will be in PCA transformed form. 

Step 6: Reconstruct the watermark by taking inverse PCA and the result will be w′′. 

4 Results and Analysis 

The major objective of the proposed approach is to improve the visual perception of 
the watermarked image. The quality of the watermarked image can be analyzed by 
using peak signal to noise ratio (PSNR), mean structural similarity index (MSSIM) 
and correlation coefficient. 

PSNR: Ratio between the maximum possible power of the signal and the power of 
corrupting noise that affects the fidelity of its representation. Because many signals 
have wide dynamic range, PSNR is usually expressed in terms of the logarithmic 
decibel (dB) scale. 

PSNR= 10. log (2552 /E) dB 
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Where E is mean square error (MSE), E can be defined as  1 , ,  

f(i, j) is the pixel value of the original image and f ′(i, j) is the watermarked image. 
 

MSSIM: Mean Structural Similarity Index is a method for measuring the similarity 
between two images. Structural Similarity Index is measuring based on a reference 
image here we will take the original image as reference. SSIM is designed to improve 
on traditional methods like peak signal-to-noise ratio (PSNR) and mean squared 
error (MSE), which have proven to be inconsistent with human eye perception. Mean 
of SSIM is considered here as measuring criteria [8]. 

Correlation Coefficient: Correlation coefficient between two images f and f ′ can be 
calculated as  

 ∑ ∑∑ ∑ ∑ ∑  

     
      : Mean pixel value of image f     

 : Mean pixel value of image f ′          

 
 
 
 
 
 
 
 

(a)                                       (b)                                      (c) 
 
 

 
 
 
 
 
 
           (d)                                    (e) 
Fig. 4. (a) Original image  (b) Watermark image  (c) Watermarked image with 50% 
compression in the watermark (d) Extracted and reconstructed watermark from the 
watermarked image with 50% compression in the watermark (e) Extracted and reconstructed 
watermark from the watermarked image when there is no compression on watermark 
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In order to analyze the efficiency of proposed method, various images from 
standard image dataset [12, 13] is used as watermark images. Result obtained from 
the execution of the proposed scheme is shown in Fig. 4. Original image is shown in 
Fig. 4(a), watermark is shown in Fig. 4(b) and Fig. 4(c) shows the watermarked image 
Fig. 4(d) and Fig. 4(e) are the extracted and reconstructed watermarks images without 
compression and with 50% compression respectively. 

The PSNR value between original image and watermarked image obtained for 
various amount of compression on watermark with different watermarking algorithms 
is shown in Fig. 5. From the Fig. 5 the PSNR of proposed algorithm is very high as 
compared to the other approaches. 
 

         

Fig. 5. PSNR vs Compression for various 
schemes 

Fig. 6. MSSIM Vs Compression on various 
approaches 

 
In the proposed approach, the correlation coefficient between the embedded 

watermark and the extracted watermark has been measured for authenticity 
determination and plotted with respect to the different compression on various 
approaches as shown in Fig. 7. 

 

Fig. 7. Correlation between inserted watermark and extracted watermark 
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The correlation coefficient between watermarked image and original image of the 
proposed method is equal to 1. The correlation between inserted watermark and 
extracted watermark is also analyzed. The proposed watermarking scheme is tested 
with the various amounts of compressions on watermark, Fig. 7 shows that, if the 
compression on the watermark is more the correlation between inserted watermark 
and extracted watermark will be less.  

5 Conclusion 

A combined version of SVD and DWT watermarking scheme with multi-level 
compression on watermark has been implemented and the results are also analyzed. 
Watermarking algorithm insert this compressed watermark image into original image. 
We also compared the proposed method with the existing watermarking algorithms 
such as SVD, DWT, DCT watermarking techniques with and without PCA 
compression. The proposed system shows a great improvement on this watermarking 
area. 
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Abstract. Parkinson’s disease is one of the most  painful, dangerous and non 
curable diseases which occurs at older ages (mostly above 50 years) in humans. 
The data-set for the disease is retrieved from UCI repository. A relative study 
on feature relevance analysis and the accuracy using different classification 
methods was carried out on Parkinson data-set. Sieve multigram data and 
Survey graph provide the statistical analysis on the voice data so  that the 
healthy and Parkinson patients would be correctly classified. KStar and NNge  
present good accuracy based classification methods. Sieve multigram shows the 
edges between the nodes such as Fhi, Flo, Jitter, JitterAb, RAP and PPQ. KStar 
and NNge  have connections with Shimmer and ShimmerDB . ADTree shows 
21 leaves with 31 leaves and SimpleCART shows 13 leaves and 7 leaves. Most 
of the clusters vary with DBScan and SimpleKMeans with 25% and 38% 
towards Parkinson disease. 

1 Introduction 

In a data warehouse, the user usually has a view of multiple data-sets collected from 
different data sources and understanding their relationships is an extremely important 
part of the KDD process. Data mining is a rapidly evolving advanced technology that 
used in bio-medical sciences and research in order to predict and analyze large 
volumes of medical data such as Parkinson’s disease [4]. Data mining in neuro-
degenerative diseases like Parkinson disease is an emerging field with enormous 
importance for deeper understanding of mechanisms relevant to disease, providing 
prognosis and complete treatment [1].  

A relatively high prediction performance has been achieved with classification 
accuracy. Classification algorithms predict accuracy for discrete variables that are 
relevant on the other attributes present in the data-set. The continual increase of  
the number of features can significantly contribute with clustering-based feature 
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analysis [2]. Clustering is a datamining technique that is mostly studied for predicting 
unstructured data to informal data. Clustering algorithms divide data into segments 
with clusters predicting similar branches and properties. Association algorithms find 
the correlations between different attributes in a data-set to conduct polynomial 
associations for better hypothesis. 

The data mining intelligence systems can analyze voice fluctuations in patients 
suffering from Parkinson's disease (PD) by using data obtained as signals from bio-
medical equipment like surface electromyographic (EMG) and accelerometer (ACC) 
[3].  Specific clinical applications requiring advanced analysis techniques, such as 
data mining and other techniques can be obtained from sensors to analyze large data 
sets. Medical data mining is a new emerging field that has great influence for 
exploring patterns from respective medical data sets in clinical research [5]. 

PD is the 2nd most common type of Neurodegenerative disorder that causes 
disturbances in speech and accurate voice [6]. No genetic component is evident that a 
disease begins after age 50 years [7]. Research and investigations on efficacy of 
intensive voice therapy are underway to improve the functional communication in the 
patients with idiopathic PD [8].  Parkinson's disease occurs between the ages 
of 50 and 95 years [9]. 

2 Methodology 

The data-set for the PD was obtained from an online data repository UCI.  
Comparative classification studies on different data-sets in an entity have been 
applied for accuracy analysis and the time taken to execute the data-set in order to 
find the best classification rule. The data of healthy people and those with Parkinson 
can be correctly classified by using machine learning and data mining systems. 

Bayesian theory is a mathematical model in calculus of degrees that predicts 
proposition of interest. BayesNet and NaiveBayes are the most practical learning 
methods that have a random sequence model within each class. System classification 
summarizes a sequence of classification methods using algorithms. Logistic 
function can be derived from simple classification problems, measuring from minus 
infinity to plus infinity. Simple logistic regression is used to explore associations 
between dichotomous outcome with continuous, ordinal, or categorical exposure 
variable. 

Lazy classification scheme uses Hierarchical SVMs to select a subset of candidate 
classes for each test instance, in order to determine the overall best performer. K-Star 
is an Instance-Based learner.  The class of a test instance is based upon the class of 
those that is determined by similarity function with similar training instances. It is 
different from the other instance-based machine learners using entropy-based distance 
function. 

Meta-classification makes its binary decision by classifying synthesized feature 
vectors and   one meta-classifier for each class is built for each. Bagging (or Bootstrap 
aggregating) is an algorithm to improve machine learning of statistical classification  
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and regression models in terms of stability and classification accuracy. A 
statistical method of distance based classification with that of best matching rule can 
be explained by NNGE (Non-Nested Generalized Exemplars). 

The classification is used to follow the path dictated by the successive test placed 
along the tree until it finds a leaf containing the class to assign a new attribute. 
ADTree (An alternating decision tree), J48, Random Forest and Simple CART (A 
simple Classification And Regression Tree) are some of the trees being used in 
classification of Parkinson’s disease. 

A survey graph and sieve multigram is used to construct the statistical analysis on 
the multiple data-sets of the voice data-set from UCI. 

3 Results and Discussions 

The present experimentation is conducted to predict attributes that are associated and 
classified from voice data. Table 1 shows the classification of the voice data-sets, 
accuracy and time taken to execute the classified data-sets. KStar and NNge have 
presented good accuracy based analysis on the classification. The execution time 
taken is also less in providing the output for the submitted data-sets (<2 seconds). The 
classification methods i.e. Support Vector Machine method (SVM), can be used to 
distinguish people with Parkinson's disease from the healthy people [10]. UCI data set 
on PD was composed of a voice measurement from bio-medical instrumentation with 
195 samples with 16 attributes. Two training algorithms like Scaled Conjugate 
Gradient (SCG) and Levenberg-Marquardt (LM) using Multilayer Perceptrons 
(MLPs) and Neural Network had performed with high accuracy. LM performed with 
an accuracy rate of 92.95% while SCG obtained 78.21% accuracy [11]. 

Table 1. Classification of voice data-sets 

Classification 
type 

Classification 
model 

Correctly 
classified 

Incorrectly 
classified 

Time taken 
(in seconds) 

Bayes BayesNet 84.6 15.4 0.11 
 NaiveBayes 70.26 29.74 0.02 

Functions Simple logistic 85.13 14.87 0.98 
Lazy KStar 100 0 0 
Meta Bagging 92.31 7.69 0.27 
Rules NNge 100 0 0.1 
Trees ADTree 2.05 97.95 0.22 

 J48 98.97 1.03 0.47 
 RandomForest 99.49 0.51 0.17 
 SimpleCART 96.41 3.59 0.42 
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Fig. 1. Survey graph 

Figure 1 and 2 presents the survey path and sieve multigram for the complete 
dataset. The survey graph shows high number of variances with healthy and diseased 
voice data-sets. Most of the healthy data-sets showed constant levels.  Sieve 
multigram showed the edges between the nodes such as Fhi, Flo, Jitter, JitterAb, RAP 
and PPQ. Connections with edges are also present between Shimmer and 
ShimmerDB. The important observation by Ramani and Sivagami, 2011, shows the 
feature relevance analysis for better classification purpose and showed three 
important features like spread1, PPE and spread2 based on PD dataset [5]. 

 

  
Fig. 2. Sieve multigram 



 Diagnosis of Parkinson Disease Using Machine Learning and Data Mining Systems 155 

ADTree and SimpleCART presented the relationships of nodes for the Parkinson 
data-sets. ADTree showed 21 leaves with 31 leaves and SimpleCART showed 13 
leaves and 7 leaves. Fo data-sets can provide the focus in analyzing the frequencies 
for recognition of healthy and diseased individuals in Parkinson data-set (Figure 3). 

 

Fig. 3. Decision Tree using ADTree and CART 

Table 2 provided the clustering results for the complete data-set. All the algorithms 
that were analyzed have shown 2 clusters. Most of the clusters vary with DBScan and 
SimpleKMeans with 25% and 38% towards Parkinson disease. Clustered data by 
SimpleKMeans has been presented in Figure 4. 

Table 2. Clustering 

ClusterType Number of clusters Cluster report 
DBScan 2 0      144(75%) 

1      48(25%) 
Hierarchial 
clustering 

2 0      193(99%) 
1          2(1%) 

SimpleKMeans 2 0       120(62%) 
1         75(38%) 
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Fig. 4. Cluster centroids based on KMeans 

Flo, Spread1 and APQ has shown best Attribute ranking based on RankSearch 
Method.  Fhi, Flo, JitterDDP, APQ, NHR, spread1, spread2, D2 and PPE are the 9 
locally selected attributes predicted based on CFS Subset evaluator. 

4 Conclusions 

Most of the work has been taken from the voice data-set. Diagnosing the voice data is 
useful in treating the disease by various voice exercises and also administering 
medicines at an early stage.  Further research has to be done in these areas. 
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Abstract. Though conventional PID controllers (CPID) are effectively used in a 
wide range of industrial processes, they usually fail to provide satisfactory per-
formance for third order systems (pH-neutralization process) due to large over-
shoots and oscillation. Nonlinear and adaptive PID controllers (APID) are being 
developed towards achieving the desired control performance for such systems. 
In this study, we make an attempt to develop particle swarm optimization (PSO) 
based adaptive PID controller (PSO-APID) in order to attain adequate servo as 
well as regulatory performance. While designing our PSO-APID, first we for-
mulate the structure of the adaptive PID controller followed by its optimal pa-
rameter estimation for a given system using PSO. Performances of PSO-APID 
for pH neutralization process are compared with those of CPID and APID re-
ported in the leading literature. From detailed performance analysis PSO-APID 
is found to provide significantly improved performance over others. 

1 Introduction 

Conventional PID controllers (CPID) can provide satisfactory performance for first 
order and second order systems but their performance for third order systems (pH-
neutralization process) usually not satisfactory due to associated intolerably large 
overshoot [1-3]. Several attempts have been made to overcome this limitation [4-6] by 
developing adaptive PID controllers (APID) through nonlinear parameterization. 
However, most of the APID parameters are selected based on trial and error or some-
times through heuristics [4-6]. Therefore, their performances may not be optimal. 
Keeping in mind this point, and excellent optimization power of particle swarm opti-
mization (PSO) [7-9], in this study, we attempt to develop PSO based adaptive PID 
controller (PSO-APID) towards achieving optimum performance. Here PSO-APID 
involves two steps; first we define the structure of the adaptive PID then PSO is used 
to find its best set of parameters with respect to a given close-loop performance index 
or objective function. Performance of the developed PSO-APID for third order 
process with dead time (pH-neutralization process) is compared with other PID con-
trollers. Considerably improved performance with respect to a large number of indic-
es justifies the effectiveness of the developed PSO-APID.   
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2 The Proposed PID Controller  

2.1 The Conventional PID Controller (CPID) 

Block diagram of the discrete form of a conventional PID controller (CPID) is shown 
in Fig. 1. The three tunable gain parameters – proportional gain ( ), integral gain 
( ), and derivative gain ( ) play the key role in achieving the desired control  
performance.  
 

 

Fig. 1. Conventional PID controller 

Output of the controller (CPID) can be expressed as: 

             ∆       ∆  ∆  

or 

                         ∆                                   1  

Where    is the proportional gain,   ∆
 is the integral gain,   ∆  is the derivative gain ,   is the integral time,   is the derivative time, and ∆  is the sampling period. We have used Ziegler-Nichols (ZN) continuous cycling 

method [3] for the initial settings of the PID parameters. 

2.2 The Adaptive PID Controller (APID)  

We have already mentioned that CPID usually fails to provide acceptable perfor-
mance for third order systems (pH-neutralization process). In order to overcome such 
limitations several attempts have been made to develop adaptive PID (APID) [4]. In 
this study, we will concentrate on the APID presented in [4], where the three gain 
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constants, i.e., ,  , and   are continuously modified by an online updating factor 
alpha (α) with the following simple heuristic relations:       1     | |                                                     2                                                   )                             (3)                                   1   | |                                                         (4)                            here      ∆                               (5) 

with, e(k) = r - y(k) ;   | |   ;   and    ∆ 1 .  

Now the APID can be redefined as:     ∑  ∆                         (6) 

In Eqn. (6), (k),   and   are the modified proportional, integral and 
derivative gains respectively at   instant and  is the corresponding control 
action. , , ,  and   are the four additional positive constants. The objective 
behind such online gain adjustments as described by relations (2)–(4) is that, when the 
process is moving towards the set point, control action will be less aggressive to avoid 
possible large overshoots and/or undershoots, and when the process is moving away 
from the set point, control action will be more aggressive to make a rapid conver-
gence of the system. Following this gain adaptive technique, in [4] a significantly 
improved performance of APID is found for higher order systems both in set-point 
and load disturbance responses. 

However, out of the seven parameters of [4], i.e., ,  ,,  ,  , , ,  and  , the first three constants, i.e., ,  ,, and   are selected based on ZN ultimate 
cycle rule, where as the remaining four constants, i.e.,  , , ,  and   are cho-
sen by trial. Therefore, there is further scope to achieve more improved performance 
if we can find the most appropriate settings of these parameters. 

Keeping in mind this objective and the PSO as a powerful optimization tool, we 
are motivated to develop the proposed PSO-APID.  In the present work, all the seven 
parameters (i.e., , ,,   ,  , , ,  and  ) are selected through optimiza-
tion using PSO.  In the next section, we will describe the optimization process.  

2.3 PSO Optimized APID ( PSO-APID ) 

2.3.1   Particle Swarm Optimization (PSO)  
Particle swarm optimization [7-9] is an artificial intelligence based technique used for 
maximization and minimization problems. It was inspired by social behavior of ani-
mals such as bird flocking and fish schooling. It starts with random set of solutions 
(known as particles). Each particle has positions (value of variables) and velocities. It 
improves the initial solutions by updating of velocities and positions.  
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2.3.2   Objective Function of PSO 
The function to be optimized is known as objective function. Here, minimization of 
the integral-absolute-error (IAE) or integral-time-absolute-error (ITAE) or both 
(IAE+ITAE) is defined as the objective function (performance index or fitness func-
tion). 

                      | |    and    t| |  

2.3.3   Different Terms, Variables and Its Range 

Table 1.  

Population  10  (it is the no of particle in a swarm, i.e., set of solu-
tions)  

Variables ,  ,, , , , ,  and  

Range of variables ,  ,,  are ±20% of their respective CPID,   0, 5 , 0 ,1 , 0 ,5 , and 0,30 . 

Velocity range [ -|(span of the variable)| ,  |(span of the variable)|] 
Where span is the difference between largest and small-
est value of that variable. 

Local_best_particle  It is the best solution associated with minimum fitness 
or IAE of the current population. 

Global_best_particle It is the best solution associated with minimum fitness 
or IAE of the population found so far. 

2.3.4   Different Operations Used in PSO 

• Population 

Here, the population size is chosen heuristically as 10. We have 7 variables, , , , , , , and . We generate random set of solution by MATLAB-
command, random (population size, variables). Since value of the variables is not in 
the defined range therefore we bring it in a defined range to get the real value of the 
optimization variable by following rule. Let i denotes the particles so i =1, 2, 3...10; 
and let j denotes the variables so j =1, 2, 3…7. ,   ,  

 
Where, particle (i,j) = real value of variable;   maximum value of jth vari-
able of any set of solution;    minimum value of jth variable of any set of 
solution;  ,  = decimal value of variable;   =  maximum value of decimal 
input;  =  minimum value of decimal input. 
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• Velocity , Velocity Update, and Position Update 

Each variable has velocity which is a vector quantity. Its vector nature helps the par-
ticles to traverse in all possible directions. Its initialization is similar as population. 
  
We first update particle’s velocity by 
 

new_velocity(i,j) = w*velocity(i,j) + c1*r1*(Local_best_particle(i,j) - particle(i,j)) + 
c2*r2*(Global_best_particle(i,j) - particle(i,j)  )                             (7) 

Then we update particle’s position by 

 particle(i,j) = particle(i,j) + new_velocity(i,j) (8) 

Where i =1, 2, 3…10 is the particles and j =1, 2, 3…7 is the variables.  c1 and c2 
are  constant. c1 = 2, is called the cognitive or personal or local weight. c2 = 2, is 
called the social or global weight. Note that, as c1 = c2, here we give same weightage 
for both Local_best_particle and Global_best_particle.  r1 and r2 are two random 
numbers both are in the range of (0, 1). w is the inertia weight, which is used to con-
trol the search. At the starting phase of search inertia weight is very high (almost 
equal to 0.99) and search is in exploration mode. At the end phase of search inertia 
weight is very low (almost equal to 0.01) and search is in exploitation mode. We 
make w as a time varying quantity (dynamic nature) to control the both modes, i.e., w 
gradually decreases from 0.99 to 0.01 as the no of iteration increases. From the ve-
locity update equation (7), if the Global_best_particle is too far from the Lo-
cal_best_particle, then  Global_best_particle  has huge impact on the velocities and 
positions of the particles which are nearer to  Local_best_particle. It means that for 
those particles higher change in velocities and positions occur. Therefore, particles 
finally move towards Global_best_particle .  

2.3.5   Particle Swarm Optimization Algorithm 
(1)  Initialize the particles (solutions) and velocities. 
(2)  For each particle evaluate the fitness. 
(3)  Find out the particle associated with minimum fitness. Let it is ith particle then  
Local_best_particle = particle(ith), Global_best_particle = particle(ith). 
Start of  PSO loop:  repeat until slope of objective is almost zero or until maximum 
no of iteration is reached. 

(a) For each particles, i.e., i=1, 2, 3...10 and for each variables, i.e., j=1, 2, 3…7 
{Update the velocity by 

new_velocity(i,j) = w*velocity(i,j) + c1*r1*(Local_best_particle(i,j) - particle(i,j))    
+ c2*r2*(Global_best_particle(i,j) - particle(i,j)) 

If new_velocity(i,j)  >  Vmax (j) then new_velocity(i,j) = Vmax(j) 
Else if  new_velocity(i,j)  <  Vmin(j) then new_velocity(i,j) = Vmin(j) } 
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(b) For each particles, i.e., i=1, 2, 3...10 and for each variables, i.e., j=1, 2, 3…7 

{ Update the position by particle(i,j) = particle(i,j) + new_velocity(i,j) 
        If   particle (i,j)  > Xmax (j)   then   particle (i,j)=Xmax(j) 
        Else if  particle (i,j)  < Xmin (j)  then   particle (i,j)=Xmin(j) } 
(c)  For each particle evaluate the fitness. 
(d)  Find out the particle associated with minimum fitness in the current population. 
     Let for ith particle we are getting minimum fitness. 
     Local_best_particle = particle(ith) 
     If   f (Local_best_particle)  <  f (Global_best_particle )    
           Global_best_particle = Local_best_particle 
     End 
Hence, Global_best_particle is our solution for which the fitness becomes minimum. 

3 Results 

For simulation study we consider the third order practical process, pH-neutralization 
with dead time (L) [4-6]. 

1 1 0.1                                                      9  

 
Performance analysis of our PSO-APID is compared with conventional PID (CPID), 
PSO optimized conventional PID (PSO-CPID) and adaptive PID (APID) of [4].  For 
detailed comparison, in addition to the response characteristics, several performance 
indices, such as percentage overshoot (%OS), rise time (tr), settling time (ts), integral 
absolute error (IAE), and integral-time absolute error (ITAE) are calculated for each 
setting. Close-loop response curves (Fig. 2a and Fig. 2b) for different PID controllers 
are presented as: CPID (– - –),   PSO-CPID (– –), APID (- - -), and PSO-APID (―). 
Here, detailed performance analysis is provided for all the three objective functions, 
i.e., minimization of IAE, ITAE, and IAE+ITAE. However, due to limitation of space, 
we provide response curves only for the objective function of IAE minimization.  

Table 2 and Fig. 2 present the performance comparison of different controllers for 
process of (9) with L = 0.01s and L = 0.02s. Fig. 2a and Fig. 2b show the remarkably 
improved performance of our proposed PSO-APID during both set-point change and 
load disturbance applied at t =3.5s, and this fact is clearly established from the various 
indices of Table 2. Thus, our PSO optimized adaptive PID (PSO-APID) can signifi-
cantly improve the performance over CPID, PSO-CPID, and APID, which justifies 
the usefulness of PSO for further enhancement of adaptive PID (APID). 
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Fig. 2a. Responses of (9) with L = 0.01s Fig. 2b. Responses of (9) with L = 0.02s 

Table 2. Performance analysis for pH-neutralization process (9) 

L Controller Obj. Fun %OS tr(s) ts(s) IAE ITAE 

 CPID 
IAE 

 

64.21 0.26 1.69 0.72 1.40 

PSO-CPID 48.42 0.25 1.23 0.52 0.94 

APID 23.94 0.30 1.77 0.53 1.13 

PSO-APID 11.38 0.30 0.79 0.39 0.82 

 
0.01s 

CPID 
ITAE 

 

64.21 0.26 1.69 0.72 1.40 

PSO-CPID 48.42 0.25 1.24 0.52 0.94 

APID 23.94 0.30 1.77 0.53 1.13 

PSO-APID 9.94 0.30 2.05 0.41 0.74 
 CPID 

IAE 
+ 

ITAE 

64.21 0.26 1.69 0.72 1.40 

PSO-CPID 48.42 0.25 1.23 0.52 0.94 

APID 23.94 0.30 1.77 0.53 1.13 

PSO-APID 9.75 0.31 0.81 0.39 0.79 

 CPID 

IAE 

72.33 0.26 1.78 0.84 1.74 

PSO-CPID 53.95 0.26 1.27 0.59 1.08 

APID 28.49 0.30 1.84 0.56 1.18 

PSO-APID 5.74 0.35 0.80 0.42 0.88 

 
0.02s 

CPID 
ITAE 

 

72.33 0.26 1.78 0.84 1.74 

PSO-CPID 53.39 0.27 1.27 0.59 1.07 

APID 28.49 0.30 1.84 0.56 1.18 

PSO-APID 9.51 0.31 1.91 0.44 0.81 
 CPID 

IAE 
+ 

ITAE 

72.33 0.26 1.78 0.84 1.74 

PSO-CPID 53.54 0.27 1.27 0.59 1.07 

APID 28.49 0.30 1.84 0.56 1.18 

PSO-APID 0.0 3.96 0.87 0.48 0.96 
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4 Conclusion 

In this work, we studied the performance of PSO optimized adaptive controller (PSO-
APID) for pH-neutralization process with dead-time under both set-point change and 
load disturbance. Simulation results revealed that PSO-APID is capable of providing 
remarkably improved servo as well as regulatory performance compared to even PSO 
optimized conventional PID (PSO-CPID), and significantly overall improved perfor-
mance in comparison with APID.  
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Abstract. This paper presents a hybrid classifier based on extended Self 
Organizing Map with Probabilistic Neural Network. In this approach, at first we 
use feature extraction technique of Self Organizing Map to achieve topological 
ordering in the input data pattern. Then, with the use of Gaussian function, we 
obtain a better representation of the input dataset. After that, Probabilistic 
Neural Network is used to classify the input data. We have tested the proposed 
scheme on Iris, Glass, Breast Cancer Wisconsin, Wine, Ionosphere, Liver 
(BUPA), Sonar, Thyroid, and Vehicle data sets. The experimental results show 
better recognition accuracy of the proposed model than that of traditional 
Probabilistic Neural Network based classifier. 

Keywords: Self Organizing Map (SOM), Probabilistic Neural Network (PNN), 
Feature Extraction, Radial Basis Function (RBF). 

1 Introduction 

Probabilistic Neural Network (PNN), a special type of Radial Basis Function Network 
(RBFN), is a well known classifier that has been extensively used in many 
applications of different domains. However, PNNs are prone to overfitting due to its 
less generalization capability, which in turn reduces the classification accuracy. 
Therefore, there still exists a need to find PNN based classifier having better 
capability in terms of accuracy by enhancing its generalization capability. 

In the last few decades, researchers have put huge efforts to improve the 
classification accuracy of different classifiers. In [1], the authors have shown the 
pattern classification capability of PNN based classifier on several real life pattern 
classification problems, like - text independent speaker identification systems, 
classification of brain tissues in multiple sclerosis, speaker verification and EEG 
pattern classification. The author in [2] has proposed a new class of PNN for pattern 
classification in time varying environment. The applications of PNN for face     
recognition have been illustrated in [3], where wavelet decomposition and discrete 
cosine transform have been used to extract the features of the images. Then, the 
features are sent to back propagation neural network, linear vector quantization neural 
network, and PNN for image recognition. In [3], the authors have shown that PNN 
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has better recognition accuracy compared to others. Schwenker et al. [4] have 
described various training methods of RBFN. Another application of RBFN is found 
in [5], where the authors have implemented RBFN for recognition of idiopathic 
pulmonary fibrosis in microscopic images. For the development of the RBFN 
classifiers, they have used fuzzy means clustering algorithm. A comparative analysis 
of the performance of RBFN with Gaussian Mixture Model (GMM) for voice 
recognition has been presented in [6]. They have trained GMM model with 
Expectation Maximization (EM) algorithm on a dataset containing 10 classes of 
vowels. The classification ability of Self Organizing Map (SOM) and its comparative 
study with other classification methods have been presented in [7]. Hybrid models of 
SOM have been used there for various real life applications. In [8], the authors have 
used a hybrid model of SOM and RBFN for induction machine fault detection. A 
multisite model of SOM and RBFN has been proposed in [9] for groundwater level 
prediction. In that work [9], at first the authors have found the number of hidden units 
of RBFN using SOM, which basically represents the number of clusters. Then, they 
have determined the position of the radial basis centres. A SOM-PNN Classifier for 
volume data classification and visualization has been proposed in [10], where the 
reference vectors from each of the classes of the trained SOM were used to estimate 
the probability distribution function. Hybrid SOM-RBFN classifiers have also been 
used for developing incremental intrusion detection system in [11].  

In all of the above mentioned works, the researchers have tried to improve the 
classification accuracy on various types of applications. They have combined 
different neural network models to achieve better classification accuracy. In our 
proposed approach, the classification ability has been improved by using SOM and 
then a Gaussian function. The patterns have been topologically sorted by feature 
extraction of SOM and then the Gaussian functions map this input space into a better 
feature space. Subsequently, PNN performs pattern classification over the extracted 
feature space. Since, a well represented data pattern is less prone to overfitting, the 
proposed model of classifier shows better classification accuracy than the traditional 
PNN classifier.  

The rest of this paper is organized as follows. Section 2 describes the preliminaries 
and the architecture of PNN and SOM required for the proposed model. Section 3 
presents the proposed model for classification. Experimental results and analytical 
discussions are presented in section 4. Finally, we conclude in section 5. 

2 Preliminaries 

2.1 Feature Extraction 

Many real life classification problems require supervised learning. In supervised 
learning, class probabilities and class conditional probabilities are unknown. Each 
instance is associated with a class label. In classification problems, some of the 
available features may be partially or completely irrelevant or redundant, i.e., relevant 
features are often unknown a priori. For the dataset whose dimension (number of 
features) is large and most of the features are irrelevant or redundant, learning may 
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not work well if these unwanted features are not removed judicially. Reduction of 
number of irrelevant and redundant features may drastically improve the learning, as 
well as, it may reduce the learning time. This technique of reduction of irrelevant and 
redundant features by transforming the given large dimensional dataset into a lower 
dimensional space is called feature extraction. 

2.2 Self Organizing Map (SOM) 

Self Organizing Map Network (SOMN), a special type of artificial neural network 
(ANN), is trained using competitive unsupervised learning to map an input data from 
a high dimensional space to a low dimensional space of the training samples. SOMNs 
are different from other kind of ANNs in a sense that they use a neighborhood 
function to preserve the topological properties of the input space. It makes SOMN to 
provide low-dimensional views of the high-dimensional data [12]. This property of 
SOM, we have used in our model, for feature extraction.  

SOMN, is used as m-dimensional feature map. There are two layers in SOMN, 
input layer and output map layer. The number of nodes in input layer is same as 
number of features of the input dataset. For m-dimensional feature map, the number 
of nodes in output map layer is m. All the connections of a node of the output map 
layer with all nodes of input layer are associated with weights, each of dimension 
same as the input. The output layer represents the m-dimensional feature map of the 
input data pattern. The architecture SOMN is shown in Fig 1 (a). 

2.3 Probabilistic Neural Networks (PNNs) 

PNN is defined as an implementation of statistical algorithm called Kernel 
discriminate analysis [1]. Parzen or a similar probability density function is used in 
PNN. Classifier based on PNN approaches to Bayes optimal classification, estimating 
the probability density function for each class based on the training samples. The 
training is performed by a single pass of each of the training vectors, rather than 
several passes used in Multilayer Perceptrons (MLPs). PNN is frequently used to 
solve variety of applications. 

PNN is a multilayered feed-forward neural network with four layers: input layer, 
hidden layer, summation layer and output layer [13]. PNN is shown below in Fig 1(b). 
Number of nodes in the input layer is same as a number of features of the data set or 
application. All connections between input and hidden layers are associated with a 
weight value of 1, i.e., the input vector is directly passed to each hidden node. A 
hidden node corresponds to one training instance of the training data set. Each hidden 
node Hi has a centre point yi associated with it, which represents ith input instance. It 
also has a spread factor, σi, that determines the size of its respective field. A hidden 
node receives an input vector x and activates a Gaussian function, which returns a 
value of 1 if x and yi are equal and drops continuously as the distance grows. Each 
hidden node in the network is connected to a single node in the summation layer. If 
the output class of ith instance is j, then Hi is connected to node Cj. Each node of 
summation layer computes the sum of the activations of the hidden nodes that are 



170 P. Dey and T. Pal 

 

connected to it and passes this sum to a single decision node that belongs to the output 
layer. The decision node outputs the class with the highest summed activation in 
output layer. 

 

(a) 
 

(b) 

Fig. 1. (a) Architecture of a self organizing map network (SOMN) (b) Architecture of a 
probabilistic neural network (PNN) 

3 Proposed Model 

The proposed model for pattern classification using SOM and PNN is described here. 
At first, SOM is used to get the topological relationship in input patterns. Then, we 
use a Gaussian function to map the input space into a better feature space. After that, 
PNN is used for classification. The detailed method is as follows and Fig. 2 depicts 
the architecture of the proposed model. 

 

Fig. 2. A hybrid SOM (with Gaussian function) with PNN model 

Let, the input layer of the SOM is an array of N neurons, denoted by 

                                                    T
Nxxx ],...,,[ 21=x                                               (1)  
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The output layer contains M neurons, denoted by uj (j = 1, 2, . . ., M), which are 
organized in a 2D map. The weights of the connections between the neurons of input 
and output layers be wij (i = 1, 2, . . ., N; j = 1, 2, . . ., M). The weight vectors are 
denoted as follows in (2). 

                              .,....,2,1,]....,,[ ,21 Mjwww T
Njjj ==jw                            (2) 

Before training, the weights are initialized randomly in the range [0, 1]. SOM     
computes a similarity measure dj between the input vector x and the weight vector wj 
of each neuron in output layer using Euclidean distance as defined in (3). 

                               2
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The output neuron with the weight vector having the smallest distance from the 
input vector is the winner. The weights of the winning neuron along with the weights 
of the neurons in topological neighborhood of the winning neuron are adjusted in the   
direction of the input vector. The influence of competition drops symmetrically from 
the location of the winning neuron location which is at the center of the topological 
neighborhood. In this work, the following function given in (4), has been used to find 
the neighborhood. 
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Here, jg is the topological neighbourhood function, σ is the width of the 
topological the neighbourhood function and ''

ju denotes the winning neuron. The 
change of the weight vector wj is obtained as follows in (5). 

                                               ( )jj wxw −= jgd η                                               (5) 

In (5), η  is the learning-rate and updating weight vector wj
(t+1) at time t+1 is 
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j
t

j
ttt g wxww jj −+=+ η                                (6) 

where )( tη and )( t

jg in (6) are respectively learning-rate and topological neighborhood 
at time t. The weight vectors tend to move toward the input pattern due to the 
neighborhood updating by repeated presentations of the training data. In other words, 
the adjustment makes the weight vectors to be similar to the input pattern. Hence, the 
winning neuron shows the topological location of the input pattern and the 
neighborhood of the winning neuron indicates the statistical distribution of the input 
pattern. 

Then a special technique has been used to map the input space into a feature space 
using Gaussian function. The final value of output node uj from SOM is obtained 
using a Gaussian function over the Euclidean distance between the input vector x and 
the weight vector wj of each neuron uj in output layer. The mapping function is given 
below in (7). 
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Once this feature extraction process is complete, PNN classifier is used over this 
extracted feature space to perform the classification task. The extracted feature pattern 
vector mmR *∈x  is fed to PNN, where m*m is the SOM grid. 

Let these patterns are assigned to one among k predefined classes. The conditional 
density of a particular class represents the uncertainty associated with the class 

attribute. Here, we have estimated the conditional density )|( kcp x of each class Ck 

using Parzen window technique where x is an unknown test instance. In Parzen 
window technique, a sphere of influence d(x, s) around each training instance s is 
built and they are added up for each of the k classes, as given in (8). These estimates 
are combined with the Bayes’ rule to get the posteriori class probabilities 

)|( xkcp that allow to make optimal decisions.  

                                             
,)s,()|( 

∈

=
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where, the basis function used as window is Gaussian Kernel is given by (9). 
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In our approach, each hidden node computes the distance d(x, s) from the test 
vector x to each training instance s and produces output value according to (9). Each 
node of summation layer computes the sum of the activations of the hidden nodes 
those are connected to it and using (8) passes this sum to a single decision node in the 
output layer. The decision node outputs the class with the highest summed activation 
in output layer. 

4 Experimental Results and Discussion 

To assess the performance of the proposed model, we have used nine datasets, 
obtained from [14] to compare our classifier with traditional PNN based classifier.  
The summary of all the datasets is presented in Table 1. We have used Neural 
Network Toolbox of MATLAB (Version 8.1) for the simulation purpose. The spread 
value of PNN, for both the proposed model and the traditional PNN based classifier, 
is chosen to be 0.1 (default in MATLAB). For both the classifiers, we have first 
normalized the data and then performed 10-fold cross validation 10 times for each 
data set. The mean obtained from 10 runs of 10-fold cross validation by PNN and the 
proposed method is shown respectively in column 3 and column 4 of Table 2 for all 
the data sets. A statistical validation test, wilcoxon signed rank test [15] on the data 
sets has been performed to make a proper comparison of the proposed method with 
the traditional PNN. The result is shown in the last two columns of Table 2. We reject 
the null hypothesis at 0.05α =  level of significance on the basis of the p-value 
obtained using Table 2. It implies that the proposed method is significantly better then 
the PNN. 
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Table 1. Data sets  

Sl. No. Data set No of 
features 

No of 
classes 

Size of Data Set and 
Class Wise Distribution 

1 SONAR 60 2 208 (97+111) 
2 Ionosphere 34 2 351 (225+126) 
3 Vehicle 18 4 846 (212+217+218+199) 
4 Wine 13 3 178 (59+17+48) 
5 Breast Cancer 9 2 699 (458+241) 
6 Glass 9 6 214 (70+76+17+13+9+29) 
7 Liver 6 2 345 (145+200) 
8 Thyroid 5 3 215 (150+35+30) 
9 Iris 4 3 150 (50+50+50) 

Table 2. Classification rate (%) of PNN and the proposed model and Wilcoxon Signed-Ranks 
Test 

Sl. No. Dataset PNN Proposed Method difference S/R 
 ="signed rank" 

1 SONAR 62.02 67.04 -5.02 -9 
2 Ionosphere 71.74 72.13 -0.39 -3 
3 Vehicle 72.39 73.67 -1.28 -4 
4 Wine 96.20 98.17 -1.97 -5 
5 Breast Cancer 95.00 97.43 -2.43 -6 
6 Glass 67.00 70.93 -3.93 -8 
7 Liver 67.67 67.73 -0.06 -1 
8 Thyroid 94.68 94.93 -0.25 -2 
9 Iris 95.23 98.04 -2.81 -3 

 
W=-45, z-score is -2.665570, p-value is 0.007686. 

5 Conclusion 

This paper proposes a new hybrid model for pattern classification problems by 
combining the features of SOM and PNN. At first, we use SOM to get the topological 
relationship of the input patterns. Then, we use a Gaussian function to map the 
topologically sorted input space into a better feature space. After this process, the 
features provide a better representation of the input space. Experimental results reveal 
that the proposed model possesses good generalization ability, measured in terms of 
accuracy, enhancing the capabilities of the traditional PNN based classifiers. 

The proposed SOM-PNN hybrid model is more time consuming than the 
traditional PNN based classifier due to addition of the feature extraction procedure. 
Our future work will focus on overcoming this limitation. 
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Abstract. The autonomous mobile robots are used for various purposes like 
materials transportation, nuclear and military environments etc. In this paper 
fuzzy logic technique is used for controlling the mobile robot in an unknown 
environment. The main goal of robot is to reach the target point from a starting 
point with avoiding obstacles in the way. The Mamdani fuzzy logic controller is 
used  to obtain collision free path where inputs are front obstacle distance 
(FOD), left obstacle distance (LOD), right obstacle distance (ROD), heading 
angle (HA) and the output corresponds to the steering angle (SA) of the mobile 
robot. The effectiveness of the controller is verified using Mamdani fuzzy 
inference system. 

Keywords: Autonomous Mobile Robot, Collision-free Path, Mamdani Fuzzy 
Inference System, Target Seeking Behavior, Arduino Uno Microcontroller. 

1 Introduction 

The basic functions of mobile robot includes  avoiding obstacles, finding best route, 
trajectory tracking and so on, which  are research content for path planning for mobile 
robot. The usage of the general method becomes impossible and not cost-effective 
due to its additional requirements like total map of the unknown environment. 
Therefore different evolutionary methods like fuzzy systems or the neural networks 
are used to solve this problem. Fuzzy logic is used to handle the indistinct and 
inaccurate information. It employs the human knowledge for linear mapping between 
input sensory data and output control actions. The path planning of mobile robot 
includes a large amount of uncertainty and incomplete or the absence of priori 
knowledge of the real world. Fuzzy logic controller is much more suitable to solve 
such situations. Fuzzy logic framework make use of human reasoning and decision-
making to formulate a set of simple and intuitive IF(antecedent)—THEN 
(consequent) rules, also known as fuzzy rule. These rules are written in easily 
understandable and natural linguistic representations. The fuzzy logic controller 
consists of fuzzy rules and membership functions (input and output) based on expert 
knowledge, modelling of process or learning. Fuzzy rules are usually based on 
Mamdani or Takagi–Sugeno–Kang (TSK) rule base system.  



176 P.K. Panigrahi and S. Sahoo 

 

2 Related Work 

The major challenge of autonomous robotics is to build robust control algorithms that 
reliably perform complex tasks in spite of environmental uncertainties and without 
human intervention. In the last decade, a great amount of research has been carried 
out to increase the autonomy of mobile robots. Several advanced control algorithms 
have been proposed to guarantee successful navigation in real-world applications. The 
authors [1], [6], [8], [11], [13] have designed various types of Intelligent controller 
based on fuzzy logic technique and optimized model of fuzzy logic controller for 
obstacle avoidance of mobile robot. They have verified that design of ordinal 
structure fuzzy logic is easier than conventional fuzzy logic controller. Their work 
also presents the comparison of incremental GA with direct GA, which is used for 
optimization of fuzzy logic controller. This paper [2] uses fuzzy-neural network for 
finding best route for mobile robot from starting point to ending point in dynamic 
environment. They put forward a novel membership function based on collision 
prediction. If the obstacles and the robot are closer and the expected collision time is 
shorter, then probability of collision is strong, otherwise collision is unlikely to 
happen. This paper [3] presents design of neural network based on radial basis 
function and reinforcement learning mechanism for tracking of a desired orientation 
profile of the mobile robot. The neural network is trained via reinforcement learning 
where neural controller is charged to enhance the control system by adding some 
degrees of award. The researchers [4] have used a hybrid technique which is a 
combination of fuzzy inference system and artificial neural network (MANFIS) for 
navigation of mobile robot. Fuzzy-reasoning radial basis function neural network 
(FRBFN) [5] is proposed in paper, which is a three-layer neural network. Here the 
training of rule-based fuzzy system is done through reinforcement learning. This 
paper [7] describes the use of multi-objective genetic algorithm (MOGA) for the path 
planning of autonomous mobile robot. This work shows that both MOGA and 
conventional GA are effective tools for solving point-to-point path planning problem. 
This paper [9] proposed a new fuzzy logic based navigation method for movement of 
mobile robot in an unknown environment. A fuzzy controller based on human sense 
and a fuzzy reinforcement algorithm is used to fine tune fuzzy rule base. In this paper 
[10] 3D –depth and color imaging is used .A remote server is used to perform target 
recognition and tracking of the robot and is done by neural network. Fuzzy logic is 
used to supply the control mechanism necessary to follow and navigate towards 
targets. This paper [12] describes the design, implementation and comparison of zero 
order Takagi-Sugeno and Mamdani fuzzy logic controllers for obstacle avoidance of 
mobile robot in indoor environment. The authors [14] have used Q-learning method 
for path planning of mobile robot in an unknown environment. The size of the Q-table 
is reduced by a new definition for the search space. The performance comparison of 
Q-learning method and potential field method shows that new approach takes less 
time to reach the target and it has high hit rate. The paper [15] behavior based robot 
controller is tested in maze like indoor environment. Simulation environment based 
2D robot simulator is used for testing navigation algorithms and control logic for 
robots. For a given set of end points the simulation environment monitors the time 
elapsed between the start point and end point and their result shows that none of the 
target searches needed more than 200s. 
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3 Problem Statement 

The mobile robot path planning problem is typically classified as follows: given a 
mobile robot and a description of an environment, mobile robot needs to plan a path 
autonomously between two specified locations, a start and goal point. The path should 
be collision free and shortest. In general the researchers apply different methods to 
solve the path planning problem according to two factors namely the environment 
type (i.e., static or dynamic) and the type of path planning algorithms (i.e., global or 
local). The static environment is an   environment which contains static/fixed 
obstacles of different shapes and sizes while the dynamic environment is an 
environment which contains dynamic/moving obstacles (i.e. human beings, moving 
robots and moving vehicles). Global path planning algorithm requires complete 
information about the environment (i.e. map, cells and grid etc.) so that a robot can 
perform navigation comfortably whereas in the local path planning the robot does not 
have any information about the environment at the same time robot has to sense the 
environment and autonomously decides the steering angle to move towards the target 
for obstacle avoidance. 
 
 

 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

Fig. 1. Control Diagram of Wheel Mobile 
Robot 

Fig. 2. Controller Flow Chart 

 
 

In the research it is assumed that the robot moves in a flat ground and the robot 
moves without slipping (i.e. the robot is a non-holonomic mobile robot). The 
environment contains static obstacles of different shapes and sizes in disorganized 
order. 
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4 Fuzzy Logic Controller Algorithm 

The main goal of the controller is divided into two parts; in the first part the mobile 
robot is to avoid the obstacles based on the information gained from the sensors 
located in the robot then in the second part, it should move towards the goal in the 
absence of the obstacles.  While moving towards the goal point avoiding obstacles the 
robot changes its steering angle by changing left wheel and right wheel velocity as 
shown in the Fig.2.The fuzzy controller implemented in this work has four inputs (i.e. 
LOD, FOD, ROD and HA) and one output (SA).The left obstacle distance (LOD) is 
the distance of the robot from nearest obstacle in the left side of the environment. The 
front obstacle distance (FOD) is the distance of robot from nearest obstacle in the 
front side of the environment and so on. While the heading angle (HA) is the angle 
between the lines joining robot and goal point with respect to y-axis of the 
environment in clockwise direction. When robot is allowed to move in the 
environment the heading angle is always provided to the robot. If the robot finds no 
obstacle around it the target seeking algorithm works and when robot faces obstacles 
nearby in any direction then immediately obstacle avoidance algorithm is activated to 
avoid the obstacles. When obstacle avoidance algorithm works the robot makes left or 
right turn instead of straight towards the target until it completely avoids the 
obstacles. Once it avoids all the obstacles nearby it moves towards the target straight 
with target seeking behavior.  

In the proposed Mamdani type fuzzy controller the fuzzification of the input sensor 
values of LOD, FOD and ROD are explained with the help of six set of triangular 
membership functions as shown in the Fig.4 with a scale of (0-300) unit as our 
ultrasonic senor senses the obstacle of about 3 meters. There are six linguistic values 
of all the input membership functions namely very small, small, near, medium, far, 
very far .The output has seventeen triangular membership functions for steering angle 
from -900 to 900 with  100  differences and are explained by seventeen linguistic 
values like X1,X2 etc. 

4.1 Fuzzy Inference Mechanism 

Fuzzy inference is the process of formulating the mapping from a given input to an 
output using fuzzy logic. The mapping then provides a basis from which decisions 
can be made, or patterns recognized.  The used inference fuzzy mechanism is the 
MAMDANI fuzzy inference system. 

4.2 Fuzzy Rules 

The algorithm uses the lingual rules when robot faces different distances i.e. LOD, 
FOD and ROD within the environment while moving from one position to a target. 
The fuzzy rules are if- then statements that consist of a premise (antecedent) and 
consequent. Few rules are written below. In the proposed fuzzy controller 9 rule bases 
are prepared for controlling the steering angle (output) of mobile robot. Some of the 
rules are as follows: 
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        Rule 1: If LOD is very far and FOD is very far and ROD is very far then SA is 
   X14.  
   Rule 2: If LOD is very small and FOD is very small and ROD is very small then 
   SA is X1. 
   Rule 3: If LOD is near and FOD is very small and ROD is very small then SA is 
   X16.  

4.3 Defuzzification 

The reverse process of fuzzification is called defuzzification. The rules of Mamdani 
FLC produce the required output in the form of linguistic variables (fuzzy variables). 
According to the real world requirements, linguistic variables have to be converted 
into crisp/real values. There are many defuzzification methods such as min-max 
method, center of gravity method and center of gravity of largest area method etc. In 
our problem the logical sum of inference result is steering angle (SA) of mobile robot 
which is obtained by center of gravity method. Corresponding crisp values of 
linguistic variables X1, X10, X13, X14, X16 and X17 used in output are -800, 100, 400, 
500, 700 and 800 respectively 

 

               

 

 

 

Fig. 3. Fuzzy Logic System  

 

 
 

         Fig. 4(a). LOD Membership function             Fig. 4(b). FOD Membership function 
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5 Simulation Results and Discussion 

The simulation of path planning of mobile robot is conducted using MATLAB in a 2-
D work space (500×500) square unit using Mamdani based fuzzy inference system. 
The Fuzzy logic based obstacle avoidance and target seeking algorithm is verified  
 

 

S T 

 

Fig. 5(a). Robot Start Point (50,250) Target 
(450,250) 
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Fig. 5(b). Robot Start Point (350, 50) Target 
(50,350) 
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Fig. 5(c). Robot Start Position (50, 50), 
Target (400,400) 
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Fig. 5(d). Robot Start Position (450,250), 
Target (50,450) 
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Fig. 5(e). Robot Start Point (50, 50), Target 
(350,350) 
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Fig. 5(f). Robot Start Point (50, 350), Target 
(350, 50) 
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keeping different type of static obstacles in the environment.  Fig.5 (a) shows the path 
of the mobile robot while moving from (50,250) position to the target position 
(450,250) with 10 square size obstacles in the environment. It is evident that the  
mobile robot successfully reached the target without collision with obstacles. 
Similarly in Fig.5 (b) and 5(e) the robot avoids the rectangular shape obstacles and 
reached the target with different starting and target positions. In Fig.5 (c), (d) and (f) 
the mobile robot is allowed to navigate in presence of L and I-shaped obstacles 
environment from different start positions to target positions. It is observed  
that the autonomous mobile robot successfully reached the target making collision 
free path.  

6 Experimental Set Up 

In order to validate the theoretical results, experimental analysis can be carried out for 
four wheeled differential drive mobile robot. The robot is equipped with the following 
components 

1. Microcontroller—Arduino UNO microcontroller board based on the ATmega2560. 
It has 14 digital input/output pins (of which 6 can be used as PWM outputs). 
2. Obstacle sensor — Three HC-SR04 ultrasonic distance sensor are mounted in left , 
front and right directions of the body frame of mobile robot which detects the 
obstacles in the environment.. 
3. Position encoder—It is used for determining position and velocity of the wheel. It 
works on 
4. Magnetic Compass—It is interfaced using I2C communication which determines 
the direction of the robot. 
5. L2938—It is a motor driver which helps in controlling the speed of the two rear DC 
motors 

 

 

 

 
 

                         Fig. 6(a). Experimental Set up        Fig. 6(b). Mobile Robot 
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Fig. 7. Experimental Result of mobile robot with environment 5(d) 

The performance of autonomous mobile robot in experimental mode is shown in 
Fig.7 with the environment of Fig.5 (d) in MATLAB simulation. During experiment 
the robot destination point is specified in the Arduino Uno microcontroller program. 
In this experiment robots different positions are shown while navigating from starting 
position to target position. It is evident that robot has successfully reached the target 
without collision with obstacles. 
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Abstract. In real world, wireless medium is widely used among various 
military agents and companies. It provides various challenging features such as  

Its faster accessibility among wide set of users, but it is fragile by intentional 
interference attacks from internal adversary. These attacks can be easily 
launched by sending continuous radio signals or several short pulses. External 
adversaries can be easily found out. But internal adversaries are difficult to 
detect and prevent. To prevent these attacks various cryptographic schemes are 
implemented. In this paper, in order to overcome drawbacks of existing systems 
we propose a strong security scheme that prevents the safe transmission among 
communicated nodes although the jammer is present. 

Keywords: Commitment scheme, overview, packet hiding methods, and 
selective jamming attacks. 

1 Introduction 

In wireless network various types of attacks such as jamming, squeeze or intentional 
interference attacks are invited because of its sharing medium. The adversaries with 
internal knowledge of network secrets take more effort on jamming the network or 
degrade the network performance [1, 2].Anyone which has transceiver can easily 
delivered these jamming attacks by emitting continuous signal or injecting dummy 
packets into the shared medium causing interference with existing communications or 
inject spurious messages or block the transmission of legitimate users. In the simplest 
form, the jammer classifies first few bytes of transmitted packet and corrupts them by 
creating proximity of the targeted receivers or FM modulated noise or 
electromagnetic interference such as magnetic radio waves.  

In these schemes, jammer includes either continuous or random transmission of 
high interference signals [3,4], and cause several disadvantages as, first it has to spend 
its more amount of energy to jam frequency bands of interest and the second one, due 
to continuous presence of unusually high interference levels make these types of 
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attacks easy to detect [1,2].The adversaries are active only for short period and 
targeting the message of high importance for example rout request, rout reply 
messages or TCP acknowledgement [5]. Before the wireless transmission completes, 
the very basic step of the jammer is to implement “Classify them jam” strategy [6].  

Usually over the communication of nodes in wireless network, there may be a 
possibility of intentional interference in the communication. This intentional 
interference is also called as Jamming attacks. These attacks are much harder to detect 
and count. 

Consider the communication of nodes as A and B. J is the intermediate (jamming) 
node within their communication range. Now A sends packet m to B, the target of J is 
classifies first few bytes of transmitted packet, then corrupt these few bytes and 
visualize to A as J is nothing but B (proximity of targeted receiver).The figure 1 gives 
the realization of jamming attack. He must have knowledge about each layer of the 
TCP protocol, is the required condition for the jammer [7, 8].  
 

 

Fig. 1. Realization of selective jamming attack 

The remaining paper is organized as follows. The existing system with its 
disadvantages and the cryptographic schemes are represented in the chapter 2. 
Proposed system and its advantages are studied in chapter 3. We are illustrating the 
implementation of working steps in chapter 4. At the last of paper we are studying the 
results in chapter 5 and chapter 6 we conclude. 

2 Background Work 

In related work, we are studying the reasons for jamming, how the real time packet 
classification is performed and strong hiding commitment scheme.  

Because of jamming, the wireless network either stopped or disturbed. Noise, 
collision, interference these are various forms of jamming. Jamming may be 
performed intentionally or unintentionally, depending upon attack purpose or network 
load. There is no need of special hardware to execute these attacks.  

Existing system more focused in case of external threat model but in case of 
internal threat model the compromise of single node is sufficient for getting useful 
information. Conventional anti-jamming techniques give probabilistic analysis and 
use matrices about collision or interference for attack detection [9].  They give 
prevention scheme but with less security. So there is need of strong security scheme 
with more focus on attack prevention. 
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A. Real Time Packet Classification  

At first the packet m is encoded for creating narrow bandwidth analog signal then it is 
interleaved and then modulation is performed by using digital sequence [9]. Now, at 
the receiver side first demodulation then de-interleaving and at the last decoding is 
done to get original packet as shown in figure 2.  

 
Fig. 2.  Generic communication system diagram 

B. Strong Hiding Commitment Scheme 

Under this scheme, Symmetric encryption technique is used [10]. Sender S constructs 
commit message by using permutation key and key k of random length. At the 
receiver side any receiver R can computes by receiving d (de commit message) [11].  

A message m with key k and initialization vector IV is set, message m is split into 
x blocks asm1, m2 . . . mx, as mi and each cipher text block ci, is generated as  

 
C1=IV, Ci+1= Ek (Ci ⊕ mi) where i=1,2,…,x                                     (1) 

 
Where ⊕ is exclusive OR function and Ek(m) denotes the encryption of m with key 

k, the plaintext miis recovered by  
  

mi= Ci ⊕ Di (Ci+1) where i=1,2,…,x                                         (2) 
 

From equation 2 if k is known (C1=IV is also known) the reception of Ci+1is 
sufficient for generating the original packet mi. Therefore, real time packet 
classification is still possible. If the key is compromised then it must have to update 
from time to time. But it will not be a proper solution if that key is generated from 
compromised node. One solution to the key compromise problem would be to update 
the static key time to time whenever it is compromised. The best solution for this key 
compromise problem is that identify a mechanism that find set of compromised 
nodes. 

3 Overview of Proposed System 

Proposed system uses Network Simulator 2.34 tool in which front end is tcl and back 
end is c++. Here two protocols are used. TCP protocol is used for establishing 
reliable connection and AODV routing protocol is used for finding routing path for  
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Fig. 3. Block diagram 

data packets. The RTS/CTS mechanism enabled at MAC layer. The transmission rate 
is 11Mbps for every link. The continuous, random, targeted RREQ these jammers are 
kept between the communicated pairs [12]. But due to flooding feature of AODV the 
random jammer fails in disturbing route path. The above figure 3 gives the exacting 
carried out in the proposed system. 

3.1 Problem Statement 

Conventional anti-jamming system more focused in case of external threat model but 
in case of internal threat model the compromise of single node is sufficient for getting 
relevant information. By surveying some papers it is found that, they give only 
overview of jamming attacks and their types with small amount of information 
regarding prevention. These systems are more concentrated on attack detection for 
that various matrices are used for example per- packet reputation or credit and 
probabilistic analysis about collision or interference is also carried out for detection 
purpose [12, 13]. So as to overcome above there is use of our proposed system, for 
avoiding selective jamming attacks with prevention measures. 

3.2 Scope 

The proposed system provides the features as it works under an internal threat model. 
It gives detection of jamming attack with prevention mechanism. This system, 
allowed the jammer to jam the network by exploiting knowledge from compromised 
nodes easily. Selective jamming attack acts as DOS with very low effort on behalf of 
jammer. By using our proposed system we can achieve strong security protocols. 

4 Actual Implementation  

The proposed system works as follows. First nodes are communicated with each 
other. Then jamming attack is implemented, in the third step we are calculating 
throughput and packet classification. Our main goal is to hide real packets from the 
jammed packets using strong prevention scheme. We study each step in detail. 



 Packet Hiding a New Model for Launching and Preventing Selective Jamming Attack 189 

 

We are generating communication of 12 wireless nodes in the initial step. AODV 
routing protocol is used .For establishing the connection using NS2 tool .tcl file is 
created which gives sequence number and length of the packet, source and destination 
address and also contains additional fields. 

In the second step we are implementing the jamming attack [14]. The ddos.o attack 
file is generated. After compiling the tcl file of the second step, the PSR and PDR 
these two graphs and one nam file is generated. The nam file shows how the packets 
are transmitted between intended nodes and how the jammer node is intruded between 
them. The PSR graph shows the packet sent ratio versus time as shown in figure 4.  

 

             

          Fig. 4. Graph for packet sent ratio            Fig. 5.  Graph for packet delivery ratio 

  
 

Fig. 6. Jamming probability Vs. No. of 
packets jammed   

Fig. 7. Jamming probability vs. throughput 

The PDR graph shows how the packets are delivered versus time, as jamming 
attack is implemented here so the PDR minimizes from 1 to 6 shown in figure 5.  

In the third step, we are performing real time packet classification. Here we are 
calculating the jamming probability verses number of packets jammed and average 
throughput also. As jamming probability increases the number of packets jammed 
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increases as shown in figure 6 and also throughput of the proposed system decreases 
shown in figure 7. So it is indicating that attack is implemented.  

At the last step jamming attacks are detected by calculating the PDR it is in linear 
format indicating that attack is prevented and the packets are discarded that are 
transmitted from the jammer, this step must be performed carefully. By implementing 
further steps, the proposed system produces the required result so as to achieve great 
security. 

5 Results and Comparative Study 

In this chapter we are studying the results and the exact definition of PSR and PDR 
also. 

5.1 Result Set  

The results are generated in terms of various graphs. These graphs are calculated over 
different transmission rates and packet size. PSR graph is linear, now due to jamming 
attack is implemented as ddos.o in Makefile.in as configured. The PDR graph is non-
linear. Now when we are performing classification of the real packets from jammed 
packet at that time we are calculating the number of packets jammed and the 
throughput of the proposed system which is decreases due to attack from the jammer. 
At the last step we are hiding the real packets by using cryptographic schemes [15] 
such as Hash based encryption and DES algorithm. In hash based encryption we are 
sending the packet or message in encrypted format with hash based value that is pre-
shared before actual communication starts and at the receiver side the message is 
decrypted with the help of hashing value. In DES algorithm at the sender side input is 
given as plain text and 64 bit key from that the cipher text of 64 bit block is 
generated. Now at the receiver side DES decryption consists of the encryption 
algorithm with the same key but reversed key schedule [16]. In this way proposed 
system avoids the jamming attack over wireless network with great security. 

 

Fig. 8. Hash based encryption Vs throughput 
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The PSR is defined as ratio of packets that are successfully sent out by a trusted 
traffic source compared to the number of packets it wants to send out at the MAC 
layer. The PDR is defined as packets that are successfully delivered to a destination 
compared to the number of packets that have been sent out by the sender. This PSR 
and PDR are calculated at the back end using c++.Also encryption and decryption is 
done at the back end. The figure 8 shows the final result in which throughput of the 
proposed system is great because of achieving the strong security. 

6 Conclusion and Future Work 

This paper provides solution for jamming attack over wireless network. In this paper 
the internal threat model is considered, in which jammer is part of network and he is 
aware of network secrets and protocol specification. Jammer can perform 
classification in real time by decoding first few bytes of the transmitted packet. To 
prevent real time packet classification various schemes are developed. These schemes 
combine cryptographic primitives such as strong hiding commitment scheme with 
physical-layer characteristics so as to transform jammer to random one. We also 
measured how each jammer fared by their effect on the packet send ratio and packet 
delivery ratio. We analyze the security of our method and quantified their 
computational and communication overhead. 
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Abstract. An improved fuzzy rule based auto-tuning PD controller is designed 
for integrating processes with dead-time. A large number of industrial processes 
are integrating in nature. It has been studied that for integrating systems, widely 
used Ziegler-Nichols (ZN) tuned PID controller (ZNPID) gives excessively 
large value of overshoot and settling time. Some improvement in overshoot and 
settling time has been possible for such systems by the development of dynamic 
set-point weighted PID (DSWPID) and augmented ZN tuned PID (AZNPID) 
controllers. Here, we propose a fuzzy auto-tuning PD (FAPD) controller where 
an updating factor ‘α’ continuously adjusts the derivative gain to provide an 
overall good performance during set point change and load disturbance. The 
value of  α  is updated online by 9 fuzzy if then rules defined on the value of 
error (e) and change of error (Δe) of the controlled variable. To study the effec-
tiveness of the proposed controller, FAPD is tested and compared with other 
PID controllers for different integrating systems with varying dead-time. 

Keywords: PID control, PD control, auto-tuning, integrating process. 

1 Introduction 

PID controllers are still now very popular in industrial close-loop control [1-4]. They 
are widely used for their simplicity and ease of implementation, but improper tuning 
sometimes results in a very poor performance. Though, ZNPID controllers give satis-
factory performance for first order systems, they produce excessively large overshoot 
and settling time for higher-order and integrating systems. The overshoot may be 
considerably reduced by DSWPID [6, 7] but load regulation remains poor. 

The integral action is likely to be the cause of oscillations for integrating plus dead-
time process [2]. Properly designed PD controllers are capable of providing a satisfac-
tory performance for integrating or zero-load process with delay. Though Derivative 
action of the controller are sensitive towards high frequency noise, still then PD con-
troller [12] reduce the overshoot by introducing damping. There is a scope to design a 
good PD controller because unlike PID controller there are less running schemes for 
PD controller. 
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Many Fuzzy controllers have been successfully designed with high performance 
than conventional controllers. Self-tuning concept is incorporated in fuzzy PD [11] 
controller with 49 fuzzy if–then rules on process error and change of error. However, 
the proposed controller FAPD is designed with only 9 fuzzy rules. The performance 
of FAPD is tested and compared with other PID controllers for integrating plus dead-
time processes. The robustness of FAPD is proved with load disturbances. 

 

 

Fig. 1. Block diagram of the proposed FAPD  

Here, Fig.1 shows the Block diagram of the proposed FAPD. The proposed con-
troller is in positional form and the derivative gain Kd of the conventional controller 
(FAPD) is being online tuned by a gain updating factor ‘α’. The value of α is deter-
mined using 9 fuzzy rules defined on two linguistic input variables, i.e., the process 
error (e) and change of error (Δe). The next section presents the discrete form of the 
PD controller derived from the conventional ZN-tuned Proportional-Integral-
Derivative controller termed as ZNPID [10], the concept of tuning strategy, and de-
tails of the proposed controller FAPD. 

2 Design of FAPD Controller 

The discrete form of the PD controller can be described as: 

( ) [ ( ) ( )]d
p

T
u k K e k e k

t
= + Δ

Δ                                 
(1) 
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or, 

( ) [ ( ) ( )]p du k K e k K e k= + Δ
                             

(2) 

where, Kd = Kp(Td//Δt). In (1), e(k) = [R- y(k)] is the error, Δe(k) = [e(k) - e(k-1)] is the 
change of error, R is the set value, y(k) is the process output at the kth instant, and Δt is 
the sampling interval. Here, Kp, and Td are the proportional gain, and derivative time, 
respectively. In (2), Kd is the derivative gain. 

In case of our proposed controller (FAPD), the widely used Ziegler-Nichols tuned 
PID control without integral control is taken for setting the initial values of the con-
troller parameters. The values of initial PD parameters are determined based on the 
following equations, according to the ZN ultimate cycle tuning rules [10]: 

Kp= 0.6Ku ,                                         (3) 

Td = 0.12Tu                                         (4) 

Where, Ku and Tu are the ultimate gain and ultimate period, respectively determined 
by relay-feedback method [2]. In the proposed FAPD, the online fine tuning using 
fuzzy logic is done on the nominal value (ZN-tuned) of Kd . 

2.1 Auto-tuning Using Fuzzy 

The derivative gain, ‘Kt
d’ of the proposed FAPD is modified by α with a simple em-

pirical relation : 

Kt
d  = Kd (1+α)                                     (5) 

Therefore, the effective value of the derivative gain of FAPD becomes Kt
d. The value 

of Kt
d does not remain constant while the controller is in operation, rather, Kt

d is con-
tinuously modified at each sampling time by ‘α’, depending on the trend of the con-
trolled process. The following subsection describes the auto-tuning strategy of Kt

d.  

 

 
                      (a)                                              (b) 

Fig. 2. Membership functions of (a) e and Δe, and (b) gain updating factorα 
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Fig. 3. Fuzzy rules for computation of α 

2.2 Membership Function, Scaling Factor, and Rule Base 

Figure 2 shows the input (Fig. 2a) output (Fig. 2b) membership functions (MFs) of 
the fuzzy rules. The input MFs, i.e., error and change of error (e, and Δe) are defined 
in [-1, 1] whereas the MF for α is defined within [0, 1]. 

Mapping of the actual values of input variables e and Δe  into the common interval 
[-1 1] is done by the input scaling factors (SFs) Ge and GΔe. Appropriate values of 
SF’s are selected on the basis of knowledge about the process under control or by trial 
and error. Online computation of α is done on the basis of rule-base defined in terms 
of e and Δe. The relationship of SFs and input variables are as follows: 

eN = Ge.e ;   ΔeN = GΔe.Δe. 

In this study, we consider Ge = 1 and GΔe = 10. The value of the Kt
d is continuously 

updated by α. 
The gain updating factor is calculated online using the rules in Fig 3. The rules are 

in the form: If e is E and Δe is ΔE thenα is α. 

2.3 Tuning Strategy 

Observation on the close-loop operating cycle reveals the possibility of large over-
shoot and large undershoot when the process is moving towards the set point (i.e., 
columns A and C of Fig. 4). Considerable amount of damping can reduce such large 
overshoot and undershoot. Thus, when e and Δe are in opposite sign, the value of αis 
increased which subsequently increases the value of Kt

d. 
Opposite of the above case, when the process is moving further away from the set-

point (i.e., columns B and D of Fig. 4), both e and Δe are of same sign. Here, the 
damping is increased more comparative to the previous condition. High value of Kt

d 
helps to give a more aggressive control action. The same situation is also valid under 
load disturbance. Thus, our proposed FAPD is expected to provide improved perfor-
mance both under set-point change and load disturbance.  
 

 A B C D 

e + - - + 

Δe - - + + 

α small large small large 

Kt
d Increased 

LESS 
Increased 
MORE 

Increased 
LESS 

Increased 
MORE 

Fig. 4. Tuning strategy for computation of Kt
d 
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3 Simulation Results 

In order to study the performance and robustness of the proposed FAPD, itis tested on 
a number of integrating systems. The parameters included for performance measure-
ment are the percentage overshoot (%0S), settling time (ts), rise time (tr), integral 
absolute error (IAE), and integral-time absolute error (ITAE). 

3.1 Integrating Process with Delay(IPD) 

s

P
Ke

G
s

θ−
=                                     (6) 

Here, we consider the well-known IPD process model with open loop gain K = 
0.0506 and dead-time θ = 6s. Simulation study has been made with set-point change 
and load disturbance. Comparative performance analysis of the proposed FAPD is 
done with ZNPID, AZNPID [5], in Table 1 and Fig. 5. Table 1 shows that the over-
shoot is reduced almost 60% and the ITAE is also reduced to almost 50% compared to 
ZNPID. Though controller is tuned at θ =6, the performance for 25% increased dead-
time (θ = 7.5s) proves the robustness of the controller. 

Table 1. Performance comparision of IPD (6)  

θ Controller %OS ts tr IAE ITAE 
6s FAPD -0.16 51.9 5.1 15.50 574.62 

ZNPID 68.22 79.7 10.9 26.06 1002.84 
AZNPID 21.44 100.4 11.6 21.4 927.35 

7.5s FAPD 21.40 95.1 5.1 22.71 1080.37 
ZNPID 115.72 89.5 12.4 36.38 1554.44 
AZNPID 50.21 96.9 13.1 25.33 1092.51 

3.2 First-Order Integrating Process with Delay(FOPID) 

( 1)

s

p
Ke

G
s s

θ

τ

−
=

+
                                   (7) 

Here, K=1, θ=4s, τ=4s in (7). Performance analysis of (7) with FAPD and otherPID 
controllers are shown in Table 2 and in Fig. 6. The controller is tuned at dead-time 4s. 
Results (Table 2) show that FAPD has very low overshoot and less sensitive ondead-
time variation. 
 

( 1)

s

p
Ke

G
s s

θ−
=

+
                                    (8) 
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In (8), K = 1, θ = 0.1s. Performance analysis of (8) under set-point change and load 
disturbance is presented in Table 3 and Fig. 7. The controller is tuned at θ = 0.1s. The 
comparative study with the FAPD and AZNPID, and ZNPID in the Table 3 reveals 
that all the performance parameters have been minimized in the proposed controller. 
The high level of performance of FAPD for increased dead-time proves the usefulness 
of our proposed controller. 

Table 2. Performance comparision of FOIPD (7) 

θ Controller %OS ts tr IAE ITAE 
4 FAPD 0.008 30.3 16.0 16.68 876.45 

ZNPID 68.45 81.9 12.5 35.36 2587.82 
AZNPID 23.82 116.1 13.6 29.4 2265.29 

5 FAPD 2.23 41.1 7.7 19.31 1254.01 

ZNPID 90.0 81.3 13.2 43.33 3336.37 
AZNPID 37.63 115.4 14.1 32.38 2508.38 

Table 3. Performance comparision of FOPID (8) 

θ Controller %OS ts tr IAE ITAE 
0.1 FAPD 8.21 4.2 1.3 1.96 30.01 

ZNPID 78.50 19.5 1.4 6.18 121.46 

AZNPID 34.98 10.3 1.7 3.22 56.81 
0.2 FAPD 11.87 4.1 1.1 2.09 32.07 

ZNPID 94.27 31.9 1.4 9.59 211.02 
AZNPID 40.24 10.1 1.7 3.39 60.21 

 
 

 

Fig. 5. a. Responses of (6) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 6s 

 

Fig. 5. b. Responses of (6) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 7.5s 
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Fig. 6. a. Responses of (7) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 4s 

 

Fig. 6. b. Responses of (7) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 5s 

 

 

Fig. 7. a. Responses of (8) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 0.1s 

Fig. 7. b. Responses of (8) for FAPD(−), 
ZNPID(−−), AZNPID(−.−) with θ= 0.2s 

4 Conclusion 

A fuzzy rule-based self-tuning scheme has been proposed for a PD controller. The 
derivative gain of the proposed controller has been continuously modified depending 
on the process trend. The proposed controller exhibited satisfactory performance un-
der both set-point change and load disturbance. Performance analysis of the proposed 
FAPD with other PID controllers for different integrating system with dead-time es-
tablished its effectiveness. 
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Abstract. It has always been a major challenge to cluster high dimensional data 
considering the inherent sparsity of data-points. Our model uses attribute 
selection and handles the sparse structure of the data effectively. We select the 
most informative attributes that do preserve cluster structure using LASSO 
(Least Absolute Selection and Shrinkage Operator). Though there are other 
methods for attribute selection, LASSO has distinctive properties that it selects 
the most correlated set of attributes of the data. This model also identifies 
dominant attributes of each cluster which retain their predictive power as well. 
The quality of the projected clusters formed, is also assured with the use of 
LASSO.  

Keywords: sparsity problem, projected clustering, attribute selection, penalized 
regression, LASSO, attribute relevance index. 

1 Introduction 

High-dimensionality and large data set characterize many contemporary 
computational problems from genomics and neural science to finance and economics, 
which give statistics and machine learning opportunities with challenges. In response 
to the challenge of the complexity of data, new methods and algorithms started to 
flourish [2][4][10][22][28]. Methodology has responded dynamically to these 
challenges, and procedures have been developed to provide practical results. High - 
dimensional real problems often involve costly experimentations. The expensive 
experimental and computational costs make traditional computational procedures 
infeasible for high-dimensional data analysis and new techniques are needed to reduce 
the number of the experimental trials still guaranteeing satisfactory results 
[2][4][10][22][28]. 

Cluster analysis [1][4][22] is an unsupervised learning technique to assign 
observations into a number of clusters such that observations in the same cluster are 
similar to each other. The similarity is often quantified by some distance measures, 
such as the Euclidean distance and correlation. In spite of prevalence of a large 
number of clustering algorithms and their success in a number of different application 
domains, clustering remains a difficult problem[20]. Among the most discussed 
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clustering algorithms, k- means clustering is one of the most popular clustering 
algorithms [22]. While the k-means clustering is conceptually simple 
andcomputationally efficient, its performance can be severely deteriorated when 
clustering high-dimensional data where the number of variables becomes large and 
many of them may contain no information about the clustering structure [11]. The 
sparsity principle [26] assumes that only a small number of predictors contribute to 
the response. Though there are very many methods for selecting the attributes, the 
LASSO (Least Absolute Shrinkage and Selection Operator) introduced by Tibshirani 
(1996) [1][3] is one of the most prominent and popular estimation methods for high-
dimensional linear regression models. It shrinks some coefficients and sets others to 
0. This modern learning regression technique thus provides an automatic method for 
the variable selection problem.  

The paper discusses a method for finding projected clusters embedded in a high-
dimensional space. To handle the sparseness of the data set effectively, attribute 
selection capability of LASSO [1][24][25], is utilized before applying the clustering 
algorithm. While estimating the coefficients, LASSO shrinks and selects the most 
informative attributes and sets redundant or irrelevant variables into zero. This 
supervised learning methodology chooses the most informative subspaces for all the 
data points. From this low-dimensional subspace, our model detects different subset 
of variables that are relevant for each cluster. Projection to this subspace that contains 
only relevant attributes is done by unsupervised learning strategy and the quality of 
projected clusters thus obtained is evaluated by the prediction capability of 
LASSO[3]. The clustering process makes use of the statistical properties of data 
points. The cluster structure that exists along every dimension is discovered and 
corresponding density information is binary coded. Based on this information, 
distance calculation during clustering phase is restricted to avoid unwanted 
computation.  

The rest of the paper is organized as follows: Section 2 discusses the design of the 
model. Experimental results are given in the Section 3. Conclusion is discussed in the 
Section 4. 

2 Selection of Attributes and Projected Clustering 

2.1 Problem Formulation 

Let D be a data set of m- dimensional points, where the set of attributes is denoted by 
= { , … } and X= { , , … }be set of data points, where , … . Each (i = 1... ; j=1......., m) corresponds to the value of the data 

point on the attribute .It is assumed that each data point belongs either to one 
projected cluster or to the set of outliers OUT. 

2.2 Attribute Selection by LASSO 

LASSO selects the attributes in the order by which it is correlated to the response 
vector, based on the shooting algorithm described in [26]. The most significant  
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d- attributes of the data set D(in ) is chosen to get a reduced data matrix 
in . For finding the LASSO solutions   is initialized to zero. The algorithm 

starts with the empty set of active variables, since 0, 1, . .  and active set 
contains no attributes, where the residual sum of square (RSS) is at its maximum. The 
LASSO can perform attribute selection while estimating the coefficients. It 
determines the significance of each attribute based on its correlation with the response 
and selects them accordingly.  

2.3 Sparse Coding of Cluster Information 

To distinguish between dense and sparse regions, a binary matrix is constructed from 
the data matrix  (which has only the selected attributes obtained by LASSO and QR 
factorization methods) based on k-nearest neighbour method. The goal is to identify 
the cluster structure by discovering dense regions and their locations in each attribute. 
The underlying assumptions for this phase is that, in the context of projected 
clustering, a cluster should have relevant dimensions in which the projection of each 
point of the cluster is close to a sufficient number of other projected points[4]. 

Sparseness degree [4]  of the 1D point is a relative measure which gives an 

indication of variance of a data point  from its closest k- neighbours along the 
dimension . As in [4] our model also takes √ . The value of sparseness 

degree is computed as [4] : ∑ c∈  1                                                   1  

where   = { ∪ } and  ( ) denotes the set of k-nearest 

neighbours of  in dimension and  term c  in the equation 1 is the center (mean) 
of the set and is found out byequation 2 [4] : 

c  ∑ ∈   1                                                          2  

A large value of means that  belongs to a sparse region, while a small one 

indicates that  belongs to a dense region. i.e. a large value of   indicates, the data 
point  is far away even from its closest neighours along the dimension  and does 
not belong to a cluster. The degree of sparseness gives a measure to distinguish 
between dense and sparse regions along each dimension. Since this measure is data 
dependent, we cannot simply choose a threshold value to discriminate dense region 
from sparse region. For that we found representatives from sparseness measure by 
dividing those values into k regions by traditional k-means clustering to get the 
median of each cluster. The median thus obtained is added to an array called REG. i.e. 
the set {REG} = {REG}  , where  implies 
the  consists of similar sparseness values along the attribute and  
indicates the location of . [4] offers a selection algorithm to decide on  the 
threshold value from these representatives for discriminating the dense or sparse 
regions based on minimum description length (MDL) principle. 
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2.4 Construction of Binary Matrix 

The threshold value obtained from the MDL algorithm [4] is used to construct a 
binary matrix Z(n-by-d) in such a way that, if sparseness degree measure  < threshold 

then set  = 1 and belongs to a dense region; else (i.e.   threshold) then set  = 0 and    belongs to a sparse region. 
This binary matrix gives an indication of outliers also. Outliers can be defined as a 

set of data points that are considerably dissimilar, exceptional, or inconsistent with 
respect to remaining data. It is obvious that outliers do not belong to any of the 
identified dense region; they are located in the sparse regions in . (I.e. the row 
contains 0, ∀ , 1 … . . The outliers are discarded from  and are stored in 
the set OUT, while their corresponding rows are eliminated from the matrix Z. This 
yields, a reduced data set with size Nr =  -|OUT | and [4] a reduced data matrix  
is formed as:  ←  – OUT. Based on  and OUT extract T from Z. T is a binary 
matrix that contains entries from the Z matrix corresponding to the entire data set 
except the discarded outliers 

2.5 Discovery of Projected Clusters 

The binary matrix T is used to find the projected clusters. In order to accomplish 
identify projectedclusters, basic k-means is modified by using a distance function that 
considers contribution only from relevant dimensions when computing the distance 
between a data point and the cluster center [4]. The binary weights ( i =1, ..... , Nr ; 
j=1,......,d) in matrix T, which is a binary  matrix that contains no entries 
corresponding to outliers. This makes distance measure more effective because the 
computation of distance is restricted to subsets (i.e. projections) where the object 
values are dense [4]. 

Each projected cluster obtained will have a set of cluster members which are close 
to each other. The density information stored in binary matrix T is used to determine 
relevance index of each dimension. For each dimension, the sum of the binary 
weights of the data points belonging to the same cluster divided by total number of 
members in the cluster gives a meaningful measure of the relevance of the dimension. 
Based on this observation a relevance index measure can be defined as follows [4]:  ∑ ∈| |                                                                    3   represents the percentage of the points in the cluster k, which have the 
dimension j as a relevant dimension. As in [4], A dimension  is considered as - 

relevant for the cluster  if .The value of  is a user defined parameter that 
controls the degree of relevance of the dimension  to the cluster . It is clear that 
the larger the value of the relevance index, the more relevant the dimension to the 
cluster. 
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Algorithm 1: k-means Projected Clustering Algorithm 

1. Choose the cluster centres 1, … ,  randomly from . 
2. Repeat 
3. Find the distance of data point to each of the cluster centroid.  ,  ∑   

4. Find the minimum distance . 
5.      if  is with cluster p then  
6.         set 1 
7.      Else 
8.          set 0 

9. Compute the cluster centres   ∑ ∑  

 
10. untilno change in centroid coordinates 
11. Based on equation 3 find the R matrix  
12. Based on given  determine the set . 

3 Experimental Results 

The details of data sets used for evaluation is given in Table 1. Data sets like 
Wisconsin Breast Cancer Data (WBCD), Parkinson’s Disease Data, 
Cardiotocographic Data (CTG) and Ozone Level Detection Dataset are taken from 
UCI Machine Learning Repository[27][29].  

Table 1. Datasets used for Testing and Analysis 

 
 

Projected clustering is performed on the reduced data set in low-dimensional space 
(that contains selected variables only) and the results thus obtained are compared with 
that of original data having the full dimensions. It is noticeable from the evaluation and 
analysis that accuracy of clustering is not affected by reduction in number of attributes; 
rather it improves the quality of learning by eliminating noisy or redundant values.  

On applying the LASSO shooting algorithm [26] on CGT (Dataset 3A). Among 
the 21 attributes for the Dataset 3A, the LASSO chose 18 attributes and forms the 
reduced dataset (Dataset 3B). Because the β values of attributes 2, 9 and 12 are zero, 
which means these attributes least significant and hence these 3 attributed are 
removed. The LASSO solution of CGT is shown in Table 2. 
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Table 2. β coefficient values of Dataset 3A. The zero value indicates that the corresponding 
attribute is an irrelevant one. Hence attributes 2, 9 and 12 are dropped.   

 

The projected clustering algorithm is applied on both the original (Dataset 3A) and 
reduced (Dataset 3B) datasets of CTG. Table 3, Table 4 and Table 5 are the relevance 
index matrices for cluster 1, cluster 2 and cluster 3 of Dataset 3A and Dataset 3B 
respectively. It is observed that the relative relevance of attributes which are retained 
after LASSO selection is the same for both Dataset 3A and Dataset 3B. It is also 
noted that the attributes that are discarded by LASSO shows relatively low relevance 
value.  

Table 3. Relevance Index Matrix of cluster 1 formed from CTG data at 0.75 

 

Table 4. Relevance Index Matrix of cluster 2 formed from CTG data at 0.75 

 



 Projected Clustering with LASSO for High Dimensional Data Analysis 207 

Table 5. Relevance Index Matrix of cluster 3 formed from CTG data at 0.75 

 

 
The clustering accuracy is determined by comparing it with the domain knowledge. 

From the results it can be ensured that 53.34% of samples from Dataset 3A are 
clustered correctly. According to domain knowledge, Dataset 3A has 1655 are 
“Normal”, 295 are “Suspect” and 176 are “Pathologic” samples. Clustering on 
Dataset 3A discovered that 1059 “Normal”, 13 “Suspect” and 62 “Pathologic”. This 
means 63% from “Normal” samples, 0.044% of “Suspect” and 35% of “Pathologic” 
are clustered accurately. The result is same from Dataset 3B. The data points are 
clustered in the similar way. This means that the reduction of attribute does not cause 
much of information loss and the attributes discarded by LASSO are truly irrelevant 
or redundant. Thus LASSO could be efficiently used to handle the clustering of data.   

Similar results are obtained from the other three data sets Dataset 1A (WBCD), 
Dataset 2A (Parkinson’s Disease Data) and Dataset 4A (Ozone Level Detection 
Data). For Dataset 1A, LASSO chose 8 attributes from 9 and formed Dataset 1B. For 
Dataset 2A, 19 attributes out of 22 are selected and formed Dataset 2B. For Dataset 
4A, 40 attributes out of 72 are selected and formed Dataset 4B. For Dataset 1A and 
Dataset 1B, the clustering accuracy (96.5%) obtained is better than any of the existing 
clustering methods which are discussed in [4]. Clustering accuracy from Dataset 2A 
and Dataset 2B is 67.7%.  

Complexity of Algorithm 1 is O (d*Nr*k). It is obvious that, normal projected 
clustering takes more computation time than the projected clustering enhanced with 
LASSO. Even if the LASSO attribute selection is performed, the computational time 
is increased as the number of instances and number of attributes of the dataset 
increases. 

4 Conclusion 

A projected cluster consists of similar data points that are projected to a low- 
dimensional space of attributes significant to that cluster. The main objective of our 
model is to identify projected clusters of a high-dimensional data. The quality of 
clustering is enhanced with LASSO that handles the sparse structure of the data 
effectively. From the experimental results shown in section 3 it is found that,   
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• LASSO selects the attributes that are most essential and informative without 
disturbing the cluster structures. 

• LASSO is a reliable attribute selection tool that determines which variables 
are most essential and informative. 

• Attributes show equivalent relevance index measure in the projected clusters 
formed for original and reduced datasets. This means cluster structure 
embedded in the data is not destroyed by attribute selection by LASSO and 
the attributes discarded by LASSO are actually redundant or irrelevant for 
the system under study. 
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Abstract. This paper proposes a method to classify different subjects
from a large set of subjects. Taking correct decision in the process of
classification of various subjects from the large set is an arduous task,
since its probability is very low. This task is made simple by the proposed
Probabilistic Classifier (PC). Maximum Likelihood Estimation (MLE)
and Error Minimizing Algorithms (EMA) are the basis for the proposed
classifier. Interpreting the EMA output in a probabilistic manner gives
rise to PC. Concept of feedback is used in the classification process to
enhance the decision rule. Experimental results obtained by applying
the proposed classifier on various benchmark facial datasets, show its
promising performance. Eventually, PC is found to be independent of
the datasets.

Keywords: Probabilistic Classifier, Maximum Likelihood Estimation,
Error Minimization, Correlation, Face Recognition.

1 Introduction

Classifier is the algorithm which separates out a particular entity from the colos-
sal set of entities. The separation of the entities is done by using a rule known as
decision rule. The key challenge is in framing a decision rule which works with
all the algorithms. It is necessary for a classifier to have highest Classification
Rate (CR) with least resource consumption. Ultimate goal of pattern recognition
systems [1] is to improve the performance of classification.

Decision rule in classification is based on EMA[2]. There are several error
minimization algorithms which perform the task of classification. Main criteria
for choosing a classifier [3] is based on its accuracy of classification and resource
consumption [4], [5]. Classifiers and decision rule will work more accurately when
the classification is done from a small set of entities. If the amount of the entities
increase, the CR goes low.

All the practical FR systems are affected by the variance in illumination,
pose, expression and background [6]. There are algorithms which specifically
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target few of the above mentioned variables [7], [8]. In recent days, open-universe
identification in uncontrolled, web-scale scenarios is evaluated in Ref. [9].

Rest of the paper is organized as follows. In Section 2, we explain problem and
proposed solution in brief. In Section 3 of the paper, we discuss detailed analysis
of proposed PC and RF. Section 5 completely deals with the experiments and
analysis conducted. Future work and conclusion is done in Section 6.

2 Problem Definition and Proposed Solution

Practical implementation of vision systems which gives a high CR is the key
challenge. Resource usage of existing classifiers has to be minimized. The large
dataset on which the classification occurs has to be minimized and a compact
classification efficient dataset must be generated. Flexible classifier is required
which can be implemented in any domain. Proposed solutions to the aforemen-
tioned problems have been described below.

2.1 Probabilistic Classifier for Reduction of Datasets

Proposed PC is simple and performs the operation on the output of EMA.
Large set of subjects is minimized to a smaller set of subjects. Using results of
EMA probabilistically, decrease in the effective dataset size is achieved. Classifiers
working on this smaller set of subjects will result in high CR. Thus overhead on
classifiers is drastically reduced and decision rule is made simple.

2.2 Robust Feedback for Test-Subject-Specific Variation
Neutralization

System is made more intelligent by using a feedback rule at classification side.
Test image has lot of variations in it and cannot be neutralized in a single
algorithm. Use of feedback type algorithms help in neutralizing the test subject
specific variations. In this paper we choose to neutralize pose of facial images.

3 Proposed Probabilistic Classifier

Input to EM and EMA are trained database and test subject. Analysis of the
output of EMA and EM is done here and is interpreted in a probabilistic way.
This interpretation of the result in a probabilistic way shows the solution to
decrease the number of subjects. It creates a custom minimized compact database
for that particular test image.

Metric chosen to show the importance of PC is FR. FR is basically recognition
of the person whose certain images are trained in the database. Error minimiza-
tion algorithms provide a resultant matrix. Subject which gave the highest match
score for tested image was considered as probable subject to which tested image
belongs. The highest match scored subject is the most probable result, which
means it may be a result.
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The error minimization (EMA) which we chose is the normal pixel distance
between two galleries. PC does the pixel wise difference between training and
testing image gallery. Resultant samples of subtraction are squared and added.
This method is known as Least Square Error (LSE) calculation.

PC after performing EMA arranges large number of classes in the order of
probability of recognition. Minimum value obtained from EMA of the above says
that, the correlation between the testing and that training image is very high.
In other words the minimum obtained from the EMA output corresponds to
Maximum Probability of recognition. A training image corresponding to minima
will refer to its class (subject). Similarly, we can say that probability of testing
image belonging to that particular class is very high. Therefore, next minimum
corresponding to different class corresponds to second Maximum Probability for
recognition. LSE is carried out on all classes and this is the total output of EMA.
All classes are arranged in the descending order of their probability of correct
recognition. This final result is a probabilistic one and is termed as maximum
probability matrix.

Maximum probability matrix gives a clear idea for user to choose proper class
for correct recognition. PC gives the output with x-probabilities for recognition
where ‘x’ is user defined. It just means we select ‘x’ classes from the probability
matrix in their decreasing order of recognition. ‘x’ is the number of probable
output classes chosen. These ‘x’ classes are test image specific compact database.
Fig. 1 a), b) explains proposed PC effects on decision device (‘x’ is chosen to be
2).

Fig. 1c) shows how PC works. Initially due to class C, the class separator is
confused and will eliminate all dark gray features from class B. Class separator
also removes minority light gray feature from class A. This leads to improper

Data: Training and testing Images
Result: Recognition of test image
Training stage;
while ( number of training images > 0 ) do

Apply pre-processing on training images to obtain the feature vectors.
end
Feature Selection;
Apply CBPSO on training dataset to produce feature vectors;
Testing stage;
if (Training Dataset > ‘x’) then

Apply classification algorithm to recognize the test image;
Choose ‘x’ best matching classes. This is new customized training dataset
for this particular test image;
Correct Class ∈ (Chosen ‘x’ classes);
Repeat Testing Procedure with chosen ‘x’ classes;

else
Apply classification algorithm to recognize the test image;

end

Algorithm 1. Proposed Probabilistic Classifier applied to FR
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Fig. 1. (a) Normal load on decision device. (b) Reduced load on decision device due
to PC. (c) Figure explaining the after effects of proposed PC. Initially test image is
recognized as belonging to Class B (false statement). After application of PC, one can
see that test image is recognized as belonging to Class A (true statement).

judgment leading to recognition as class B (4 features match, 20% for each
feature). Now probabilistic classifier solves the above problem by eliminating
redundant classes and selects top two matches. It is again fed to class separator

Fig. 2. The EMA resultant
matrix where classes which
gave first two minima are sep-
arated out by PC

where no features are removed from either
of them. Class A retains light gray as the
light gray feature is minority in class B.
Class A gives 80% this time where as class
B has 4 matching features out of 8 fea-
tures contained by it. Therefore resulting
in 40%. Thus correct class A is recog-
nized after the application of the proposed
PC. Therefore we can conclude that PC
will improve selection of features thus aid-
ing to recognition rate. Complete algorithm
of the explained PC is shown in Algorithm
1.

Fig. 2 shows the output obtained of LSE for FERET database. Figure shows
the 2 best matches, i.e., two minima. Extracting both first and second minima is
the proposed process for reduction in the size of database. PC arranges EMA (it
just takes ‘x’ maximum probable results). EMA gives the error output, thus ‘x’
minimum values (or highly matching classes) are chosen. Mathematical analysis
is done in two parts. First the complexity analysis, second the likelihood score
analysis.

Complexity Analysis

Existing complexity = NC1 = N (1)

Proposed Combination = NCx (2)

New Proposed Complexity = xC1 = x (3)
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N = Total Number Of Classes, x = Total probabilities chosen and N � x. Initial
complexity of the machine is given by Eq. 1 (by permutations and combinations).
The selection of a single subject from a large set of subjects is very complex as
given in Eq. 1. Combinations of selecting a single class from ‘N’ is given by Eq. 1
and equals to ‘N’. Reducing ‘N’ to one is the complexity here. The proposed PC
does a simple, accurate job in reducing the Total Number of Classes (N) to ‘x’
probabilistically as explained above and is shown in Eq. 2.

Post classifiers which come after PC do a simple job of selecting one subject
from a small set of subjects whose complexity is lower as in Eq. 3. The combi-
nations of selecting a single subject for these post classifiers is ‘x’ and N � x.
Reducing ‘x’ to one is the task of the machine, which is far easy compared to
initial (Eq. 1). These post classifiers now have to select one subject from a very
small set and there is less confusion for the system here as the redundant subjects
(N-x) are removed.

Eq. 4 is the probability of choosing an output from large set of classes. This
is the standard case where classifiers fail due to low probability.

Probability of choosing ‘x’ entities is more than the probability of choosing
only one entity. Probability of PC is shown in Eq. 5. Eq. 5 yields higher value
than Eq. 4. This shows that PC can be implemented easily. It also shows that
PC is simple.

The probability of post classifier is given in the Pnew=1/x. This gives more
value of probability of recognition than Eq. 4 and Eq. 5. Thus complexity of post
classifier is reduced drastically and accuracy is increased by using PC.

Close comparison of Pnew and Eq. 4 shows an increase in the correctness of
classification. Initial rule of Eq. 4 is modified to new simple rule of Pnew by PC
which is more suited for practical purposes so as to achieve high CR.

Pstandard =
1

Total Number Of Classes
(4)

PPC =
x

Total Number Of Classes
(5)

Maximum Likelihood Analysis. LSE gives those parameter values which
provide most accurate description of the data. We use LSE [10] initially and ob-
tain data where the parameter which gives the most accurate result is obtained.
Using MLE on the data provided by LSE, we form the output of PC which
enhances accuracy of correctness of the result.

MLE provides a solution saying that, parameter p attains maximum value at
Â (likelihood of the output is maximum for Â). Next near solution is B̂. Just
using Â for the decision is the normal decision rule, this wouldn’t provide a
complete solution. We have to consider the parameter value B̂ also in our deci-
sion. Considering B̂ with Â increases the chances of correctness. This method of
choosing certain nearest likelihood in addition to the maximum likelihood brings
down the problem from a large set to a simpler one. Now the problem is redefined

as to provide a solution for only a minimal set of entities. P =
N∑
i=1

Pi = 1 shows
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a general form of probabilistic matrix. Total probability of success in recogni-
tion is denoted as P and other probabilities given by this classifier are named
as P1, P2....PN . P1 corresponds to the maximum probability, P2 corresponds to
second maximum probability and so on. All these cannot aid to recognition at

the same time, so these are mutually exclusive. P =
4∑

i=1

Pi is the method that

we have used from the PC output.
P1 � P2 � P3 � P4 � ....... � PN is obtained as the preprocessing is done and
the redundancy in the image is removed. The second or third probability when
considered will increase the Recognition Rate (RR). RR is the metric and is the
extension of CR in FR systems.

4 Proposed Robust Feedback Recognition

Fig. 3. Robust Feedback mechanism

If testing image is recognized, it is
fine, otherwise we send this test-
ing image for further analysis. The
failed testing image is again tested
for recognition but, this time the pre-
processing of the testing image is dif-
ferent. We flip the image to neutralize
the pose in the feedback loop. This is
like an adaptive feedback algorithm.
There exists a chance that this test-
ing image may be recognized second time. This process of RF is shown in Fig. 3.

The various methods to neutralize pose variations is reviewed in [7]. We here
try to neutralize pose using a reflection or mirror method. We test an image
normally using the basic algorithm which has the satisfactory recognition rate.
If this algorithm fails, then we do the same pre-processing for the reflected image
of the testing image. Suppose all the images that are trained are of only one
profile, assume right pose, then in testing if we have the left pose image we can
have a false recognition sometimes. This failure case is eliminated by sending
the reflected image of testing image to the testing block.

The probability of success in the recognition Pstandard is given by Eq. 4. As
one could see from Eq. 4, the success in recognition is very less, which also means
the intricacy for the machine is very high. PAL1 and PAL2 are the probabilities
of success for first algorithm and second algorithm respectively (Eq. 6). These
two events are mutually exclusive as these cannot work or recognize simultane-
ously. This means the intersection between the above 2 events is a null matrix.
Therefore we have Pstandard = PAL1+PAL2, this shows that the probability of
success has increased (from only PAL1 to PAL1+PAL2) due to algorithm 2. The
complexity of classifier is reduced to Pnew = (1/2), which gives more probability
of classification value when compared to Eq. 7. Thus by using minimal number
of the training images we can obtain high RR.
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Fig. 4. Block diagram of proposed FR system

Pstandard = PAL1 + PAL2− P (AL1 ∩ AL2) (6)

PRF =
2

Total Number Of Classes
(7)

5 Experiments

5.1 Color FERET Database

FERET database[12] which stands for Facial Recognition Technology database
mainly accounts for pose, scale and costume variations. Table 1 depicts the per-
formance of the proposed FR system. Fig. 4 shows the process of generating
the feature set where DWT+SWT is used as extractors (correlative extraction).

Table 1. FERET comparison for 8:12
training to testing ratio for 35 classes

Method RR(%)

DFT+DCT[15] 80.23
Selective Illumination Enhancement[16] 85.41
Laplacian Gradient Masking[17] 85.71
K-Means Clustering[18] 86.14
Proposed Method 98.32

Important features are extracted
out using Correlative Binary Par-
ticle Swarm Optimization (CBPSO)
[13],[14]. BPSO with cross correla-
tion as the fitness function is termed
as CBPSO. RR without PC+RF is
81.43%, and with them is 98.32%.
This shows the importance of pro-
posed PC and RF. We used Matlab
2012b[11] to simulate the results in a
system (2nd gen i7, 2.2Ghz).

5.2 LFW Dataset

Fig. 5. Impact of Proposed
techniques on LFW

LFW dataset [19] is chosen to show that PC also
increases RR even for wild datasets and is invari-
ant of discrepancies of the images. RR is less com-
pared to other datasets as face has to be detected
or background must be removed. Without the use
of PC we will get very less RR (for 8:12, RR is
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19.92%). Proposed techniques increase RR to 49.52%. This shows that PC is
playing a major role in increasing RR. Proper face detection prior to face recog-
nition is not considered here as the importance is given to show the variance of
PC on RR. Fig. 5 shows importance of proposed techniques.

6 Future Work and Conclusion

The Robust feedback (RF) testing concept can be exploited further in practical
vision systems to get the systems independent of pose, illumination and other
discrepancies as explained earlier. Here pose is tackled using RF, which generated
a considerable increase in the RR.

Proposed Probabilistic Classifier (PC) opens a door in the classification do-
main using the simplest probability models to decrease the size of the databases.
Also, PC increases the RR to substantially high value. Intricacy of machine when
working on large dataset can be completely eliminated using this approach. The
design of post classifier or an efficient class separator is the future work required.
Proposed classifier can be extended for real-time video applications.

References

1. Tou, J.T., Gonzalez, R.C.: Pattern recognition principles (1974)
2. Brent, R.P.: Algorithms for minimization without derivatives. Courier Dover Pub-

lications (1973)
3. Kulkarni, S.R., Lugosi, G., Venkatesh, S.S.: Learning pattern classification-a sur-

vey. IEEE Transactions on Information Theory 44(6) (1998)
4. Jain, A.K., Duin, R.P.W., Mao, J.: Statistical pattern recognition: A review. IEEE

TPAMI 22(1), 4–37 (2000)
5. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern classification. John Wiley & Sons

(2012)
6. Chellappa, R., Wilson, C.L., Sirohey, S.: Human and machine recognition of faces:

A survey. Proceedings of the IEEE 83(5), 705–741 (1995)
7. Zhang, X., Gao, Y.: Face recognition across pose: A review. Pattern Recogni-

tion 42(11), 2876–2896 (2009)
8. Belhumeur, P.N., Hespanha, J.P., Kriegman, D.J.: Eigenfaces vs. fisherfaces:

Recognition using class specific linear projection. IEEE TPAMI 19 (1997)
9. Ortiz, E.G., Becker, B.C.: Face recognition for web-scale datasets. Comput. Vis.

Image Understand (2013), http://dx.doi.org/10.1016/j.cviu.2013.09.004
10. Kollar, D., Friedman, N.: Probabilistic graphical models: principles and techniques.

The MIT Press (2009)
11. MATLAB, http://www.mathworks.com
12. Color FERET, http://www.nist.gov/itl/iad/ig/colorferet.cfm.
13. Kennedy, J., Eberhart, R.C.: A discrete binary version of the particle swarm al-

gorithm. In: IEEE International Conference on Systems, Man, and Cybernetics,
vol. 5 (1997)

14. Ramadan, R.M., Abdel-Kader, R.F.: Face recognition using particle swarm
optimization-based selected features. International Journal of Signal Processing,
Image Processing and Pattern Recognition 2(2), 51–65 (2009)

http://dx.doi.org/10.1016/j.cviu.2013.09.004
http://www.mathworks.com
http://www.nist.gov/itl/iad/ig/colorferet.cfm


Probabilistic Classifier and its Application to Face Recognition 219

15. Deepa, G., Keerthi, R., Meghana, N., Manikantan, K.: Face recognition using
spectrum-based feature extraction. Applied Soft Computing 12(9), 2913–2923
(2012)

16. Vidya, V., Farheen, N., Manikantan, K., Ramachandran, S.: Face Recognition us-
ing Threshold Based DWT Feature Extraction and Selective Illumination Enhance-
ment Technique. Procedia Technology 6, 334–343 (2012)

17. Murthy, N.N., Raghunandana, R., Manikantan, K., Ramachandran, S.: Face recog-
nition using DWT thresholding based feature extraction with laplacian-gradient
masking as a pre-processing technique. In: Proceedings of the CUBE International
Information Technology Conference, pp. 82–89. ACM (2012)

18. Surabhi, A., Parekh, S.T., Manikantan, K., Ramachandran, S.: Background re-
moval using k-means clustering as a preprocessing technique for DWT based Face
Recognition. In: 2012 International Conference on Communication, Information &
Computing Technology (ICCICT), pp. 1–6. IEEE (2012)

19. Gary, B., Huang, M., Ramesh, T.: Labeled Faces in the Wild: A Database for
studying Face Recognition in Unconstrained Environments



© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 
– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_25 

221

 

Fuzzy Membership Estimation Using ANN:  
A Case Study in CTG Analysis 

Sahana Das1, Kaushik Roy2, and Chanchal Kumar Saha3  

1 Narula Institute of Technology, Kolkata-700109, India  
sahana.das73@yahoo.com 

2 West Bengal State University, Department of Computer Science, Kolkata-700126, India  
kaushik.mrg@gmail.com 

3 Biraj Mohini Matrisadan and Hospital, Barrackpore, Kolkata-700122, India 
chanchal1069@yahoo.com 

Abstract. The Cardiotocograph (CTG) is being used by the obstetricians since 
1960s as a means for recording (graphy) the heart beat (cardio) and the uterine 
contraction pressure (toco) of the mother, to evaluate the well being of the fetus. 
One of the major features of fetal heart rate (FHR) is its baseline,the  accurate 
classification which is of utmost importance as all the other parameters of CTG 
rely on it. Inherent vagueness in the assessment given by the physicians can 
probably be modeled using fuzzy logic. It is one of the most trusted tools to 
handle uncertainty intrinsically present in the linguistic expression of human. 
The main challenge in designing a fuzzy logic based system is to design its 
membership function. In this paper we have presented a ANN based technique 
for the design of Fuzzy Membership Function (FMF) of FHR and used it in 
Fuzzy Unordered Rule Induction Algorithm (FURIA) in order to classify the 
CTG. The results obtained show significant improvement in classification over 
non FMF based technique.  

Keywords: Cardiotocography, Fetal Heart Rate (FHR), Artificial Neural 
Network (ANN), FURIA, Fuzzy Membership Function. 

1 Introduction 

This Medical decision making in today’s world depend on a large extent on the 
automated analysis of medical data. This helps improve medical diagnosis and 
treatment in large extent. Some of these systems render well to intelligent 
classification of data [1]. Cardiotocography is one such medical decision making 
system that had been in use since 1960s, but only recently researches had been carried 
out to automate its decision making capability using various artificial intelligent 
techniques. Thus, though the traditional mode of interpretation of CTG by visual 
analysis is not time consuming, the accuracy of it is largely dependent on the 
knowledge and experience of the clinician and many a time varies from clinician to 
clinician. An automated system for decision support may be able to eliminate some of 
the shortcomings of visual interpretation. 
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The features of FHR are Baseline, Variability, Acceleration and Deceleration. Each 
of these can be classified as Reassuring, Non-Reassuring and Abnormal. In order for 
proper interpretation of CTG, each of these features needs to be separately classified. 
Baseline is the most fundamental feature of FHR as all the other features are directly 
dependent on it. It is a common belief that robustness of the algorithm for the 
estimation and classification of FHR baseline is largely responsible for the efficiency 
of the automated fetal monitoring system.  

Last few decades had seen several attempts at automation of the CTG analysis and 
especially the estimation of baseline. These range from classical approaches that 
employ non-linear filtering of FHR signals to estimate baseline to intelligent 
approaches based on Artificial Neural Network. System 8000 was developed in 1991 
for antenatal analysis based on the work of Dawes. This system was later upgraded to 
SonicAid FetalCare, which is used commercially for FHR analysis [2]. 2CTG2 was 
developed based on the work of Magenes [3]. NST-EXPERT, which was developed 
in 1995 by Alonso-Betanzos is an expert system that is capable of making a diagnosis 
and proposing a treatment [4]. CAFE is an extension of NST-EXPERT and was 
developed in 2002 by Gujjaro-Berdinas and Alonso-Betanzos. It uses neuro-fuzzy 
approach to automate all the tasks associated with the analysis of CTG [5]. SisPorto 
was developed over a span of 14 years at the University of Porto, Portugal. It uses an 
expert system to estimate the individual aspects of CTG. The current version of 
SisPorto that is in use is Omniview SisPorto 3.5 [6].  So far only Sonicaid, which is 
based on traditional crisp method of CTG analysis, is used commercially worldwide, 
but the others failed to get any wide acceptance due to lack of specificity and poor 
practicality in every day use. We have exploited the neuro-fuzzy based tools 
capability to tolerate ambiguity and uncertainty that are inherent in any medical 
analysis. 

1.1 Cardiotocography 

Heart rate of fetus is controlled predominantly by autonomic nervous system whose 
activity basically depends on the oxygen content of the fetal blood. Thus, analysis of 
FHR signals can predict asphyxia [7]. 

CTG is non-invasive, cost-effective tool for checking the fetal status. Its induction 
to the clinical practice limited the occurrence of fetal problems leading to a decline in 
child morbidity and mortality [8]. Accurate interpretation of CTG are impeded by 
several factors: Crisp rules used in FIGO guidelines are not sufficient to capture the 
inherent vagueness present in the interpretation of CTG.  

To analyze a CTG, each of its features is identified and then classified using rules 
derived from the guideline of FIGO. But since these guidelines are solely based on 
experimental observations, they lack precision and hence sometimes give rise to 
difference in opinion of the medical practitioners [9]. Also, great care need to be 
taken to interpret the data at the boundaries. These factors may lead to misdiagnosis 
which can cause lifelong affliction such as cerebral palsy that occurs due to hypoxia 
or even death. Many of these deaths can be prevented if the abnormal FHR pattern 
can be correctly recognized [10]. 
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Baseline is the resting level of fetal heart rate. Acceleration of FHR is a temporary 
increase of fetal heart rate 15bpm above the baseline and lasting for 15 secs or longer. 
This occurs in response to fetal movements and signifies fetal central nervous system 
alertness and fetal well-being. The temporary decreases of FHR at least 15 bpm below 
the baseline and lasting for 15secs or longer is called Deceleration. It usually suggests 
such hazardous events as compression of the umbilical cord.  

The baseline of FHR is established by approximating the average FHR rounded to 
increments of 5 beats per minute (bpm) during a 10-minute observation. Periods of 
acceleration, deceleration, and marked fetal heart rate variability (> 25 bpm) are to be 
excluded to define the baseline. There must be at least 2 minutes of recognizable 
baseline segments which need not be contiguous in any 10-minute window, or the 
baseline for that period is undetermined [11]. 

The 3-tier classification of CTG trace is as follows: A CTG trace is said to be 
Normal (N) if all the four features of FHR fall into reassuring category. Suspicious (S) 
if one of the features of FHR fall into non-reassuring category, while the others fall 
into reassuring category. Pathological (P) if two or more features fall into non-
reassuring category or more than one feature fall into abnormal category [11]. 

1.2 Fuzzy Membership Estimation Using Artificial Neural Network 

ANN is capable of handling quantitative information, while fuzzy systems can handle 
qualitative data. Unlike crisp system partitions in fuzzy classifications are soft and 
continuous. Thus, the combination of ANN and fuzzy should have a more robust 
decision making system. 

Input data points are divided into classes C1, C2,….,Cm. We assign a full 
membership of 1 if a data point completely belongs to a class. A neural network is 
created that uses the data points and the corresponding membership values for 
different classes to train itself. As the input values are passed through the ANN the 
errors if any are estimated. The process is iterated until error is within some user 
defined limit. This way the membership values of the entire set of data points are 
calculated. During the training phase ANN learns relationships between given set of 
inputs and outputs by changing the weights. The best known training algorithm is the 
Back Propagation Algorithm. It minimizes the difference between resulting and actual 
output [12]. Trained ANN is capable of generalization i.e. it can produce a set of 
outputs from inputs that are not their in the training set. 

1.3 FURIA 

FURIA is an extension of a modern rule learner RIPPER (Repeated Incremental 
Pruning to Produce Error Reduction). It is capable of dealing with datasets with large 
number of features. A list of rules favors a default class, which may induce a bias. Its 
learning is based on fuzzy rules instead of conventional rules and it generates rule set 
instead of rule lists [13]. A set of rules is generated for each class using one-vs-rest 
strategy. Thus, each class is separated from all the other classes. As a result, there is 
no default rule and the order of the rule is not relevant. 
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The rest of the paper is organized as follows: Sec. 2 deals with challenges in CTG  
interpretation followed by methodology which is explained in Sec 3 and discussion 
are given in Sec 4. Sec 5 contains the conclusion. 

2 Challenges in CTG Interpretation 

Sometimes the conclusions given by the experts are expressed as a fuzzy estimation. 
This mainly arises when expert’s knowledge is subject to the uncertainty of the 
outcome and experts put across their opinion in imprecise terms. This also may lead 
to disagreement between experts. Such dilemma is often encountered in bio-medical 
signal analysis and pattern recognition [14]. Resolution uncertainty and ambiguity are 
inherent in the interpretation of CTG signal, giving rise to possible disagreement 
between physicians. Fuzziness is associated in the language used by the physicians to 
convey the conclusion, e.g. 

if baseline exhibits bradycardia with low variability 
then the CTG signal is abnormal 

To estimate the fuzzy membership function from numerical data using multi-layer 
network, the fuzzy estimation provided by the experts should first be converted to 
numerical values. 

3 Methodology 

For our work we have used CTG data set from UCI Irvine Machine learning Data 
Repository[15]. The baseline values of the given CTG data are fuzzified using Fuzzy 
Membership Function (FMF). From the given 2126 data points, 105 unique data 
points are identified. Linguistic values of the fuzzy linguistic variable Baseline   can 
be expressed as: 

Reassuring (R) : 110≤  baseline≤ 160 
Non-Reassuring (NR) : 100 ≤  baseline≤ 109 
    161 ≤  baseline≤ 180 
Abnormal (Ab) :  baseline≤ 100 
         baseline ≥ 180 

Let x be a N-dimensional vector, with N being the number of data points and y be a 
M-dimensional vector with M being the number of classes. Thus, 

     x = [x1, x2,…..,xn]
T  and 

     y = [y1, y2,….., ym]T                                                               

Let {(xn, yn)} denote a set of labeled data, where xn is the instance associated with 
the  classification yn.   

The proposed neuro-fuzzy classification technique estimates the membership value 
of each data point and assigns them to a class accordingly. The data points are 
assigned a membership value of unity, in accordance with the classification provided 
by the obstetricians. The one bit assignment of membership value is done as follows: 
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       i ix y∀ ∈ ∋ ∈x y such that 1 and 0  i  ji jy y= = ∀ ≠                         (1)     

The proposed NN consists of one input layer with of number of neurons equal to 
the number of data points, one hidden layer with five neurons and a output layer with 
number of neurons equal to three. Input xi from the training data set are passed 
through the ANN. Input to the hidden layer is calculated as: 
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N
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i

f x x w w
=

+                                        (2) 

where, x j is the sum of the inputs to node j, wj is the bias term  of node j and wij is 
the weight associated with the link connecting node i to node j. N=105 in our case. 

Output of the jth node in the hidden layer is calculated using Sigmoid function 
according to the equation below: 
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The error function of the jth input-output pair is given by  
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where, oj is the ideal output and aj is the actual output. For an element with error E 
the weight may be updated as: 

( ) ( )i i iw new w old Exη= +  

where, η is the learning rate. Classical pattern recognition presumes that the 
classes are mutually exclusive.  Part of the result obtained is shown in Table 1. The 
membership function thus obtained is given in Figure1.  

4 Results and Discussion 

Using the five-fold cross validation with FURIA we have obtained 92.14% 
classification of FHR with only 4.61% error compared to 94.59% classification with 
5.40% error obtained without applying the membership value of baseline in 
Reassuring(R), Non-Reassuring(NR) and Abnormal(Ab) categories. The comparisons 
of the same are given in Table 2 and confusion matrix for overall FHR classification 
is given in Table 3. 

Though the automated classification shows a higher accuracy the error is much less 
using the FMF based classification. This is even more evident from the confusion 
matrix. Evaluation is done by WEKA on Intel Core 2 Duo CPU E7500, 2.93GHz with 
Ubuntu 12.04 OS with 5 fold cross validation. 
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FMF based approach has higher recognition accuracy, especially for Pathological 
data. For FMF based approach FURIA has recognized approximately 4% Pathological 
data as Normal whereas in non-FMF based interpretation approach about 7.4% 
Pathological data are identified as Normal. Obtaining precise identification for 
baseline and hence the accurate classification of FHR is of utmost importance in 
analysis of CTG data.  

Table 1. Estimated Membership Values of FHR Baseline 

Baseline NR R Ab 

110 0.144174 0.843447 0.000000 

113 0.000008 0.999986 0.000000 

114 0.000006 0.999989 0.000000 

115 0.000006 0.999989 0.000000 

116 0.000006 0.999989 0.000000 

120 0.000006 0.999989 0.000000 

121 0.000006 0.999989 0.000000 

122 0.000006 0.999989 0.000000 

176 0.999999 0.000000 0.000001 

177 0.999987 0.000000 0.000001 

178 0.999537 0.000000 0.000388 

179 0.942712 0.000000 0.054488 

180 0.056736 0.000000 0.947901 

181 0.000287 0.000000 0.999770 

182 0.000004 0.000000 0.999997 

Table 2. Comparison between FMF Based and Non-FMF Based Classification 

 Classified  
using FMF 

Without 
FMF [16] 

Accuracy 92.14% 94.59% 

Error 4.61% 5.40% 

Time 19.15 19.02 

No. of Rules 33 39 

Table 3. Confusion Matrix for FMF Based Classification 

Classification N S P 

N 1629 21 4 

S 58 198 2 

P 7 6 159 
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Fig. 1. Trapezoidal membership function 

5 Conclusion and Future Scope 

We have successfully employed the ANN based technique to design the FMF and 
used it in FHR classification. Overall accuracy of 92.14% with a recognition accuracy 
of 92.44% for abnormal cases was obtained. Encouraged by this result we plan to 
fuzzify all the parameters of FHR to increase its performance. We have compared our 
result with [16] and found that by applying FMF the error rates for pathological cases 
are decreased by almost 0.79% whereas for detection of abnormal cases improved by 
about 4.9% which is of paramount importance as it can help save some child from 
lifelong disability or even death. This is because if a normal or suspicious case is 
recognized as suspicious or abnormal it may lead to unnecessary c-section but the 
reverse could endanger the life of would be mother or fetus or both. We are working 
on improving the accuracy of classification, especially for pathological cases since it 
very important from clinical point of view to recognize the fetal distress accurately. 
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Abstract. The demand of estimation of age from facial images has tremendous 
applications in real world scenario like law enforcement, security control, and 
human computer interaction etc. However despite advances in automatic age 
estimation, the computer based age classification has become prevalent. The 
present paper evaluates the method of age group classification based on the 
Correlation Fractal Dimension (FD) of facial image using different validation 
techniques. To reduce variability, multiple rounds of cross validation are 
performed using different partitions to the data. The expected level of fit of the 
model classifying facial images into four categories based on FD value of a 
facial edge is estimated using multiple cross-validation techniques. The 
simulation is carried out and results are analyzed on different images from FG-
NET database, Google database and from the scanned photographs as these are 
random in nature and help to indicate the efficiency and reliability of the 
proposed method. It is also a successful demonstration that Correlation Fractal 
Dimension of a facial edge is sufficient for a classification task with high 
percentage of classification accuracy.  

Keywords: Age Group classification, Correlation Fractal Dimension, facial 
image, canny edge, facial edge image, cross validation. 

1 Introduction 

Automatic age estimation and predicting future faces have rarely been explored. With 
human age progression face features changes. Humans can identify very informative 
facts from facial images, which include identifying, age, gender etc. The identification 
of different features of face images has been well explored in real-world applications 
[1], including passports and driving licenses. Despite the broad exploration of person 
identification from face images, there is only a limited amount of research [2] on how 
to accurately estimate and use the demographic information contained in face images 
such as age, gender, and ethnicity. This laid foundation for interesting research topics 
on gender classification [3], facial image recognition [4], predicting future faces [5], 
and reconstructing faces from specified features [6] and so on. As human age 

                                                           
* Corresponding author. 



230 A. Yarlagadda, J.V.R. Murthy, and M.H.M. Krishna Prasad 

estimation supports many potential application areas, identification of age by 
computers has become prevalent. Fu and Huang [7] estimated the age on the holistic 
appearance of the image. Chao et al. [8] made classification based on Label-sensitive 
relevant component analysis and Chang et al. [9] considered Ordinal hyper plane 
ranking. A hierarchical age estimator [10] is proposed for automatic age estimation. 
Age groups for classification including babies, young adults, middle-aged adults, and 
old adults is given by Wen-Bing et al.,[11]. Age group classification on facial images 
based on crania-facial development theory and skin wrinkle analysis [12], considered 
only three age-groups babies, young adults, and senior adults. The calculations are 
done based on crania-facial development theory and skin wrinkle analysis. While 
studying physical changes obtained by ageing of human being, many researchers tried 
to classify facial images into various groups [13]. Sirovich and Kirby [14] classified 
images into two categories, babies and adults. Neural networks are used for 
discriminating facial age generation [15][16]. Classification of Facial image of human 
into four categories based on Fractal Dimension value of the facial skin [17] is a new 
concept developed and this paper focuses on finding the accuracy of the model based 
on different test strategies. In this paper the focus is on studying the efficiency of the 
proposed method [17], Correlation Fractal Dimension based age group classification 
using multiple cross validation techniques. Different testing and validation techniques 
such as hold out method and tenfold cross validation method are investigated and the 
comparison analysis is presented. From the simulation it is observed that our proposed 
method [17] passes with good classification efficiency through rigorous methods of 
testing successfully and hence robust in nature. 

The rest of the paper is organized as follows. Section 2 deals the proposed age 
group classification method. Different cross validation techniques and their results are 
discussed in section 3 and section 4 presents conclusions. 

2 Proposed Method 

Age group classification of the proposed method [17] is done by using facial edge of 
an image. The rapid wrinkle changes in the skin are exploited by edges of facial 
image. The following steps are proposed to estimates the Correlation Fractal 
Dimension (FD) value derived from the facial edges.  
 
Step 1: Consider the original color image 
Step 2 : Original image is cropped based on the location of the eyes   
Step 3: Cropped image is converted to a gray scale image 
Step4: Facial edges of the gray scale image are extracted as given in Fig 1. 
Step 5: Estimate the fractal dimension value of the facial edge of an image 
Step 6 : Classify the age group of the facial image based on the correlation fractal 
dimension 
 
The original facial image is cropped based on the two eyes location in the second 
step. In the step 3, if the images are color images then those are converted into a gray 
scale facial image by using HSV color model. In the fourth step, extract the edges of 
facial image by using canny edge operator. In the fifth step, calculate the Correlation 
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Fractal dimension value. In the last step a new algorithm is derived for an efficient 
age group classification system based on the Correlation Fractal Dimension. 

Recent literature revel various color models in color image processing. In order to 
extract facial image features from color image information, the proposed method 
utilized the HSV color space. In the RGB model, images are represented by three 
components, one for each primary color – red, green and blue. Hue is a color attribute 
and represents a dominant color. Saturation is an expression of the relative purity or 
the degree to which a pure color is diluted by white light. HSV color space describes 
more accurately the perceptual color relationship than RGB color space because it is 
adopted with a non-linear transform. The proposed method uses HSV color space 
model conversion, because the present study is aimed to classify the human age in to 
four groups with a gap of 15 years. 

This paper [17] found that edges are relatively a good choice for obtaining facial 
image attributes or contents. The facial image edge detection is the process of locating 
sharp discontinuities in a facial image. The discontinuities are unexpected changes in 
pixel intensity which differentiate boundaries of objects in a scene. The paper [17] 
utilizes the canny edge detection algorithm to detect the edges of the facial image 
[18][19][20] The Canny edge detection algorithm is the optimal edge detector. 

2.1 Calculate the Fractal Dimension Value 

Fractal is self-similar objects. Inherently, fractals also have a degree of self-similarity. 
This means that a small part of a fractal object may resemble the entire fractal object. 
Fractals are Geometric primitive such as self-similar and irregular in nature. Fractal 
Geometry was introduced by Mandelbrot [21]. The correlation fractal dimension (FD) 
is the defining characteristic of a fractal which has been used as a measure of 
similarity. The fractal- based methods have been applied to many areas of digital 
image processing, such as, image synthesis, image compression and image analysis 
[22][23]. The present paper analyses the results more extensively on the method  for 
classifying the facial edge image into four categories such as child (0-15), young 
adults (15-30), middle-aged adults (31-50), and senior adults (> 50)[17].   

 

Fig. 1. Facial edge images of original facial images 

Many application areas of digital image processing used fractal dimension [24] and 
demonstrated that finding the fractal dimension on colored images is not giving better 
results for classification and hence in the proposed method [17] correlation fractal 
dimension value, is calculated on edges of the facial image which proved to give 
better results. Correlation Fractal Dimension value is estimated using algorithm  
given by [25]. Given a dataset that has the self-similarity property in the range of 



232 A. Yarlagadda, J.V.R. Murthy, and M.H.M. Krishna Prasad 

scales [r1, r2], its Correlation Fractal dimension D2 for this range is measured as 
given in following equation 1. The algorithm for computation of Correlation Fractal 
Dimension is shown in Algorithm 1. 
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Where Sr,i  is the  squared sum of occupancy with which the pixel fall in the ith cell 
when the original space is divided into grid cells with sides of length r. 
 
Algorithm 1 : Computation of Fractal Dimension [17] 
 
Step 1: Read a 2-Dimensional facial edge image (FI) 
Step 2: Find the size of the Image i.e. number of Rows (R) and Columns (C) 
Step 3: if R is greater than C, r is assigned to R otherwise r is assigned to C 
Step 4: Compute the Correlation Fractal Dimension value using the equation 1. 
End 
 
The algorithm for age group classification using correlation fractal dimension is 
shown in algorithm 2 
 
Algorithm 2: Age Group Classification Using Correlation Fractal Dimension 
  
Let fractal dimension value is treated as FDV 
 
if ( FDV < 1.46 ) 
 print (facial image age is Child ( 0-15)) 
else if ( FDV < 1.49 ) 
 print (facial image age is Young age(16-30)) 
else if ( FDV < 1.54 ) 
 print (facial image age is middle-age(31-50))  
else 
 print (facial image age is Senior age(> 50)) 
end. 

3 Results and Discussions 

The objective of our classification is to categorize the images of the dataset into four 
different categories based on age where the child class is between 0 and 15 years, 
Young Age is between 15 and 30 years, Middle Age from 31 to 50 years and Senior 
Age is above 50 years. This section projects the detailed presentation of the results 
obtained using different cross validation techniques. The images for age group  
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classification are collected from multiple data sources like 1002 facial images from 
FG-NET database, 500 images from Google database and 600 images from the 
scanned photographs leading to a total of 2102 sample facial images. A few of them 
are shown in Fig 2. FG-NET consists of 1,002 images of 82 individuals. The average 
number of images per individual is 12. Although the age of subjects in FG-NET 
ranges from 0-69 years, over 50% of the subjects in FG-NET are between the  
ages 0 and 13.The Google database consists of thousands of randomly chosen facial 
images. 
 

 

Fig. 2. Sample images of FG-Net aging database 

To prove the efficiency of the proposed method the results are tested with hold out 
and tenfold cross validation testing strategies 

3.1 Hold Out Result Analysis Method (HORM) 

In Hold Out Result Method (HORM) the total 2102 images are divided into two sets 
where two third for training the algorithm and one third for testing. Training set 
consists of 700 FG-Net aging data base, 300 images from Google and 400 images 
collected from scanned images leading to a total of 1400 images for which FD values 
are calculated using the algorithm 1. Second set consists of 302 images from FG-Net 
database, 200 images from Google and 200 images from scanned photographs, totally 
702 images. Second set is treated as a test database where the correlation fractal 
dimension values is found to classify the images based on the proposed algorithm 
[17]. The classification results of the FG-Net ageing, Google and scanned images in 
the test database are listed out in the tables 1, 2 and 3 respectively. The classification 
graph of the test database in Hold out method is shown in figure 3. From HORM 
method it is observed that middle aged human faces got 100 percentage classifications 
irrespective of image. The FG-Net ageing database got 100% classification results in 
all categories. In HORM, Scanned images got low percentage of classification due to 
poor quality of the scanned images. 
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Table 1. Classification results of the FG-NET database 

Category  

FG-NET database 

Total 
Correctly 

classified  

not 
correctly 
classified 

% of 
Classification 

Child 89 89 0 100 
Young adults 67 67 0 100 
Middle Adults 85 85 0 100 
Senior Adults 61 61 0 100 

Table 2. Classification results of the Google database 

Category  
Google database 

Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 43 42 1 97.67 
Young adults 59 59 0 100 
Middle Adults 45 45 0 100 
Senior Adults 53 52 1 98.11 

Table 3. Classification results of the Scanned image database 

Category  

Scanned images 

Total 
Correctly 

classified  

not 
correctly 
classified 

% of 
Classification 

Child 56 56 0 100 
Young adults 51 50 1 98.03 
Middle Adults 47 47 0 100 
Senior Adults 46 45 1 97.8 

 

 

Fig. 3. Classification graph of the Hold out method 
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3.2 Ten Fold Cross Validation Method (TFVM) 

In TFVM results analysis method, the entire 2102 images are divided into ten data 
sets, every time nine subsets are taken for calculating FD during our training phase 
and one subset is used for testing. In this process each and every subset is considered 
while training. The classification accuracies are separately computed in each round 
and finally the algebraic average of ten rounds are presented as percentage of correct 
classification.   Each set consists of 210 images of four categories facial images i.e. 
Child, Young adults, Middle Adults, senior Adults from FG-Net, Google, and 
scanned images. Form this analysis we strengthen the proposed algorithm. The 
classification results of the proposed method in ten rounds are evaluated and are listed 
out in tables 4 to 13 respectively. The overall classification results of the TFVM are 
listed out in table 14 and corresponding round wise classification graph in shown in 
figure 4.  

Table 4. Classification results of proposed method in round 1 of TFVM 

Category  
Round 1 

Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 46 45 1 97.82 
Young adults 43 43 0 100 
Middle Adults 64 64 0 100 
Senior Adults 57 56 1 98.24 

Table 5. Classification results of proposed method in round 2 of TFVM 

Category  
Round 2 

Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 46 45 0 100 
Young adults 43 42 1 97.67 
Middle Adults 64 64 0 100 
Senior Adults 57 56 1 98.24 

Table 6. Classification results of proposed method in round 3 of TFVM 

Category  
Round 3 

Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 66 66 0 100 
Young adults 48 47 1 97.91 
Middle Adults 51 50 1 98.03 
Senior Adults 45 45 0 100 
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Table 7. Classification results of proposed method in round 4 of TFVM 

Category  
Round 4 

Total 
Correctly 

classified  
not correctly 
classified 

% of Classification 

Child 66 65 1 98.48 
Young adults 37 36 1 97.29 
Middle Adults 47 46 1 97.87 
Senior Adults 60 59 1 98.33 

Table 8. Classification results of proposed method in round 5 of TFVM 

Category  
Round 5 

Total 
Correctly 

classified  
not correctly 
classified 

% of Classification 

Child 39 39 0 100 
Young adults 43 42 1 97.67 
Middle Adults 58 58 0 98.28 
Senior Adults 74 73 1 98.65 

Table 9. Classification results of proposed method in round 6 of TFVM 

 
Category  

Round 6 

Total 
Correctly 

classified  
not correctly 
classified 

% of Classification 

Child 38 37 1 97.36 
Young adults 47 46 1 97.87 
Middle Adults 74 73 1 98.67 
Senior Adults 51 51 0 100 

Table 10. Classification results of proposed method in round 7 of TFVM 

Category  
Round 7 

Total 
Correctly 

classified  
not correctly 
classified 

% of Classification 

Child 62 62 0 100 
Young adults 53 53 0 100 
Middle Adults 45 45 0 100 
Senior Adults 50 49 1 98.00 
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Table 11. Classification results of proposed method in round 8 of TFVM 

 
Category  

Round 8 

Total 
Correctly 

classified  
not correctly 

classified 
% of Classification 

Child 48 47 1 97.96 

Young adults 56 55 1 98.25 

Middle Adults 61 60 1 98.36 

Senior Adults 45 44 1 97.77 

Table 12. Classification results of proposed method in round 9 of TFVM 

Category  
Round 9 

Total 
Correctly 

classified  
not correctly 
classified 

% of Classification 

Child 52 51 1 98.11 
Young adults 47 46 1 97.87 
Middle Adults 46 46 0 100 
Senior Adults 65 64 1 98.46 

Table 13. Classification results of proposed method in round 10 of TFVM 

Category  
Round 10 

Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 60 59 1 98.36 
Young adults 51 51 0 100 
Middle Adults 42 41 1 97.67 
Senior Adults 57 56 1 98.28 

Table 14. Overall % Classification of TFVM method 

Category  Total 
Correctly 

classified  
not correctly 
classified 

% of 
Classification 

Child 522 516 6 98.85 
Young adults 468 461 7 98.50 
Middle Adults 552 547 5 99.09 
Senior Adults 560 553 7 98.75 

Total 2102 2077 25 98.81 
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Fig. 4. Round wise classification graph of TFVM method 

Comparison of the Proposed Method with Other Existing Methods 
 

The proposed method of age classification is compared with the existing methods 
[26][11][27]. The method proposed in [27] identified facial image using RBF Neural 
Network Classifier. The method proposed in [11] is based on two geometric features 
and three wrinkle features of facial image. The method proposed in [26] classifies the 
facial image into either child or adult based on Primitive Patterns with Grain 
Components on Local Diagonal Pattern (LDP). The graphical representation of the 
percentage mean classification rate for the proposed method and other existing 
methods are shown in Fig.5.  

 

Fig. 5. Comparison graph of proposed method with other existing methods 
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4 Conclusions 

In this paper the results obtained using random testing [31] strategy is found to match 
well with other two strategies studied here. In all the three strategies the percentage of 
correct classification is very close to each other in all the considered data sets. For 
example the mean correct classification in random testing [31] is 99.19 and hold out 
method is 98.89 and Ten fold testing is 98.85 .The mean standard deviation of all the 
methods is 0.185. From the above discussion it can be clearly observed that our 
proposed algorithm based on correlation fractal dimension to detect age from facial 
images is a robust algorithm. This claim is proved from the analysis of percentage of 
correct classification using different testing strategies. The performance of the present 
system is more effective for the FG-NET aging database when compare with Google 
Images and scanned images. Our method can be further extended for images with 
noise. 
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Abstract. The overall aim of the research is to compare the retrieved image 
with the original image with respect to the evaluation factors such as MAE, 
MSE, PSNR and RMSE which reflects the quality of biomedical image for 
telemedicine with minimum percentage of error at the recipient side. This paper 
presents spectral coding technique for biomedical images using neural networks 
in-order to accomplish the above objectives. This work is in continuity of 
ongoing research project aimed at developing a system for efficient image 
compression approach for telemedicine in Saudi Arabia. This work compares 
the efficiency of proposed technique against existing image compression 
techniques viz JPEG2000 and improved BPNN. To my knowledge, the research 
is the primary in providing a comparative study of evaluation factors with other 
techniques used in compression of biomedical images. This work is explored 
and tested on biomedical images such as X-rays, CT, MRI, PET etc.  

Keywords: Mean Absolute Error, Mean Squared Error, Peak Signal to Noise 
Ratio, Root Mean Squared Error, Artificial Intelligence, Quality. 

1 Introduction 

Medical Image Compression (MIC) is basic but important factor in the Telemedicine 
where medical image samples are transferred over a channel from one location to 
other for remote analysis. In such cases the observer needs accurate information as 
near to as the original sample to have correct decision. However in current scenario to 
transmit this large volume of image data, a higher resource such as high bandwidth is 
needed. Improving allocated bandwidth is not an economical solution; hence 
advanced compression approaches are to be developed so as to compress the medical 
samples at the source side and high quality image is retrieved at the destination side.  

For the compression of medical images various image compression approaches 
were proposed in past.  The conventional image compression approaches such as 
JPEG [1], JPEG-2000 [2], SPHIT [3], EBCOT [4], Lifting scheme [5] etc. were 
proposed earlier. These approaches are majorly categorized under lossy or losseless 
compression schemes. In lossy compression [6] the information are not accurately 
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retrieved at the receiver side resulting in low PSNR. These methods are basically 
suitable for faster transmission approach. In various scenarios where degradation of 
image is not tolerable, lossless compression schemes were proposed. Lossless 
compression scheme [7] is a method that allows the exact accurate original data to be 
reconstructed from the compressed data. A scheme such as wavelet-based 
compression with adaptive prediction [8] is a lossless approach of image 
compression.  This scheme is mainly used to achieve higher compression ratio.  For 
obtaining a lossless compression in [9] a lifting scheme is suggested based on 
adaptive threshold. 

Lossy and lossless compression schemes were found limited while applying over 
medical image processing. In order to retrieve the sample with highest accuracy and 
faster transmission, artificial intelligence based approaches were proposed. Artificial 
Neural Networks (ANN) has been applied to medical image compression problems, 
due to their superiority over traditional methods when dealing with noisy or 
incomplete data. Artificial Neural Networks (ANN) approaches are accurate in 
making decision but are computationally effective. Lanzarini. L et.al [10] have 
presented a technique in medical application of images compression using neural 
networks, which allows to carry out both compression and decompression of the 
images with a fixed ratio of 8:1 and a loss of 2%. Here back propagation network is 
created for correspondence functional calculations of input and output patterns. 

Similar approach in [11] with back propagation algorithm using Feed Forward 
Neural (FFN) network is suggested. In this method medical image compression is 
carried out by calculating coupling weights and activation values of each neuron in 
the hidden layer. This method found to be better in terms of PSNR compared to 
conventional JPEG approach.   S. Anna Durai, & E. Anna Saro [12] have suggested 
another compression technique using back propagation method with Cumulative 
Distributed function (CDF). This approach is based on mapping the pixels by 
estimating the CDF values. However, the decompressed image is fuzzy which is not 
suggested in Medical applications. 

To improve the retrieval accuracy, Chee Wan [13] had proposed a neural network 
approach based on preservation of edges. In this network, quantization levels are used 
to represent the compressed patterns. The average Mean square value is calculated to 
achieve the compression ratio. In [14], a lossless medical compression technique 
based on neural network with improved back propagation method is proposed. From 
the analysis, it is found that the system exhibits significant performance in 
compression with low PSNR. Khashman [15] has proposed a medical compression 
using a neural network in which a Haar wavelet compression with nine compression 
ratios and a supervised neural network that learns to associate the image intensity 
(pixel values) with a single optimum compression ratio.  The  limitation of this 
method is image quality is not good which is not tolerable in medical Processing 
applications. To improve the image quality, in [16] Neural network with multi-
resolution method is suggested. This method uses a filter bank that can synthesize the 
signal accurately from only the reference coefficients will be well suited for low-bit 
rate coding where the detail coefficients are coarsely quantized.  This approach shows 
advantages over the conventional approaches for compression at low bitrates, 
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although its performance suffers at high bitrates. For achieving higher bit rates 
Jianxun & Huang [17] presents neural network concept with principal component 
analysis. Convergence speed is high for this technique but the image quality is poor. 
A similar technique is proposed in [18]. The technique includes steps to break down 
large images into smaller windows and to eliminate redundant information. From the 
analysis this technique results in achieving higher compression ratio with the cost of 
high complexity. 

Cottrell, Munro and Zipser [19] developed a multilayered perceptron neural 
network with back propagation as the error learning function. This technique results 
in optimal compression ratio. Khashman and Dimililer [20] have presented neural 
network for image compression by DCT transform. Here compression is achieved by 
DCT coefficients and a supervised neural network that learns to associate the grey 
image intensity (pixel values) with a single optimum compression ratio. More 
recently, different image compression techniques were combined with neural network 
classifier for various applications [21,22,23]. However, none of these works has 
achieved optimum compression ratio. To get higher compression ratio, neural 
network with bipolar coding [24] was proposed. The Bipolar Coding technique using 
feed forward back propagation neural network converts decimal values into its 
equivalent binary code and reconvert in decompression phase. Besides higher 
compression ratio it also preserves the quality of the image. In [25] similar image 
compression technique for neural network with GA was suggested. This method 
mainly focuses on GA algorithm which uses XOR classification and mapping of 
small data for compression. 

Gaidhane [26] has suggested a neural network based image compression technique 
with MLP algorithm for better faster transmission. In this technique some of the 
information below the threshold value is removed or replace by zero and therefore 
more information removed from the feature vector matrix and hence from image data 
which results in poor image quality. A similar concept was suggested in [27] which is 
called as vector quantization in which a set of code vectors is generated using the self-
organizing feature map algorithm. Then, the set of blocks associated with each code 
vector is modeled by a cubic surface for better perceptual fidelity of the reconstructed 
images. Allaf [28] also suggested similar method neural network image compression 
technique. The performance of the suggested method in terms of PSNR, convergence 
speed and compression ratio are satisfactory. 

For achieving better results [29] suggests a novel technique i.e. neural network 
with bipolar interpolation to balance the tradeoff of speed and quality. In this 
technique, compression is achieved by selecting primitive and non-primitive regions 
to interpolate them. This method found superior to conventional methods in some 
aspects, such as the clarity and the smoothness in the edge regions as well as the 
visual quality of the interpolated images. Hui and Yongxue [30] were presented 
similar neural network concept with haar wavelet and reconstruct the medical image 
by wavelet packet. It is based on the fact that wavelet packet domain of the same 
orientation are often similar, and thus coded by similar code words with a vector 
quantization algorithm. A neural network approach with arithmetic coding using 
perceptron neural network to compress pixel into single value is explained in [31].  
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A counter propagation neural network has been used to successfully compress and 
decompress image data. The network also shows robustness for various classes of 
images. 

Mishra and Zaheeruddin [32] have suggested a new fuzzy neural network for 
medical image compression. This process is based on approximation problem in 
which it involves determining or learning the input- output relations using numeric 
input-output data for image compression application. A similar concept was proposed 
in [33] in which neural network is designed with modified preprocessing algorithm. 
The method was divided into two phases. In the first part presents the BS-CROI 
method of image selection and back propagation image compression in which it is 
different from traditional ROI. It is found from analysis that, the reconstructed image 
by this method was promising in terms of PSNR and MSE. 

This concept is extended in [34] for better retrieval image. In this work, neural 
networks are designed to a combination of cascaded networks with one node in the 
hidden layer. A redistribution of the gray levels in the training phase is implemented 
in a random fashion to make the minimization of the mean square error applicable to a 
broad range of images. From the analysis it is found that the performance superiority 
of cascaded neural networks compared to that of fixed architecture training paradigms 
especially at high compression ratios. With the existing approaches for compression, 
the application for image compression based on advanced intelligence approaches 
using neural network is observed to be an effective approach for compression. The 
approach for medical image compression using neural network is developed in this 
work. In this research the effectiveness of neural network approach to biomedical 
image compression is focused. 

2 Methodology 

For medical image compression, in this work an ANN based image compression 
architecture is developed. In ANN based compression system the image is coded with 
respect to its pixel values and pixel coordinate. In [35] an approach for medical image 
compression based on BPNN is proposed. The approach is developed as improved 
BPNN and is compared with conventional JPEG based coding system. In such an 
approach an image is first read into a matrix of dimension    and the co similar 
pixel coefficients are searched forming a pair of pixel value of its counts. This 
approach is similar to the approach of run length coding for the obtained co-similar 
pairs, a NN process is carried out, wherein these pairs are given as input to the NN 
system. The process of NN processing for image compression is briefed as:  

2.1 Image Compression Process  

Step 1: Input image is converted to matrix format  containing ,  ,where   is 
row and  is column. 
Step 2: Using , pixel values and the number of occurrences of the neighbouring 
pixel values are counted and represented by pair values  as follows. 
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 , , , … . , . (1) 
Where,  

= Pixel values. 
= Number of occurrences of the neighboring pixel values. 

Step 3: The pair values  obtained from the above step can be represented in 
sequence order . 

 , , , , , … , .   (2) 

Step 4: The sequence order  can be provided as an input ( ) to the Multi-Layer 
Feed-Forward Back propagation Neural Network. 

 , , … .   (3) 

Step 5: Calculate weight ( ) using the formula. 

  ∑ ,        .    .    (4) 

Step 6: The Hidden Layer of the Multi-Layer Feed-Forward Back propagation Neural 
Network is created by using the formula ( ). 

 
 ∑   ,        .    .    ,  ,  , …     (5) 

The result of the  obtained refers the compressed file. 

2.2 Image Decompression Process 

Step 1: Get ( ) of the Multi-Layer Feed-Forward Back propagation Neural Network 

          ,  ,  , …                                                  (6) 

Step 2: Calculate the weight ( ) using the formula. 

  ∑ ,              .   (7) 

Step 3: The Output Layer of the Multi - Layer Feed - Forward Back propagation 
Neural Network is created by using the formula ( ). 

 
 ∑  ,        .    .    ,  ,  , …     (8) 

Step 4: The Output Layer ( ) is represented in Sequence Order . 

 , , , , , … , .   (9) 

Step 5: The Sequence Order  Value can be represented in Pair Values . Each 
Pair represents the Pixel Value and the number of occurrences of the neighbouring 
pixel values. 

 , , , … . , .   (10) 
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Where, 
 = Pixel values. 
 = Number of occurrences of the neighbouring pixel values. 

Step 6: All the Pair Values  represented in Pixel Values are converted into Matrix 
Format . 
Step 7: Now the matrix format  is converted into the image file format. 

Due to this conversion the retrieval accuracy is lower. To improve such estimation 
accuracy the image must be processed in spectral domain rather than processing on 
direct pixel values. Where-in in this conventional approach image is directly 
processed, so the finer details of biomedical image samples are more or less astray. 
The multi resolution information is not observed in previous approach of JPEG2000. 
So there needs a coding technique which presents a high resolution coding resulting in 
higher estimation accuracy than the JPEG system. The approach of such spectral 
coding is adopted for medical image compression into NN based coding. In this 
approach the medical image are first processed to extract the spectral coefficient over 
which NN is applied and this novel technique of coding results in higher efficiency 
when compared with existing approaches. 

The proposed approach is as outlined below: 
In image compression process, the input image is not processed directly, instead 

the input image after converted to matrix format and is decomposed to four multi 
resolution components (horizontal coefficients),  (vertical coefficients),  
(diagonal coefficients) and  (approximate coefficients). 

Step 1: Input image is converted to matrix format , where , , where m is 
row and n is column. 
Step 2: Using , decompose the image , in multi resolution components , , 

,  

Where 
  is horizontal coefficients 
  is vertical coefficients 
  is diagonal coefficients 

  is approximate coefficients 

Further the steps from 2 to 6 of image compression process and steps from 2 to 7 of 
decompression process mentioned in the conventional approach are repeated over the 
coefficient , i =1,2,3,4. 

The following equations are used in-order to calculate the MAE, MSE, PSNR and 
RMSE. 

 ∑ ∑ || , , ||   (11)                      ∑ ∑ , ,                                     (12)                                        20 log √                                                    (13) 

1 , ,                                       14  
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f represents the matrix data of our first image. 
g represents the matrix data of our second image. 
m represents the numbers of rows of pixels of the images and i represents the index 

of that row. 
n represents the number of columns of pixels of the image and j represents the 

index of that column. 
MAXf  is the maximum signal value. 

2.3 Proposed System Architecture 

The functional description of the proposed block diagram (Fig. 1) is as follows  

 

Fig. 1. Proposed block diagram 

Pre process unit: This unit reads the medical sample and extracts the gray pixel 
intensity for processing. The read samples are passed as pixel array as output of this 
block and passed for decomposition in spectral decompose unit. 

Spectral decomposer unit: This unit reads the gray coefficients and performs a 
pyramidical decomposition to extract the spectral resolutions for given input sample. 
The decomposition structured is a 2 dimensional recursive filter bank units, 
performing DWT operation. The recursive operation is carried out by the recursive 
filtration using pairs of successive high and low pass filter. 

Co-similar coefficient generator unit: for the obtained coefficient after spectral 
decomposition, the coefficients which reflect similar spectral coefficients are 
segregated, these coefficients are called redundant pixel in the image. The suppression 
of co-similar coefficient results in first level compression based on redundant 
information. For the obtained co-similar coefficients a neural network modelling is 
developed. 

Input unit: This unit reads the selected coefficient and normalizes the coefficients to 
pass to neural network. The unit extracts the coefficient in a column wise manner and 
is normalized to maximum pixel value. 

NN unit: This unit realizes a feed forward neural network using the command ‘newff’ 
in matlab tool. The NN unit extract the min-max value of given input and creates a 
feed forward neural network taking least mean learning algorithm. A tangential 
sigmoid driving function is used as a kernel function for creating this network. The 
network is created for converging to the error with a goal of 0.1 and with number of 
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epochs=50. The created network is trained with these coefficient values based on the 
given input and the created feed forward network. 

Compress coefficient: The coded coefficient after the neural network process is stored 
into a buffer called compressed coefficient. This formulates an array logic wherein the 
coded output of the NN is stored for future usage. 
Pixel interpolation: The compressed data is processed back in this unit. Wherein the 
simulated result of the created neural network is normalized back to its original scale 
based on the obtained simulated output of the neural network. The retrieved pixel 
coefficients are rearranged depending on the sequence order as obtained from the 
encoding side. 

Inverse spectral decomposer: The coefficient obtained from the above units are 
processed back, where the coefficients are passed back as resolutional information to 
successive high and low pass filter. The recursive output of each level of filtration is 
added to the other level filtration result and is recursively filtered to obtain final 
retrieved level. An inverse DWT approach is followed in this unit. 

3 Results and Discussion 

For the evaluation of the suggested approach a simulation model is developed using 
MATLAB and is tested on 12 original gray-scale sample of medical images (Fig. 2) 
such as human nerve cells, human body organs etc., of different dimensions collected 
from hospitals in King Fahd Medical City, Riyadh, Saudi Arabia with 500 dpi 
resolution. The training error plot for neural system developed is as shown in (Fig. 3). 
The observations of first five samples Q1, Q2, Q3, Q4 and Q5  are as follows with 
original processing sample read with various specifications, followed by output image 
using conventional JPEG2000 approach, then output image after applying improved 
BPNN approach and at last the retrieved image after applying proposed spectral-
BPNN approach. In [36,37] the authors compare the proposed approach with the 
existing approaches with respect to compression ratio and other factors were left for 
future work. The observations are as shown in (Fig. 4), (Fig. 5), (Fig. 6), (Fig. 7)  and 
(Fig. 8). 

      

      

Fig. 2. Original image samples Q1, Q2, Q3, Q4, Q5, Q6, Q7, Q8, Q9, Q10, Q11 and Q12 
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boundary information etc., and the observed results can be compared with other 
standard compression schemes which are used for compression in biomedical 
imaging. 
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Abstract. Over the decades, researchers are striving to understand the web 
usage pattern of a user and are also extremely important for the owners of a 
website. In this paper, a hybrid analyzer is proposed to find out the browsing 
patterns of a user. Moreover, the pattern which is revealed from this surge of 
web access logs must be useful, motivating, and logical. A smooth functional 
link artificial neural network has been used to classify the web pages based on 
access time and region. The accuracy and smoothness of the network is taken 
birth by suitably tuning the parameters of functional link neural network using 
differential evolution. In specific, the differential evolution is used to fine tune 
the weight vector of this hybrid network and some trigonometric functions are 
used in functional expansion unit. The simulation result shows that the 
proposed learning mechanism is evidently producing better classification 
accuracy.  

Keywords: Differential evolution, Functional link artificial neural network, 
Classification, Web log. 

1 Introduction 

We live in a time of unprecedented access to cheap and vast amounts of web 
resources, which is producing a big leap forward in the field of web mining. This 
overabundance and diversity of resources has ignited the need for developing an 
automatic mining technique for the WWW, thereby giving rise to the term web 
mining [1]. 

Every website contains multiple web pages. Every web page has: 1) contents which 
can be in any form e.g. text, graphics, multimedia, etc; 2) links from one page to 
another; and 3) users accessing the web pages. Based on this, the area of web mining 
can be categorized content, structure, and usage mining as illustrated in Figure 1. 
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Fig. 1. Categories of Web Mining 

Mining the contents such as text, graphs, pictures, etc. relevance to the search 
query from web pages is called “Content Mining”. Mining the relationships between 
web pages is called “Structure Mining”. Mining the web access logs is called “Web 
Usage Mining”. 

Web server record and mount up data about user interactions, upon request, it 
retrieves. Analyzing the web access logs of different web sites can help to understand 
the user behavior and the web structure, thereby improving the design of this colossal 
collection of resources. To proceed towards a semi-automatic hybrid web analyzer, 
obviating the need for human intervention, we need to incorporate and embed 
computational or artificial intelligence into web analyzing tools. However, the 
problem of developing semi-automated tools in order to find, extract, filter, and 
evaluate the users desired information from unlabeled, scattered, and diverse web 
access logs data is far from being solved. Machine learning algorithm offers an 
approach to solve above mentioned problem. FLANN a member of computational 
intelligence family could be used as a classifier [2]. The proposed method is 
combining the idea of simple FLANN classifier [3] and Differential Evolution (DE) 
an emerging evolutionary computation technique. In this method the weights of 
FLANN are trained using differential evolution.  

2 A Framework of FLANN in Web Access Logs 

The overall framework of our work has been described in Figure 2. Subsection 2.1 
describes the web usage mining and different steps required for preprocessing the 
dataset highlighted in the framework. Subsection 2.4 briefly describes FLANN and 
2.5 describe about the DE for classification of web access logs.  

 

Fig. 2. Block diagram of web log classification 
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2.1 Web Usage Mining and Preprocessing  

User navigates through a range of web pages while visiting a website. For each access 
to a web page, a record is created in log files which are managed by web servers. The 
raw data from access log file cannot be used for mining directly. These records must 
be pre-processed before using. Pre-processing as mention in [4] involves, i) Data 
cleaning, ii) User identification and iii) Session identification. After pre-processing, 
these records can be divided into training and test data set for classification. We have 
followed the database approach for pre-processing work, where all the raw records are 
inserted into a table and the pre-processing tasks such as data cleaning, user 
identification and session identification are done using SQL queries. This approach 
gives better flexibility and faster execution.  

Initially the raw web access log records are scanned from log files and inserted into 
a table which is designed in MySQL database. As we know query execution is easier 
and the time taken for query execution is very less in comparison to file processing. 
Once all records are inserted successfully, then the preprocessing steps can be 
executed. 

In this paper we have used the web access log data from www.silicon.ac.in. Silicon 
Institute of Technology is one of the premiere technical institutes in Odisha, India. 
We have collected the records between 22-Oct-2010 04:15:00 to 24-Oct-2010 
04:05:48 and the size of the file is 12842 records.  

2.2 Data Transformation 

We have used java program which reads each line from the log file and insert into the 
table in MySQL database. The different fields in log record and their value are 
described as in Table 1. 

Table 1. Field name & value of a HTTP request 

Value Field Name 
122.163.111.210 IP Address 
- Client ID 
- User ID 
[22/Oct/2010:04:15:00 -0400] Request Date & Time 
"GET /sitsbp/index.html HTTP/1.1" Request Method, URL, 

Protocol 
200 Response Status 
4520 Bytes Sent 
"http://www.google.co.in/search?hl=en&rlz=1R2ADFA_e
nIN388&q=silicon+institute+of+technology&btnG=Searc
h&meta=&aq=f&aqi=&aql=&oq=&gs_rfai=" 

Referrer 

"Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1; 
GTB0.0; SV1; .NET CLR 2.0.50727; .NET CLR 
3.0.04506.30; .NET CLR 3.0.4506.2152; .NET CLR 
3.5.30729; RediffIE8)" 

User Agent 
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Initially we split the line into words separated by blank space by which  we get the 
clientIP, clientID, userID. As the request date and time is written in pair of square 
brackets [] so we find the index of ‘[‘ and ‘]’ then by using getChars() method we get 
the characters between these index. The rest part is stored in another variable and 
using another loop and searching character by character we retrieve the requested 
URL, request status, method, user agent etc.  

2.3 Data Cleaning  

For data cleaning we need to remove all the records which contain the request for files 
like jpg, gif, css, js etc. For this we execute the delete query. Before the data cleaning 
the total number of records were 12842 which is reduced to 1749 records by data 
cleaning, which are the actual page access records. Every unique page were assigned 
a PageID. The total number of unique web pages was found to be 97. 

2.4 FLANN 

FLANNs are a new generation NNs without hidden units introduced by Klassen and 
Pao in 1988. Despite their simple structure, FLANNs can capture non-linear input–
output relationships, provided that they are fed with an adequate set of polynomial 
inputs, or the functions might be a subset of a complete set of orthonormal basis 
functions spanning in an n-dimensional representation space [5]. FLANNs can be 
used for non-linear prediction and classification. In this construction, Subsections 
2.4.1 and 2.4.2 are briefing some related works on FLANNs for classification and 
non-linear prediction.   

FLANN architecture [6], [7] uses a single layer feed forward neural network by 
removing the concept of hidden layers. The learning of a FLANN may be considered 
as approximating or interpolating a continuous, multivariate function f(X) by an 
approximating function. A set of basis functions Φ  and a fixed number of weight 
parameters W are used to represent a FLANN. With a specific choice of a set of basis 
functions, the problem is then to find the weight parameters W that provides the best 
possible approximation of f(.) on the set of input-output examples. Hence the most 
important thing is that how to choose the basis functions to obtain better 
approximation. 

 

 

Fig. 3. FLANN architecture 



 Classification of Web Logs Using Hybrid Functional Link Artificial Neural Networks 259 

 

2.4.1   FLANNs for Classification 
For selecting appropriate number of polynomials as a functional input to the network 
genetic algorithm could be used as proposed by Sierra et al.[8], which was applied to 
the classification problem. However their main concern was selection of optimal set 
of functional links to construct the classifier. In contrast, the proposed method gives 
much emphasis on how to develop the learning skill of the classifier. Misra and 
Dehuri [9] have used a FLANN for classification problem in data mining with a hope 
to get a compact classifier with less computational complexity and faster learning. 
With a motivation to restrict certain limitations, Dehuri, et al. [10] have coupled 
genetic algorithm based feature selection with FLANN (GFLANN). 

2.5 Differential Evolution 

Differential evolution (DE) [11], [12], [13] is a population based stochastic algorithm 
that typically operates on real encoding of chromosomes. Like EAs, DE maintains a 
set of potential solutions which are then perturbed in an effort to uncover yet better 
solutions to a problem in hand. In DE, individuals are perturbed based on the scaled 
difference of two randomly chosen individuals of the current population. One of the 
advantages of this approach is that the resulting ‘step’ size and orientation during the 
perturbation process automatically adapts to the fitness function landscape. 

With the years of journey in the development process of DE, many variants have 
been developed [11]. The variants of the DE algorithm are described using the 
shorthand DE/x/y/z, where x specifies choice of base vector, y is the number of 
difference vectors used, and z denotes the crossover scheme. We primarily describe a 
version “classic DE” or DE/rand/1/bin scheme.  

Classic DE keeps a population of n, d-dimensional vectors ( )1 2, ,.., ,i i i idx x x x=  

1...i n=  each of which is evaluated using a fitness function f(.). During the search 

process, each individual (i) is iteratively refined with the following steps: 

Mutation: Select a donor vector which encodes a solution, using randomly selected 
members of the population. 

Crossover: Develop a trial vector by combining the donor vector with target vector i.  

Selection: Determine whether the newly-created trial vector replaces i in the 
population or not. 

For each vector ( ),ix t a donor vector ( 1)iv t +  is generated as equation (1). 

( ) ( ) ( ) ( )( )1 *i k m l mv t x t f x t x t+ = + − ,                                   (1) 

where  these vectors are disjoint, which we can achieve by having i ≠k≠ l≠ m ∈  
1,…,n are mutually distinct, randomly selected indices such that all the indices ≠ i. 
Selecting three indices randomly implies that all members of the current population 
have the same chance of being selected, and therefore controlling the creation of the 

different vectors. The difference between vectors lx and mx  is multiplied by a 
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scaling parameter 
mf  called mutation factor such as [ ]0, 2mf ∈ . The mutation factor 

controls the amplification of the difference between lx  and mx  which is used to 

avoid stagnation of the search process.  
A remarkable feature of the mutation step in DE is that of its self-scaling nature. 

The size of mutation factor along each dimension stems explicitly from the location of 
the individuals in the current population.  

Following the creation of the donor vector, a trial vector ( 1)iu t +   is obtained by 

equation (2). 
( 1), ( )( ( ( ))

( 1)
( ), ( )( ( ))

ip r
i

ip r

v t rand cif or i rand ind
u t

x t rand cif and i rand ind

+ ≤ =
+ =  > ≠

,   (2) 

where p = 1,2,….,d, rand is a random number generated in the range (0, 1), rc  is the 

crossover constant from the range [0, 1), and rand(ind) is an index which is randomly 
chosen from the range (1, 2, … ,d). The resulting trial vector replaces its parent if it 
has higher fitness, otherwise the parent survives unaffected into the next iteration. 
Finally, if the fitness of the trial vector goes beyond that of the fitness of the parent 
then the parent is replaced as described in equation (3). 

Otherwise
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3 Proposed Method 

With an objective to design a smooth and accurate hybrid classifier, the proposed 
approach is harnessing the best attribute of DE for parameter optimization in FLANN 
classifier [14]. Figure 4 illustrates the overall architecture of the approach.   

 

  

Fig. 4. Architecture of Proposed Method 
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In our work, we have used trigonometric function for mapping the d features 
though there are other functions available. Here we use five functions out of which 
one is linear and four are trigonometric. In general, let 

1 2, , ..., kf f f is the number of 

functions used to expand each feature value of the patterns. The network has the 
ability to learn through DE. During the training, the network is repeatedly presented 
with the training data with FLANN where weights adjusted by DE till the desired 
input output mapping occurs. This process is repeated for each chromosomes of the 
DE and subsequently each chromosome will be assigned a fitness value based on its 
performance. Using this fitness value the usual process of DE is executed until some 
good topology with an acceptable predictive accuracy is achieved 

4 Experimental Study 

4.1 Description of Dataset and Parameters 

For classification purpose we have categorized the access time into 2 categories, i.e. 
from 00:00 hours to 12:00 hours 1 and 12:00 to 24:00 as 2. Similarly we have 
grouped all the region of access into 2, i.e. IP addresses accessing from within India 
as 1 and IP addresses accessing from outside India as 2. To find the region from IP 
address we have used the website www.ip2location.com [15]. 

Our class attribute is frequent. For this we have considered two values i.e. 1 for not 
frequent and 2 for frequent. This dataset includes 237 instances and each having 4 
attributes e.g. ID, request count, timeid, locationid. The instances are classified into 2 
classes (i.e., every instance either belongs to class 1 or 2). Class 1 has 129 instances, 
and class 2 contains 108. None of the attributes contain any missing values.  

4.2 Results and Analysis 

In this experimental set up, we have considered for a comparative study of DE-RBFN 
[16] with the proposed method DE-FLANN. Tables 2 and 3 illustrate the results 
obtained from DE-FLANN and DE-RBFN, respectively. The classification accuracy 
of the proposed method with varying mutation factors is given as part of parametric 
analysis.  

Table 2. Classification accuracy obtained for DE-FLANN with Cr=0.8 and varying mutation 
factor 

Mutation Factor Accuracy
0.1 72.8682 
0.2 88.3721 
0.3 68.9922 
0.4 91.4729 
0.5 86.8217 
0.6 86.0465 
0.7 68.9922 
0.8 55.0388 
0.9 68.9922 
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Further, this illustrative experimental results in Tables 2 and 3 is presented for a fixed 
crossover rate (i.e., Cr= 0.8). The reason is that, our multiple independent runs with several 
crossover rates recommend its suitability.   

Table 3. Classification accuracy obtained for DE-RBFN with Cr=0.8 and varying mutation 
factor 

Mutation Factor Accuracy
0.1 72.3181 
0.2 84.7690 
0.3 67.8792 
0.4 84.2472 
0.5 84.3482 
0.6 82.2046 
0.7 68.0220 
0.8 61.3034 
0.9 67.6599 

5 Conclusion and Future Work 

In this paper, we have crafted the integrated framework of differential evolution and 
FLANN for weblog data analysis and compared its performance with DE-RBFN. The 
experimental results shows that DE-FLANN gives better results as compared the DE-
RBFN with varying mutation factor. It is also observed that we got better accuracy at 
mutation factor 0.4. As we have applied the classification on the attributes like region 
and time in this paper, similarly other attributes like user agent and referrer can also 
be consider in future for classification and driving the analysis in a fruitful way. 
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Abstract. Data mining has became a familiar tool for mining stored value from 
the large scale databases that are known as Sequential Database. These 
databases has large number of itemsets that can arrive frequently and 
sequentially, it can also predict the users behaviors. The evaluation of user 
behavior is done by using Sequential pattern mining where the frequent patterns 
extracted with several limitations. Even the previous sequential pattern 
techniques used some limitations to extract those frequent patterns but these 
techniques does not generated the more reliable patterns .Thus, it is very 
complex to the decision makers for evaluation of user behavior. In this paper, to 
solve this problem a technique called hybrid pattern is used which has both time 
based limitation and space limitation and it is used to extract more feasible 
pattern from sequential database.  Initially, the space limitation is applied to 
break the sequential database using the maximum and minimum threshold 
values. To this end, the time based limitation is applied to extract more feasible 
patterns where a bury-time arrival rate is computed to extract the reliable 
patterns.  

Keywords: Sequential pattern, Data mining, Hybrid pattern mining. 

1 Introduction  

In the Sequence database, the sequential pattern mining establishes the frequent 
subsequences as patterns and also it is an essential data mining issue in the broad 
applications which includes the learning of client purchase behavior, DNA sequences, 
Disease treatments, Web access patterns, Scientific experiments, Natural disasters 
etc,.[1]. More efforts are put up to develop an effective algorithm for the purpose of 
searching frequent sequential patterns. Existing sequential pattern mining algorithm is 
divided into two approaches and they are of Apriori which is of candidate-generation 
[2] [3] [4] [5] and pattern-growth approach [6] [7] [8] [9].  

Initially, the issues of sequential pattern mining were proposed by Srikant and by 
Agrawal in [3]. “A set of sequences is mentioned in which each sequences has a list 
of elements and those elements has a set of items and also an user least support 
threshold is given. The sequential pattern mining is to identify the entire frequent 
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subsequences i.e.  “Those Subsequences which has occurrence frequency but not less 
than the minimum support in the set of sequences”. 

Many sequential pattern mining algorithms won’t deal with the intervals among 
consecutive item. The mine conventional sequential patterns deals particularly with 
the items order [10]. The sequential pattern which includes possibilities of time 
among two consecutive items gives essential information rather than the convectional 
sequential pattern. So, it is very important in more real time applications.   

Considering an example i.e. a product of items A and B are sold in a supermarket. 
Also, the supermarket transaction is identified the possibility of the product that are 
been sold within 1, 2, 3 days and rest of the days once a customer has product A. As a 
result, existing research work are taken with various variations, sequence patterns 
with their probabilities of time is not shown.  

Prefix Span Algorithm [9]: It is a recognizable pattern growth approach and it 
separates the database in to small probable databases and resolves them as it doesn’t 
require to create any candidates sequence and doesn’t require to scan the database at 
many times. Therefore it is faster than the Apriori-like Algorithm. Moreover, it is 
very clear that the Traditional Prefix Span algorithm functions slowly when there are 
huge numbers of frequent subsequences [9].  

P-Prefix Span algorithm [6]: It is also a recognizable pattern growth approach. In 
this the frequent patterns are identified as per the possibility of inter-arrival time. 
Moreover, the frequent occasion of sequence pattern affect the sequence database, so 
this problem can increase the difficultly to obtain the end results. 

This paper introduces a latest technique known as Hybrid Pattern mining algorithm 
in order to solve the mining problems. This hybrid pattern mining algorithm will 
extract the feasible patterns from sequential database by different specified limitation 
of the user. At first, the proposed algorithm will divide the sequential database 
according to the user specified max-min space limitations.  

The sequence database is classified by hybrid pattern mining technique which is 
been identified as a continuous sequential patterns using probability of buying time of 
frequent items. The proposed algorithm is executed as to reestimate and support to 
search for frequent patterns using the estimated probability of end time. A new metric 
namely called probability-based pattern evaluation is introduced in this paper.  The 
main aim of sequential pattern mining is to obtain whole patterns and their probability 
from the given set of transactions. The probabilities are obtained from a predefined 
time-period length that must be greater than least probability threshold. Also, to 
extract those type of sequential patterns, the probabilities  should be verified when a 
item is  mutated to sequential pattern such as  if frequent item χ is to be combined to a 
frequent sequential pattern (ω), T represents the duration of time among the two 
repeated items as well as  the least-probability threshold and is described as P (T ≤ 
20) = 50%. Let Tχ| (ω) is to explain the time period among the occurrence of frequent 
item χ and the last occurrence item in (ω).  If P (Tχ|<ω> ≤ 20) > 50%, then frequent 
item χ will be combined to (ω) creates a novel sequential pattern (ω’), or else, 
frequent item χ  which cannot be create a novel pattern. The estimation of time 
probability is depended on the space constraints and Least-Prop-Threshold, however 
proposed algorithm requires less calculation time than existing techniques and 
searched patterns are more reliable. 
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The remaining paper is framed as: In section 2, the related work is discussed. In 
section 3, the proposed algorithm is discussed. In section 3, the result of proposed 
algorithm is discussed. At last in section 4, conclusion is discussed.  

2 Related Work 

The important problem of sequential pattern mining is the huge processing cost 
because of extracting the patterns from huge amount of data. Numerous of algorithms 
are introduced to expedite mining process. In that, SPAM [8], P-Prefix span [6], GSP 
[3], Prefix span [9], AprioriAll [2] and SPADE [11] are the representatives.  

AprioriAll [2] is well-known three phase algorithm where it initially identifies the 
entire item sets with min support (frequent itemsets) and alters the database so that 
every transaction is altered with the set of entire frequent itemsets and then it 
identifies the sequential database. Actually, there are two issues in this approach. The 
first issue is that it is very expensive to perform the data transformation on the fly at 
every pass while finding the sequential database and also to modify the database and 
to store the modified database is unfeasible or else impractical in lots of applications 
as it doubles the disk space needs which are too expensive for huge database. The 
second issue is that it doesn’t show any feasible to integrate sliding windows if it is 
probable to enlarge this algorithm in order to manage the time limitation and 
taxonomies. 

In GSP algorithm, Agrawal and Srikant [2] implemented a bottom up method 
where this method creates initially frequent 1-sequences after that it creates frequent 
2-sequences until the pattern has discovered. Also, this method creates the candidate 
n-sequences which are too from the frequent (n-1) –sequences in the every iteration. 
Also, it is according to the anti-monotone property where entire subsets of a frequent 
item sequence must be in frequent at all times. The candidate n-sequences are 
determined by their frequent which is measured by their supportive counts where in 
the situation of all iteration. For the purpose of supportive counts, this algorithm is 
expensive in order to decompose the item sequences. 

Huge number of candidate sequences is the other issue of this GSP algorithm. In 
order to solve this issue [11] proposed the lattice idea using with the algorithm 
namely called SPADE where it differentiate  the candidate sequence into several set 
of items, also is stored the every sets successfully in the primary memory itself. 
Moreover, the algorithm namely called GSP that utilizes ID List method in order to 
minimize the cost of measuring supportive counts. The sequence of ID pairs is kept in 
the ID list where it signifies the exact position in the database. Moreover, it doesn’t 
create reliable patterns.  

The FP-tree [7] is a well-known short come of AprioriAll to generate the huge 
sequential patterns. This method is utilized a FP-tree based data structure. The tree 
structure which is utilizing the prefix method for reorder the all transaction or 
frequent items. In subsequences, if the sequence of various items orders is larger than 
its re-arrangement method of the sequences doesn’t execute properly. For the purpose 
of dealing the FP-Tree issues, Free Span [8] is utilized. The main concept of this Free 
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Span is to create the projected or prefix based sequential databases of particular 
frequent item patterns. Then, these frequent patterns have the capability to grow by 
just linking the frequent subset items from the small projected or prefix databases. 
This Free Span can get the entire frequent patterns by this way. The sequence of 
created candidate patterns are very less than the received candidate patterns from the 
combining technique as well as the database scanning cost is very cheap. 

Many researchers attempted to solve many realistic requirements in the recent 
years. In [13] [14] [15] for an example, they are analyzed the entire issues of 
sequential patterns mining along with their quantities. Most of the real-time 
applications contain the entire size information which is obtained in data. Moreover, 
this information may be neglected by many more existing algorithms.  

3 Proposed System  

For the purpose of sequential pattern mining, an effective algorithm known as Hybrid 
Pattern Technique is proposed in this paper. In the frequent sequential pattern among 
two consecutive events, not exactly the time-period even its possibilities are revealed 
in mining process. It considers the space limitation and the time-period among two 
consecutive items or events because of every infinite sequence itemsets occurs in the 
sequence database.  

 
Notations 
In this research, a sequence of items is described as an ordered itemsets in list manner 
also it is indicated as (I1, I2, in). The parentheses ‘(‘and ’)’ are used to enclose the 
itemset which are from the same items. Consider an  example, {(2,3),1,4,(1 ,5, 6), 3} 
is the sequence of items then it also have the following itemsets:{2,3}, {1}, {4}, 
{1,5,6}, and {3}. As a result, if one item is present in the item set then the parentheses 
can be neglected. Also, in this research, an itemset is indicated as flowing like the 
every item is combined with a transaction time and the frequent items also occurred in 
the similar transaction time. A item sequence is indicated  as (s1,t1), (s2,t2), . . ., (sn, tn), 
where sj is a item and tj indicates  the transaction time of sj occurs, 1 ≤ j ≤ n, and t1 ≤ t2 

≤ ··· ≤ tn. Also, a sequential pattern can be represented as (ω) = (ω1, ω2, ωn).  The 
following definitions are described with help of the above mentioned representation, 

Definition-1:  A sequence is S= {[s1, ts1], [s2, ts2]… [sn, tsn]}, and a pattern P = {p1, 
p2, pm}, p is time-rest prefix of S and m≤n 

Definition-2: A sequence database is DS= {S1, S2… S∝} i.e. a sequential database 
having  

Definition-3: A time-rest subsequence P′ of sequence P is indicates a prefix or 
projection of P w.r.t the time-rest prefix R if (a) P′ has time-rest prefix R and (b) there 
presents not in proper time-rest super sequence P′′ of P′ such that P′ is a time-rest 
subsequence of P and has a time-rest prefix R. If one eliminates direct manner, the 
time-rest prefix R from the projection P′, the new sequence is called the postfix of P 
with respect to time-rest prefix R. 
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Definition 4:  Let TLast indicates the final transaction occurrence of a sequence.  
Database DS. S = {[s1, ts1], [s2, ts2] . . . [sn, tsn]} is a sequence in DS. {S (t1, t2)} 
indicates the entire items that represent as sequence S which are occur among 
transaction time t1 and t2. Assume that, a time-rest subsequence of S is represented as 
P = {[p1, tp1], [p2, tp2, [pm, tpm]} and  χ   is a one of the item that do not depended on 
{S (tpm,tqn)}. The correct transaction time of χ does not know to us based on the 
present sequence S.  The probable censoring time of item χ w.r.t pattern p which is 
described as TLast – tpm to realize the time interval probability of two frequent items. 

Table 1. Notations utilized in Hybrid algorithm 

Parameter Expansion 

<ω> A time-rest prefix 

|(ω)| Length <ω> 

DSexis Continuous sequence database 

DSnew Divided Database of DSexist 

DS|<ω> Projected Database of DSnew w.r.t <ω> 

μ Least-Prop-Threshold 

Tp Time Duration 

Þ Least probability threshold 

Mins Minimum space threshold 

Maxs Maximum space threshold 

3.1 Hybrid Mining Algorithm  

Space Constraints 
The space constraint is applied on the item sequence id which is from sequential 
consecutive pattern. It remove out the sequence id of frequent pattern then it attempt 
to discover the given minima and maxima sequence id based frequent pattern. 
Consider an example, 0 to 10 sequential id which is sequential database and then 
specify lower space 1 and maximum space is 5.  Then they obtained pattern can be be 
012345 sequence id. 

 
Time Constraints  
A time constraint is work on the sequential frequent pattern i.e. time constraints 
remove the unnecessary subsequence 

Pattern from the extracted subsequence patterns based on Least-Prop-Threshold 
and time probability threshold.  The following steps are used to extract the feasible 
patterns from the sequential database.   
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3.1.1    Steps for Hybrid Mining Process 
Step 1: Divide the sequential database space using minima and maxima threshold 
values 
Step 2: Scan the sequential database for generating frequent itemsets  
Step 3: Evaluate the arrival rate between each items  
Step 4: Evaluate the Bury-Arrival time probability for frequent items at each time t.  
Step 5: The Bury-arrival probability is greater than the time probability threshold, 
append the frequent item into pattern.  
Step 6: Repeat the step-2 to 5, until obtain the specified reliable patterns   

3.1.2    Hybrid Mining Algorithm  
Consider a sequential database DS and pattern pattern (ω), we use projected or prefix 
appended database DS | (ω)| to indicate the list of postfixes in DS w.r.t pattern (ω).  
The quantity of items represents the size of pattern (ω) which is indicated | (ω)|. The 
following pseudo code has represents our proposed hybrid pattern mining algorithm.  

Algorithm: Hybrid Algorithm      
Input: DSexist, DSnew, μ, Tp, Þ, Mins, Maxs;  

Output: A set of feasible frequent patterns 
Iteration: Hybrid (<ω>, |(ω)|, DS|<ω>) 
1. Sequence count= Mins;  

2. For (sequence_count; sequence_count<Maxs, sequence_count++)  
3. { 
4. Select sequence pattern from DSexist 
5. Insert sequence pattern into DSnew 
6.} 
//end for  
7. Scan DS|<ω> one time, Extract all frequent items 
8. Total_item=All_items_present in DS 
9. if (|(ω)|=0) 
10. { 
11. Every frequent item  χ,   combine  χ   to <ω> as  <ω′> 
12. } 
//end if 
13. if(|(ω)|>0) 
14. { 
15. for (χ;χ≤ Total_item; χ++) 
16. δ=arrival_rate(<ω>,DS|<ω>,χ)  
17. BATP=1-eδtd 

BATP- Burry-Arrival Time Probability   
18. if(BATP> Þ) 
19. { 
20. Combine χ to <ω> as <ω′> 
21 } 
//end if 
22. } 
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end for 
23. for (Until all <ω′> ) 
24. { 
25. Construct Projected Database DS|<ω′> w.r.t <ω′> 
26. Recall Hybrid (<ω′>, |(ω′)|, DS|<ω′>) 
27. } 
 
Iteration: Arrival rate(<ω>, DS|<ω>,χ) 
Input: <ω>, DS|<ω>,χ 
Output: δ-arrival rate of item  χ occurrence after final item in <ω> χ-frequent item 
1. tf= the transaction time of final item in <ω> 
2. r=0;  
r-total number of sub sequence   
3. α1=0; 
α1- Difference between transaction time of final time in (ω) and initial item χ. 
4. α2=0; 
 α2- the censoring time of censored item χ 
5. for (every postfix in DS|<ω>) 
6. if (χ ∉ items in present postfix) 
7. { 
8. α2=α2+ (Transaction time of Final occurrence item-Transaction time of initial 
occurrence item) 
10. } 
11. else 
12. { 
13. r=r+1;  
14. tχ =transaction time of  item χ 
α1=α1+( tχ- Transaction time of initial occurrence next item) 
15. }    //end if  
16. }     //end for  
17. δ= r/(α1+α2) 
18. return δ;  

4 Performance Evaluation and Experimental Results 

Hybrid Algorithm is implemented in the Java language and also it is tested with AMD 
Sempron (tm) 1.60 GHz   CPU, MS Windows XP operating system and 1GB memory 
on a computer system in order to calculate the performance of the proposed work. To 
store the datasets My SQL server 2005 is utilized.  

The following are the threshold values that are applied in the Hybrid Technique. 
  
1. Minimum space =1 
2. Maximum space =4 
3. Least-Prop-Threshold  =2 
4. Least Time Probability=0.3 
5. Expected    Time Period =7 days 
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Table 2 represents the infinite datasets which are occurred in the Sequential 
Database. Table 3 represents the total number of patterns, arrival rate, Bury-arrival 
rate and selected frequent patterns which are established by the Proposed Hybrid 
algorithm. This proposed Hybrid algorithm provides better performance than the other 
various pattern mining algorithms like a-priori, FP-tree, Prefix-Span and P-Prefix-
Span. Table 3 represents the performance of Proposed and Existing approach.   

Table 2. ∞ -  Sequential Pattern Database 

Sequence Id Datasets 
0 {(4,12),(3,4),(5,6),(2,9)} 
1 {(2,2),(3,2),(1,4),(4,7),(1,8),(3,15)} 
2 {(1,1),(4,5),(6,5),(2,12)} 
3 {(1,1),(2,1),(3,1),(6,4),(6,6),(2,8),(3,9)} 
4 {(3,5),(1,7),(2,15),(4,18),(6,18)} 
5 {(3,5,(4,6),(6,7)} 
∞ …. 

Table 3. Extracted Patterns and their Burry Arrival Time Probability 

Patter
n 

Arrival 
rate 

Bury-Arrival 
Time Probability 

Patterns 
Extraction 

{1,1} 0.033 0.208 - 
{1,2} 0.087 0.456 Extract 
{1,3} 0.072 0.399 Extract 
{1,4} 0.045 0.273 - 
{1,6} 0.142 0.632 Extract 

 

 

Fig. 1. Least-Prop-Threshold Vs Execution Time 
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Figure 1 represents the entire relationship among the Least-Prop Threshold of 
pattern generation and also their execution time. When the threshold value is 
increased, then the execution time is also increased. It means that the number of items 
mutation is increased. When compared with other existing algorithm, the proposed 
approach takes very less execution time.   

 

Fig. 2. Least-Time-Threshold Vs Execution Time 

Figure 2 represents the relationship of proposed approach among the least time 
probability threshold of pattern extraction and also their execution time. The high 
probability can be reduced the execution time of pattern generation because of the 
generated Bury-prop-arrival rate is greater than the least time probability.  

 

 

Fig. 3. Comparison of pattern generation Hybrid and Other Algorithm 

Figure 3 represents the number of pattern generation among the proposed Hybrid 
Algorithm and other existing Algorithm. The proposed Hybrid Algorithm creates very 
limited amount of frequent patterns than other existing algorithms. If the pattern 
length increases, then the amount of patterns is also increased Figure 4 represents the 
execution time of Proposed Hybrid Algorithm and other existing algorithms. 
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Fig. 4. Comparison of Time execution of Hybrid and Other Algorithm 

The proposed Hybrid Algorithm takes very less time when compared to other 
algorithm like A-priori, FP-tree, Prefix Span and P-Prefix-Span. If the number of 
pattern increase then the time also increases as the number of patterns is propositional 
to time.  The performance of proposed Hybrid Algorithm is very proficient in 
computation speed, storage space and time.  

5 Conclusion 

In sequential pattern mining, many researches focuses only on the Symbolic Patterns 
where the numerical investigation is primarily belongs to the range of forecasting 
investigation and trend analysis. A latest algorithm namely called Hybrid Algorithm 
is proposed in this paper which is mainly utilized for extracting realistic sequential 
patterns where it focus on symbolic patterns at the same time it also focus on the 
numerical analysis. As well as this algorithm uses minimum and maximum space of 
sequence database where it can increases the accuracy of final output. The reliable 
sequential pattern not only yields the information of ordered frequent items, it also 
obtains the detail probability of arrival items time. This information shows the brief 
explanation of the derived patterns characteristics which are very critical for the 
decision makers.  

The users can identify the Least-Prop-Threshold and Least time probability 
threshold to establish the feasible sequential patterns as per the algorithm. The 
proposed algorithm minimizes candidate patterns amount   with help of the threshold 
of least time probability which makes the proposed technique is greater than the other 
mining algorithms.  

The experimental results represents that the Proposed Hybrid algorithm is very 
effective and very suitable technique for mining the sequential pattern. Thereafter, the 
proposed approach can also be utilized with more constraints for extracting the 
feasible patterns.  
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Abstract. This paper presents a novel and efficient way to detect the presence 
and identification of disease in wheat leaf from its image. The system applies 
FCM on data-points consisting of selected features of a set of Wheat Leaf 
images. In the first step, number of clusters is fixed to 2, in order to divide the 
input into sets of diseased and undiseased leaf images. The diseased leaf set is 
further classified into 4 sets corresponding to possibility of occurrence of 
known 4 types of disease, by applying FCM on this set with number of clusters 
fixed to 4. We have proposed an efficient method for selection of feature set 
based on inter and intra-class variance. Although testing has been done only on 
wheat leaf images, this method can also be applied on other leaf images through 
careful selection of the feature set. 

Keywords: Image Processing, Feature Extraction, Fuzzy C-Means Clustering. 

1 Introduction 

Wheat Leaf rust, Puccinia recondite, usually does not cause spectacular damage, but 
on a world-wide basis it probably causes more damage than the other wheat rusts. In 
India, average losses of 3% have been estimated, although higher losses occur in 
certain areas if the cultivars are susceptible to leaf rust.  

Researches in Image Processing and Analysis for Detection of Plant Diseases have 
grown immensely over the past decade. Various methods have been devised that are 
used to study plant diseases/traits using Image Processing. The methods studied are 
aimed at increasing throughput & reducing subjectiveness arising from human experts 
in detecting the plant diseases [1].  
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As shown in Fig. 1, the general system for detection and recognition of disease in 
plant leaf consists of three main components: Image analyzer, Feature extraction and 
classifier.  

The processing that is done by using these components is divided into two phases. 
The first processing phase is the offline phase or Training Phase. In this phase, a set 
of input images of leaves (diseased and normal) were processed by image analyzer 
and certain features were extracted. Then these features were given as input to the 
classifier, and along with it, the information whether the image is that of a diseased or 
a normal leaf. The classifier then learns the relation among the features extracted and 
the possible conclusion about the presence of the disease. Thus the system is trained.  

The second processing phase is the online phase, in which the features of a 
specified image is extracted by image analyzer and then tested by the classifier 
whether the leaf is diseased or not, according to the information provided to it in the 
learning phase (offline phase).  

Now, assume there is a large set of images of plant leaves, and we need to 
determine the type of the disease, if there is any, the leaves are infected with. If we go 
by the existing system, we have to take the images one by one, feed it to the input of 
the system, get the output and continue the steps for the next image until there is 
none. This cycle may be time consuming if the test is conducted for a large number of 
leaves, which is the case in most practical situations. The algorithm that we propose 
overcomes this shortcoming- it is very easy to comprehend and is designed to work 
for a large set of images. 

 

 

Fig. 1. Architecture of a General System for Detection and Recognition of Disease in Plant 
Leaf 

The Paper has been organized as follows. In Section 2, we go through the type of 
diseases a wheat leaf may be infected with. Section 3 describes Architecture of the 
proposed system. Selection of appropriate features is detailed in Section 4. Section 5 
explains the basics and application of Fuzzy C-Means Algorithm in our system. 
Finally we show the results in Section 6, and reach our conclusion in Section 7. 
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For this work, more than 300 wheat leaf images were collected from a wheat farm 
at Field Crop Research Station, Department of Agriculture, Govt of West Bengal, 
Burdwan. Then the leaves where classifed according to the severity of infection in the 
leaves by two experienced doctors, Dr. Amitava Ghosh (Ex. Economic Botanist IX, 
West Bengal) and Dr. P. K. Maity (Chief Agronomist & Ex-Officio Joint Director of 
Agriculture, West Bengal). 

2 Recognition of Wheat Leaf Diseases and Gradations 

A wheat leaf can be infected with the following four diseases: 

I. Powdery Mildew: Elliptical patches of white fungal growth appear on both leaf 
surfaces. 

II. Septoria Leaf Spot: Yellow flecks first appear on the lower leaves. Later, yellow 
to red-brown or gray-brown spots or blotches may develop on all above-ground 
parts of wheat. 

III. Tan spot or Yellow Leaf: Oval-shaped tan spots up to 12 mm in length appear on 
the leaves. 

IV. Snow Molds: Leaves may be partly or entirely dried and appear brown or 
bleached. When the crowns are attacked, the plants are usually killed. When the 
crowns are unharmed, new leaves emerge among the damaged leaves and the 
wheat plants often recover. 

 

All four diseases mentioned above can be considered to be wheat leaf rusts with 
various degrees of infections. 

A study by Pathologists Marsalis and Goldberg [2] reveals that Wheat Leaf rust 
disease symptoms begin as small, circular to oval yellow spots on infected tissues of 
the upper leaf surface. As the disease progresses, the spots develop into orange 
colored pustules which may be surrounded by a yellow halo (Fig. 2). 

 

 

Fig. 2. Relative resistances of wheat to leaf rust: R=resistant, MR= moderately resistant, MS= 
moderately susceptible, and S= susceptible. Source: Rust Scoring Guide, Research Institute for 
Plant Protection, Wageningen, Netherlands. 
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Accordingly, our proposed system is able to identify a wheat leaf as diseased or 
not, and if found to be diseased, it can determine the severity of the infection by 
labeling it as R, MR, MS or S. 

3 Architecture of the System 

The first step in making the proposed system to be working properly is selection of 
the appropriate set of features. In order to do that, we have considered the most 
common features used in such applications, namely, Entropy, Median, Mode, 
Variance [3], Standard Deviation, Number of Zeros and connected components in the 
Binary Image, Number of Peaks in the Histogram, Color Moments [4, 5] and Texture 
based features [6, 7] like Inertia, Correlation, Energy and Homogeneity. Then we 
used a simple algorithm based on inter-class and intra-class variance (refer to Section 
4) to identify the most effective among these features.  

Next, we take the set of images of wheat leaf, which is required to be divided into 
separate clusters. We extract the selected features from the input set of images. The 
feature vectors are then fed to the Fuzzy C-Means Clustering Algorithm (refer to 
Section 5) fixing number of clusters to 2. This divides the set of wheat leaf images 
into sets of diseased and undiseased leaf images. Next, we consider only the feature 
vectors of the set of diseased leaves. We again run the Fuzzy C-Means Clustering 
Algorithm on this set, fixing the number of clusters to 4. Thus, we obtain 4 sets 
partitioned according to the degree of infection of the system.  

The architecture of the system is schematically represented in Fig. 3a. The “Feature 
Extraction and Fuzzy C-Means” block in Fig. 3a has been expanded in Fig. 3b. 

 

 

Fig. 3. (a) Architecture of the System (b) Feature Extraction followed by Fuzzy C-Means 
Clustering 

4 Feature Selection Algorithm 

The algorithm selects the most suitable features from the set of all features mentioned 
in the previous section. This activity decreases the size of each feature vector to an 
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optimum level, and thus enhances performance of the FCM. The steps of the 
algorithm are as follows. 

 

 

Fig. 4. Feature Selection Process 

1. Collect 300 or more images of wheat leaf such that 50% of wheat leaf 
images belong to R-Class, 25% to S-Class, 13% to MR-Class and 12% to 
MS-Class.  

2. Extract the 25 Features of each of the images collected and stored in 4 
separate files for 4 categories of image. The file containing features of all the 
images belong to R Class is named FR, and the others are named FS, FMR 
and FMS respectively. 

3. Calculate the variance of all the feature values belonging to one feature in a 
particular class-file. This operation is done for each of the 4 files and stored 
in 1 file named Intra_Class_Var. This file will contain 4 rows corresponding 
to 4 classes of image, and 25 columns corresponding to each of the features. 
Hence, the value at position i,j specifies the variance of feature j of images 
belonging to class i. These values are called Intra-class variance. 

4. Calculate the mean of all the feature values belonging to one feature in a 
particular class-file. This operation is done for each of the 4 files and stored 
in 1 file named Intra_Class_Mean. This file will contain 4 rows 
corresponding to 4 categories of image, and 25 columns corresponding to 
each of the features. Hence, the value at position i,j specifies the mean of 
feature j of images belonging to class i. These values are called Intra-class 
Mean. 
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5. Calculate the variance of mean values (all rows) corresponding to each 
feature (one column) in the file Intra_Class_Mean. Thus we get 25 values of 
variance and store these values in a file named Inter_Class_Var.  

6. Choose two thresholds T1 and T2, one based on inter-class-variance, and 
another on intra-class-variance. 

7. A set of features InterFeature are selected such that the inter-class variance 
value for all those features are greater than T1. 

8. A set of features IntraFeature are selected such that the intra-class variance 
values of all 4 categories for all those features are less than T2. 

9. We perform set union operation on 2 sets, InterFeature and IntraFeature to 
get the final selected set of features. 

The schematic representation of the algorithm has been shown in Fig. 4. 

5 Fuzzy C-Means Clustering Algorithm 

The concept of Fuzzy sets [10, 11] is as follows. Suppose there are n elements in a 
set, and we need to distribute these n elements into c clusters. Each of these n 
elements will have c degree of membership values which will correspond to c 
clusters. Among these c values, the element will be considered to be a part of that 
cluster which will have the highest membership value for that element.  

In our case, the set consists of all the feature vectors of the images. We have 
applied Fuzzy c-means Clustering Algorithm [12] which iteratively minimizes the 
objective function: 

1

2

1

|| ||m
m i j i j

N C

i j

J u x c
= =

= −                                       (1) 

Where m is any real number greater than 1, uij is the degree of membership 
of feature vector xi in the cluster j, xi is the ith of d-dimensional measured data, cj is 
the d-dimension center of the cluster, and ||*|| is any norm expressing the similarity 
between any measured data and the center. 

In our application, we have considered 4 clusters corresponding to 4 categories of 
disease- R, MR, MS and S. This operation categorizes the feature vectors into 4 
clusters. From the result we can conclude that an image I belonging to cluster C 
implies the wheat leaf in image I is infected with disease belonging to category C.  

6 Results 

6.1 Feature Selection 

As shown in the description of architecture of the system, the first step required for 
proper functioning of the proposed algorithm is the proper selection of the appropriate 
features. We first collected 310 wheat leaf images and extracted all 25 features, as 
described in Section 4. Then we apply the algorithm formulated in Section 5, to get a 
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set of 7 features which are designated as the best among all the features in this 
particular application. For this experiment, the Intra-Class Threshold was set to 0.6 
and the Inter-Class Threshold was set to 0.03. The 7 features that were selected from 
the system are shown in Table 1. 

6.2 Fuzzy C-Means Results 

In the first step, we run FCM on feature vectors of 310 wheat leaf images fixing C=2. 
We get a set of diseased wheat leaf images in one cluster. Next, we run FCM only on 
the set of diseased leaves, fixing C=4. Classification into diseased and undiseased 
leaves was found to be accurate in 88% of the cases. Recognition of type of disease 
was accurate in 56% of the cases. 

Table 1. Selected Features and their Sample Values 

Wheat 
Leaf Images 

  
Category R MR MS S 

Mode 0.11695 0.0035 0 0.13443 
Variance 341.77 0.0587 301.94 73.155 

Standard 
Deviation 

5846.1 7.6602 5495 2704.7 

No. of 0s in 
Binary Image 

89.084 0.5634 18.972 44.876 

No. of 
Connected 

Components 
0.0055036 0.0032 0.0080 0.2457 

S Plane 
Moment3 

-0.07605 0 0.1442 -0.034339 

V Plane 
Moment 1 

2.2459 0 0.3411 0.018235 

7 Conclusion 

This paper demonstrates the power of Fuzzy C-Means Clustering Algorithm as a 
classifier in applications of identification of disease in plant leaves. It is simpler and 
faster than other contemporary integrated image processing approaches used for 
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disease identification. The only drawback is that the output of the system (partitioned 
set of images) can be ambiguous in some cases. For example, suppose if the input set 
of diseased leaves does not cover all possible type of infections, the output can still be 
separated into 4 clusters. This drawback can be avoided through better selection of the 
features. An improved AdaBoost algorithm [8] or KPCA based feature selection [9] 
can also be adopted on the large feature set to select the most significant features. 
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Abstract. Intelligent automated decision support systems are found to be useful 
for early detection of  hepatitis  for augmenting survivability. We present here 
an intelligent system for hepatitis disease diagnosis using UCI data set for 
experiment. We use multiple imputation technique for managing missing values 
in the UCI data set. One of the potential  tools in this context is neural network 
for classification. For better  diagnostic classification accuracy, various feature 
selection techniques are deployed as  prerequisite. These features are considered 
to be more informative to the doctors for taking final decision.  This work 
attempts rough set-based feature selection (RS) technique. For classification, we 
use  incremental back propagation learning network (IBPLN), and Levenberg-
Marquardt (LM) classification tested on UCI data base. We compare 
classification results in terms of classification accuracy, specificity, sensitivity 
and receiver-operating characteristics curve area(AUC).  

Keywords: Hepatitis, UCI database, Multiple  Imputations, RS, Neural 
networks, Incremental back propagation, Levenberg-Marquardt Classification. 

1 Introduction 

Hepatitis  is an inflammation of the liver without pinpointing any specific reason [1]. 
Mainly, there are three viruses responsible for causing hepatitis: A –virus (HAV), B- 
virus (HBV), and C- virus (HCV). Recent years, it has become one of the  major 
diseases worldwide. More causalities are reported worldwide due to this  cause. At 
present, there are about 2 million people infected with hepatitis B virus, and 200,000 
to 300,000 people infected with hepatitis C [2]. One of the major problems for the 
diagnosis of hepatitis for a physician [1] as most people suffering from hepatitis B 
and hepatitis C do not show any major symptom. Generally, a physician takes 
decision by evaluating the current test results of a patient and/or by comparing the 
present patient with previous  similar patients using heuristics; leaving a scope of 
error in diagnosis. To mitigate the problem, an automated intelligent decision support 
system can be  helpful. We, propose an intelligent system for hepatitis diagnosis using 
a method based on  rough-set based feature selection ( RS) for feature reduction, and 
IBPLN, and LM classification. We use multiple imputation technique for missing 
values in the data set. This is a novel approach compared to the previous studies on 
hepatitis disease diagnosis [1-4]. 
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Section 2 presents UCI hepatitis database. Section 3 explains multiple imputation. 
Section 4 presents RS algorithm. Section 5 presents the preliminaries of ANN along 
with the two algorithms we use in this study. Section 6 presents the application. 
Section 7 presents the results. Lastly, our conclusions are summarized. 

2 UCI Hepatitis Database 

In this study, we use hepatitis data set from UCI Machine Learning Repository [5]. 
The data set contains 19 attributes plus one attribute for class  (binary). It contains 
155 samples to two different classes ( ‘die’- 32 cases; ‘live’- 123 cases). The details 
of the dataset are presented in Table 1. 

Table 1. The attributes of hepatitis disease database of UCI 

Attribute 
number 

Attribute name Attribute values Attribute 
number 

Attribute name Attribute values 

1. Class DIE, LIVE 11. SPLEEN PALPABLE no, yes 

2. AGE 10,20,30,40,50,60,70,80 12. SPIDERS no, yes 
3. SEX Male, female 13. ASCITES no, yes 

4. STEROID no, yes 14. VARICES no, yes 

5. ANTIVIRALS no, yes 15. BILIRUBIN 0.39,0.80,1.20,2.00,3.00,4.0
06. FATIGUE no, yes 16. ALK PHOSPHATE 33, 88, 120, 160, 200, 250 

7. MALAISE no, yes 17. SGOT 13, 100, 200, 300, 400, 500 

8. ANOREXIA no, yes 18. ALBUMIN 2.1, 3.0, 3.8, 4.5, 5.0, 6.0 

9. LIVER BIG no, yes 19. PROTIME 10,20,30,40,50,60,70,80,90 

10. LIVER FIRM no, yes 20. HISTOLOGY no, yes 

 
In this data set, there are a number of missing values. For the missing value 

management, we use multiple imputation technique as described in the following 
section 3.  

3 Multiple Imputations  

Missing value problem may adversely affect the derived results if not addressed 
properly. There are different methods which are being used; e.g., Delete the records 
containing missing data; Use attribute mean; Use attribute median; Use a global 
constant to fill in for missing which seem not relevant to the decision attribute; Use a 
data mining method. We use a bootstrap-based EMB algorithm [6] performing 
multiple imputation. A schematic view of the approach to multiple imputation with 
the EMB algorithm is shown in Fig. 1. In multiple imputation technique, EMB 
algorithm combines EM algorithm with bootstrap approach to take draws from the 
posterior which is computed by considering assumed MAR (missing at random), 
likelihood, law of expectations and a flat prior. For each draw, the data is 
bootstrapped to simulate estimation uncertainty and then run EM [7] algorithm to find 
the mode of the posterior for the bootstrapped data and fundamental uncertainty [8]. 
After having draws imputations are done and m sets of imputed data are generated, 
analysis are performed which produce m separate results. These separate results are 
combined by arithmetic mean [6], [9] to have final results. 
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                                                                   Combination                             analysis     

 
 

Fig. 1. A schematic view of multiple imputation 

4 Rough SET-Based Feature Subset Selection (RS) 

Rough sets theory was first presented by Pawlak in the year 1980’s [10]. Rough set is 
a formal approximation of a crisp set in  terms  of a  pair of  sets which give lower 
approximation with  positive region and upper approximation with negative region. In 
between there a boundary. Let there be an information system  I = ( U,A ) ( attribute – 
value system ), where U be the universe of discourse and is a non-empty set of finite 
objects; A is a non-empty finite set of attributes. With any P  A, there is an 
associated equivalence relation IND(P), called P – indiscernibility relation. Let X  U 
be a target set. The target set X can be approximated using only the information 
contained within P by constructing P-lower (PX) and P-upper (PX) approximation of 
X. The tuple (PX, PX) is called rough set. The accuracy of the rough-set 
representation of the set X can be given [11] by the following: 

        P = | PX | / | PX |                                (1) 

5 Artificial Neural Networks 

5.1 Preliminaries 

Artificial neural networks ( ANN)  mimic the workings of the neurons of human 
brain. The neurons are connected to one another by connection links. Each link has a 
weight. A simple McCulloch-Pitts model of a neuron [12], the basis of ANN was 
presented in the year 1943. In the literatures, different forms of ANNs  are there for  
modeling different tasks.  

Modeling with ANN involves two important tasks, namely, design and training the 
network. The design of a networks involves (1) fixing the number of layers, (2) the 
number of neurons for each layer, (3) the node function for each neuron, (4) whether 
feedback or feedforward, and (5) the connectivity pattern between the layers and the 
neurons. All these adjustments are to be taken care of for improved performance of 
the system. The training phase or the learning phase involves adjustments of weights 
as well as threshold values from a set of training examples. The kind of learning law 
was first proposed by Donald Hebb [13]. Currently, there are hundreds of such 
leaning algorithms in the literature [14], but the most well-known among them are 
backpropagation [15], [16], ART [17], and RBF networks [18]. 

Incomplete Data Bootstrapped Data Imputed Data Sets 

Separate ResultsFinal Results
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5.2 Incremental Backpropagation Learning Networks 

The normal backpropagation network is not an incremental by its nature [19]. The  
network learns by the backpropagation rule of Rumelhart et al.[20] under the 
constraint that the change to each weight for each instance is bounded, which is 
achieved by introducing a scaling factor s which scales down all weight adjustments 
so that all of them are within bounds. The learning rule is now.   

ΔWij(k)  =  s(k) ηδj(k)Oi(k)               (2) 

where Wij is the weight from unit i to unit j,  η( 0< η < 1) is a trial-independent 
learning rate, δj  is the error gradient at unit j,  Oi  is the activation level at unit i, and 
the parameter k denotes the k-th  iteration. In the incremental learning scheme, initial 
weights prior to learning any new instance represent knowledge accumulated so far.  
The IBPLN proceeds as proposed in [19]. 

5.3 Levenberg-Marquardt (LM) Algorithm  

LM algorithm is basically an iterative method that locates the minimum of a 
multivariate function that is expressed as the sum of squares of non-linear real-valued 
functions [21], [22]. LM algoritjm finds a solution even if it starts far off the final 
minimum. During the iterations, the new configuration of weights in step k+1 is 
calculated as follows 

       w(k+1) = w(k) – (JT J + λI)-1 JT ε(k)                (3) 

where J – the Jacobian matrix, λ - adjustable parameter, ε - error vector.  

6 Applications 

Basically, this study consists of three stages: Generation of five sets of data using 
multiple imputation; and then the feature extraction and  reduction phase by rough-
set-based feature selection( RS );  and then classification phase by incremental back 
propagation neural networks (IBPLN), and Levenberg-Marquardt (LM) algorithm. 
The schematic view of our system is shown in Fig. 2. 

 
  
 
 
  

 
Fig. 2. Block diagram of a system for hepatitis disease diagnosis 

 

UCI hepatitis data set Generating five sets of data 
using multiple imputation 

Feature extraction 
reduction using RS 

Classification using IBPLN and LM 
Decision space   
1 DIE 
2 LIVE             
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6.1 Data Preprocessing 

Data preprocessing is the primary step for any model development. We completely 
randomize the data sets with missing records.  Then, we apply multiple imputation 
technique using Amelia [6] which generates five sets of filled data. To avoid outliers 
during multiple imputations, we apply certain range  specifications after consulting  a 
specialist [23].  Next, we apply RS using ROSETTA [24]. We use Johnson’s 
algorithm to extract reducts, which extracts a single reduct not a set of reducts like 
other algorithms. We extracted all reducts from the five imputed files under the option 
‘Full’ and ‘Full’ with ‘Modulo decision’ and got ten sets of reduct. After this 
extraction process we chose all the attributes appeared in these reducts as the reduced 
features. The seven  reduced features obtained in this way is shown in Table 2.  The 
data sets are partitioned into three: Training set ( 68%), Validation set ( 16%), and 
Test set ( 16%). 

Table 2. Reduced hepatitis attributes 

# Name of the attributes # Name of the attributes
1. AGE 5. SGOT 
2. STEROID 6. ALBUMIN 
3. BILIRUBIN 7. PROTIME 
4. ALK PHOSPHATE  

6.2 Network Architecture 

Balancing the trade-off between accuracy and generalizability is the prime 
characteristic of  selecting a model. The ANN model selection includes choice of 
network architecture and  feature selection. The hold-out data set called the validation 
set would be useful helping all these decisions  successful  [25]. In our networks, we 
use logistic function  of the form    F(x) = 1/ (1+e-x)    in the hidden and output nodes. 
Theoretically, a network with one hidden layer and logistic function as the activation 
function at the hidden and output nodes is capable of approximating any function 
arbitrarily closely, provided that the number of hidden nodes are large enough [26]. 
So, we use one input layer, one hidden layer, and one output layer. For fixing the 
number of neurons in the hidden layer, we use the formula of Goa[27] modified by 
Huang et al. [28]. 

s= √ (0.43mn + 0.12n2 + 2.54m + 0.77n + 0.35) + 0.51       (4) 

where s is the number of neuron, m is the number of input, n is the number of output. 
In the present study, m = 7, n =2; and hence s= 6 after round off.  

7 Modelling Results 

The classification algorithms using two combinations were implemented in Alyuda 
NeuroIntelligence [29]. Table 3 shows the network parameters. As a overtraining 
control measure, we retain the copy of the network with the lowest validation error. 
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Table 3. Network parameters applying to WBCD 

Classifiers 
Network structure Epochs(retrain) Numbers patterns 

I HL O  Training Validation Testing 

RS + IBPLN 7 6 1 2000(10) 109 23 23 

RS + LM 7 6 1 2000(10) 109 23 23 

7.1 Performance Evaluation Methods 

As the performance measure, we compute classification accuracy, sensitivity, 
specificity and AUC. The area under ROC curve ( AUC) is an important measure of 
classification performance that is being used in biomedical research to assess the 
performance of diagnostic tests [30]. AUC close to one indicates more reliable 
diagnostic result [30] and it is considered one of the best methods for comparing 
classifiers in two-class problems. 

7.2 Experimental Results 

The compiled results from 80 simulations of our studies are shown in Table 4A and 
Table 4 B.  

Table 4A. Results from 80 simulations 

Imputation 

Number(Method) 

Test set ( CCR%) Specificity  

Highest  

(freq) 

Lowest 

( freq) 
Avg 

Grand 

Avg 

Highest    

( freq) 

Lowest 

( freq) 
Avg 

Grand 

Avg 

IMP-1(RS+IBPLN) 100(4) 78.26(2) 88.97  

 

90.48 

100(38) 33.33(5) 80.18  

 

79.34 

IMP-2(RS+IBPLN) 100(7) 78.26(2) 91.47 100(38) 25(1) 79.97 

IMP-3(RS+IBPLN) 100(11) 73.91(1) 91.19 100(39) 25(1) 80.15 

IMP-4(RS+IBPLN) 100(8) 78.26(2) 91.25 100(38) 20(1) 81.74 

IMP-5(RS+IBPLN) 100(3) 78.26(6) 89.51 100(31) 25(4) 74.66 

IMP-1(RS+LM) 100(9) 82.61(2) 92.39  

 

93.34 

100(45) 50(6) 87.45  

 

85.81 

IMP-2(RS+LM) 100(13) 86.96(11) 93.97 100(42) 33.33(1) 85.05 

IMP-3(RS+LM) 100(13) 86.96(6) 94.35 100(53) 33.33(1) 89.15 

IMP-4(RS+LM) 100(7) 86.96(12) 93.2 100(35) 33.33(3) 82.86 

IMP-5(RS+LM) 100(8) 86.96(10) 92.77 100(42) 33.33(2) 84.42 
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Table 4B. Results from 80 simulations 

Imputation 

Number(Method) 

Sensitivity AUC 

Highest 

( freq) 

Lowest 

( freq) 
Avg 

Grand 

avg 

Highest 

( freq) 

Lowest 

( freq) 
Avg 

Grand 

avg 

IMP-1(RS+IBPLN) 100(11) 80(1) 90.8  

 

92.78 

100(11) 51(1) 89.43  

IMP-2(RS+IBPLN) 100(18) 83.33(2) 93.54 100(11) 53(1) 90.4  

 

90.72 

IMP-3(RS+IBPLN) 100(25) 80.95(1) 93.36 100(18) 54(2) 91.61 

IMP-4(RS+IBPLN) 100(18) 77.27(1) 93.6 100(12) 56(1) 91.83 

IMP-5(RS+IBPLN) 100(14) 78.95(1) 92.62 100(6) 70(1) 90.34 

IMP-1(RS+LM) 100(17) 84.21(1) 93.73  

 

94.98 

100(16) 74(4) 90.46  

 

92.52 

IMP-2(RS+LM) 100(32) 83.33(2) 95.92 100(18) 70(1) 92.24 

IMP-3(RS+LM) 100(30) 85(1) 95.43 100(26) 52(1) 92.25 

IMP-4(RS+LM) 100(26) 85(2) 95.36 100(21) 71(1) 93.69 

IMP-5(RS+LM) 100(19) 83.33(1) 94.44 100(12) 79(1) 93.94 

 

The following observations are noted below: 

• Out of the two methods, RS+LM shows better performance in terms of 
CCR, Specificity, Sensitivity, and  AUC.  

• All of the methods provide 100% classification accuracy as the highest 
level  and the lowest classification performance is 82.61% for RS + LM 
simulation results using 68% training, 16% validation, and 16% testing 
data sets. 

We now compare our results with other studies [4] as shown in Table 5.  It is 
evident from the table that our method offers comparable results with 80 simulations 
at present. 

Table 5. Comparison of accuracies of different methods applied in hepatitis disease diagnosis 

Hepatitis 
disease 

KNN Naïve Bays SVM FDT PSO CBR-PSO RS- LM 

Best 89.86% 86.35% 90.31% 78.15% 89.46% 94.58% 100% 
Lowest 70.29% 66.94% 65.22% 61.49% 75.35% 77.16% 82.61% 
Average 83.45% 82.05% 86.92% 75.39% 82.66% 92.83% 93.34% 

8 Conclusion 

This work has explored two classification techniques, namely, IBPLN and LM,  of 
intelligent diagnostic systems for hepatitis  diagnosis. For feature selection and 
reduction, we use RS technique. A few of the previous works pointed out the lowest 
performance of their systems. We argue that the lowest performance should also be a 
judging parameter for the performance of a system. Moreover, much of the authors of 
their studies on UCI hepatitis data do not indicate whether their results represent the 
best simulation product or an average of several simulations. So, we present here the 
highest, lowest, and the average behavior of the methods used. 
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This work provides a novel approach compared to other  results including Neshat et 
al. [4].  In a significant number of cases, specificity, sensitivity, and AUC have reached 
100%.  While this work does not claim the highest performance achiever, but, at the 
same time reports that a combination of seven features ( i.e., ‘AGE’, ‘STEROID’, 
‘BILLIRUBIN’, ‘ALK PHOSPHATE’, ‘SGOT’, ‘ALBUMIN’, ‘PROTIEN’ ) derived 
using RS might be  worthwhile to scrutiny when the final decision is made by the 
doctors. The results of this research demonstrated that the techniques used here could 
be applied to other diseases. 
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Abstract. In this paper, we present transmission power control algorithms, 
based on soft computing techniques, for reducing the energy consumption in 
wireless sensor network, without affecting its throughput.  Two algorithms are 
designed, one using Artificial Neural Network (ANN) and the other using 
Fuzzy Logic Control (FLC).  The algorithms show marked improvement in 
performance when compared to the conventional Medium Access Control 
protocol standard IEEE 802.15.4.  We also show the effects of optimizing the 
proposed methods further using Genetic Algorithm  

Keywords: Wireless sensor network, Transmission Power Control, Fuzzy 
Logic Control, Artificial Neural Network, Genetic Algorithm. 

1 Introduction 

Energy conservation in a Wireless Sensor Network (WSN) can be achieved 
considerably through Transmission Power Control (TPC) techniques while processing 
power control techniques can offer only a marginal saving of energy [1].   Another 
interesting fact is that energy efficient protocols using TPC are more effective in 
Medium Access Control (MAC) layer than in network layer [2].  The double benefit of 
TPC in MAC layer is that, on one hand, reduced transmission power can extend the 
battery life, while on the other hand, increased transmission power can improve link 
reliability and offer higher bit/baud ratio.  However, due to dynamic channel 
characteristics, the transmission channel cannot be modelled precisely and its 
characteristics can be determined accurately.  Hence, in this paper, we propose two 
transmission power control technique using Artificial Neural Network (ANN) and 
Fuzzy Logic Control (FLC) which do not depend on the channel model or 
characteristics for deciding the required transmission power.   The paper is organized 
as follows. Section 2 gives a brief account of previous research on TPC techniques. 
The WSN scenario chosen for study is detailed in Section 3. FLC based TPC algorithm 
using FLC and ANN are discussed in Section 4 and Section 5 respectively.  In Section 
6, we analyze the performance of the proposed methods and finally in Section 7, we 
present the conclusions. 
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2 Related Work 

Fuzzy logic control has been utilized in WSN for sampling period decision [4], 
Cluster head election [5] Congestion detection and control [6]. FLC has also been 
used for TPC by using the Received Signal Strength Index (RSSI) and Link Quality 
Index (LQI) as inputs [7] or RSSI and source transmission power as inputs [8].  
However, fuzzy logic requires an extensive knowledge base for efficient performance.  
Several other TPC techniques have also been proposed in literature.  Control-theoretic 
based TPC technique [9] using online parameter estimation and dynamic TPC 
algorithm using the RSSI and LQI of neighbor nodes [10] are two examples.  There is 
a strong relation between ANN and WSN [11] which promises a major impact on the 
research in hybrid technology, specifically in WSN.  To quote a few, ANN based 
energy efficient path discovery, nodes clustering, cluster-head selection, data 
aggregation / fusion, data association, context / data classification and data prediction 
[12], topological clustering using a self organizing map neural network [13] and 
clustering / categorizing using unsupervised learning methods [14] leading to robust 
sensor data.  Estimation techniques such as Kalman Filter can be used to predict the 
RSSI which in turn can be used to decide the required transmission power [15].  
However, it requires a system identification tool for formulating the estimation 
algorithm.  ANN has the advantage that it neither requires a knowledge base as in the 
case of FLC nor a system model as in the case of Kalman filter for its implementation.      

3 WSN Specifications Chosen for Study 

The WSN nodes are assumed to be mobile with a random way point mobility of 0 to 
1m/s. The maximum Transmission power (Pt) is controlled in the range [0.1mW, 1 
mW] conforming to IEEE 802.15.4 standards [16].  The transmission channel chosen 
is a fading channel with log-normal shadowing [17] as defined in Equation 1. 
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where Pr is the RSSI, λ the wavelength of signal, ‘Dist’ the separation between ED 
and COORD, Gt and Gr the Gain of transmitting and receiving antennas and Xσ the 
Additive White Gaussian Noise (AWGN) with zero mean and standard deviation σ. 
Constant Bit Rate (CBR) traffic with 250 Kbps data rate and packet length of 64 bytes 
are  assumed.  While  the  actual  receiver  threshold  of  a  practical  WSN  is  around 
-92dBm, we assume a threshold value of -85dBm which provides a 7dBm tolerance in 
noise floor.  The communication between ED and COORD is shown in Fig. 1. 

 

Fig. 1. Communication between End Device and Coordinator in WSN with TPC 
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The TPC algorithm is implemented in the COORD and it calculates the required 
transmission power (Ptreq) based on the transmission power used by ED (Ptsrc) to 
transmit its data packet and the RSSI with which it is received by the COORD.  The 
COORD sends the Ptreq to ED in its acknowledgement so that the ED sends its next 
data packet at that power level.  The next section presents the FLC based TPC 
algorithm (FLC-TPC) and the GA optimized FLC based TPC algorithm (FLC-GA-
TPC) used by the COORD for calculating Ptreq. 

4 Fuzzy Logic Based Transmission Power Control in WSN 

FLC is a heuristic algorithm applied when mathematical models do not exist or 
traditional system models become too complex.  Since a wireless channel cannot be 
modeled accurately, FLC is a natural choice for transmission power control.  The 
design parameters chosen for FLC-TPC are shown in Table 1.   

Table 1. Design parameters for FLC-TPC 

Parameter Input Output  
RSSI Ptsrc Error Ptreq 

Range (dBm) [-110,0] [-10,0] [-40,30] [-10,0] 
Membership functions 5 10 5 10 
linguistic rules 80 
Decision making Min-Max method 
Defuzzification Centre of gravity method 

The flow chart for the FLC based TPC algorithm (FLC-TPC) implemented in 
COORD is shown in Fig. 2. 

 

Fig. 2. Flow chart for FLC based TPC algorithm  

The transceiver buffer of COORD considers the received RSSI and the Ptsrc of the 
ED along with an additional ‘Error’ input calculated as given in Equation 2. 

                                            Error = RSSIThreshold – RSSI            (2) 
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where RSSIThreshold = -85dBm.  Packets received with RSSI below RSSIThreshold will be 
dropped.  There is no scope for TPC under the following conditions: 

Condition 1:  RSSI < -85dBm (Below threshold) & Ptsrc = 0dBm (Ptsrcmax) 
Condition 2:  RSSI >> -85dBm (very high) & Ptsrc  =  -10dBm (Ptsrcmin). 
 
Under all other conditions, the TPC  algorithm  is  executed  to  decide  the  Ptreq.  

Table 2 shows the Rule Base matrix for FLC-TPC with 80 linguistic rules. We have 
considered Mamdani model, according to which the output generated by the inference 
engine is converted into crisp value of Ptreq using the centre of gravity method. 

Table 2. Rule Base Matrix for Ptreq  

   RSSI/ 
            Error 
Ptsrc 

HM / 
LM 

H / 
L 

M /
L 

M /
M 

L /
M 

L /
H 

LM / 
H 

LM / 
HM 

LM LM LM LM LM LM LM LM LM 
LM-L LM-L LM-L LM-L LM-L LM-L LM-L LM-L LM-L 

L L L L L L L L L 
L-M L-M L-M L-M L-M L-M L-M L-M L-M 
M M M M M M M M M 

M-H M-H M-H M-H M-H M-H M-H M-H M-H 
H H H H H H H H H 

H-HM H-HM H-HM H-HM H-HM H-HM H-HM H-
HM 

H-
HM 

HM HM HM HM HM HM HM HM HM 
HM1 HM1 HM1 HM1 HM1 HM1 HM1 HM1 HM1 

The membership functions of Ptsrc are further optimized using Genetic Algorithm 
(GA) in order to maximize the energy efficiency.  The various Parameters used for the 
GA optimized FLC based TPC (FLC-GA-TPC) are given in Table 3.  

Table 3. Parameters used for FLC-GA-TPC algorithm 

Parameter Value 
Population size 10 
String length 12 
Fitness function 1/(error+1) 
Selection Ranking selection 
Crossover Simple crossover 
Probability of crossover 0.99 
Mutation Single value mutation 
Probability of mutation 0.01 
Coding method Real coded 

The next section presents the design of ANN based TPC (ANN-TPC) which does 
not require the knowledge base like FLC-TPC.  
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5 Artificial Neural Network Based TPC in WSN 

ANN is an arithmetic algorithm capable of learning complicated mappings between 
the inputs and outputs according to supervised training or it can classify input data in 
an unsupervised manner.  The block diagram of the ANN-TPC is shown in Fig. 3 (a). 

 

    

Fig. 3. Block diagram of ANN-TPC (left) and ANN Structure (right) 

Back Propagation learning Algorithm (BPA) is used for training the neural 
network.  BPA is a gradient descent algorithm which works with the difference in 
error, based on which it modifies the weights of the network.  It is simple, allows 
quick convergence to a local minima and is easy to implement in real time scenarios.  
The learning rate assigned for the network is 0.5. Sigmoid bipolar activation function 
is chosen for the output, as given in Equation 3. 

 

                                              Output = 
    .      (3) 

 
where net=∑Wi Xi,  Xi being the ith input to the neurons and Wi the weight associated 
with the connection between neurons.  We use a Feedforward Multilayer Neural 
Network as shown in Fig. 3 (b).  The weights for the network are initialized with 
random values. The number of neurons in the hidden layer is decided by trial and 
error to achieve minimum Integral of Time Weighted Absolute Error (ITAE).  It is 
observed that convergence is achieved at around 5500 iterations.  The value of Ptreq 
will be iteratively corrected by ANN-TPC algorithm until an RSSI just greater than 
RSSIThreshold is achieved.  At this point, the Ptreq value is communicated to ED and the 
ANN controller goes to the idle mode.  The flowchart of the ANN-TPC algorithm is 
shown in Fig. 4.  The back propagation learning algorithm may get trapped at a local 
minimum. Since, GA is used to arrive at the global minimum.  This optimized ANN-
TPC algorithm named as ANN-GA-TPC reduces the number of iterations in the ANN 
for convergence.  It is observed that the number of iterations are reduced to 1420 thus, 
reducing the initial latency in establishing energy efficiency. The design parameters 
of ANN-GA-TPC are the same as given in Table 3 except that the population size 
chosen is 32 and the string length is 16. 
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Fig. 4. Flow chart of the ANN-TPC algorithm 

6 Performance Analysis of the Proposed TPC Algorithms 

The simulation results are studied for both the soft computing methods under three 
different channel noise conditions, namely: Low (60dBm SNR/sample), Medium 
(40dBm SNR/sample) and High (20dBm SNR/Sample).  The simulation results for 
the proposed TPC algorithms are given in Fig. 5 for these three channel noise 
conditions.    

 

   
        Low noise channel          Medium noise channel      High noise channel 
      (60 dB SNR/sample)            (40 dB SNR/sample)     (20 dB SNR/sample) 

Fig. 5. Variation of (a) RSSI and (b) Ptreq with distance under various channel conditions for 
the proposed TPC algorithms  
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When compared to the conventional IEEE 802.15.4 Medium Access Control 
(MAC) protocol, all the TPC algorithms offer considerable saving in the transmission 
power while maintaining the RSSI above threshold.  It can also be observed that 
ANN-TPC offers better power efficiency and smoother transition in Ptreq values, than 
FLC-TPC algorithm.  The GA optimization contributes only a meagre improvement 
in terms of energy efficiency in both ANN as well as FLC. As the noise level in the 
channel increases, more fluctuations occur in both Ptreq and RSSI values.   

Three parameters, namely, throughput, average power used and average energy 
consumed per successful transmission are considered for comparing the performance  
of  the  proposed  algorithms.   Throughput is calculated by using Equation 4. 

  Throughput  P  P   x 100 .       (4) 

The average transmission power is calculated using the Equation 5. 

                                                P ∑ P  .      (5) 

where Pi is the power used for individual transmissions and N is the total number of 
transmissions.   The average energy consumed per successful transmission is given by 
Equation 6. 

                                              E ∑ P x  .      (6) 

where N is the total number of transmissions, K is the number of successful 
transmissions, td is the duration of transmission.  Fig. 6 shows the performance of all 
the proposed TPC algorithms.   

    

 

Fig. 6. Performance of the proposed TPC algorithms 

An important observation is that under high noise channel conditions, FLC-TPC 
and FLC-GA-TPC offer better throughputs than ANN-TPC and GA-ANN-TPC.  
However, the average power utilized is much higher. The quantitative results are 
tabulated in Table 4.  It can be noted that ANN-GA-TPC uses the least value of 
average power.  However the difference from ANN-GA-TPC is only a very small 
percentage compared to ANN-TPC.  Both FLC-TPC and FLC-GA-TPC require much 
larger average transmission power. 
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Table 4. Throughput obtained by the TPC algorithms 

Channel 
noise 

 Throughput (%)  Average power (dBm)  Average energy (mJ) 

 ANN 

 

ANN 

GA 

FLC 

 

FLC 

GA 

 ANN ANN 

GA 

FLC FLC 

GA 

 ANN ANN 

GA 

FLC FLC 

GA 

Low   100 100 100 100  -6.39 -6.48 -3.5 -4.2  0.60 0.59 1.19 1.03 
Medium  86.8 84.4 98.5 99.0  -6.16 -6.35 -3.2 -3.6  0.69 0.63 1.25 1.15 

High   67.4 59.4 64.0 75.0  -6.40 -6.80 -2.4 -2.4  0.77 0.72 1.39 1.10 

7 Conclusion 

In this paper, energy efficiency using soft computing based transmission power 
control techniques have been discussed, namely Neural Network based transmission 
power control and Fuzzy Logic based transmission power control.  Both the 
algorithms are optimized using genetic algorithm for improving the performance.  
Thus, four different TPC algorithms, namely, FLC-TPC, FLC-GA-TPC, ANN-TPC 
and ANN-GA-TPC have been designed. For a chosen WSN scenario, the performance 
of the proposed algorithms are analyzed with respect to the network parameters, 
namely, throughput, average power and average energy per successful transmission.  
It is observed that ANN-TPC outperforms FLC-TPC excellently in terms of energy 
saving.   Optimization with GA helps the ANN-TPC in bringing down the number of 
iterations for convergence.  It does not contribute much to improve the energy 
efficiency.  In a highly noisy channel, the performance of FLC-TPC is found to offer 
a marginally better throughput than ANN-TPC, however, at the cost of high 
transmission power.  Thus, ANN-TPC provides an efficient and optimal solution for 
energy conservation in WSN.  The major limitation of the proposed heuristic methods 
is that the performance degrades with increase in channel noise.  This is due to the 
fact that the algorithms decide the power required for the next transmission based on 
current observations. Therefore, state estimation techniques can be used for prediction 
of RSSI of the next transmission accurately in order to decide the required 
transmission power for that transmission.   

References 

1. Karl, H., Willig, A.: Protocols and Architectures for Wireless Sensor Networks, 1st edn. 
Wiley, Europe (2007) 

2. Pottie, G., Kaiser, W.: Wireless Integrated Network Sensors. Communications of the 
ACM 43(5), 51–58 (2000) 

3. Correia, H., Macedo, F., Santos, L., Loureiro, A., Nogueira, S.: Transmission Power 
Control Techniques for Wireless Sensor Networks. Computer Networks Journal 51, 4765–
4779 (2007) 

4. Xia, F., Zhao, W., Sun, Y., Tian, Y.: Fuzzy Logic Control Based QoS Management in 
Wireless Sensor/Actuator Networks. Sensors 2007 7(12), 3179–3191 (2007) 



 Design and Analysis of Fuzzy Logic and Neural Network Based TPC Techniques 303 

 

5. Gupta, I., Riordan, D., Sampalli, S.: Cluster-head election using fuzzy logic for wireless 
sensor networks. In: Proceedings of the 3rd Annual IEEE conference on Communication 
Networks and Services Research, pp. 255–260 (2005) 

6. Wei, J., Fan, B., Sun, Y.: A congestion control scheme based on fuzzy logic for wireless 
sensor networks. In: Proceedings of the 9th International Conference on Fuzzy Systems 
and Knowledge Discovery (FSKD), pp. 501–504 (2012) 

7. Jin, S., Fu, J., Xu, L.: The transmission power control method for wireless sensor networks 
based on LQI and RSSI. In: Xiao, T., Zhang, L., Fei, M. (eds.) AsiaSim 2012, Part II. 
CCIS, vol. 324, pp. 37–44. Springer, Heidelberg (2012) 

8. Sabitha, R., Thyagarajan, T.: Fuzzy logic-based transmission power control algorithm for 
energy efficient MAC protocol in wireless sensor networks. International Journal of 
Communication Networks and Distributed Systems (IJCNDS) 9(3/4), 247–265 (2012) 

9. Fu, Y., Sha, M., Hackmann, G., Lu, C.: Practical Control of Transmission Power for 
Wireless Sensor Networks. In: IEEE International Conference on Network Protocols – 
ICNP 2012 (2012) 

10. Ping, J., Kun, S., Hsieh, Y., Cheng, Y.: Distributed Trasmission Power Control Algorithm 
for Wireless Sensor Networks. Journal of Information Science and Engineering 25, 1447–
1463 (2009) 

11. Oldewurtel, F., Mahonen, P.: Neural Wireless Sensor Networks. In: Procs. of the Intl 
Conference on Systems and Networks Communication, ICSNC 2006 (2006) 

12. Enami, N., Moghadam, R., Dadashtabar, K., Hoseini, M.: Neural Network Based Energy 
Efficiency In Wireless Sensor Networks A Survey. International Journal of Computer 
Science & Engineering Survey (IJCSES) 1(1), 39–55 (2010) 

13. Azimi, M., Ramezanpor, M.: A Robust Algorithm For Management of Energy 
Consumption In Wireless Sensor Networks Using Som Neural Networks. Journal of 
Academic and Applied Studies 2(3), 1–14 (2012) 

14. Kulakov, A., Davcev, D., Trajkovski, G.: Implementing Artificial Neural-Networks in 
Wireless Sensor Networks. In: Proceedings of the IEEE Symposium on Advances in 
Wired and Wireless Communication, pp. 94–97 (2005) 

15. Masood, M., Khan, A.: A Kalman filter based adaptive on demand transmission power 
control (AODTPC) algorithm for wireless sensor networks. In: Proceedings of the 
International Conference on Emerging Technologies (ICET), pp. 1–6 (2012) 

16. IEEE 802.15.4. IEEE Standard for Local and Metropolitan Area Network - Low Rate 
Wireless Personal Area Networks (LRWPAN). IEEE Standards Association (2011) 

17. Rappaport, T.: Wireless Communication Principles And Practices, 2nd edn. Pearson 
Education Inc., India (2002) 

 
 



 

© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 

305

– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_33 
 

Conceptual Multidimensional Modeling  
for Data Warehouses: A Survey 

Anjana Gosain and Jaspreeti Singh 

University School of Information and Communication Technology,  
Guru Gobind Singh Indraprastha University, New Delhi - 110078, India 

{anjana_gosain,jaspreeti_singh}@yahoo.com 

Abstract. Conceptual multidimensional modeling aims at providing high level 
of abstraction to describe the data warehouse process and architecture, 
independent of implementation issues. It is widely accepted as one of the major 
parts of overall data warehouse development process. In the last several years, 
there has been a lot of work devoted to conceptual multidimensional modeling 
for data warehouses. This paper presents a survey of various proposed 
conceptual multidimensional models for core as well as advanced features 
supported. Hereafter, a comparison of the models is done based on the criteria 
broadly categorized as: general aspects, relationship aspects and 
implementation aspects, showing the evolution in this area. General aspects 
involve basic features of the multidimensional model. The relationships among 
various constructs used in the multidimensional model are referred under 
relationship criteria. The implementation criteria relate aspects such as 
mathematical formalism and guidelines to define complex multidimensional 
structures. 

Keywords: Conceptual Modeling, Data Warehouse, Design, Multidimensional. 

1 Introduction 

Multidimensionality in data warehousing is a design technique which represents data 
as if placed in multidimensional space. It specifies two essential notions: the fact and 
the dimension [1], [2], [3]. The benefits of using multidimensional modeling are: (i) It 
is close to the way data analysts think and, therefore, helps them understand data 
better and (ii) It supports performance improvements as it allows system designers to 
predict end users' intentions [4]. To reflect the real-world situations, special attention 
should be given to define relationships between facts and dimensions as well as 
between various levels of aggregation in a dimension hierarchy [5]. Also, 
consideration to summarizability issues needs to be ensured [6], to avoid incorrect 
results while computing aggregate values in data analysis tools such as OLAP. 

The importance of conceptual modeling in data warehousing is widely recognized 
[4], [7], [8]. It aims at providing a high level of abstraction to describe the data 
warehouse process and architecture, independent of implementation issues. For this 
reason, a variety of approaches for conceptual modeling of multidimensional systems 
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have been proposed (e.g. [9], [10], [11], [12], [13], [14]) to represent main structural 
and dynamic properties. However, it should be noted that no consensus on formalism 
for conceptual multidimensional modeling is yet established [4], [15], [16]. 

In this paper we focus on conceptual models for OLAP applications. A large 
number of models exist in the field of conceptual multidimensional modeling in data 
warehousing. We have categorized the features of these models into the following 
three aspects: general, relationship and implementation. A number of surveys about 
multidimensional modeling have been carried out in the literature. For instance, [17] 
provides a summary about using web data in DW, [16] consists of a survey about 
methodologies used in multidimensional modeling, [6] provides a survey about 
summarizability issues in multidimensional modeling, [18] is a survey which cope 
only with hierarchies in DW, and [19] provides classification framework for various 
multidimensional models proposed till early 2000's. However, none of the surveys has 
incorporated the entire core as well as advanced features related to multidimensional 
modeling. We try to attempt a survey which spans most of the related features of 
multidimensional modeling, with special consideration to the aspects related to 
dimensions, their associated hierarchies and the relationships among the constructs 
provided in the conceptual model. Apart from most of the models already taken under 
consideration, we take into account those models that were not previously considered 
by any of these surveys. 

The remainder of this paper is structured as follows: section 2 briefly describes 
each conceptual multidimensional model and its constructs. Section 3 presents the 
criteria used to compare the models surveyed. A tabular comparison is presented on 
the basis of above mentioned criteria, showing the evolution in this area. Finally, 
section 4 conclude the paper. 

2 State-of-the-Art 

We discuss below various approaches to conceptual multidimensional modeling 
proposed in the last several years. To present these approaches, the chronological 
order by year is followed to show the evolution of this area along the way. We have 
included an alias for each approach for an easier identification.  

Notably, providing graphical support is a desirable characteristic of conceptual 
models so that it can be easily understood by system designers as well as end-users 
[20]. So, the approaches to multidimensional modeling that have no graphical support 
and are aimed at only formalism of cubes, hierarchies, etc. ([9], [10], [13], [21], [22], 
[23], [24]) are not included in this survey. 

2.1 Go98: Golfarelli M., Maio D. and Rizzi S. (1998)  

Golfarelli et.al in [11], [25], [26], [27] proposed Dimensional Fact Model (DFM) 
which emphasize on the distinction between dimensions and measures at the 
conceptual level. A dimensional scheme comprises a set of fact schemes which further 
include facts, measures, dimensions and hierarchies. A directed tree, linked by -to-one 
relationship between dimension attributes, represents a hierarchy. The terms 
compatible and strict compatible are introduced to define relation between the 
overlapping fact schemes sharing dimension attributes. 
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2.2 Tr98: Trujillo J. and Palomar M. (1998)  

Ref [28] introduces Object Oriented multidimensional data model named OOMD 
which was further renamed as GOLD [12]. This approach [12], [29], [30] introduces 
some constraints and extends graphical elements of UML. A dimensional schema 
consists of dimension classes (DC), fact classes (FC), cube classes (CC) and views. A 
classification hierarchy is defined to distinguish between Attribute Roll-up Relation 
Paths (ARRP) and Attribute Classification Paths (ACP). The authors present the 
behavioral patterns [31] and a CASE tool [32] with reference to the model. 

2.3 Sa98: Sapia C., Blaschka M., Hofling G., and Dinter B. (1998) 

In this paper, the authors [33] present Multidimensional Entity Relationship (ME/R) 
model, a specialization of the E/R one. The key considerations are specialization, 
minimal extension and representation of multidimensional semantics. The authors 
introduced an entity set i.e. dimension level, and two relationship sets connecting it 
i.e. fact and rolls-up to. 

2.4 Tr99: Tryfona N., Busborg F., and Christiansen J.G.B. (1999) 

Tryfona et.al [34] addresses the set of requirements from users' point of view and 
proposes model named starER combining E/R model constructs with the star schema. 
The requirements that need to be handled are: to represent facts and their properties; 
connect the temporal dimensions to facts; represent objects and capture their 
properties and associations; record associations between objects and facts; and 
distinguish dimensions and categorize them into hierarchies. Based on these 
requirements, various constructs of the model are: fact set, entity set, relationship set 
and attribute. 

2.5 Fr99: Franconi E. and Sattler U. (1999) 

The authors [35] introduce an extended E/R formalism to define Data Warehouse 
Conceptual Data Model (CDWDM) that allows representing the structure of 
multidimensional aggregations. The semantics of the multidimensional data model 
introduced in [10] are extended to allow description of the components of 
aggregations, besides the relationships between the properties of the components and 
that of the aggregation itself. 

2.6 Hu0: Husemann B., Lechtenborger J., and Vossen G. (2000)  

The authors in [14] proposes a phase-oriented design process to derive DW schema 
from the operational one. In the context of conceptual design, a phase model is 
provided to derive a graphical multidimensional diagram comprising fact schemata 
with their related measures and dimension lattices. The extension of this work [36] is 
a logical design phase presenting transformation process to produce view definitions 
from fact schemata. 
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2.7 Ts1: Tsois A., Karayannidis N., Sellis T. (2001) 

The authors [37] propose a user-centric model named Multidimensional Aggregation 
Cube (MAC). It describes multidimensional constructs as dimension levels, drilling 
relationships, dimension paths, dimensions, cubes and attributes. The classes of 
dimension members are represented as dimension levels. A dimension path is 
represented as a set of drilling relationships and a dimension is formed by defining 
meaningful groups of dimension paths which may share common levels. Finally, a 
multidimensional aggregation cube is an n-way relationship among dimension 
domains with its associated attributes. 

2.8 Lu2: Luján-Mora S., Trujillo J. (2002) 

The paper [38] presents an O-O approach which is based on the previously proposed 
model [12] and extends UML. [39] specify how to apply packages provided by UML, 
not restricting only to flat diagrams. The fact classes and dimension classes are 
defined to specify structural properties. The fact classes are composite classes in 
shared aggregation relationships with its associated dimension classes. The 
multidimensional modeling guidelines for using UML packages are provided. This 
approach is capable of providing support for major relevant multidimensional features 
such as degenerate dimensions, non-strict hierarchies etc. 

2.9 Ab6: Abello A., Samos J. and Saltor F. (2006) 

Ref [40] also presents a model, namely, YAM2, following UML extension mechanism. 
A preliminary version of this work is presented in [41]. One of the remarkable 
features of YAM2 is the way it represents several semantically related star schemas. 
The structure in the model consists of nodes and its associated arcs. Six kinds of 
nodes (i.e., Fact, Dimension, Cell, Level, Measure, and Descriptor) are defined. A 
Fact and its associated Dimensions compose a Star. In turn, the arcs represent 
different kinds of relationships between various elements at different levels. In line 
with the necessary conditions for summarizability [42], it supports various kinds of 
hierarchies. Ref  [43] provides the implementation of the proposed operations (Drill-
across, Projection, ChangeBase, Roll-up and Dice) on a relational DBMS. 
Furthermore, based on the list of requirements presented in [21], [44] comparison of 
this model with other contributions in this area is provided. 

2.10 Lu6: Lujan-Mora S., Trujillo J. and Song Y. (2006) 

Ref [45] includes extension to the previously presented approach [38], enriching it 
with new properties to obtain an improved proposal. The concept of dimension is re-
defined to make it more understandable and readable by end users. The new 
properties considered in this paper, apart from those mentioned in [38], include 
specifying roles on associations in classification hierarchies, degenerate facts and 
same dimension in different roles related to one fact. Moreover, it explicitly defines 
the navigability of an association in a classification hierarchy to define roll-up or drill-
down path. 
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2.11 Pr6: Prat Nicolas., Akoka J., and Wattiau I.C. (2006) 

In [46], the authors present a UML-based methodology to derive the conceptual, 
logical and physical schema of the DWs. At each phase, a metamodel and a set of 
transformations to perform the mapping between metamodels is provided. Referring 
the conceptual design, dimension levels are grouped into hierarchies to define 
dimensions. Different dimension levels are linked by parent-child relationship. 
Besides, an isTime attribute distinguishes temporal dimension level from non-
temporal one. Furthermore, facts are composed of measures and dimensioning refers 
to the relationship between a fact and each of its dimension levels. 

2.12 Ma6: Malonowski E. and Zimanyi E. (2006)  

Besides the classification of different kinds of hierarchies in [47], the authors [48] 
also present a MultiDimER model which is an extension of E/R model. A 
MultiDimER schema comprises a finite set of dimensions and fact relationships. Each 
dimension is either a level or one or more hierarchies. A hierarchy consists of several 
related levels, the last level being a leaf. Further, the relationships among these levels 
in a hierarchy are characterized by cardinality and the analysis criterion, where the 
latter expresses different structures used in analysis process. Finally, a fact 
relationship describes an n-ary relationship among leafs. Furthermore, a whole 
section is devoted to refinement of general mapping rules by incorporating relational 
mapping for different hierarchies. 

2.13 Ri7: Rizzi, S. (2007) 

In [20], Rizzi extends DFM [11], that was first proposed by Golfarelli et. al, to 
provide support for some of the advanced modeling features such as descriptive and 
cross-dimension attributes; shared and incomplete hierarchies; multiple and optional 
arcs; and additivity. Besides, the author proposes a comprehensive set of solutions for 
conceptual modeling based on DFM. 

2.14 Ma7: Mansmann S. (2007) 

Ref [49] aim to integrate the requirements proposed by several authors for 
multidimensional modeling and based on that extend DFM [11] to propose a 
semantically rich graphical notation X-DFM (Extended Dimensional Fact Model) 
capable of handling complex multidimensional data. It is based on their previous 
work [50], which provides a framework for classifying and modeling complex data. 
With respect to the graphical notations, the author highlights a number of deficiencies 
in DFM, and accordingly provides graphical constructs to resolve the issues such as 
modeling of non-dimensional attributes, different types of relationships, etc. 

2.15 Ka8: Kamble A. (2008) 

The paper [51] presents formal aspects of the conceptual data model first introduced 
in [52]. The model, namely CGMD, combines the semantics of E/R model with  
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logic-based formalism proposed in [53], and extends the idea of conceptual data 
model first proposed in [35]. One of the most interesting features of this model is 
computation of aggregations from pre-computed aggregations. The two main 
extensions to E/R schema are simple aggregated entities and multidimensional 
aggregated entities. An n-dimensional aggregation, represented by an aggregated 
weak entity, consists of n dimensions and their associated levels along with a fact 
involved in aggregation. 

2.16 Sa9: Sarkar A., Choudhury S., Chaki N. and Bhattacharya S. (2009)  

Ref [54] presents a graph semantic based O-O multidimensional model called 
GOOMD which extends the idea of Graph Data Model [55]. A preliminary version of 
this work is presented in [56]. The multidimensional schema is viewed as a graph in a 
layered manner. The basic components of the model are: a set of distinct attributes; a 
set of measures; elementary semantic group; and contextual semantic group (CSG). 
The dimensional semantic group and fact semantic group are specialized forms of 
CSG. 

3 Comparison Criteria 

This section describes the criteria to compare multidimensional models reviewed in 
the previous section, for core as well as advanced features supported. We group these 
criteria as follows: general aspects, relationship aspects, and implementation aspects. 
General aspects involve basic features such as approach used in modeling (E/R, 
UML, etc.), derivability of facts and dimensions, sharing of dimensions, sharing of 
levels in a hierarchy etc. The relationship among various constructs used in 
multidimensional modeling is referred under relationship criteria. The last category 
i.e. implementation relates aspects such as mathematical formalism, mapping from 
conceptual to logical level, guidelines to define complex multidimensional structures 
etc. These criteria have been devised in an iterative fashion by analyzing the modeling 
approaches surveyed and also integrating the requirements/properties proposed in 
[21], [40], [44]. Thereafter, the features captured in each modeling approach are 
mapped onto above mentioned criteria. 

3.1 General Aspects 

• Technique: This column shows the association of the model to some method 
for conceptual design and classifies the models based on E/R, O-O 
(particularly, UML), or an ad hoc model. 

• Derivability: The schema should include ways to define concepts based on 
other concepts. This includes derived measures [44] as well as derived 
dimension attributes [45]. 

• Additivity: The model should show how to obtain a concept at coarser 
granularity and which aggregation functions can be applied to a measure 
[21], [44]. 
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• Non-hierarchical dimensions: Sometimes it is useful to provide other 
characteristics of the analysis dimensions that do not define hierarchy. Such 
dimensions can be used to delimit the query results [44]. 

• Cross-dimensional attributes: Either dimension or descriptive attribute can 
be represented as a cross-dimension attribute that is determined by the 
combination of two or more attributes, possibly belonging to different 
hierarchies [20]. 

• Degenerate dimensions: The data model should allow defining a dimension 
that has no content except for its primary key. Such dimensions are useful 
when seeking association between facts in DW and the original data sources 
[3], [57]. 

• Sharing dimensions:  The model should support sharing of dimensions as it 
allows analyzing measures present in different facts [40], [45], [48]. 

• Sharing few hierarchy levels: To ensure correct aggregation, the distinction 
between specific and shared hierarchy levels should be clearly represented in 
the data model [58]. 

• Multiple alternative hierarchies: To model many real-world situations, these 
hierarchies are needed as dimensions can contain more than one natural 
hierarchy [3]. 

• Parallel hierarchies: When considering different analysis criteria for a 
dimension's associated hierarchies, parallel hierarchies should be supported 
[48], [49]. 

• Different roles of a dimension with the same fact: The data model should 
allow the same dimension in different roles with the same fact, thereby 
facilitating the design process such as automatic generation of the 
implementation or providing users with different views of cubes [45]. 

3.2 Relationship Aspects 

• Fact-dimension relationship: The grain of fact is determined by the 
relationship between fact and dimension, which may not be the "classical" 
one and include incomplete association and non-strictness [5], [59]. 

• Intra-dimensional relationship: The data model should allow featuring real-
world situations using relationships between levels of aggregation in a 
dimension hierarchy [21], [60]. Often, these hierarchies may be non-strict 
(i.e., can have many-to-many relationships between the different levels in a 
dimension), non-onto (not balanced) or non-covering (i.e. ‘‘skip’’ one or 
more levels). The generalization/specialization relationship between the 
levels can be modeled via generalized hierarchies, which include a special 
case commonly referred to as non-covering hierarchies. The existence of 
such hierarchies may affect summarizability, which needs to be ensured in 
the data model [6]. 

• Inter-dimensional relationship: The data model should exhibit semantic 
relationship between dimensions, possibly as associations and 
generalizations [40]. 

• Fact constellation: It should be possible to explicitly represent more than one 
fact in the same multidimensional data model [40], [45]. 
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3.3 Implementation Aspects 

• Mathematical construct used for the operations: This column shows whether 
there is some mathematical formalism [44] (like, query language, an algebra 
or calculus) associated to the model to define the operations over data. 

• Transformation of hierarchies from conceptual to logical level: Providing the 
mapping from conceptual to logical level on the basis of well-known rules 
facilitates in the design process and further in the implementation of the data 
model. 

• Guidelines/ Methodology: Apart from specifying graphical notation, 
providing guidance or a structured methodology on how to define complex 
multidimensional structures plays an important role in the successful 
implementation of the designed data model [6]. 

 
Based on the criteria mentioned above, we present a detailed comparison of each of 

the conceptual multidimensional models reviewed in this paper (see Table 1). There, 
rows correspond to criteria introduced above and columns correspond to each model 
studied. Cells contain information about the model as to whether it supports given 
criterion or not. 

4 Conclusion 

This paper discuss various conceptual multidimensional data models proposed in the 
last several years. We have introduced a set of criteria to facilitate the comparison of 
these models for core as well as advanced features supported. The criteria have been 
devised in an iterative fashion by analyzing the modeling approaches surveyed and 
also integrating the requirements/properties proposed by various authors. These 
criteria are grouped as: general aspects, relationship aspects, and implementation 
aspects. A comparison of features captured in each modeling approach is carried out 
by mapping them onto different criteria. Looking at the comparison one can realize 
that more recent the models are, they capture semantics in a better way. This can be 
inferred as a trend to semantically enrich conceptual multidimensional models. 
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Abstract.Though image segmentation is a fundamental task in image analysis; 
it plays a vital role in the area of image processing. Its value increases in case of 
medical diagnostics through medical images like X-ray, PET, CT and MRI. In 
this paper, an attempt is taken to analyse a CT brain image. It has been 
segmented for a particular patch in the brain CT image that may be one of the 
tumours in the brain. The purpose of segmentation is to partition an image into 
meaningful regions with respect to a particular application. Image segmentation 
is a method of separating the image from the background, read the contents and 
isolating it. In this paper both the concept of clustering and thresholding 
technique with edge based segmentation methods like sobel, prewitt edge 
detectors is applied. Then the result is optimized using GA for efficient 
minimization of the objective function and for improved classification of 
clusters. Further the segmented result is passed through a Gaussian filter to 
obtain a smoothed image. 

Keywords: Image Segmentation, Clustering, Thresholding, Genetic Algorithm, 
Smoothing. 

1 Introduction 

Over last two decades bio-image analysis and processing occupied an important 
position. Image segmentation is the process of distinguishing the objects and 
background in an image. It is an essential preprocessing task for many applications 
that depend on computer vision such as medical imaging, locating objects in satellite 
images, machine vision, finger print and face recognition, agricultural imaging and 
other many applications. The accuracy of image segmentation stage would have a 
great impact on the effectiveness of subsequent stages of the image processing. Image 
segmentation problem has been studied by many researchers for several years; 
however, due to the characteristics of the images such as their different modal 
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histograms, the problem of image segmentation is still an open research issue and so 
further investigation is needed. 

Image Segmentation is the process of partitioning a digital image into multiple 
regions or sets of pixels. Partitions are different objects in image which have the same 
texture or colour. All of the pixels in a region are similar with respect to some 
characteristic or computed property, such as colour, intensity, or texture. Adjacent 
regions are significantly different with respect to the same characteristics. The critical 
step in image interpretation is separation of the image into object and background. 
Segmentation subdivides an image into its constituent regions or objects.  

Segmentation separates an image into its component parts or objects. The level to 
which the separation is carried depends on the problem being solved. Segmentation 
algorithms for images generally based on the discontinuity and similarity of image 
intensity values. Discontinuity approach is to partition an image based on abrupt 
changes in intensity and similarity is based on partitioning an image into regions that 
are similar according to a set of predefined criteria. Thus the choice of image 
segmentation technique is depends on the problem being considered. 

Identifying specific organs or other features in medical images requires a 
considerable amount of expertise concerning the shapes and locations of anatomical 
features. Such segmentation is typically performed manually by expert physicians as 
part of treatment planning and diagnosis. Due to the increasing amount of available 
data and the complexity of features of interest, it is becoming essential to develop 
automated segmentation methods to assist and speed-up image-understanding tasks. 
Medical imaging is performed in various modalities, such as magnetic resonance 
imaging (MRI), computed tomography (CT), ultrasound, etc. Several automated 
methods have been developed to process the acquired images and identify features of 
interest, including intensity-based methods, region-growing methods and deformable 
contour models. Intensity-based methods identify local features such as edges and 
texture in order to extract regions of interest. Region-growing methods start from a 
seed-point (usually placed manually) on the image and perform the segmentation task 
by clustering neighborhood pixels using a similarity criterion. Deformable contour 
models are shape-based feature search procedures in which a closed contour deforms 
until a balance is reached between its internal energy (smoothness of the curve) and 
external energy (local region statistics such as first and second order moments of pixel 
intensity). The genetic algorithm framework brings considerable flexibility into the 
segmentation procedure by incorporating both shape and texture information. In the 
following sections we describe our algorithm in depth and relate our methodology to 
previous work in this area. 

Various methods have been proposed by the authors in [1-7], where out of many 
clustering methods; the segmentation method is carried out mainly focusing on the 
fuzzy clustering algorithm for effective and accurate feature extraction even in the 
presence of noise. In [12], comparative analysis using K-means and C-means 
algorithm is considered where author has concluded that C-means is better in terms of 
speed and accuracy over K-means. Basing on these evaluations and our domain 
knowledge, we choose to evaluate using C-means soft clustering algorithm. Many 
authors have hybridized the fuzzy C-means algorithm using different methods like 
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watershed method, ant bee colony optimization, region growing method, etc. for the 
segmentation purpose [8-11, 13-15]. In [16], the generalized segmentation approach 
using morphology is providing an effective segmentation based on speed and 
accuracy. 

In this paper an attempt is made to segment an image using fuzzy c-means 
clustering algorithm with its modified objective function by considering the approach 
of genetic algorithm. This proposed method minimizes the objective function better 
than the conventional FCM and gives superior quality of segmented result.  

This paper is organized as follows. Section 2 depicts the methods for image 
segmentation. The result is discussed in section 3 and finally in section 4 concludes 
the work.   

2 Proposed Method for Segmentation 

Segmentation is a popular pre-processing operation for any processing method of 
images. Therefore, it is critical among all other procedures. Its purpose is to identify 
and delineate the specified entities in the anatomical/pathological organ image. The 
technique is based on pattern recognition. Among various methods for data analysis, 
clustering method is most efficient one, as it can find hidden structure data. A 
partition of a set of N patterns in an N-dimensional feature space must be found in 
such a manner that those patterns in a given cluster are more similar to each other. As 
the image considered here is monochromatic, the algorithm is based on the following 
image gray level properties [17-18]. 

a. Discontinuity: the objective is to find hard changes on gray level, using this 
information as the method to edge detection; and 

b. Similarity: closest pixels are very similar. Some of the main challenges to the 
scientific community are related to the development of techniques that realize the 
automatic or unsupervised image segmentation. In controlled environment the image 
segmentation process is easily achieved than in a non-controlled environment, where 
light and other circumstances affect physical process of image acquisition. 

Image segmentation applications contemplate many areas of Computer Graphics. In 
the case of Computer Vision, one of the objectives is make robots move in a semi or 
non-controlled environment, and realize tasks like find and interact with specific 
objects. Another area of interest is the automatic vehicle guiding. On Image 
Understanding and Analysis there is Content Based Image Retrieval, that aims to 
develop efficient search engines that can find items on an image database by using a 
reference image, detecting similarities. 

2.1 Clustering 

In a very simple level of abstraction, the image segmentation process is very close to 
the clustering problem. To find clusters in a data set is to find relations amongst 
unlabelled data. The "relation" means that some data are in some way next to another 
that they can be grouped. As in [19-20], the algorithm is described as follows. 
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The C-means clustering method is optimized using the evolutionary computing 
approach as GA approach and the procedure is given as follows: 
 
Algorithm for Image Segmentation 
 

1. The CT brain image has been considered for the work as input image. 
2. The point of interest is a particular area within the brain image, as it is of the 

patient case. For this reason, the ROI was extracted for analysis of the image. 
The ROI is evaluated by statistical method from the pixel by considering the 
boundary [21]. 

3. Then the image was de-noised using a Gaussian filter and the model is given 
as:  

H (u,v)=e D , D  
4. The image matrix was then converted to intensity matrix with values ranging 

from 0 to 1 to prepare for the vital clustering stage. 
 

5. It follows the fuzzy c-means algorithm for analysis. In this case the objective 
function,j  considered as: 

 j U, v = ∑ uN y V A, 

    
Where, 

y = { , y  . . . . . . } ⊂  =the data;     
c = number of clusters in Y; 2  c < n,   
m = weighting exponent;      1 m<∞,     
U = fuzzy c-partition of Y;   U ∈ M  v = (v , v  . . . . . v ) = vectors of centers,    ν = (ν , ν , .. , ν ) = center of cluster i,       A = induced A-norm on R  
A = positive-definite (n × n) weight matrix. 

 
and can be optimized. The optimization is carried out as evolutionary computing 
method as genetic algorithm and is described in the following section. 
 

6. The optimized value is used as an initial value for the initialization of FCM, 
and the process was carried out as described in step 5. 

  7.  The image was binarized using threshold value [16]. 
8. The unwanted boundary is removed. 
9. Then the edge detection was performed using well-known “Sobel” operator 

to get the segmented image [22]. 
10. The final segmented image was obtained by smoothing using a Gaussian 

filter as described in step 3. 
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2.2 Optimization Using Genetic Algorithm 

The optimization technique of GA optimizes the fuzzy C-Means data and can be 
termed of GFCM algorithm. The major points for optimization are as follows: 
 
1. Coding. It refers to how to encode the solution (the chromosome); one way of 
doing this is the string-of-group-numbers encoding where for Z coded solutions 
(partitions), represented by strings of length N, each element of each string (an allele) 
contains a cluster number. 
2. Initialization. The initial population P0 is defined randomly: each allele is 
initialized to a cluster number. The next population Pi+1 is defined in terms of the 
selection, mutation and the C-means operator. 
3. Selection. Chromosomes from a previous population are chosen randomly 
according to a distribution. 
4. Crossover.  It is a probabilistic process that exchanges information between two 
parent chromosomes for generating two new (descendant) chromosomes. 
5. Mutation. The mutation operator changes an allele value depending on the 
distances of the cluster centroids from the corresponding pattern. 
6. C-Means Operator (CMO). This operator is used to speed up the convergence 
process and is related to one step of the classical C-means algorithm. Given a 
chromosome, each allele is replaced in order to be closer to its centroid. 
 
A Specified number of iterations with a required fitness value to bring this generation 
cycle to an end. 

The fitness computation of each individual in that population was calculated, 
considering the penalty for covered and uncovered points. A point x is called a 
covered point if   x ∈Sj, Sjis a region that contains connected points around the center 
Cj ,and x is called is uncovered if     x ∈Sj, Sj [10]. 
 

Fitness=   α C R X , y NCR 

  
Where NCR is a penalty for uncover points. 

The Euclidian distance term represents the shortest distances between the centroid 
cj,      j =1, 2...k, and all pixels pi, i=1,2,...N, of a region Rj . 

If dij<deuclid, then it finalize the point xj, as a covered value, else it is uncovered. 
The minimum of the first term is obtained when all pixels fall in regions with the                    

Center cj.  Some pixels which are uncovered by regions are represented by NCR and 
should be minimized for optimal value of fitness, which can be calculated as: 

                                   NCR α Median R x , y  

Where m is the number of uncovered points. 
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3 Result and Discussion 

Fig1 (a) shows the imageacquired for input.As a patient case is considered here, our 
interest is that particular area where the tumor is located. So that portion is to be 
extracted from the entire image by statistical approach, which is said to be our region 
of interest, which is shown in Fig 1(b). Hence forth all the methods will be applied on 
this part of the image. So, we initially de-noised it by considering a Gaussian filter. 
The output of the de-noising process is shown in Fig 1 (c). 

After application of GFCM algorithm, the threshold value is obtained and is shown 
in Fig 1 (d). The resultant binary image is processed through the popular “sobel” 
operator to get its edge, obtaining our segmented image, as shown in Fig 1 (e). This 
segmented image can be further processed by smoothing it due to discontinuity, noise 
and outliers as in [23], through a Gaussian based low pass filter, which is shown in 
Fig 1 (f). 

 

   

    Fig. 1(a). Original Image              Fig. 1(b). ROI                      Fig. 1(c). De-noised Image 

 

    

      Fig. 1(d). Thresholded Image    Fig. 1(e). Segmented Image     Fig. 1(f). Smoothed Image  

The data points when clustered using the fuzzy C-means can be plotted as in Fig. 2 
(a), and Fig.2 (b) is depicting the example for classifying covered and uncovered data 
points.After the genetic algorithm is applied and the fuzzy clustering method is 
evaluated again, its cluster-point distribution is shown in Fig. 2 (c). 
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Fig. 2(a). FCM Fig. 2(b). Classification of 
Covered & Uncovered points 

Fig. 2(c). After GFCM 

Different results for non-optimized and of optimized methods are as follows: 

a) Using conventional FCM, 

Iteration count = 28, obj. fcn = 8.647208 

b) Using modified GFCM, 

Iteration count = 17, obj. fcn = 6.268363 

4 Conclusion 

In this paper, an optimized method for image segmentation using GFCM is described. 
We have analysed the fuzzy based clustering method. Again the same has been 
optimized using evolutionary computing as genetic algorithm. The proposed 
segmentation scheme focuses on the clustering and optimized clustering approach. As 
shown in our experimental results, the algorithm generates visually meaningful 
segmentation results. It demonstrated that proposed method is efficient for medical 
image analysis.Finally, it is to mention that automated segmentation methods can 
never replace doctors but they will likely become vital elements of medical image 
interpretation. Thus, there are numerous challenges to improve clinical decision 
making based on automated processing for engineers, mathematicians, physicists and 
physicians working to advance the field of image segmentation and its analysis. 
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Abstract. Rotational invariant texture analysis technique using Radon and 
PCET is proposed in this stab. Rotation invariance is achieved within the Radon 
space. Translation invariance is achieved by normalization of moment of PCET. 
A k- nearest neighbor classifier is employed for classifying the texture.  To test 
and evaluate the proposed method several sets of texture was evaluated. The 
evaluation is achieved with different scaling, translation and rotation under 
different noisy conditions. Correct classification percentage is calculated for 
various noise conditions. Experimental result shows pre-eminence of the 
employed method as compared to the recent invariant texture analysis methods. 

Keywords: Radon transforms Polar complex exponential transform, Geometric 
invariance, classifier. 

1 Introduction 

Texture analysis a critical and challenging issue in the field of image processing with 
applications in remote sensing, medical image sensing, and content based image 
retrieval (CBIR) and Forest imaginary. Ideally, the image obtained by image sensor 
should be invariant under geometric deformation (e.g. scaling, rotation, translation 
and illumination). However, most of the proposed techniques assume that the image 
object of image sensor is acquired by the same viewpoint, which is not always the 
case [1]. In many practical applications, it is almost impossible to adjust the image 
sensor for capturing the image with same scaling, rotation and translation to each 
other. A good survey of invariant analysis of texture may be found in [2]. An 
important class of geometric degradation we often encounter in reality is image 
scaling, translation and rotational image which is caused by object motion, 
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misalignment of image sensor or vibration. Khotanzad et al. used Zernike moment to 
scale, translation a rotational invariant features [3]. A comparison for moment 
features and, moment invariant was experimented.  Recently, Dai et al. [4] 
constructed a set of invariant PZM to convolution with circularly symmetric point 
spread function. Xiao [5] proposed a radial moment (combination of Jacobi-Fourier 
moment) for invariant features. These radial orthogonal moments were invariant to 
scale and rotation. A systematic theory of invariant moment for pattern recognition 
can be found in [6]. A Non-Linear Approach to ECG Signal Processing using 
Morphological Filters [16] and improvement of Masses Detection in Digital 
Mammograms [17] [20], [21] is discussed by V Bhateja et al. Robust Polynomial 
Filtering Framework approach for Mammographic Image Enhancement is reported 
recently [17] [19] . Effective evaluation of tumor region in brain MR images using 
hybrid segmentation is discussed in [18]. 

Motivation: Polar Harmonic Transform (PHT) is recently introduced by Yup et al [7]. 
Due to their simple kernel, less complexity and significantly reduced computational 
time compare to other moment such as Zernike Moment (ZM) [10] and Pseudo 
Zernike Moment (PZM) [11], they might be used efficiently for geometric invariant 
Radon Transformed images. Since recent introduction of PHT in literature, they have 
not received much attention of the researchers in the field of invariant moment 
analysis. Recently Li et al. [8], uses PHT to get rotational invariance in watermarking. 
Above all, there are two major drawback of PHT in comparison with ZM and PZM, 
i.e. higher reconstruction error using PCT and lower classification percentage [7]. To 
overcome these drawbacks, the rotation invariance is achieved within the Radon 
space and the PHT is applied.  

2 Basic Materials 

2.1 Radon Transform 

The Radon Transform (RT) [9] of 2-D function (x, y)f  is defined as line integral of f 

for all lines   defined by parameterθ  . The 2-D RT defined as: 

( , )[ (x, y)] (x, y) (r xcos ysin dxdy)r f fθ δ θ θ
+∞ +∞

−∞ −∞

ℜ = − −   (1) 

According to Fourier slice theorem this transform is invertible. This theorem states 
that the FT of the projection in the spatial domain is identical to the profile 2-D Fourier 
domain.  

2.2 Polar Complex Exponential Transform (PCET) 

PCET [7] is a set of complex polynomial which represents a complex orthogonal set 
over the interior of unit circle defined by x2+y2=1. Let these polynomial is denoted by 
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Hnl(x,y), the PCET of order n with repetition l and  = n =0,1,…. ∞ may be define 

as: 

2 1
*

,

0 0

1
(n, l) [ (r, )] (r, )n lM H f rdrd

π

θ θ θ
π

=    (2) 

 

Where, r is the Length of vector from origin to a particular pixel ( x, y) within unit 
circle defined by x2+y2=1.θ is the angle between ‘x’ axis and vector length r in 
clockwise direction. n,l Positive and negative integers and  [.]* Denotes the complex 
conjugate of the basis Hnl, (r,θ). 

3 Proposed Method 

3.1 Rotation Invariant Features for Radon Image 

Let us consider that the computed tomography image is rotated through an angle φ and 

represented by f’. According to the rotational property of Radon transform the original 
image f and the rotated image f’ can be related as: 

'(r, ) f(r, )f θ θ φ= −  (3) 

The polar harmonic moment can be map into polar coordinate polar coordinate from 
its Cartesian plane x-y by changing the variables in double integral from such as: 

(x, y)
(x, y) dxdy [p(r, ),q(r, )]

(r, )C P

F F drdθ θ θ
θ

∂=
∂   (4) 

Here the term (x, y) / (r, )θ∂ ∂ denotes the Jacobean transformation. Substituting x 

= r cos θ and y= r sin θ, the Jacobean simplifies in r, therefore, 

2 1
*

,

0 0

1
(n, l) [ (r, )] (r, )n lM H f rdrd

π

θ θ θ
π

=    (5) 

The above equation could be expressed in radial and exponential term, such as: 

2 1

0 0

1
(n, l) (r)e (r, )i

nM R f rdrd
π

θ θ θ
π

−=   
 (6) 
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Now let us consider that the image is rotated in same coordinate. Its PHT could be 
written as: 

2 1

0 0

1
'(n, l) (r)e (r, )i

nM R f rdrd
π

θ θ φ θ
π

−= −  
 (7) 

By change in variable 'θ θ φ= −  

  

  

Fig. 1. Some example of Texture images used for data set
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2 1
( ' )

0 0

1
'(n, ) (r)e (r, ') 'i

nM R f rdrd
π

θ φ θ θ
π

− +=     
(8) 

'(n, ) (n, )e iM M φ−=    (9) 

Equation (9) shows that PCET have a simple rotational property. If, somehow, we 
suppress the exponential term, we get the rotational invariance. The simplest method to 
get absolute invariant is taking magnitude of both sides, i.e. 

'(n, ) (n, )M M=   (10) 

'(n, ) '(n, ) * (n, ) (n, ) *M M M=     (11) 

This simple process leads to conclusion that magnitude of PCET remains identical 
to those of rotated image. One can concern (n, )M  with n, 0≥ , but this results in 

loss of information which contained in rotated phase. From above equation it could be 
observed that n,M   is the PCET of (r, )f θ . Now let’s define a new moment: 
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(12) 

It proves that the proposed moments for radon image are invariant to rotation 
without loss of information in phase. The same procedure can be applied to PCT and 
PST. 

4 Results and Discussion  

This section describes the experiments conducted to test the performance of the 
proposed method in terms of correct classification percentage, mean square error, noise 
robustness against Gaussian noise and computational complexity. All the experiments 
were carried out in the MATLAB R2009b environment on core i3 processor with 4GB 
RAM. To test the proposed method, 60 textured images are selected from the Brodatz 
texture database [15] (Some samples of these images are shown in Fig.1). Each image 
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is 512X512 pixels in dimension. These images are cropped and resized to 128X128 
pixels. Each sub-image is individually normalized to zero mean and unit variance. In 
the second dataset (Fig. 2), each image is rotated by an angle 200, 400, 600, 800, 1000, 
1200, 1400, 1600, 1800. The total number of test image is thus 2160: 60 (number of 
original images) X9 (number of rotation angles) X4 (number of distortion level).  

Two different dataset are used to test correct classification percentage (Ccp). All the 
experiment was conducted on image size 512X512. Each image is converted to gray 
scale to get the standard image size 128X128. Therefore, the resultant radius is N=64 
pixels. The sampling rate limited to Nπ≤200 [13]. The performance of different  
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Fig. 3. (a) Relation between Rotation angle and MSE and (b) Average Percentage of correct 
classification for different SNR and k=1, 3,5,7,9 for the k- NN Classifier 
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number of projection is computed and the best one is chosen. The optimal number of 
projections is estimated to calculate the Ccp.  Features are being extracted for different 
order of moment and different number of projections for angles between 0 to 180 
degrees. The test image was corrupted with a Gaussian noise with variance 0.05, 0.10, 
0.15, 0.20.  Then the noise contained images are classified according to their respective 
moments. To achieve best performance, it is required to optimize the projection. The k-
NN classifier with Euclidean distance is used to classify the appropriate class [14]. 
Results are shown in Fig. 3 (a). The performance of the proposed method for rotational 
invariant was experimented. For scale invariance, the image was scaled with a scaling 
factor 0 to 1.2 with an interval 0.1. To achieve the best result, the image is extracted 
into 60 different images and average of 60 images was taken.  

As compared to ZM and PZM [12], the proposed method shows high consistency in 
classification. It should be noted that the proposed method is more effective for 
directional texture. For small scale variation, Radon based PCET out performs for 
scale factor greater than 0.6 compare to 0.8 in PZM.  PZM and ZM shows some 
degradation in performance when the scale factor exceeds 0.8 and 1.2 respectively.  
Mean Square Error (MSE) is calculated for different rotational angle. To calculate 
MSE, method reported in [7] is being used. The MSE is calculated with different 
rotation angle (200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800) as shown in Fig. 3 (b). 
The proposed method shows almost uniform MSE for each rotation. The Radon base 
PHT shows higher complexity and reflects that it takes bit more computational time for 
calculating each moment as compared to PZM and ZM. 

5 Conclusions 

In this paper, a new technique of geometric invariant (Rotation, translation and scaling) 
using Radon transform and Polar Harmonic Transform for image sensors have been 
proposed. The properties of Radon Transform are studied and Radon Transform is 
calculated for unit disk area inside the image. The scaling and translation is achieved 
by normalizing the moment. Rotation invariant is experimented using the property of 
Radon transform and Polar Harmonic Transform. The method is examined in different 
noise and its merits are illustrated. It is also compared with leading invariant moment 
methods. The proposed method outperformed the method of Zernike moment and 
Pseudo Zernike moment in terms of correct classification percentage, sensitivity, 
complexity and noise robustness. The correct classification percentages is calculated 
and compared with existing research. Some other possible applications of the proposed 
method are image retrieval, remote sensing, data mining, MRI and PET scan,  
face detection and texture classification. It is considered that the proposed method  
may increase the efficiency and accuracy of image sensors and sensor interface 
standards. 
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Abstract. We envisage a new algorithm, to detect moving objects having 
dynamic and challenging background conditions, by applying low rank 
weightage and fuzzy aggregated multi-feature similarity method.  Model level 
fuzzy aggregation measure driven background model maintenance is used to 
ensure more robustness. The model and current feature vectors are evaluated 
between corresponding elements to find out the similarity functions. To 
compute fuzzy similarities from the ordered similarity function values for each 
model concepts of Sugeno and Choquet integrals are incorporated in  
our algorithm. A fuzzy integral set is using model updating and 
foreground/background classification decision methods.  Sugeno Integral 
calculates only minimum and maximum weightage. We use choquet concept 
because it has the same functionality as Sugeno but it also uses additional 
operations like arithmetic mean and Ordered Weighted Averaging (OWA). 
Here we explain to segment the object by fuzzy aggregation with low rank 
weightage concept for extracting moving objects with accurate shape in 
dynamic background. PSNR, MSE and SSIM values are calculated to do 
performance evaluation. 

Keywords: Image Segmentation, Low rank Weightage, Sugeno and Choquet 
Integrals, Moving Object Detection. 

1 Introduction 

The method to recognize instances of real-time objects namely human faces, cycles, 
etc. is through object detection in the form of images or videos. To detect the moving 
object one of the popular approach is background subtraction [1].  Background 
models are maintained for every pixel. Also, the foreground/background taxonomy 
decision depends on the similarity between the model based on the current features 
and stored models. 

All possible dynamic situation of background model should preferably be 
associated with a model that evolves from the data [2]. Several background models 
for every pixel can capably manage dynamic situations like rippling water, swaying 
vegetation, etc., else which would be wrongly classified as moving foreground. Every 
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model could be a single feature that is pixel-based [3], [4], [5] or region-based [6], 
[7], [8].  

Under different situation all the individual feature has some limitations and 
advantages as explained in [9]. When comparing, the multiple features [10], [11], [12] 
are more complex than single feature based techniques, which exploits the advantages 
of different types of features. The background subtraction approach is used to 
maintain multi-feature based multi-background models for each pixel and 
implementing the same may leads to many practical difficulties. The first vital point is 
to deal with proper choice of features. Pixel-based features are not suitable for 
dynamic background because it exhibits some inherent weaknesses. Region-based 
features have vice versa characteristics. 

Statistical Texture (ST) i.e. energy, texture mean and local homogeneity are 
consider as region features and intensity (I) as the pixel feature. Consecutive major 
issue to be addressed in multi-feature model is to achieve an aggregated measure of 
multiple features of assorted nature for every model to make an accurate classification 
assessment out of multiple models. 

2 Background Work  

To begin with, the related topics for this paper are identified as Preprocessing, 
background modeling, background/foreground detection, motion modelling, motion 
segmentation, data validation and background subtraction.  Most relevant papers 
relating to the identified topics are analyzed for its approach, methodology, merits and 
demerits. 

Based on survey steered by D. Gorilla on visual analysis of human movement, 
proposes a Bayesian framework, for characterizing background appearance 
incorporating spectral, spatial and temporal features.   Based on Bayes decision rule, 
and statistical principal features, background and foreground classification are 
derived.  This approach helps to extract foreground regions by filling holes and 
removing small regions.  It is difficult to maintain accuracy of difference between 
image referenced and background. 

C. Rougier et.al in their study on human shape deformation using fall detection for 
robust video surveillance, proposed extracting information relating to 3-D structure, 
orientation, spatial property of a generic object.  This leads to detect moving objects 
during various instances of time for a given video sequence. This approach is an 
optimum solution for video sequences having low illumination. This method is not 
suitable for frames having distinctive peaks in the histograms. 

Pujala Chiranjeevi and Somnath Sengupta proposed Advanced Fuzzy Aggregation 
based Background Subtraction (AFABS) to extract moving object from dynamic 
background with accurate shape and minimal error. This method is to be further 
tunned up  for heavily dynamic background situation to enhance its performance. 

Xiaowei Zhou, Yang and Weichuan proposed a novel framework Detecting 
Contiguous Outliers in the Low-rank Representation (DECOLOR) for segmenting  
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moving objects from image sequence.  For dealing with complex background image 
sequences, this method uses, low rank outlier detection modeling to avoid 
complication in motion computation.   

Problem Definition. With reference to above literature survey, this paper poised to 
provide a suitable solution for video sequence having heavily dynamic background 
situation.  Detecting a moving object based on its dynamic background and to 
segment the object by applying an efficient algorithm and tracking frame by frame are 
the prime objective of this paper.  Subsequently following are its other objectives : 
 
(i) With multi-feature fuzzy aggregation concept for dynamic behavior  of the 
background a novel process is envisaged to detect outlier using low-rank weightage 
representation. 
(ii) The dynamic behavior of background represented by choquet & sugeno integrals 
and a robust labeling foreground/background obtained in terms of f-measures and  
(iii) The effectiveness of Low Rank Weightage based multi-feature fuzzy aggregation 
method is experimented on a vast variety of video image sequence with challenging 
background situation.              

3 Proposed System 

The core objective of this paper is to  propose tacking of moving object frame-by-
frame, analyze its behavior and segmentation.  Existing systems uses pixel based 
method by low rank representation in static backgrounds and rank is given based on 
the object changes between the initial and next frame. This helps to detect moving 
object and subsequently segmented. Proposed system uses pixel and region (fuzzy 
logic) based method by low rank weightage representation in dynamic backgrounds. 
The weightage with rank is given based on the challenging backgrounds in certain 
region for comparing the frames and segmentation of object.  
 

Fuzzy Logic: Boolean logic is the basic approach used in this method.  Aggregation 
which is collection of several things grouped together or considering as whole, and 
applied to fuzzy sets, it means several fuzzy sets are grouped together to form a single 
fuzzy set. By reducing set of number into a distinctive representative number, having 
function of mathematical object in aggregation operator. 

3.1 System Architecture 

Block diagrammatic representation of the proposed method is show in Fig – 1.  This 
method uses region and pixel based fuzzy technique for detecting moving object from 
a given video sequence.  Initially video sequence are segmented into a number of 
homogeneous regions using the concept of fuzzy edge modelling to handle spatial 
ambiguities the object boundaries.  
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Fig. 1. Proposed method schematic diagram 

3.2 Background Model 

In video sequence, periodical motion of dynamic texture or illumination change 
causes background intensity changes else remains unchanged. Low rank Matrix B is 
formed, by correlating linearly background images with each other.  No additional 
assumptions are considered except low-rank property of the background scene. 
Imposing the constraint in Equation 2 : 

B Rank (B) <= K ; Where, K is predefined constraint implying complexity of 
background model. 

3.3 Using Soft Impute Algorithm Estimating Low Rank Matrix  

Comparing pixels of current and next frame with neighboring pixels and rank is given 
with priority to changing pixels. Soft impute algorithm is used to estimate low rank 
matrix and its combined with Singular Value Decomposition (SVD) to compute real 
or complex matrix by factorization. 

3.4 Estimation of Outliers Support 

Using Markov Random Field (MRF) and the Active contour the outliers are computed 
to detect the boundaries of the moving object.   Imposing smoothness of spatial and 
temporal is possible by inter-relating of all pairs of nodes in G.   This can be isolated 
into sub-graphs of individual frame and separately for each image the graphs cut can 
be operated.  

3.5 Parameter Tuning 

Alpha parameter is used to control the complexity of image background.  Smaller 
value B is given by large alpha and rough estimate i.e. K value is set in this algorithm 
for background model.  This algorithm starts from alpha value and if Rank (B) < K,  
after each run of SOFT-IMPUTE,  reducing by a factor until rank (B) > K.  Outliers 
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support sparsely controlled by beta value,  process the algorithm by the same and 
decrement by given factor after every iteration. 

3.6 Proposed Method Consists Following Steps 

Step 1:  Model initialization 
Step 2:  Advanced Fuzzy aggregation background Subtraction (AFABS) 
Step 3:  Foreground detection 

 
Model Initialization. Model initialization is the primary step for background 
subtraction. Initialize the model using first frame of the video model. Pixels are 
initialized with feature vector from neighborhood pixels. Neighboring pixels share its 
feature vectors for their model initialization. 
 
Advanced Fuzzy Aggregation Background Subtraction (AFABS). Efficient 
fusions of information are contributed by the individual features and used by multi-
feature based background subtraction techniques.  Information fusion is the process of 
combining these features into a single datum and the fusion is achieved through 
aggregation operators, which are mathematical functions. Parameterization is required 
for aggregation operator to define additional information and features for this process 
 i.e weighted mean and weighted maximum. Sugeno and Choquet integrals have 
interactions among the features that explained below. 
 
Algorithm AFABS 

 
  Step1: For each pixel at t=0, initialize r models and initialize models    
               weights to the same values for t>0 to the end of sequence do for  
               each pixel 
  Step2: Form a feature vector X 
  Step3: Normalize the models weights 
  Step4: Select top b high weighted models 
  Step5: Evaluate the similarity function for each model with X 
  Step6: Evaluate the Fuzzy Integral set(f1,……fr) 
  Step7: [Val , S]=max(f1,….fr) 
  Step8: if(Val < Tp) do 

      Step8.1: Pixel label=foreground 
      Step8.2: Update the model using case-1 

                    else do    case-2 
      Step8.3: if(S>b)pixel label=foreground 
      Step8.4: else pixel label=background 
      Step8.5: Update the matched model 
      Step8.6: Update models weights 
end 
end 
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For the changes to be incorporated in the image background the model of pixel 
should be updated. 
 
case 1. if the max(f1,…Fr)<Tp, the vector of model feature with lowest weight is 
substituted by vector of current feature. 
 
case 2. if the max(f1,….,Fr)>=Tp, the best matching model that is the model feature  
            vector having the maximum integral value is updated with the current feature  
            vector. 
 
Sugeno Integrals. The sugeno integrals are monotonically non decreasing and 
continuous operators this suggest that the fuzzy integral is forever comprised between 
“Maximum Weight” and “Minimum Weight”.   In sugeno integrals it is used to satisfy 
a similar property with MIN and MAX.  This method is flexible than probability and 
controlled by its additives property.   
 
Choquet Integrals. The choquet integrals are monotonically non decreasing 
idempotent and continuous operators. If the fuzzy measure in an additive then the 
choquet integral is converted into Arithmetic mean whose weights g ({xi}).  For  
Positive linear transformation Choquet integral method is an appropriate method 
which includes properties of Weight Arithmetic Sum and OWA operators.  
Fulfillment of multiple criteria relating with aggregating rates are provided by OWA 
operator, unified as one operator combining conjunctive and disjunctive behavior. 
 
Foreground Detection: An object which moves differently from the background is 
called as foreground object and of contiguous small size pieces.  Intensity changes are 
not fixed into low-rank background model that is provided by foreground motion and 
can be identified as low-rank outliers representation. 
 
By applying Markov Random Field Model, entries of binary states of foreground 
support can be denoted as “S”.  Considering the same as graph Equation 3,  wherein  

S = (V, E); Where,   

 V -  denotes set of vertices in the sequence as m*n pixels. 
 E – denotes temporally neighboring pixels. 

4 Evaluation of Existing System and Proposed System 

Existing and proposed methodologies are evaluated for its performance against using 
four videos namely People1, People2, Cars6 and Cars7.  For evaluating these videos, 
its properties are given in Table 1.  
 



 Moving Object Detection by Fuzzy Aggregation 341 

 

Table 1. Video Properties 

Video Name File Size 
(KBPS) 

No. of Frames 
per Sec. 

People1 2614 40 
People2 2076 34 
Cars6 1843 25 
Cars7 1637 34 

 
 
PSNR, MSE, SSIM, F-Measure, Precision, and Recall values are calculated based 

on existing method (DECOLOR) and Proposed method (Low Rank Based Advanced 
Fuzzy Aggregation Background Subtraction LR AFABS) for videos as mentioned in 
Table 1 and are tabulated in Table 2 

Table 2. Matrices Value for Existing (DECOLOR) and Proposed (LR AFABS) Methods 

Video 
Name Method PSNR MSE SSIM 

F-
Measure Precision Recall 

People 1 
DECOLOR 27.08 0.20 0.80 0.90 81.80 90.80 
LR AFABS 28.29 0.18 0.90 0.95 83.30 92.30 

People 2 
DECOLOR 26.38 0.19 0.70 0.82 80.80 89.30 
LR AFABS 27.89 0.17 0.80 0.85 82.30 89.90 

Car 6 
DECOLOR 28.63 0.16 0.80 0.92 84.10 91.50 
LR AFABS 29.56 0.15 0.90 0.94 85.80 94.20 

Car 7 
DECOLOR 29.58 0.18 0.70 0.82 80.80 87.80 
LR AFABS 30.29 0.17 0.80 0.86 85.30 89.30 

 
 

From the above table the proposed system has certain improvements in all the 
metrics. The PSNR Value is increased to 5% in all cases. MSE value decreases as 
expected and in the proposed system same has decreased by 2% of existing method 
value. For video 1 and 4 the compression ratio is fixed as 5% the MSE value differ by 
2% against existing value. For video 2 and 3 the compression ratio is fixed as 10% 
MSE value decreases by 5%. F-measure is calculated by Precision and Recall Value 
and it increases as expected in the proposed method.   

Considering the above outcome, it may be concluded that, it is prominently 
identifiable as MSE value decreases while increasing the compression value for the 
proposed and existing work. 

5 Conclusion 

A model level low rank weightage based fuzzy aggregation multi-feature similarity 
background subtraction algorithm using intensity and ST features is presented and its 
superiority over other features pixel level fusion is exposed visually and numerically 
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for both Sugeno and Choquet integrals. Qualitative and quantitative experiments are 
carried out to show the effectiveness of handling various challenging situations by 
comparing with the PSNR, MSE, SSIM values.  Advantages of Pixel and Region 
based features are inherited in Low rank weightage AFABS, which helps to extract 
moving objects in accurate and effective shape even in dynamic background with 
least error. 
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Abstract. Data mining is the field in which the most of the new researches and 
discoveries are being made and in it frequent mining of itemsets is the very 
critical and preliminary task. Apriori is the algorithm which is mostly used for 
this very purpose. Apriori also suffers from some problems such as finding the 
support count, which is a very time consuming procedure. To overcome the 
above stated problem BitApriori algorithm was devised. Though this problem 
was eradicated, but this algorithm suffers from a memory scarcity problem and 
to overcome this problem in the paper here a new Enhanced BitApriori 
algorithm is devised which performs better than its predecessors through the 
experimental results. 

Keywords: BitAproiri, Enhanced BitAproiri, Eclat, FP Growth, Trie. 

1 Introduction 

Data mining [11] is the process of retrieving the data from very vast databases. In 
data mining the most frequently used technology is association rules based discovery 
of data. The first algorithm used for the purpose of finding frequent itemsets was 
given by Agarwal et al. [2] in 1993. After this algorithm was being proposed many 
other modifications were made to this algorithm and the most prominent were only 
considered here for the comparison purposes. 

The special form of data mining which relies on association rules is cut up into two 
distinct forms: firstly, exploring entire possible frequent itemsets and thereafter 
producing association rules from the entire databases. A very crucial role is being 
played by frequent itemsets in association rules mining. This process consumes a lot 
of time. Due to the fact that these association rules are very simple and 
understandable and hence they have been used in various fields of businesses. The 
three most remarkable and noticeable algorithms are Apriori [3], Eclat, FP growth 
[5].As all of these three algorithms are very effective most of the algorithms 
developed are variations of these three algorithms.. Due to their effectiveness many of 
the developed algorithms are modifications of these three algorithms.  
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The first algorithm was given by Agarwal et al. [2].After one year Apriori [3] was 
devised by the same authors which became the most famous of the algorithms in this 
field. After the emergence of Apriori [3] many modifications of it were proposed and 
most noticeable out of them were given by Pork et al. [6] which involves DHP (Direct 
Hashing and Pruning).Then Brin et al. [7] Proposed a new algorithm which involves 
dynamic itemsets count. During the year 1996 Zaki et al. [4] proposed Eclat 
algorithm. Eclat differs from other algorithms as in this algorithm the database is 
vertically represented Dong et al. [9] proposed an algorithm BitTable F1 with the 
introduction of data structure BitTable. Apriori [4] algorithm suffers from long 
execution time for the process of support count and also it consumes a large quantity 
of memory. Many other modifications were also made, but they were not very 
effective. 

2 Problem Statement 

Let {C1, C2… Cm} be a collection of items, and D is a database transaction set where 
every transaction R is a collection of items or set such that R⊆C. Every transaction C 
is associated with an identifier; frequent item-sets mining can be defined as stated 
below. Let X be a collection of items or set, if transaction R contain X if X⊆ R. An 
association rule is an implication of the form X⇒ Y, where X⊂I, Y⊂I, X ≠ , Y ≠ , 
and X∩Y= . X ⇒Y is an association rule then it can be found in the database 
transaction set D with the support s, where s is the transaction’s percentage  in D that 
contain X∪Y. This is taken to be the probability, P (X∪Y). If X ⇒ Y is an association 
rule then in the transaction set D it has the confidence c, where c is used to show the  
percentage of transactions in D that contains A that also having B. The conditional 
probability can be defined by the rule X=>Y is P (Y⁄X).  

Support (X⇒Y) = P (X∪Y)                                                  (1)  

Confidence (X⇒Y) = P (X⁄Y)                                                   (2) 

Only those rules having both a minimum support threshold (min_ sup) and a 
minimum confidence threshold (min_ conf) are known as strong. We used to show 
support and confidence value between 0% and 100%, instead of 0 to 1.0. A set or 
collection of items is known as an item-set. An item-set that contains k number of 
items is a k-item-set [12].This is the problem statement of the algorithm. 

3 Two Important Properties 

The most crucial properties used in the Enhanced BitAproiri algorithm for equal 
support pruning are described below: 
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3.1 Property 1 

Let P, Q, R ⊆ I and P⊂Q. If 
Proof . For P⊂Q, so cover S (Q) ⊆ cover S(P). 

 
If supp (P) = supp (Q), then according to 
definition of supp, | coverS (P) |=| coverS (Q) |. 
So cover S(P) = cover S(Q), 

 
coverS (P) ∩ coverS (R) = coverS (B) ∩ coverS (R) can 
Be deduced for coverS (P∪R)= coverS (P) ∩ coverS (R) , 
coverS (Q∪R)= coverS (Q) ∩ coverS (R) , that means coverS (P∪R)= coverS(Q∪R) 
,so  
Supp (Q∪R) = supp (P∪R). 

 
If supp (P∪ {i}) = P, so the supp (P ∪ {i} ∪R) = supp (P∪R). If these are equal 

then generation of supersets are not required. The requirement is only that we want to 
save the information, so the superset of P∪ {i} is represented by a corresponding 
superset of P. 

3.2 Property 2 

Let Q be the prefix of item-set Q∪r, Where |r| =1. If Q has a subset P such  that 
 

|P|+1=|Q| and supp (P ∪r) = supp (P), 
then Supp (Q∪r) = supp (P). 
Proof derived from Property 1. 

Based on property 2, equal-support pruning could be formulated. The equal-
support pruning has two important steps. First, before counting the support of a 
candidate item-set Q∪r is being counted , support of the item-set P∪r is equal to the 
support of the frequent item-set Q, if one of its subset P has the same support with 
P∪r. The frequent item-set Q∪r is pruned, and put in the equal-support set of its 
parent, frequent item-set Q. Secondly, before inserting the new frequent item-set is in 
the Trie, Trie is firstly pruned and then it is inserted into the equal-support set of 
parent, if its parent support is equal to it. 

4 The Enhanced BitApriori Algorithm 

The Enhanced BitApriori algorithm is like a BitAproiri [1] algorithm, but the main 
differences is that in BitAproiri [1] used the Bitwise “And” operation on binary 
strings and in Enhanced BitAproiri Bitwise “Xor” operation is used on binary strings. 
The code for Enhanced BitAproiri is given in program code 1. By utilizing of this 
code first frequent item-sets will be found out by scanning the database once, after 
those pair i.e. 2-frequent item-sets will be finding out by scanning the database again 
with the help of program code 2. After finding the pair i.e. 2- frequent item-sets the 



346 Z. Khan et al. 

 

data structure Trie is generated, The Trie is generated till the n-layer which is the last 
layer. Every node p, in the (n-1)-layer of the Trie, is merged with one of its right side 
sibling nodes q. Entire (n-1)-subsets are evaluated. If any one of the (n-1)-subsets falls 
in the equal-support set, then the item residing in node q is inserted into the equal-
support set of p. If any of the (n-1)-subsets are found not to be frequent; all of its 
supersets are also deemed not frequent. If none of the (n-1)-subsets is infrequent, then 
the operation “Xor” will be performed between the string of node p and q is 
performed. The support of the candidate item-sets is shown by the number of “1” in 
the evaluated string. If the support is found to be in equivalence to p, the item residing 
in node q is incremented in the equal-support set of p. If the support is found not 
equal to p, or is found to be bigger than the minimum support, a son node of p, 
recording the support and the item in node q, is being inserted in the Trie. 

 
public void order_frequent_ITEMS()  
{ 
try  
{ 
 

Statement stmt=conn.createStatement(); 
 

String query="SELECT * FROM transactions"; 
 

ResultSet 
rs=stmt.executeQuery(query); 
while(rs.next())  
{ 
 

count1++;  
}  
} 
catch(Exception ex) 
{ 
 

System.out.println("SORRY NOT ESTABLISHED ::::::::::::: 
jhgjhg ::::: "+ex.getMessage());  
}  

System.out.println(count1); 
 

for(int i=0;i<count1;i++)  
{ 
vv[i]=new Vector(); 
}  
try 
{  
Statement st=conn.createStatement(); 
String query="SELECT * FROM 
sort_frequent_items"; 
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ResultSet rs2=st.executeQuery(query);  while(rs2.next()  
} 
{ 
String str=rs2.getString(1); 
 

compare_frequent_items(str);  
}  
} 
 

catch(Exception ex){  
System.out.println("SORRY NOT  ESTABLISHED 
............"+ex.getMessage());} 
} 
 
The example of how this Enhanced BitAproiri works is shown with the help of table 
1, 2 and figure 1and 2.The various items and their ordered pairs are shown in the table 
below. Here the min_support is found out by counting the number of items from the 
items list given below 

Table 1. Data itemsets 

Tid No. of Items Ordered items 
1 ABCDI ABCD 

2 ABCDF ABCF 
3 ABCDL ABDG 
4 ACDKGH ACDG 
5 ABCEDJ ABCD 

 
Now suppose that the minimum support is 2 then items having minimum support 

more than or equal to 2 are selected and other items having lower support are deleted. 
The items are shown in the table 2 below. 

Table 2. Frequent Items 

ITEMS 
Count 

    A         B        C         D 

SUPPORT     5         4         5         5 

 
In table 1 first frequent item-sets is find out and in table 3 second frequent item-

sets is find out by scanning the database, after finding the second frequent item-sets 
data structure Trie will be generated with the binary string established on each leaf of 
the Trie, see in figure 1.Trie after generation (1) is established in figure 1 and Trie 
after generation (2) is established in figure 2. 
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Table 3. 2-Frequent itemsets 

Tid Ordered 
items 

AB AC AD BC BD CD 

1 ABCD 1 1 1 1 1 1 
2 ABCF 1 1 0 1 0 0 

3 ABDG 1 0 1 0 1 0 
4 ACDG 0 1 1 0 0 1 
5 ABCD 1 1 1 1 1 1 
support  4 4 4 3 3 3 

 
Now according to this data first layer of the Trie is generated. It is shown below. 

 

Fig. 1. Trie after generation (1) 

 

Fig. 2. Trie after generation (2) 

Now to generate the third layer of the Trie the item-sets (A, B, C) is checked and 
since all of its subsets are frequent and there is no equal support pruning and hence 
“Xor” operation is employed and the result is written at the end of the node. Similarly 
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then the item-set (A, C, D) and all of its subsets and “Xor” operation is employed 
similarly and the result is written at the end of the node. Similar operation is 
performed on item-set (B, C, D) and the result is written in the similar way as well. 

For the generation of the fourth layer item-set (A, B, C, D) is checked and since the 
result i.e. “Xor” operation yields 01010 and since the support is equal to the (A, B, D) 
so there is no need to add the new son node and D is put into the equal pruning set 
and then in fifth layer generation of Trie there is only one node from the parent node 
so the height if the Trie does not increases and the frequent items are written out 
according to the Trie. 

5 Experimental Results 

The performances of the various implementations of Apriori [4] algorithm are shown 
in the table 6. From the table it is clearly visible that every Enhanced implementations 
is out running the previous one when it comes to the execution time of theirs. The 
table contains five datasets and their values. The values consists of five datasets 
namely Mushroom, Chess, Connect, Pumsb* and Pumsb.. The table shows various 
implementations at the different values of minimum support. 

Table 4. Execution time in sec of each dataset with min_supp 

Min_supp Operation mushroom Chess Connect Pusmsb* Pusmsb 

40% Enhanced-
BitApriori 
BitApriori 
Apriori 

0.6198 
 
0.6498 
13.511 

0.3907 
 
0.4207 
9.515 

0.6719 
 
0.7219 
14.646 

10.875 
 
11.875 
237.07 

11.006 
 
12.006 
239.91 

50% Enhanced-
BitApriori 
BitApriori 
Apriori 

0.6198 
 
0.6942 
10.908 

0.3907 
 
0.4375 
6.875 

0.6719 
 
0.7525 
11.825 

10.875 
 
12.18 
191.4 

11.006 
 
12.326 
193.69 

60% Enhanced-
BitApriori 
BitApriori 
Apriori 

0.5702 
 
0.595 
8.206 

0.3594 
 
0.375 
5.172 

0.6182 
 
0.645 
8.89 

10.005 
 
10.44 
143.98 

10.125 
 
10.565 
145.708 

70% Enhanced-
BitApriori 
BitApriori 
Apriori 

0.4959 
 
0.5207 
5.478 

0.3125 
 
0.3282 
3.46 

0.5375 
 
0.5644 
5.94 

8.70 
 
9.137 
96.135 

8.805 
 
9.245 
97.28 

80% Enhanced-
BitApriori 
BitApriori 
Apriori 

0.4215 
 
0.4463 
2.503 

0.2657 
 
0.2813 
1.57 

0.4569 
 
0.4838 
2.690 

7.395 
 
7.83 
43.5425 

7.484 
 
7.924 
44.064 
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6 Conclusion 

This paper defines a new technique for the BitAproiri [1] and it is shown by both 
practical as well as the theoretical explanation that this algorithm out performs the 
previous versions in terms of the execution time. This higher efficiency is achieved 
through the use of “Xor” gate in the binary strings. 

This paper can be very beneficial to the scholars who wants further enhancement in 
the algorithm. For the future aspects of the paper the efficiency can yet be improved 
by applying the new gates and by improving the technique of removing the infrequent 
data items.  
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Abstract. According to recent researches, glaucoma, an optic nerve disease, is 
considered as one of the major causes which can lead to blindness. It has 
affected a huge number of people worldwide. Rise in intraocular pressure of the 
eye leads to the disease resulting in progressive and permanent visual loss. 
Texture of normal retinal image and glaucoma image is different. Here texture 
property of the total image has been extracted from both with and without 
glaucoma image. In this work, Haralick features have been used to distinguish 
between normal and glaucoma affected retina. Extracted features have been 
utilized to train the back propagation neural network. Classification of 
glaucoma affected eye is successfully achieved with an accuracy of 96%. 

Keywords: Glaucoma, Classifier, Neural Network, Texture feature extraction. 

1 Introduction 

Glaucoma is an optic nerve disease caused due to the rise in intraocular pressure of 
the eye. The disease results in a progressive and permanent visual loss. Due to 
malfunction or malformation of the drainage system intraocular pressure increases. A 
small space in the front portion of the eye is called the anterior chamber. Aqueous 
humor is a clear fluid flowing into or out from the anterior chamber. The optic nerve 
that sends signal to the brain gets damaged by the increasing intraocular pressure 
within the eye [1]. Thus the ability to recognize images and making a correct vision 
gets severely affected. The techniques that one can use to detect glaucoma are 
described as follows: Assessment of damaged optic nerve head is an effective 
procedure where IOP measurement is superior and promising. A trained professional 
is required for optic head assessment. As manual assessment is time consuming, 
costly and subjective, so it would be beneficial if the optic nerve head assessment 
process can be automated. One strategy for automatic assessment is the binary 
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classification between glaucomatous and healthy subjects [2]. Similarly the 
assessment of abnormal visual field where retinal images feature extraction process 
can be categorized as either texture feature extraction or structural feature extraction. 
The aim of this study is to extract the texture property of the total image from both 
with or without glaucoma and then select a set of features which are sufficient to 
distinguish between normal and glaucoma affected image. Neural network is often 
used to classify and analyze automatically the normal and the abnormal eye images. 
Therefore the classified properties have been used to train the back propagation neural 
network along with the training of classifier. On performing an analysis on the rate of 
classification, it has been shown that our proposed system detects glaucoma with 96% 
accuracy.  

2 Literature Survey 

A survey was performed to get an estimate of the number of people who are suffering 
or will suffer with glaucoma worldwide in 2010 and 2020 [3]. By using prevalence 
models, a review was published. In order to setup the prevalence model for OAG and 
ACG on the basis of ethnicity, sex and age the standard definitions must be satisfied, 
and the data should be proportional to sample size of each study. In order to obtain the 
approximate number of patients suffering from glaucoma, UN world population 
projections for 2010 and 2020 were combined in the model. In 2010, there will be 
60.5 million people having OAG and ACG and increasing to 79.6 million by 2020 
and among these 74% people will have OAG. Comparatively, in 2010, women will 
comprise 70% of ACG, 55% of OAG and 59% of all glaucoma patients. In 2010, 
bilateral blindness will be present in 3.9 million people with ACG and 4.5 million 
people with OAG and rising to 5.3 and 5.9 million in 2020 respectively. The second 
leading reason of worldwide blindness is glaucoma affecting women and Asians. A 
total of 3280 persons were examined in the Singapore Malay eye study [4], belonging 
to the age group between 40 to 80 years. This was a cross sectional survey based on 
population, done to examine the prevalence and types of glaucoma found in Asian 
Malay people. All participants underwent clinical standardized examination including 
dilated optic disc assessment, Goldman application tonometry, and slit-lamp bio 
microscopy. Visual field examination (24-2 SITA standard, Humphrey Visual Field 
Analyser II), repeat applications tonometry and gonioscopy, was conducted on 
persons who were suspected to have glaucoma. The criteria for Glaucoma were 
defined as per the International Society for Geographical and Epidemiologic 
Ophthalmology criteria. 4.6% people of 3280 participants had been diagnosed with 
glaucoma. An age and sex-standardized prevalence of 3.4% was observed. The age 
and sex-standardized prevalence of primary open-angle glaucoma was found to be 
2.5%, primary angle-closure glaucoma 0.12% and that of secondary glaucoma 0.61%. 
The prevalence of glaucoma among old persons and Malay individuals in Singapore, 
aged above 40 years, is 3.4% in comparison with ethnic Chinese people in Singapore 
and other Asian racial/ethnic groups. Primary open angle glaucoma is the main form 
of glaucoma which is affecting the Chinese, Caucasians, and African population and 
previously more than 90% of glaucoma cases detected belonged to this category. 
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3 Methodology 

Classification of retinal image can be performed by the following methods. To predict 
glaucoma or non-glaucoma/normal retinal image, several different techniques are used. 

I. Image Acquisition 
Image capturing is the first phase in the fundus digital image analysis. It is generally 
acquired by back-mounted fundal camera (mydriatic or non-mydriatic). Digital 
cameras use an image sensor like Direct digital sensors which are either a 
Complementary Metal Oxide Semiconductor Active Pixel Sensor (CMOS-APS) or 
Charge-Coupled Device (CCD) (Gonzalez and Woods, 1992) [5]. 
In 2004, S. Y. Lee proposed that fundus camera system integrated with digital camera 
(D60,CanonInc) were used to acquire RNFL photographs. During image acquisition, 
we used green filters for enhancing the RNFL on the fundus image [6][7]. 

II. Feature Extraction 

In image processing or in pattern recognition, feature extraction is the process of 
reducing the image along its dimensionality. Haralick (1973) [8] constructed a co-
occurrence matrix based fourteen statistical features defined over an image. Co-
occurrence matrix elements are calculated at four directions 00, 450, 900,1350 and the 
mean of these values will result statistical features. The first thirteen Haralick texture 
features (1) to (13) are optimized, symbolized as pi, where i represent the feature 
number from 1 to 13. Feature [9] is the basis of SGLD (space gray level dependence) 
matrices [9]. Feature number 14 (Maximum Correlation Coefficient) is not calculated. 
Let, H  is a spatial dependence matrix. H(i,j) is an element at (i,j) location in the spatial 
matrix(i,j) be the (i,j)th entry in a normalized gray tone spatial matrix dependence 
matrix =H(i,j)/R, where, R is a normalizing constant. Further, let hx(i) be the ith entry in 
the marginal probability matrix obtained by summation of rows of h(i,j). ).It is 

represented mathematically as:
1

( )
=


gN

j

H i, j

 Similarly, hy(j) represents the jth entry in the marginal probability matrix obtained by 

summing the columns of h(i,j). It is represented mathematically as: 
1

( )
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gN

i

H i, j
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=
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i j

Where, k=0,1…..Ng-1 

where, Ng is the number of distinct gray levels in the quantized image.
( )x+ yh k

is the 
probability of occurrence matrix  coordinates  summing to x+y and k is the 
index. ( )x- yh k is the probability of occurrence matrix  coordinates  summing to x-y and 

k is the index. 
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Let xh  , yh   are the partial probability density (PDF) function. xμ , yμ are the 

mean of xh  , yh
 and xσ , yσ

 are the standard deviations  of xh
 and yh .  

Using this notation, we can determine the following Haralick features: 

Table 1. Haralick Features 

Feature Equation 
Angular 
Second Moment 
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i j
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2 2 21
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2

0 1 1
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III. Image Classification 

Image classification is the ability to separate glaucoma and non glaucoma region by 
applying feature based image extraction method. Classifiers achieve great results when 
the underlying model applied for separation fits well with the sample distribution of 
data. As the underlying distribution of data is unknown so different classifiers can be 
tested. Mostly back propagation network (BPN) can be considered to be quintessential 
neural net. Back propagation [10] is the learning or training algorithm rather than a 
separate network itself. A BPN generally learns by example i.e. an algorithmic 
example mentioning what the network should do can be given and the changes made in 
the network weight so that, it will give desired output for a particular input when the 
training is complete. Back propagation networks are ideal for simple pattern 
recognition and mapping tasks [11]. 

BPN Algorithm 

Initially all the inputs are applied and corresponding outputs are worked out. Here the 
initial outputs could be anything as initial weights are random values. The error of 
neuron B is found. Error is (What we want – What we get), in other words:  ErrorB = 
OutputB (1-OutputB)(TargetB – OutputB) 

Next the weight is changed. Let WAB+ be the new (trained)weight and WAB  
WAB

+= WAB + (ErrorBx  OutputA). 
The errors for the hidden layer neurons are calculated. But, these errors can’t be 

calculated directly; therefore it is required to back propagate them from the output 
layer. So we need to take errors from the output neuron and run backward through its 
weights to obtain the hidden layer errors. After obtaining the errors for the hidden 
layer, neuron go to step 3 to change hidden layer weights. By repeating this method a 
network can be trained with any number of layers. 

4 Proposed Method 

Experimental dataset contains both normal and glaucoma images. Total 28 (fourteen 
Haralick features and its mean values) features are used to train a back propagation 
neural network (BPN). Fig.1 shows the proposed system diagram using BPN classifier. 
In this study, 90% of the overall dataset is used for training, 5% for validation and rest 
5% for testing. 

 
 
 

 
 
 

Fig. 1. Proposed System for Haralick Feature Based Glaucoma Detection using BPN 
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5 Result and Discussion 

In this study, Haralick feature based glaucoma classification using back propagation 
network has been proposed. The experimental image database (RIM-ONE) contains 
455 images [12] [13]. Out of these 200 images are for glaucoma affected and 255 
images are normal. In our current research study, 321 images are chosen randomly out 
of the 455 images. Amongst them, 115 are glaucoma affected and 206 are normal. 
First all images are converted into grayscale images. Then from each image, Haralick 
features have been extracted. The extracted features are used to train the BPN. In 
training stage, 90% of the total dataset has been used for training the network, 5 % for 
validation and 5% for testing purpose. Effective classification accuracy (96%) is 
reported in Table 2. The major advantages of the proposed system are that the features 
of the entire image have been used without selecting the region of interest (ROI). This 
method eliminates the complexity of ROI selection. This system works well even if 
ROI is not very much prominent. In this current area of research, high risk in 
proposed system denotes glaucoma and low risk in proposed system denotes non 
glaucoma. While defining the standard performance metrics for sensitivity analysis 
were adapted by defining True Positive (TP), False Positive (FP), True Negative 
(TN), and False Negative (FN) as introduced in [16]. TN: is the total number of non 
glaucoma cases that are classified by the proposed system as non glaucoma cases. TN 
rate = Negatives correctly classified (TN) / Total negatives (N). TP: is the total 
number of glaucoma cases that are classified as glaucoma cases. TP rate = Positives 
correctly classified (TP) / Total positives (P). FN: is defined as the total number of 
glaucoma cases which are classified as non glaucoma cases. FN rate = Negatives 
incorrectly classified (FN) / Total positives (P). FP: is total number of non glaucoma 
cases that are classified as glaucoma cases. FP rate = Negatives incorrectly classified 
(FP) / Total negatives (N). Using these quantities, more metric measures are 
computed. Sensitivity is known as the probability that a classifier will give a 
glaucoma label from the RIM-ONE database, and is computed as TP/(TP+FN) (called 
as precision). Specificity is a measure of the probability that the classifier will result 
in a non glaucoma label when used on low risk glaucoma patients and is calculated as: 
TN/(TN+FP). Positive predictive value (PPV), which is defined as the probability of 
patient’s label as glaucoma correctly diagnosed, is denoted as TP/ (TP+FP). Negative 
predictive value (NPV), defined as the probability of patient’s label as glaucoma 
incorrectly diagnosed and is calculated as TN/ (TN+FN). The ratio of the number 
of correctly classified glaucoma patients to the glaucoma patients is termed as 
Accuracy, and is calculated as (TP+TN)/ (P+N) [14]. From Table 2, we can see that 
sensitivity and specificity obtained for the test are 99% and 90% respectively. PPV 
and NPV obtained for the test is 94% and 99%. Since, we know that a high specificity 
and high sensitivity indicates an ideal test scenario. A positive outcome in this case 
means condition is likely and a negative outcome in this case means condition is 
unlikely. 
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Table 2. Summary of the resulted analysis measures (Features(28): Haralick) 

Sensitivity (%) 99.5146 Specificity (%) 90.4348 PPV (%) 94.9074 

NPV (%) 99.0476 Accuracy % 96.262   

 

  

 

Fig. 2. Normal: (A, B, and C); Glaucoma: (D, E, and F) 

A confusion matrix (Table 3) illustrates data regarding output and target 
classifications which are conducted by a classification system. Obtained results report 
the confusion matrix of our current study.  
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Fig. 3. ROC Curve 

 
 

The ROC curve shown in Fig. 3 helps in measuring the performance of classifiers. 
The false positive rate is denoted on the X axis and the true positive rate on the Y axis 
by the plot on the ROC graph. The (0,1) point denotes the perfect classifier. It 
correctly performs accurate classification for all the positive and negative cases. It is 
denoted by the (0,1) point that the true positive rate is 1 (all) and the false positive 
rate is 0 (none). All cases are predicted to be negative by a classifier denoted by the 
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(0,0) point, whereas a classifier which predicts each and every case to be positive is 
denoted by the point (1,1). The classifier which represents that it is inaccurate for all 
the classifications is the point (1, 0). 

6 Conclusion 

In this current study, back propagation neural network is used to classify glaucoma and 
non glaucoma retinal images. Here, different Haralick features are extracted from the 
whole image without any manual selection of region of interest (ROI). Selection of 
features from ROI is always a lengthy task which is biased by person’s experience and 
degree of precision. Our proposed system shows a 96 % accuracy, sensitivity is 99.5% 
and specificity is 90%. A high accuracy along with sensitivity and specificity shows 
the effectiveness of our proposed system. 
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Abstract. This paper presents the prediction of ECG features using artificial 
neural networks from respiratory, plethysmographic and arterial blood 
pressure(ABP) signals. One cardiac cycle of ECG signal consists of P-QRS-T 
wave. This process of feature prediction determines the amplitudes and 
intervals in the ECG signal for subsequent analysis. The amplitude and interval 
values of ECG signal determine the functioning of heart for every human. This 
process is based on artificial neural network (ANN) and other signal analysis 
technique. In this process a feed forward multilayer perceptron network has 
been designed using back propagation algorithm. ECG signal is predicted from 
this network from the application of the respiratory, plethysmographic and ABP 
data to its input layer. For analyzing the data, a five point differentiation is done 
on the signal, so as to note the slope change of the resulting graph. Points with 
zero slopes were considered as the end of respective waves. The algorithm is 
tested with physionet database. The training and simulation results of the 
network have been obtained from Matlab7® software. 

Keywords: Artificial Neural Network (ANN), Multilayer Perceptrons, Back 
Propagation Algorithm, Five Point Differentiation, ECG, Respiratory, 
Plethysmographic and Arterial Blood Pressure(ABP). 

1 Introduction 

The investigation of the ECG has been extensively used for diagnosing many cardiac 
diseases. The ECG works by detecting and amplifying the tiny electrical changes on 
the skin that are caused when the heart muscle "depolarizes" during each heart beat. 
One cardiac cycle in an ECG signal consists of the P-QRS-T wave. Fig. 1 shows a 
sample ECG signal. At rest, each heart muscle cell has a charge across its outer wall, 
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or cell membrane. Reducing this charge towards zero is called de- polarization, which 
activates the mechanisms in the cell that causes it to contract. During each heartbeat a 
healthy heart will have an orderly progression of a wave of depolarization that is 
triggered by the cells in the sinoatrial node, spreads out through the atrium, passes 
through "intrinsic conduction pathways" and then spreads all over the ventricles. This 
is detected as tiny rises and falls in the voltage between two electrodes placed either 
side of the heart which is displayed as a wavy line either on a screen or on paper. This 
display indicates the overall rhythm of the heart and weaknesses in different parts of 
the heart muscle [2].ECG signal are essentially responsible for monitoring and 
diagnosis of patients. The predicted feature from the ECG signal plays a vital in 
diagnosing cardiac disease. The purpose of feature prediction is to find some 
properties within ECG signal that would allow successful abnormality detection and 
efficient diagnosis [3]. 

1.1 Cardiac Cycle 

The mechanical pumping action of the heart is produced by cardiac muscle cells that 
contain contractile proteins. The timing and synchronization of contraction of these 
myocardial cells are controlled by noncontractile cells of the pacemaking and 
conduction system. Impulses generated within these specialized cells create a 
rhythmic repetition of events called cardiac cycles. Each cycle includes electrical and 
mechanical activation (systole) and recovery (diastole).The electrical recording from 
inside a single myocardial cell progresses through a cardiac cycle as illustrated in Fig. 
1. During electrical diastole, the cell has a baseline negative electrical potential and is 
also in mechanical diastole with separation of the contractile proteins. An electrical 
impulse arriving at the cell allows positively charged ions to cross the cell membrane 
causing its depolarization. This movement of ions initiates electrical systole which is 
characterized by an action potential. This electrical event then initiates mechanical 
systole in which the contractile proteins within the myocardial cell slide over each 
other thereby shortening the cell. Electrical systole continues until the positively 
charged ions are pumped out of the cell causing its repolarization. The electrical 
potential then returns to its negative resting level. This return of electrical diastole 
causes the contractile proteins within the cell to separate. The cell is then capable of 
being reactivated if another electrical impulse arrives at its membrane. 

1.2 Multilayer Perceptrons Used in Neural Networks 

A neuron is an information-processing unit that is fundamental to the operation of a 
neural network. An artificial neural network (ANN) is actually a network made of 
such neurons. The input signal propagates through the network in a forward direction, 
on a layer-by-layer basis. These neural networks are commonly referred to as 
multilayer perceptrons (MLPs). MLPs have been applied successfully to solve some 
difficult and diverse problems by training them in a supervised manner with a highly 
popular algorithm known as the error back-propagation algorithm. This algorithm is 
based on the error-correction learning rule. As such, it may be viewed as a 
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generalization of an equally popular adaptive filtering algorithm: the ubiquitous least-
mean-square (LMS) algorithm. The error back-propagation algorithm is also referred 
to in the literature as the back-propagation algorithm, or simply back-prop. 
Henceforth we will refer to it as the back-propagation algorithm. The learning process 
performed with the algorithm is called back-propagation learning. The back-
propagation algorithm is considered to have converged when the absolute rate of 
change in the average squared error per epoch is sufficiently small. 

1.3 Numerical Differentiation 

Numerical differentiation is a technique of numerical analysis to produce an estimate 
of the derivative of a mathematical function or function subroutine using values from 
the function and perhaps other knowledge about the function. Higher order methods 
for approximating the derivative, as well as methods for higher derivatives exist. 
Below is the five point method for the first derivative which has been used in this 
work: 

h

hxfhxfhxfhxf
xf

12
)2_()(8)(8)2(

)('
+−−+++−≈  

(1) 

2 Design Algorithm Used in Analysis of ECG Signals 

The network has been designed using Matlab7® software. The number of hidden 
layers has been set to two, with 64 and 32 neurons respectively. The number of 
epochs and the goal has been set to 103 and 10-7 respectively. 

 

Fig. 1. The training neural network with inputs of ABP, respiration and plethysmograph 

3 Results and Discussions 

The Matlab program for analysis is then run using the designed network on eleven 
persons. It first simulates for the segmented input data consisting of respiratory, 
plethysmographic and ABP signals to yield the corresponding segment of ECG. The 
process of five point differentiation is applied on these signals and then heart rate and 
QT interval are calculated from each of it using the program .The results are listed 
below in Table-1.  
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Table 1. Result of analysis before removal of noise 

Patients’ 
No. 

Parameters of ECG signal 
simulated from  network 

Parameters of original 
ECG 

Parameters of 
Plethysmographic 

Heart rate QT interval Heart rate QT interval Heart rate 
1.  75.95 0.56 75.48 0.54 75.95 
2.  72.70 0.39 77.98 0.17 77.45 
3.  83.85 0.73 73.19 0.44 81.95 
4.  74.55 0.40 72.76 0.53 73.63 
5.  73.63 0.56 68.46 0.44 73.19 
6.  74.53 0.50 73.29 0.45 73.19 
7.  72.33 0.41 72.33 0.48 73.63 
8.  73.19 0.55 75.95 0.49 71.91 
9.  74.53 0.59 73.63 0.45 78.95 
10.  72.55 0.62 85.19 0.45 85.19 
11.  84.51 0.46 82.87 0.50 81.95 

 
To detail a case, we have applied the respiratory, plethysmographicic and arterial 

blood pressure signals of patient no.3 to the designed network, at the input layer. 
These signals are shown below in figure 2. 
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Fig. 2. Signal patterns obtained from one particular patient (patient no 3) (a) Respiratory; (b) 
Plethysmographic; (c) ABP; and (d) ECG signal obtained 

The five point differentiation on the signal for the extraction of its features, as 
shown in figure 3. The heart rate has been compared for the 3 different types of signal 
i.e. the Plethesmograph, ECG and the neural network based predicted ECG signal 
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(obtained from ABP, respiratory signal and plethesmograph). Whereas the QT 
interval obtained from the neural network based predicted ECG signal is compared 
with that of the originally recorded ECG signal. These were again compared after the 
removal of the respective noise via filtering. The graphs are show in figure 4 with 
applied curve fitting. The goodness of fits are tabulated for all the four figures of 
figure 4 in Tables 2 and 3.  
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Fig. 3. ECG signal after absolute differentiation of patient 3 
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Fig. 4. Curve fitted plot of (a) heart rate of different patients from original and ANN based 
ECG and plethesmograph ; (b) heart rate of different patients from noise removed original and 
ANN based ECG and noise removed plethesmograph; (c) comparison of QT interval obtained 
from ECG original and neural network; and (d) comparison of QT interval obtained from noise 
removed ECG original and neural network 
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Table 2. Goodness of fit for the curve predicting heart rates via curve fitting. The data has been 
compared for both the noisy and noise removed version of the same.  

Goodness 
of fit 

Best fit for raw data, before noise 
removal for the heart rate 

Best fit for the data after removal  of 
noise for the heart rate 

ANN predicted 
ECG 

ECG Pleth 
ANN predicted 

ECG 
ECG Pleth 

SSE 7.565 4.566 6.96 7.565 4.566 6.96 
R- square 0.9684 0.9793 0.9664 0.9684 0.9793 0.9664 
Adjusted 
R- square 

0.8422 0.8966 0.9318 0.8422 0.8966 0.9318 

RMSE 1.945 1.511 1.865 1.945 1.511 1.865 

Table 3. Goodness of fit for the curve predicting QT intervals via curve fitting. The data has 
been compared for both the noisy and noise removed version of the same. 

Goodness of fit 

Best fit for raw data, before 
noise removal for QT 

Best fit for the data after 
removal  of noise for QT 

ANN predicted 
ECG 

ECG 
ANN predicted 

ECG 
ECG 

SSE 0.2151 0.01025 0.2151 0.01025 
R- square 0.1218 0.4446 0.1218 0.4446 

Adjusted R- square -0.2546 0.2065 -0.2546 0.2065 
RMSE 0.1753 0.03826 0.1753 0.03826 

 
The presence of noise in the data provided by physionet cannot be neglected. But 

since the characteristics of noise present is not important SPLINES were used to 
smoothen the input data of all the patients before training and adapting the designed 
neural network. Here the system generates the same set of SSE, R- square, Adjusted 
R- square and RMSE for the goodness of fit for both the noisy and noise removed 
version of data. This encourages the curve fitting based equation prediction. The 
curve-fitting done is via usage of polynomial based prediction of the curve. 

4 Conclusion 

This paper used the trial and error optimization technique to design a multilayer 
perceptron network. This process will do till the error was reduced to a small value. 
ECG features were used to train two networks, one with the available data and the 
other with smoothened data. After simulation, analysis was done on the five point 
differentiated signals, to obtain heart rate and the QT interval for several patients. The 
ECG II signals were predicted to an appreciable extent for several patients by each of 
the networks. The heart rates and the QT intervals as calculated by performing the 
analysis on these signals were found to be matching with that obtained from the 
analysis of the original ECG II and the plethysmographic signals of the respective 
patients. For a comparative study on the data obtained from the analysis of simulated 
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signals and original signals curve fitting was done. The results obtained for heart rates 
and the QT intervals depicted good consistency of the networks in giving the right 
ECG signal.  

This feature prediction is a humble step towards the ECG analysis which is a very 
important field in medical science. This feature prediction however could have been 
extended further to automate it using GUI. Other optimization techniques like genetic 
algorithm could have been used to better the network. 
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Abstract. The breast cancer is one of the most critical cancer types that are 
found in women. Significant number of researches has been going on this 
disease. Post diagnosis treatments results into side effect on the patient’s health. 
The only way to survive from this disease is its early detection. This paper is 
aimed to survey the frameworks proposed by researchers to detect the breast 
cancer at initial stage leading to its treatment with minimum side effects. The 
paper also suggests improvements in the direction of development of such 
frameworks. 

Keywords: Breast Cancer, Prediction Strategy, Optimization, Data Mining. 

1 Introduction  

Breast cancer is by approximately the most suitable minister to murrain surrounded by 
women with an estimated 1.38 and 1.67 million new cancer cases diagnosed in 
2008(23% of all cancers) and 2012 respectively (25% of all cancers) and ranks second 
overall (10.9% of all cancers)[1][4]. It is suitable the surpass regular complaint both 
in well-ripened and growth acumen upon surrounding 6, 90,000 new cases estimated 
in each region (population ratio 1:4) [3]. Incidence rates vary from 19.3 per 100,000 
women in Eastern Africa to 89.7 per 100,000 women in Western Europe, and are high 
(greater than 80 per 100,000) in developed regions of the world (except Japan) and 
low (less than 40 per 100,000) in most of the developing regions [2] [3].The range of 
mortality rates is much less (approximately 6-19 per 100,000) because of the most 
favorable survival of breast cancer in (high-incidence) developed regions [3]. From 
the overall ratio breast cancer ranks as the fifth cause of death (458,000-deaths), but it 
is still the most frequent cause of cancer death in women in both developing 
(269,000-deaths, 12.7% of total) and developed regions, where the estimated 189,000-
deaths is almost equal to the estimated number of deaths from lung cancer (188,000-
deaths) [3]. The worldwide incidence and mortality is shown in table 1(incidence and 
mortality 2008 and 2012). Most of the cancer types can be curable if the cancer can be 
detected in the early stages [5]; early and precise detection is a critical factor in 
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selecting the proper and effective treatment for the disease [6]. In this paper, a survey 
has been done to find the optimal solution in the direction of breast cancer [7]. So in 
this regard survey of data mining and optimization techniques are also done which are 
notably in cancer identification and prediction [8].  

Table 1. Breast Cancer Incidence and Mortality Worldwide [3] [4] 

Estimated age-standardized rates 
(World) (per 100,000) 

Estimated numbers (thousands) 

Cases 
2008  

Deaths 
2008 

Cases 
2012  

Deaths 
2012 

World 1384 458 1677 522 
More developed regions 692 189 794 198 

Less developed regions 691 269 883 324 
WHO Africa region (AFRO) 68 37 100 49 

WHO Americas region (PAHO) 320 82 408 92 
WHO East Mediterranean region 

(EMRO) 
61 31 99 42 

WHO Europe region (EURO) 450 139 500 143 
WHO South-East Asia region 

(SEARO) 
203 93 240 110 

WHO Western Pacific region (WPRO) 279 73 330 86 
IARC membership (24 countries) 740 214 940 257 

United States of America 182 40 233 44 
China 169 44 187 48 
India 115 53 145 70 

European Union (EU-28) 332 89 367 91 
 
The rest of the paper is arranged as follows: Section 2 introduces related work; 

Section 3 shows the problem domains and analysis; Section 4 shows the conclusions 
and future work. 

2 Related Works 

In 2007, Tewolde et al., [9] ingenuousness, efficaciousness and flexibility of the 
Particle Swarm Optimization (PSO) method to propose single and multi-surface based 
data separation methods for classification of Breast Cancer Data were suggested. In 
2010, Pang et al., [10] how the age, year and sex affect the probability of getting 
breast cancer by applying a new impact analysis approach was suggested. The impact 
analysis is an approach that is used to interpret the association of the impact factor 
with the acceptance inconstant, and to represent the result in terms of estimated 
probability [10]. The prudence has demonstrated the female incidence rate of breast 
cancer has the sharp increase starting from the age 15. In 2011, Malpani et al., [11] a  
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method of data pre-processing and two different associations rule mining approaches 
for discovering breast cancer regulatory mechanisms of gene module were proposed. 
It is involved with two independent data sources: (a) a single breast cancer patient 
profile data file, (b) a candidate enhance information data file.  It is useful also in the 
case of other data mining applications. In 2011, Modiri et al.,[12] particle swarm 
optimization (PSO) algorithm was used to estimate the permittivity’s of the tissue 
layers at microwave frequency band. In addition, breast cancer is an appropriate 
candidate of microwave radiometry (MWR) due to the breast’s exclusive physiology. 
They evaluated several algorithms for analyzing the measurement data and solving 
the inverse scattering problem in microwave radiometry (MWR), and different levels 
of accuracy. They develop two distinct algorithms for the two considered scenarios. In 
the first scenario, they assume no prior knowledge of the tissue under the test, 
whereas, in the second scenario, prior knowledge is assumed. Yet, in the favor of 
these researches underestimate the loss encountered by the test data samples; the 
methods are not valid for body tissue case. In 2011, Sbeity et al., [13], optimal uses of 
different medicines are necessary for controlling the number of clinically observed 
tumor cells was suggested. For the optimal solution, finding in the direction of cancer 
therapy mathematical model was suggested and provide a comparative study. The 
accomplishing of the optimization methods depends on the choice of the objective 
function and its functional relationship to the control parameters [13]. In 2012, Wang 
et al.,[14] a novel cancer selection method; Association Rule-based SVM-classifier 
(ARSVM) was proposed. It is a classifier that combines support vector machine and 
association rule. It can be used as feature extraction approach to catch the 
relation(non-linear) among different genes, and support vector machine is used to 
classify the transformed gene expression data [14]. It achieves both high classification 
accuracy and good biological interpretability. In 2011, Liu et al.,[15] a classifier using 
discrete particle swarm optimization (DPSO) with an additional new rule pruning 
procedure for detecting lung cancer and breast cancer was proposed. It improves the 
classification accuracy, and it is effective in making cancer prediction. In 2012, 
Dubey et al., [16] an efficient method for knowledge discovery which is based on 
subset and superset approach was proposed. A frequent superset means it contains 
more transactions than the minimum support. It utilizes the concept that if the itemset 
is not frequent, but the superset may be frequent which is considering for the further 
data mining task. By this approach, improved association can be achieved. In 2013, 
Zibakhsh et al., [17] a new memetic algorithm was proposed. It is capable of 
extracting interpretable and accurate fuzzy if–then rules from cancer data. In 
comparison to classic memetic algorithms, it enhances the rule discovery process 
significantly. In 2013, Nahar et al., [18] sick and healthy factors which contribute to 
heart disease for males and females were investigated. Association rule mining is used 
to identify these factors and the UCI Cleveland dataset, a biological database, is 
considered along with the three-rule generation algorithms Apriori, Predictive Apriori 
and Tertius. The resting ECG being either normal or hyper and slope being flat are 
potentially high-risk factors for women only. For men, on the in rotation deal out, 
desolate an abstemious rule expressing resting ECG being hyper was shown to be a 
significant factor. So for women, resting the ECG status is a key distinct factor for 
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heart disease prediction. In 2013, li et al., [19] a bionic optimization algorithm based 
dimension reduction method named Ant Colony Optimization-Selection (ACO-S) for 
high-dimensional datasets was presented. The match close-fisted role of rove ACO-S 
has a notable ability to generate a gene subset with the smallest size and salient 
features while yielding high-classification accuracy. In 2009, Wang et al., [20] 
structured Support vector machine (SVM) model for determining mammographic 
region for normal or cancerous by considering the cluster structures in the training set 
was suggested. It achieves better detection performance compared with a tested SVM 
classifier in terms of the area under the ROC curve. In 2013, Yu et al., [21] ACO 
Sampling method based on the idea of Ant Colony Optimization (ACO) to address the 
problem of class imbalance problem frequently occurs was proposed. The above study 
shows that there is the need of hybrid methodology as a single methodology is not 
sufficient or convincing for early stage detection. 

3 Problem Domains and Analysis 

In 2011, National Breast Cancer Coalition (NBCC) [22] issued a progress report on 
breast cancer named “Breast Cancer Deadline 2020”. According to the report, breast 
cancer will be totally uprooted by 2020 and in 90 % cases the death of breast cancer 
patient died due to spreading of breast cancer in other parts of body. All the breast 
cancer is not of the same type and their division can be done through biology of the 
tumor [22].  So the types can be diagnoses differently for better results. It means the 
symptoms of breast cancer are not the same in all patients, in view of this fact it is 
very necessary to characterize them and give separate treatment[22][23]. So there is 
the need of clustering and classification techniques. According to the estimation by 
National Cancer Institute (NCI) in the United States more than 288,000 women and 
2,140 men developed invasive in 2011, and 39,520 women and 450 men died from 
the disease [24]. It can be increases in 2012 with over 290,000 women and 2,190 men 
predicted to receive a diagnosis [25]. In 2012, NBCC investigates to use 
computational and bioinformatics approaches to carry out a systematic analysis of 
existing and developing genomic, proteomic, glycaemic or immune system profiling 
data within the context of human breast cancer [22]. The detail incidence and 
mortality rate of US can be better analyzed by figure 1 and figure 2. The death rates 
shown in figure 2 shows the alarming condition. Age is also a major factor for the 
breast cancer. Breast cancer diagnosed in women in UK was reported in [26].  
According to this report 50 % cases are diagnosed in the women in the age of 50-69.  
13 % of the patients were diagnosed in the age of less than 50, 40 % diagnosed in the 
age between 50-69 and 47 % are diagnosed over age 70[23].  Means increasing age is 
also one of the strongest risk factor for breast cancer. It is shown in Figure 3. 
According to [27] if  breast cancer is detected in the primary stage then the chances of 
survival is more. The chances of survival in the case small tumour diagnosis are more.  
The survival in the case of small tumours at diagnosis (<=10mm)[27] is around 98 % 
compared with 73 % for women with large tumours(>=30 mm)[28][23].  
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Fig. 1. Female Breast Cancer Incidence Rates by Race and Ethnicity, US, 1975-
2008[22][23][25] 

[Rates are age-adjusted to the 2000 US standard population] 
Data source: Surveillance, Epidemiology, and End Results (SEER) Program, 1975-2008, 
Division of Cancer Control and Population Science, National Cancer Institute, 2012. Data for 
whites and blacks are from the SEER 9 registries. Data for other race/ethnicities are from the 
SEER13 registries. Hispanics and Non-Hispanics are not mutually exclusive from whites, 
blacks, Asian/Pacific Islanders, and American Indians/Alaska Natives. 

 

Fig. 2. Female Breast Cancer Mortality Rates by Race and Ethnicity, US, 1975-
2008[22][23][25] 

[Rates are age-adjusted to the 2000 US standard population] 
Data source: US Mortality Files, National Center for Health Statistics, CDC. Rates for 
American Indian/Alaska Native are based on the CHSDA (Contract Health Service Delivery 
Area) counties. 

 
Other risk factor is gender. Breast cancer chances in woman are high in 

comparison to the men [23]. It may affluence more frequently in western population. 
It had been analyzed that breast cancer cases can be high if it is a hereditary disease. 
Regular habits of taken alcohol intake can also be the strongest cause. Women 
diagnosed with invasive breast cancer have an increased risk of developing another 
breast cancer. Dense breast tissue on mammography is also emerging as a strong risk 
factor [23]. Overweight or obese increase the chances of breast cancer. Area is also a  
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Fig. 3. Age Profile and route of presentation for women diagnosed with breast cancer in 
2007[26] 

major cause[23].A survey on 30 % Australian women diagnosed with breast cancer 
which are lived in major cities and find the chances are high in urban area in 
comparison to the rural area[23]. 

Data mining have great potential for exploring the hidden patterns in the Text sets 
of the medical domain. These patterns can be utilized for clinical diagnosis. Even so, 
the open raw medical Texts are widely distributed, heterogeneous in nature, and 
voluminous. These data need to be collected in an organized form. This collected data 
can be then integrated to form a hospital information system. Data mining technology 
provides a user-oriented betterment. Data mining and Observations both crack 
opinion discovering patterns and structures in data. Statistics deals round mongrel in 
large quantity unequalled, whereas data mining deals with heterogeneous fields. 
Association rules mining which is appropriate for finding factors can be used [18]. 
Clustering is also helpful because of different categorization is needed and treated the 
category differently. Classification is also needed as there are several factors like age, 
sex, gender, hereditary, alcohol intake and overweight can affect breast cancer. So 
there is need of strong classifier. Rule pruning sermon the business of over fitting the 
training data by removing the irrelevant terms from the rule, and improves the 
predictive power of the rule, and in the meantime simplifies it[15][29][30]. According 
to[15][8][30] conventional pruning procedure taken out at a time to examine the rule 
quality[8], for rule which there are multiple limitation conditions in one attribute, the 
influence of individual parameter inside each attribute is overlooked, and thus it is 
worth examine each parameter separately. Optimization can be used to generate the 
rules. In this direction different researchers use different optimization techniques. In 
[15] and [8] particle swarm optimization (DPSO) was used. Genetic algorithm was 
suggested in [31]. It can reduce both the cost and the time of rule discovery. In [19] a 
bionic optimization algorithm based dimension reduction method named Ant Colony 
Optimization-Selection (ACO-S) was suggested. It can not only select a feature subset 
of smallest size, but also achieve the best classification accuracy. So as per the 
analysis and discussion there is the need of a hybrid algorithm which can be a 
combination of Association Rule Mining, Data Clustering and Optimization for early 
stage breast cancer detection. 
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4 Conclusions and Future Work 

In this research paper survey of related research papers has been presented and 
discussed the methodology used in breast cancer detection. It is concluded that age, 
sex, regular habits of taken alcohol, urban/rural region and weight are the major 
factors of Breast Cancer. The chances of breast cancer cases can be high if it is a 
hereditary disease. For analysis, there is a need of huge amount of data so data mining 
may be used. The symptoms of breast cancer are not the same in all patients, in view 
of this fact it is very necessary to characterize them and give separate treatment. For 
grouping of alike symptoms clustering can be used. The best results in different 
conditions may be discovered by optimizing the results. 

As per our observation and discussion there are lots of factors which affect breast 
cancer in different ways. So if the methodologies are clubbed in a single framework 
the chances of finding better solution will be increased. So a hybrid framework 
consists of classification, clustering, association and optimization will prove to be 
better in the above situation. 
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Abstract. This paper presents an Artificial Neural Network (ANN)
based algorithm design to identify speakers of specific dialect using fea-
tures obtained from various speaker dependent parameters of voiced
speech. It is evident that speakers can be identified from their voiced
sounds which have higher energy. Voice sounds are extracted from con-
tinuous speech signal from a set of trained male and female speakers.
Here, feature vectors are generated from the speaker specific character-
istics like pitch, linear prediction (LP) residual and empirical mode de-
composition (EMD) residual of the speech. Using these feature vectors,
three different ANN classifiers are designed using Multilayer Perceptron
(MLP) and Recurrent Neural Network (RNN) to identify the speakers
along with the dialect of the speaker. From the experiment, it is found
that a hybrid classifier designed by combining all three classifiers cor-
rectly identifies more than 90% of the enrolled speakers.

Keywords: Artificial neural network (ANN), Multi-layer perceptron
(MLP), Recurrent neural network (RNN), Pitch, Linear prediction (LP),
Empirical mode decomposition (EMD).

1 Introduction

Speaker identification is divided into two categories: closed-set and open-set. A
closed-set speaker identification system identifies the speaker as one of those
enrolled, even if he or she is not actually enrolled in the system. On the other
hand, an open-set speaker identification system should be able to determine
whether a speaker is enrolled or not (impostor) and, if enrolled, determine his
or her identity. The task can also be divided into text-dependent and text-
independent identification. The difference is that in the first case the system
knows the text spoken by the person while in the second case the system must
be able to recognize the speaker from any text [1] [2] [3]. The purpose of a
speaker identification system described in this paper is to determine the identity
of an unknown speaker along with his or her dialectal characteristics. This paper
focuses on the closed-set text-independent dialectal speaker identification based
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on voiced frames extracted from the continuous speech signal. Voiced part in
a continuous speech signal has higher energy. Hence, voiced frames are used
to extract different amounts of speaker discriminative information in situations
where acoustic information is noise corrupted. In this work, we have trained
three different ANN classifiers which categorize the set of speakers. To train the
classifier feature vectors are created using speakers source information obtained
from pitch, Linear Prediction (LP) residual and Empirical Mode Decomposition
(EMD) residual obtained from the voiced frame.

Speech contains enormous information that allows a listener to determine
speaker identity. In speaker recognition system, this information contained by
the speech is used to generate the feature vector that identifies the speaker. Many
methods have been used in speaker recognition system based on linear prediction
coefficient [1], Mel frequency cepstral coefficient (MFCC) [2] and discrete cosine
transform (DCT) [4] etc. Few studies attempt to derive speaker-specific model
using predominantly the source characteristics of the speech production, and use
this model for speaker recognition [5] [6]. In this paper, three speaker specific
characteristics, LP residual and EMD residual along with pitch are considered
for identification purpose. Artificial Neural Networks (ANN) plays an important
role in pattern recognition. Various ANN structures and training algorithms are
like Multi Layer Perceptron (MLP), Time Delay Neural Networks (TDNN), Back
Propagation (BP), Radial Basis Function Networks (RBFN) are observed to be
applied in speaker recognition purpose in the last two decades A few recently
reported works are [5] [7] [8] [9] [10] [11] [12]. ANN models are composed of many
non-linear computational elements operating in parallel and arranged in a form
similar to that of biological neural network. The brains impressive superiority
while dealing with a wide range of cognitive skills like speech recognition has
motivated researchers to explore the possibilities of ANN models in the field
of speech recognition [13]. These studies are motivated by the fact that human
neural network like models may ultimately lead to identical performances on
such complex tasks.

Speech is a time varying signal. To identify speaker from speech signal, identi-
fication system should have the ability to capture temporal information. Among
the supervised learning ANNs, the RNNs has the dynamic structure with a ca-
pability learning temporal information and hence are suitable for speech based
applications like speaker identification. In this work we have designed three clas-
sifiers one using MLP and other two using RNN. The MLP based classifier is
trained with a feature vector created using the pitch value obtained in normal,
loud and angry mode for each speaker. On the other hand the first RNN classi-
fier is trained using LP residual and second RNN classifier is trained using EMD
residual. These features are captured from the voiced part of the speech signal
uttered by the speaker. Short time energy and short time zero-crossing rate is
used to identify and segment the voiced part from continuous speech signal of
three different modes of speaking.
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Fig. 1. Sentences and their respective transcriptions

Fig. 2. Block diagram of speaker identification system based on ANN Classifier

The description included here is organized as below. A brief account about
the relevant details of the speaker database collected for the work is described
in Section 2. The experimental details and results are included in Section 3.
Section 4 concludes the description.

2 Speaker Database

The Assamese language is the easternmost member of the Indo-European family
tree. The speakers enrolled into the system are native speakers from Assamese
language including male and female. Assamese, which is the most widely spoken
language in the north eastern part of India, has four dialect groups of namely
Eastern, Central, Kamrupi and Goalpariya groups [14] [15]. Assamese phonemic
inventory consists of eight vowels and twenty-one consonants depending upon the



380 M. Dutta et al.

analysis. Among the consonants presence of fifteen voiced phonemes are observed
[14]. A few phonetically balanced sentences are prepared containing all the voiced
sounds of Assamese language and are recorded by the trained speakers in a noise
free environment. Three such sentences and their respective transcriptions are
shown in Fig. 1. Each speaker repeats the sentences 10 times in three different
moods. The mood variations covered normal mood, loud mood and angry mood,
thus yielding a total of 90 continuous speech samples per speaker. For recording,
the speech analysis software Wavesurfer and a PC headset is used. The sampling
frequency is taken to be 16000 Hz. From the recorded samples, voiced part of
continuous speech samples are extracted and after that pitch, LP residuals and
EMD residuals are calculated, which were later used in training the MLP and
RNN.

3 Experimental Details and Results

Fig. 2 shows the block diagram of the speaker identification system using ANN
classifiers. The steps involved on the proposed work can be summarized below-

1. Recording of continuous Assamese speech sentences from a few speakers
covering all the four dialects of Assamese language.

2. Extraction of voiced part from the recorded speech sample using STE and
STZ and analysis of dialectal speaker specific characteristics using pitch, LP
residual and EMD residual.

3. Generation of three different types of feature vectors from each of the said
characteristics for the training and testing of said classifiers.

4. Training each of the classifier with 60 samples per dialectal speaker using
those feature vectors.

5. Testing of identification algorithm with 60 samples per dialectal speaker.

3.1 Voiced Part Extraction from Continuous Speech Signal and
Feature Vector Generation

Voiced part is extracted from the recorded speech samples using zero crossing
rate and short term energy calculated on frame by frame basis. The short time
energy and short time zero crossing rate of the speech signal can be effectively
used to distinguish between voiced and unvoiced region of a speech signal. Since,
the voiced speech has higher energy and lowers zero crossing rate, whereas the
unvoiced speech has lower energy and higher zero crossing rate [16].Voiced speech
is segmented considering each speech segment of length 20 msec and the compu-
tation is done 10 msec overlap. After getting the voiced part, different speaker
dependent parameters are determined for identification purpose of the dialectal
speakers. Speaker dependent parameters used here are pitch, LP residual and
EMD residual of speech signal. For each of these three parameters, three speaker
identification models are designed. Feature vectors for three models are gener-
ated using separately and each feature vector contains speaker specific parameter
in normal, loud and angry mood of speaking style respectively. For each speaker
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60 feature vectors are used, so a total of 960 feature vectors for 16 speakers which
form the pattern vector for each of the network.

3.2 Result of MLP Classifier

MLP is a feedforward ANN with one or more layers between input and output
layer. Pitch frequency is determined from the extracted voiced sample using
Simplified Inverse Filtering Technique (SIFT)[17]. Feature vectors are generated
using pitch values of the dialectal speakers in three different moods that are
normal, loud and angry. Such a feature vector is shown in Table 1. These
feature vectors are applied to the MLP classifier. The network is trained with 60
feature vectors per speaker and for testing purpose 60 feature vectors were used
per speakers.

Table 1. Examples of Feature Vector generated using pitch values

Gender Normal (Hz) Loud (Hz) Angry (Hz)

Male 150.9434 275.8621 222.2222
Female 242.4242 347.8261 123.0769

Table 2. Recognition rate for MLP Classifier, RNN Classifier 1 and RNN Classifier 2

Individual Speakers
MLP Classifier RNN Classifier 1 RNN Classifier 2
Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Speaker 1 92 8 88 12 90 10
Speaker 2 95 5 92 8 92 8
Speaker 3 97 3 95 5 97 3
Speaker 4 93 7 90 10 93 7
Speaker 5 97 3 92 8 95 5
Speaker 6 95 5 90 10 95 5
Speaker 7 97 3 87 13 93 7
Speaker 8 95 5 85 15 97 3
Speaker 9 95 5 90 10 90 10
Speaker 10 97 3 92 8 93 7
Speaker 11 98 2 93 7 98 2
Speaker 12 92 8 90 10 95 5
Speaker 13 95 5 87 13 93 7
Speaker 14 97 3 90 10 90 10
Speaker 15 93 7 92 8 93 7
Speaker 16 95 5 88 12 95 5
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Table 3. Recognition rate for MLP Classifier, RNN Classifier 1 and RNN Classifier 2
over dialect

Dialect
MLP Classifier RNN Classifier 1 RNN Classifier 2
Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Eastern 68 32 60 40 62 38
Central 65 35 63 37 60 40
Kamrupi 67 33 63 37 67 33
Goalpariya 68 32 65 35 68 32

Table 2 shows the recognition rate for MLP classifier where pitch values ob-
tained from voiced speech in three different moods are used to form the feature
vectors. Overall success rate obtained in MLP for speaker identification is ap-
proximately 95%. Table 3 shows overall success rate obtained in MLP for dialect
classification of Assamese language of the speakers which is approximately 67%.

3.3 Result of RNN Classifier 1

In the second step of speaker identification model RNN classifier is used. Here,
feature vectors generated from the LP residuals of the voiced speech are pre-
sented to the pattern layer of the RNN classifier. Initially the gradient descent
with adaptive learning rate backpropagation algorithm is used to train the RNN
with 3 hidden layer and 40 feature vectors. But recognition rate observed to
be somewhat lower and requires more time. Then the Resilient Backpropaga-
tion (RBP) and Levenberg-Marquardt (LM) training algorithms are adopted for
training with 20 more feature vectors, which increased the success rate to 80%.
Finally Scaled Conjugate Gradient (SCG) and Bayesian Regularization (BA)
algorithms is also used, which further increases the success rate to an acceptable
mark and is found to be the best among all the four algorithms in terms of suc-
cess rate. A comparison between all the training algorithms and their respective
success rate is shown in Table 4 . Table 2 shows the identification percentage of
each speaker using RNN classifier 1. It is observed that the overall recognition
rate is 90% considering LP residual and RNN with three hidden layer and 60
feature vector trained with SCG learning algorithm . Table 3 shows the dialectal
classification of speech sample using LP residual which is approximately 63%.

3.4 Result of RNN Classifier 2

Here, feature vectors generated from the EMD residuals of the voiced speech are
applied to the RNN classifier 2. The empirical mode decomposition (EMD), a sig-
nal processing technique particularly suitable for non-linear and non-stationary
series, has been proposed as a new tool for data analysis. The EMD, first intro-
duced by N. E. Huang et al. in 1998 [18], adaptively decomposes a signal into
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Table 4. Comparison of different training algorithms

Training Recognition Training
Algorithm Rate (%) Time

Levenberg-Marquardt 64 50.20 seconds
Resilient Backpropagation 80 15.76 seconds
Scaled Conjugate Gradient 90 372.70 seconds
Bayesian Regularization 92 2510.60 seconds

Table 5. Recognition rate for Hybrid Classifier

Individual Speak-
ers

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Individual Speak-
ers

Correct
Recog-
nition
(%)

Faulty
Recog-
nition
(%)

Speaker 1 95 5 Speaker 9 97 3
Speaker 2 97 3 Speaker 10 98 2
Speaker 3 100 0 Speaker 11 97 3
Speaker 4 98 2 Speaker 12 98 2
Speaker 5 97 3 Speaker 13 100 0
Speaker 6 100 0 Speaker 14 97 3
Speaker 7 95 5 Speaker 15 98 2
Speaker 8 98 2 Speaker 16 98 2

Table 6. Recognition rate for hybrid Classifier over dialect

Dialect Correct Recognition (%) Faulty Recognition (%)

Eastern 70 30
Central 70 30
Kamrupi 75 25
Goalpariya 68 32

oscillating components called intrinsic mode functions (IMF) and a residue in
accordance with different frequency bands. The design specification of the clas-
sifier 2 is same with classifier 1 i.e. RNN with three hidden layer and 60 feature
vector trained with SCG learning algorithm. Table 2 shows the performance of
the system using RNN classifier 2 where EMD residual is used. Overall success
rate obtained for EMD residual is approximately 94% where as Table 3 shows
overall performance of classifier 2 over four different dialects of Assamese which
is approximately 64%.

3.5 Result of Hybrid Classifier

Here, a hybrid model is designed where a new decision block is added to take
global decision depending on the local decisions taken by the three classifiers.
Same feature vector is applied to all the three classifiers and decision is taken
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in favor of a speaker when decision of any two classifiers are same. The success
rate obtained from the hybrid classifier is shown in the Table 5. The advan-
tage of this hybrid scheme is that the correct speaker discrimination capability
of the three classifiers designed using three different feature vectors are used in
simultaneously. Thus if one of the classifier fails to identify one speaker then the
other two can compensate so that correct identification result can be obtained.
Thus, the proposed system shows effective performance in categorizing the set
of speakers using source information obtained from pitch, LP and EMD resid-
ual parameters obtained from the voiced frame. The system tested for As-
samese language with different dialect groups namely Eastern, Central, Kam-
rupi and Goalpariya establishes the effectiveness to a certain extend of a hybrid
ANN classifier framework for closed set, text-independent speaker identification
application.

4 Conclusion

In this paper, we have reported some experimental work on dialectal speaker
identification of Assamese language using speaker specific feature obtained from
voiced sounds and three ANN based classifiers. The speaker specific information
is obtained from pitch, LP residual and EMD residual. It has been observed that
the hybrid classifier obtained by combining the three classifiers shows around
98% success rates in case of the enrolled speakers whereas dialectal classifica-
tion of Assamese speaker shows 71%. The work shows certain new directions
towards design of voiced sound based bio-inspired speaker identification system.
To improve the performance of the dialectal classification by adopting some
mathematical and signal processing domain approach is the future challenge of
the work.
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Abstract. In order to overcome the software development challenges like 
delivering a project on time`, developing quality software products and 
reducing development cost, software industries commonly uses defect detection 
software tools to manage quality in software products. Defects are detected and 
classified based on their severity, this can be automated in order to reduce the 
development time and cost. Nowadays to extract useful knowledge from large 
software repositories engineers and researchers are using data mining 
techniques. In this paper, software defect detection and classification method is 
proposed and data mining techniques are integrated to identify, classify the 
defects from large software repository. Based on defects severity proposed 
method discussed in this paper focuses on three layers: core, abstraction and 
application layer. The designed method is evaluated using the parameters 
precision and recall. 

Keywords: Software Bugs Tracking, Data Mining Techniques, Software 
Quality Assurance, Bug Tracking, Bug Classification. 

1 Introduction 

A Software defects/bugs can be defined as “state in a software product that fail to 
meet the software requirement specification or customer expectations”. In other words 
defect is a failure in coding or logic error that makes a program to produce 
unexpected results. In software development life cycle (SDLC), defect management is 
the integral part of development and testing phases. Defect management process 
consists of defect prevention, defect identification, defect reporting, defect 
classification and prediction. Defect prevention activities are to find errors in software 
requirements and design documents, to review the algorithm implementations, defects 
logging and documentation, root cause analysis. Defect identification is to identity the 
code rule violations as the code is developed, changed and modified. Defect reporting 
is to clearly describe the problem associated with particular module in software 
product so that developer can fix it easily.  Defect classification is the process of 
classifying the defects based on severity to show the scale of negative impact on 
quality of software. Defect prediction objective is to predict number of defects or 
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bugs in software product, before the deployment of software product, also to estimate 
the likely delivered quality and maintenance effort. Defects can be in different phases 
of SDLC, table 1 shows the percentage of defect introduced in each phase.  

Table 1. Division of percentage of Defects Introduced into Software in each Phase of SDLC, 
(source: Computer Finance Magazine) 

Software Development Phases Percent of Defects Introduced 

Requirements 20 % 

Design 25 % 

Coding 35 % 

User Manuals  12 % 

Bad Fixes  8 % 

 
Nowadays different data mining techniques are used in defect management to 

extract useful data from software historical data. Data mining is the process of 
extracting patterns from data. Data mining, or  knowledge  discovery,  is  the 
computer-assisted  process  of  digging  through  and  analyzing  enormous  sets  of  
data  and  then extracting the meaning of the data. A Typical knowledge discovery 
process (KDP) is shown in Figure 2. KDP may consist of the following steps: data 
selection, data cleaning, data transformation, pattern searching (data mining), and 
finding presentation, finding interpretation and evaluation. Data collection phase is to 
extract the data relevant to data mining analysis. The data should be stored in a 
database where data analysis will be applied. 
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Fig. 1. Knowledge Discovery Process 
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Data cleaning and preprocessing and data transformation phase of KDP involves 
data cleansing  and  preparation of data, converting the data suitable  for  processing  
and obtaining valid results to achieve the desired results. Activity monitoring module 
deals with real time information. The purpose of data mining (DM) phase is to 
analyze the data using appropriate algorithms to discover meaningful patterns and 
rules to produce predictive models. Data mining is the most important phase of KDP 
cycle. After building data warehouse data mining algorithms such as clustering, 
classification, artificial neural networks, rule association, decision tree and 
classification and regression trees (CART) or chi-square automatic induction 
(CHAID) are applied. Interpretation and evaluation of results is the final phase 
involves making useful decisions by interpreting and evaluating results obtained from 
applying knowledge discovery techniques. 

Developing a software product without defect is difficult, project managers and 
software engineers put more effort to minimize the defects. If the defects are detected 
after delivering the software product the project budget and resources cost will be 
more compared to cost of early detection. Software defects can be tracked and 
managed using software tools such as Bugzilla [15] Perforce [16], Trac [17], Fossil 
[18]. Software repositories contains historical data such as code bases, execution 
traces, historical code changes, contains a wealth of information about a software 
project’s status, progress, and evolution [1].   Software defects data will be in formats 
like CSV (comma separated value), HTML (Hyper Text Markup Language) or XML 
(Extensible Markup Language) as software repositories. New technologies and 
techniques are required to reuse the existing knowledge from software repositories. 

This paper is organized as follows:   Section 2 gives detailed survey of different 
knowledge discovery techniques applied to various aspects of the defect management 
activities while section 3 proposed method to identify and classify the defects. Section 
4 presents the results we have obtained so far.  Finally, in conclusion and future work, 
we conclude the paper and present our goals for future research. 

2 Related Work 

Several research works has been carried out on defect management process by many 
authors. Honar  and  Jahromi  [13]  introduced  a  new  framework  for  call  graph 
construction to be used for  program analyses  , they  choose (ASM and  Soot) as  a 
byte code reader for their environment to store information about the structure of the 
codes such as classes, methods, files and statements. Kim et. al [2] proposed new 
techniques for classifying the change requests as buggy or clean.  Antoniol et al. [3] 
highlighted that not all bug reports are associated to software problems, but also 
change request bug reports. Fluri et. al. [4], proposed an semi-automated approach 
using agglomerative hierarchical clustering to discover patterns from source code 
changes types. Fenton et. al [16], presented an empirical study modeled by pareto 
principle on two versions of large-scale industrial software and shown the results of 
distribution failure and faults in software product.  Jalbert and Weimer [5] have 
proposed method to identify he duplicate bug reports automatically from software bug 
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repositories. Cotroneo et. al. [6] performed failure analysis of Java Virtual Machine 
(JVM). Guo et al [9] explored factors which are affecting in fixing the bugs for 
Windows Vista, and Windows 7 systems.  Davor et. al [8],  have proposed an 
approach for automatic bug tracking using text categorization. They proposed a 
prototype for bug assignment to developer using supervised Bayesian learning 
algorithm. The evaluation shows that their prototype can correctly predict 30% of the 
report assignments to developers. Lutz et. al [12], analyzed the causes and impact of 
defects in requirements during testing phase, resulting from non documented changes 
and guidelines are given to respond to the situations. Kalinowski  et  al [7], aware that 
defect rates can be reduced by 50%, rework can be reduced, quality and performance 
is improved using Defect Causal Analysis (DCA). Then DCA is enhanced and named 
it as Defect Prevention Based Process Improvement (DPPI) to conduct, measure.  

3 Proposed Method 

The proposed method basically classified into four major steps: defects identification 
phase, applying data mining techniques and defects classification based on severity 
measures. The block diagram of proposed method is as shown in Fig 2. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Steps in defects identification and classification 

We have collected online available Promise repository NASA MDP software 
defect data sets [20].  Defect data sets are retrieved and stored in the file system. For 
pre-processing the defect data attributes are parsed and some attributes are selected 
for measurements using various software metrics.  Based on bugs severity proposed 
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method is divided into three layers: core, abstraction and application layer. Core layer 
contains the core functionality of the system, the defects in this layer affects critical 
functionality of the system and leads to failure of the project. An abstraction layer 
defect affects major functionality or major data of the system. Application layer 
contains user oriented functionality responsible for managing user interaction with the 
system defects in this layer affects minor functionality of the system. 
 
 

Steps to identify defects and classification 

 

Step1: Collect the data sets from different defect data sources (Eg.: Promise 
repository, NASA MDP repository) 

 

Step 2: static code metrics are used to measure the source code, various metrics used 
are:  
McCabe Metrics; Cyclomatic Complexity and Design Complexity, Halstead Metrics; 
Halstead Content, Halstead Difficulty, Halstead Effort, Halstead Error Estimate, 
Halstead Length, Halstead Level, Halstead Programming Time and Halstead Volume, 
LOC Metrics; Lines of Total Code, LOC Blank, Branch Count, LOC Comments, 
Number of Operands, Number of Unique Operands and Number of Unique Operators, 
and lastly Defect Metrics; Error Count, Error Density, Number of Defects (with 
severity and priority information). 
 

Step 3: Defects data are extracted from software repositories and stored in to the 
database for pre-processing 

1.#defect Analyser 
2.Start 
3.prev = NULL 
4.while (iteration < 25) 
5.{ 
6. if (iteration!=1)  
7.{ 
8.  cur = getcurrentchanges( ); 
9.sold = comparechanges(prev, cur) 
10. if(sold >= accptablelimit) 
11. { 
12.  Buglist = findbugs(changed modules) 
13. Updatewith severity(buglist) 
14. } 
15. } 
16. prev = cur; 

Step 4: Applying data mining techniques to identify the defects severity and 
classify 

17. #defect severity identified ( ) 
18. Builds static module mapping 
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19. Hash < module name, module type> 
20. Enum { module type} Core Module, Abstraction Layer, Application 

Layer 
21. Get module type (module name) 

Step 5: Defect Classification  
22. get moduletype(module name) 
23. { 
24.  return hashtable get(name) 
25. } 

 

 
We have used weka 3.6 software tool to apply the data mining techniques Using 

Naïve Bayes, J48 and Multilayer Perceptron (MLP) classification techniques, we have 
applied the classification for input attributes and the setting the test mode to 10-fold 
validation. 

4 Performance Evaluation 

4.1 Accuracy  

Accuracy for defect classification can be calculated as ratio of number of defects 
correctly classified to the total number of defects. The equations 1 and 2 are used to 
calculate the accuracy: 

TP TN
Accuracy

TP TN FP FN

+=
+ + +

 (1) 

(%) *100
CorrectlyClassfiedSoftwareDefects

Accuracy
TotalSoftwareDefects

=  (2) 

Where, true positive (TP), indicates a positive value that the source code has correctly 
classified as positives. TN is true negatives the proposed method identified defect as 
negative. FP is false positive, negative values the method identified as positives and 
FN is false negatives, positives values that the method identified as negative. 

4.2 Precision 

Precision for a class is the ratio of the number of correctly classified software defects 
and the actual number of software defects which was assigned to the type. Precision is 
the measurement of correctness and is also defined as the ratio of the true positives 
(TP) to total positives (TP + FP) and is calculated using Equation (3).  
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4.3 F-Measure 

F-Measure is a measure which combines the harmonic mean of recall and precision it 
is calculated using equation 4: 

P r .
2 *

P r

ec is io n reca ll
F

ec is io n reca ll
=

+
 (4) 

From the NASA MDP, we have applied Naïve Bayes, J48 and Multilayer Perceptron 
(MLP) classification techniques on various data sets like CM1, JM1, KC1, KC3, 
MC1, MC2, MW1, PC1, PC2 and PC3.  The performance results are shown in table 2.  
MLP achieves significantly better results compare to other two classifies i.e. J48 and 
Naïve Bayes. Our proposed method divides the source code defects into three layers 
namely core, abstraction and application. Core layer corresponds to condition which 
can cause failure of the software products or harm the life of the end user these 
defects are termed as critical defects. Abstraction layer corresponds to condition 
which can cause major functionality of the software, these defects are termed as major 
defects. Application layer corresponds to condition which contains user oriented 
functionality responsible for managing user interaction with the system defects in this 
layer affects minor functionality of the system. 

4.4 Results 

Table 2. Performance of Various Classifiers 

Data 

Sets 
Classifiers TP Rate FP Rate Precision Recall F-Measure 

    CM1 

J48 0.817 0.717 0.801 0.817 0.808 

Naive Bayes 0.792 0.66 0.804 0.792 0.798 

MLP 0.847 0.794 0.797 0.847 0.816 

JM1 

J48 0.764 0.628 0.725 0.764 0.736 

Naive Bayes 0.782 0.651 0.739 0.782 0.742 

MLP 0.79 0.711 0.75 0.79 0.727 

KC1 

J48 0.748 0.504 0.725 0.748 0.729 

Naive Bayes 0.727 0.538 0.699 0.727 0.706 

MLP 0.758 0.582 0.733 0.758 0.714 

KC3 

J48 0.794 0.562 0.776 0.794 0.783 

Naive Bayes 0.789 0.52 0.782 0.789 0.785 

MLP 0.768 0.611 0.75 0.768 0.758 

MC1 

J48 0.974 0.892 0.963 0.974 0.967 

Naive Bayes 0.889 0.661 0.962 0.889 0.922 

MLP 0.974 0.913 0.962 0.974 0.967 

MC2 

J48 0.712 0.374 0.705 0.712 0.707 

Naive Bayes 0.72 0.432 0.712 0.72 0.696 

MLP 0.68 0.423 0.669 0.68 0.672 

MW1 

J48 0.87 0.76 0.838 0.87 0.85 

Naive Bayes 0.814 0.414 0.874 0.814 0.837 

MLP 0.866 0.668 0.852 0.866 0.858 
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Table 2. (continued) 

PC1 

J48 0.901 0.722 0.88 0.90 0.88 

Naive Bayes 0.881 0.59 0.886 0.881 0.883 

MLP 0.921 0.616 0.907 0.921 0.911 

PC2 

J48 0.972 0.979 0.957 0.972 0.965 

Naive Bayes 0.907 0.858 0.959 0.907 0.932 

MLP 0.976 0.979 0.957 0.976 0.967 

PC3 

J48 0.85 0.655 0.831 0.85 0.839 

Naive Bayes 0.357 0.162 0.859 0.357 0.409 

MLP 0.863 0.762 0.821 0.863 0.834 

5 Conclusion and Future Work 

As the requirement becomes complex IT industries needs new techniques and 
approaches to reduce the development time and cost, also to satisfy the customer’s 
needs. As a result, Data mining techniques are widely used to extract useful 
knowledge from large software repositories to adopt it in bug detection to improve 
software quality. This paper, adapted software defects detection and classification 
methods by integrating data mining techniques to identify, classify the defects from 
large software repository. Work discussed here uses Core, abstraction and application 
layer based on defects severity in the software product for classification. The designed 
method discussed here is evaluated using the parameters precision, recall and F-
measure. MLP achieves significantly better results compare to other two classifies i.e. 
J48 and Naïve Bayes. As a future work, different machine learning algorithms may be 
included in the experiments on different data sets. 
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Abstract. Text Prediction for sentence completion is a widely used
method to enhance the speed of communication as well as reducing
the total time taken to compose text. This paper briefly describes the
approaches, design and implementation issues involved, as well as the
factors and parameters that determine effectiveness of a system. The in-
formation is then used to build a software system, capable of modeling
text data, in order to generate predictions in real-time. By using a pure
statistical approach, we generate N-gram models that are adaptive to
users by applying instance based learning. Details of the software devel-
opment method, used to prototype and iteratively build a highly effective
system, are provided.

Keywords: text prediction, statistical NLP, N-gram model.

1 Introduction

Text prediction for sentence completion refers to the capability of adding or fill-
ing in words, given a context or prefix. It is one of the most popular methods
to enhance the rate of communication. Such techniques are especially helpful
to people with cognitive or motor impairments that limit their use of conven-
tional modes of text composition[2]. Prior to the emergence and widespread
use of modern computers, printed boards containing characters and words were
used as an aid. This necessitated knowledge of the language morphology and
syntax, as well as the context of the conversation. The same technique may be
reproduced programmatically. Prior studies have shown that statistical models
demonstrate a high precision for sentence completeion[1]. A key point is that
text composition happens in real-time, and any effective algorithm must be able
to calculate predictions faster than performing manual input.

The underlying software must be flexible enough to work with user interfaces
that are customized for different applications and tastes. A single global coordi-
nation among all applications is preferred as fragmentation may be stressful for a
user that needs to use several applications if each predicts differently. Therefore,
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the challenge is to develop a system that can model natural languages, person-
alize these models based on a user’s style, provide a flexible interface so that
several applications can interact with it and performs adequately for real-time
use. An operational prototyping approach is used to construct software based on
theoretical computational algorithms. The implementation is then tested against
speed and memory constraints, iteratively building a high-performance system.

2 Related Work

There exist several vastly different methods for text prediction, making it difficult
to select one that best fits a given application[3]. The approaches used may be
broadly categorized as follows.

2.1 Syntactic

This method involves using the syntactic properties of a natural language to
make predictions. There are two common strategies used for implementing such
a system:

The first method is to use probability tables. Two probabilities are maintained,
viz. the probability of appearance of each word and the relative probability of
appearance of every syntactic category to a preceding category. Words in the
language vocabulary are marked by a category and frequency or probability of
occurrence. Adaptation of these systems is performed by updating the probabil-
ities of the table and the frequencies in the lexicon.

Another method involves the use of grammars along with NLP techniques.
The syntactic approach has several issues with regard to adaptations. Pro-

posals tend to appear in different places of order as the frequency changes. For
new words to be added, the semantic tag as well as other morpho-syntactic
information may need to be provided.

2.2 Semantic

The semantic approach to text prediction is the hardest with a high computa-
tional complexity as compared to the other approaches.

Each word has an associated semantic category (or a set of semantic cate-
gories), similar to the syntactic categories of the previous approach. The remain-
ing characteristics (working method, complexity, dictionary structure, adapta-
tions, etc.) are very similar to the syntactic approach using grammars.

The major difference here is the use of semantic categories. Semantics is the
study of meaning. It focuses on the relation between signifiers, like words and
phrases, signs, and what they stand for. Specifying semantic categories for sym-
bols is a non-trivial task. Automatic allocation methods, such as the use of
semantic clustering and classification[5], are infeasible for a real-time system.
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2.3 Statistical

As demonstrated in the past, sentence completion can be achieved using sta-
tistical methods[1]. This approach uses Statistical Language Modeling (SLM) as
the basis for generating predictions. SLM is the science of building models that
estimate the prior probabilities of word strings. Large amounts of text are used
to automatically determine the Language Models (LM) parameters[6,7]. Algo-
rithms base the output on the probability or frequency distributions of words
and symbols over a text corpus.

Several reasons make this approach favorable:

– Text modeling does not require any additional information other than the
frequencies or probabilities of words, which is easily obtained from a plain
text corpus.

– The model can be personalized and adapted for a user by considering text
used as input to the system. Weights may be added to give user text a higher
priority.

– Modeling algorithms used may be language independent since neither the
syntactic or semantic meanings of symbols are taken into account.

One way to look at the statistical or empirical approach is by comparing it
with the way humans learn natural languages. An assumption is made that a
baby does not begin with detailed sets of principles and procedures specific to
the various components of language and other cognitive domains. The brain then
learns a language by recognizing patterns and generalizing from the rich sensory
inputs. This is known as the mechanism of cognition[8]. A direct implementation
of this for text prediction is the Cogent Confabulation method[9].

Confabulation uses unsupervised machine learning algorithms for constructing
a large knowledge base (KB) that gathers language sense by extracting semantic
connection between words from a large vocabulary. The drawback of this ap-
proach is the high costs of time and memory requirements, making it unsuitable
for real-time adaptations to the prediction model.

An alternate for implementing statistical models is the use of word tries. Lan-
guage Models based on this make use of N-grams, which is a contiguous sequence
of n items from a given sequence of text. Hence the models are commonly referred
to as N-Gram models. The N-Gram probabilities are computed by enumerating
relative frequency on a large dataset. It is based on Markov’s assumption that
“The probability of a word depends only on the probability of a limited history”.
This is called the Maximum Likelihood Estimation (MLE).

N-Gram Models have the added advantage of instance based learning, and
show a high level of accuracy within the context of the training corpus.[1]

Unigrams: P (W1) =
F (W1)

N
(1)

Bigrams: P (W2 | W1) =
F (W1,W2)

F (W1)
(2)
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N-grams: P
(
Wn | Wn−1

n−N+1

)
=

F
(
Wn−1

n−N+1,Wn

)
F
(
Wn−1

n−N+1

) (3)

Where:

P =Probability of a word, F =Frequency of a word, N=Total number of words

However, such models tend to be large, consisting of billions of n-grams in-
troducing storage challenges[10].

The rest of the paper focuses on implementing a highly efficient system that
uses a pure statistical approach to construct practical N-gram Language Models
and use these for predicting words.

3 Design Issues

Several design issues with regard to the software and corpora need to be resolved
before going into implementation details:

3.1 Handling Sparse Symbols

In statistical models, a sparse number of words occur frequently whereas an
enormous number of words are seen only once. To estimate the likelihood of
unseen N-grams, smoothing is performed. Smoothing is the process of decreasing
the probability of seen words, in order to account for unseen words. Laplacian
Smoothing was used while constructing the language model.[13]

3.2 Data Structures for Model Representation

The choice of data structures has a huge impact on the performance and capa-
bilities of the system. Non-linear data structures such as graphs make it easy
to represent models but incur the additional costs involved in marshaling and
unmarshaling that is necessary for storage.

Hash tables are an attractive option as they provide constant time lookups by
mapping a prefix to it’s possible completions. However the low time complexity
does not justify the high space complexity. While developing the prediction sys-
tem it was noticed that hash tables for a large number of N-grams exhausts the
available memory on typical consumer devices.

Therefore we present a representation based on Implicit Tries[15] that was
found to be best suited for use in generating real-time predictions with adapta-
tions.
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3.3 Language and Corpus Considerations

Statistical models offer a representation of the vocabulary of a language. A likely
question would be “how many words does a language have?”. Regardless of
whether this is deterministic1, we are more interested in the parts of the lan-
guage that are commonly used.

Consider the vocabulary provided by the Oxford English Corpus (OEC)[16]:

Table 1. Use of English words in the Oxford English Corpus

Vocabulary Size % of Content Example Lemmas

10 25% the, of, and, to, that, have
100 50% from, because, go, me, our, well, way
1000 75% girl, win, decide, huge, difficult, series
7000 90% tackle, peak, crude, purely, dude, modest
50,000 95% saboteur, autocracy, calyx, conformist
>1,000,000 99% laggardly, endobenthic, pomological

The distribution of word usage suggests that associated information entropy is
lower than expected. A large amount of space may be saved by encoding lemmas
(words) using variable length code words[17].

Indirectly, this also reduces the cost of performing sequential lookups in the
model when the sequence is sorted by probability of occurrence.

4 Implementation Details

The target software system was implemented as a system service with a shared
library to access the service. This design choice enables the writing of separate
interfaces.
In order to support a large number of locales, inputs were handled as Unicode
strings. These were then tokenized using boundary analysis to identify words
and characters. Internally, all string comparisons were performed on canonical
forms to ensure accuracy.

We now look at the detailed designs involved in implementation:

4.1 Obtaining N-Gram Sequences

The first step in model construction is obtaining all N-gram sequences from text
data. The general procedure is as follows:

1 The main argument here is what should be regarded as a “word” since so many
dialects, technical terms, slang words etc. exist.
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tokens := list of words obtained from the input;

grams[1..N];

for i := 1 to N:

j := 1;

while j+i <= length(tokens):

grams[i].append(tokens[j..j+i])

j = j + 1

For a constant depth N, the time complexity is linear bound on input size n
i.e. O

(
n
)

Our implementation considers a fixed N of 5 as per the configuration used
by Google Books Ngram Corpus (Michel et al.,. 2011). The British Academic
Written English (BAWE) Corpus[12] was used to train the model.

Once N-gram sequences have been obtained, the challenge lies in picking a suit-
able representation.

4.2 Representation Using Hash Tables

Since the aim is to build a real-time prediction system, we start with a structure
that offers the least search time (constant time complexity). A two-level hash
scheme is used. token

1. Let WordCount be a hash tables which map a string (key) to a number
(value). Let Model be a hash table which maps a prefix string to key-value
pairs of suffix to N-Gram probability.

2. For each element token in the N-gram sequence of text being modeled:
(a) If token is not in WordCount, add a new element with value 1.
(b) If token exists in WordCount, increment it’s value.

3. For every key in WordCount, calculate it’s probabilty.
4. Add N-Gram sequences to Model with their coresponding frequencies.

The table is densely loaded. Space utilization could be up to 31% more than
space of entries in the table.

4.3 Representation Using Tries

Tries offer constant time lookups that depends only on the depth. Besides, they
are more space efficient than hash tables and may be recursively constructed.

Modeling:

1. Each node consists of word and frequency and a list ChildNodes.
2. Set em CurrentNode to the root.
3. For each word in the text string:
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(a) If the word is in ChildNodes, increment it’s frequency.
(b) Else, insert a new node into ChildNodes with frequency 1.

4. Repeat for every element in ChildNodes while limiting the recursion depth
to N=5.

The string trie obtained may be reduced to a compressed prefix trie while still
maintaining fast insertion and lookups.

4.4 Representation Using Sorted Arrays

1. Tries may be maintained implicitly using sorted arrays[13].
2. With this approach, search occurs with a time complexity of O

(
n
)
, where

n is the number of nodes in the array. As stated in Section 3.3, the search
space is drastically reduced due to a frequency sorted representation.

3. Over time, frequently used words are promoted towards the beginning of the
array. User words not previously in the model were weighed to be promoted
faster than words added during initial training.

4. Worst case insertions occur when a new word is to be added to the model.

5 Observations

For the Hash Table implementation in Section 4.2, although search and inser-
tions happen in constant time, overall physical memory utilized by the model
was over 3 GB, rendering it infeasible for practical use.

In Section 4.3, space utilization for Tries was 37% of the Hash Table implemen-
tation, which is still impractical for use reads into physical memory. Lookups
are slower than in hash tables, requiring at most 5 comparisons. Also, serializing
the model for persistence required the traversal of every node in the tree.

Implicit Array Tries described in Section 4.4 may be maintained with 32-bits
per node (inclusive of encoding strings to integers), using approximately 50 MB
of memory. Lookups were reasonably fast regardless of the linear search being
performed. Since arrays occupy contiguous blocks of memory, writing to and
reading from the secondary storage requires just one operation per array.

6 Conclusion

An effective word prediction system was developed using N-Gram Language
Models. Based on observations, we conclude that (a) a statistical approach with
instance based learning performs well, improving accuracy over time, and (b)
that Sorted Array Tries, a space efficient linear data structures may be utilized
to provide a real-time prediction system. It’s also noted that content of the text
corpus has a strong effect on the results. A favorable corpus may be selected
based on the entropy of it’s text.
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Future Enhancements: Loading the entire model into memory greatly sim-
plifies the task of searching and updating by paying a large price for space. The
use of an index so that only requested branches be read from secondary memory
will further reduce the space used.
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Abstract. Major challenge for organizations in today’s era is to meet the 
security needs. Techniques for logging data, detecting intrusions, preventing 
intrusions have been evolving for years. This paper presents a solution to 
combine logging, and network based intrusion detection and prevention system. 
The system has been developed considering the Software Engineering 
framework of requirements analysis, design, implementation, and testing. For 
IPS open source tool snort is configured in inline mode, so that sensors captures 
packets and drops them in case of any suspicious activity is observed. 
Signatures for Detection and prevention help IPS in alerting the administrator 
and dropping the packet. Logging of dropped packets is done using Splunk. In 
the process it provides for cost effective, customizable and scalable solution 
alternative to Organizations. 

Keywords: Software Engineering in IPS, Intrusion Detection, Inline mode, 
sensors, Intrusion Prevention. 

1 Introduction 

Requirements of customers have to be translated into a software product; the process 
used to achieve the above target is be called as software Engineering. This process 
helps to achieve the target in efficient manner with proper use of resources and 
budgeted cost criteria. The software engineering terminology used in this paper is for 
the application of real time intrusion detection and prevention system development.  

Society increasingly relies on computing environments ranging from simple home 
networks, commonly attached to high speed Internet connections, to the largest 
enterprise networks spanning the entire globe. This increased reliance and 
convenience; coupled with the fact that attacks are concurrently becoming more 
prevalent has consequently elevated the need to have security controls in place to 
minimize risk as much as possible. An intrusion detection system (IDS) is software 
that automates the intrusion detection process. Network-Based IDS (NIDS) monitors 
network traffic for particular network segments or devices and analyzes the network 
activity to identify suspicious activity. Intrusion Prevention System (IPS) is used to 
actively drop packets of data or disconnect connections that contain unauthorized 
data. Intrusion detection systems are classified in accordance with the objects of the 
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system detection, they are divided into the host-based, the network based, and the 
hybrid IDS. In accordance with system architecture, they are divided into centralized 
and distributed IDS; and finally in accordance with the detection type, they can be 
divided into anomaly-based model and misuse-based model IDS. 

2 Current Contributions from Research Community 

Software Engineering is an area of research for long period. Many researchers have 
done studies on applications on software engineering for real time networks 
intrusions. Lots of research on application of software engineering practices is done 
by various authors. Authors in [1] have compared various software life cycle models 
in terms of their common, distinct and unique features. Comparison of different 
software development models is discussed by authors in [2]. Authors here also 
discussed a practical approach to implement these models. Using of architecture 
designs in the software development life cycle is shown by the authors in [3]. As there 
is rapid change in the field of real time technology, researchers have focused on 
integrating software engineering practices with real time system development. 

There has been many advancements in the field of network intrusion detection and 
prevention. Authors in [4] include building the compiling environment on windows 
and analyzing the workflow and rule tree, they also further explain how VC++ can be 
used to analyze and modify snort. They made use of Cygwin simulation environment 
of Linux in windows. Authors of [5] developed a NIDS using Java programming 
language. They simulated land attack, the flooding attack and the death’s ping attack. 
The sniffer mode is done using Jpcap library. Novel string matching technique in [6] 
is an optimization of other matching algorithms. Authors have shown that, algorithm 
breaks the string into small sets of state machines. Each state machine recognizes the 
subset of string. If any suspicious behavior occurs then the system broadcasts the 
information about intruder to every module (state machine) which holds the database 
in order to define rules and compares the signatures of intruder with predefined 
detected signatures. Authors in [7],provides a mechanism where  IDS is acting like a 
centralized system. IDS is installed on a single system and all traffic is diverted 
through this server machine. So less overhead in installing the system on different 
hosts. Authors in [8] have presented a paper on Security Patterns for Intrusion 
Detection Systems. They have presented a pattern for abstract IDS that define their 
general features and patterns for Signature-Based IDS and Behavior-Based IDS. 
Authors in [9] have presented four different algorithms namely, Multilayer 
Perception, Radial Base Function, Logistic Regression and Voted Perception. These 
data mining classifier algorithms help in classifying attacks. Authors conclude that 
Multilayer Perceptron feed forward neural network, has got highest classification 
accuracy and lowest error rate as compared to other neural classifier algorithm that 
are discussed. Feature reduction technique is also discussed by the authors in [9] to 
enhance the results. In this paper pure signature based intrusion detection and 
prevention system is discussed. Snort along with its rules is configured to prevent 
intrusions from further succeeding in network. 
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3 Case Study on Intrusion Detection and Prevention System 

Intrusion detection and prevention system that is developed, follows phases of 
waterfall model. Phases are explained below. 

 

 

Fig. 1. Intrusion Detection System via Software Engineering Framework 

Requirement Phase: The different software tools required to make IDPS were 
analyzed. Also attacks that are possible and different ways of handling those attacks 
are seen and analyzed. Snort is selected as intrusion detection and prevention tool. 

 
Design Phase: Design model for IDPS is developed, which has both intrusion 
detection and intrusion prevention. Snort components are selected to get the IDPS 
working. 

 
Implementation Phase: All the components are combined together to make the 
application ready. Snort is configured to work in promiscuous mode to provide basis 
for intrusion detection. Also, Splunk is configured, such that packets captured by 
snort have to be logged into Splunk. Modify the Snort configuration file, so that snort 
recognizes the path for rules (signatures), also, Snort should know HOME_NET IP 
address and EXTERNAL_NET IP address. Signatures are written for the attacks to 
avoid intrusions.   (Eg: a intruder is trying to do telnet on snort IDS machine, then 
IDS should trigger an alert to administrator).This alert gets logged by default to 
var/log/snort and also in splunk. To make snort act as IPS, it is configured in inline 
mode, here snort alerts the admin about the intrusion and also drops the packet from 
entering the network. For this, Iptables are configured, rules are written in Iptables 
such that all the packets snort is capturing is queued, and given to the snort IPS for 
prevention. 

 
Testing Phase: All the components of Snort, Splunk are tested for their functioning. 
Snort is tested for packet capture. Signatures are tested with the captured packets. In 
case of intrusion, alerts are generated from snort, that are then logged into output 
module-Splunk. All these modules are tested and results are achieved. 
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Release Phase:  Set up of network is done with four machines connected in network. 
One machine is completely blocked, that is, any request from that machine is 
dropped. Another machine is treated as external machine, and rules are applied for 
packets coming from external IP machines. All alerts are logged into Splunk.  

3.1 The Principle of IPS 

IDPS designed will typically record information related to observed events, notify 
security administrators of important observed events, and produce reports. IDPS can 
also respond to a detected threat by attempting to prevent it from succeeding. There 
are several response techniques, which involve the IDPS stopping the attack itself by 
changing the security environment that is configuring a firewall rules using Iptables. 

IDS in promiscuous mode forms the base for IPS. For IDS, all the traffic that is 
generated on network will pass through sensor but also pass through the internal 
network. This mechanism only detects the attacks. Whenever a packet that is analyzed 
matches with the signature stored on sensor machine, alert gets triggered and event 
gets logged into database. This alert can be only viewed by the administrator as a 
intimation of attack. 

Fig No 2, Describes working of Intrusion Prevention system. Here all packets 
compulsory pass through sensor machine that acts as IPS machine. Therefore in case 
of any attacks taking place, its signature will be triggered, alert will be sent to 
administrator and also response action will be taken on the packet, depending upon 
the rules written in the firewall of the IPS machine.  

 

 

Fig. 2. IPS 
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3.2 The Functions of the System 

3.2.1   Intrusion Detection and Prevention 
The first function of IPS is to assist network and system administrators to analyze 
their installed IT components in the network and to detect potential vulnerabilities. 
For this purpose IPS uses open source software tool Snort which is utilizing a rule-
driven language. Snort is used primarily to monitor network traffic and generate alerts 
when threats are detected. Snort is configured in inline mode and deployed on a server 
that forwards/routes network traffic as opposed to only sniffing network traffic and, 
Snort “alert” rules are changed into “drop/reject” rules. Iptables firewall application is 
included and so, Snort in Inline mode interacts with Iptables to receive and process 
network traffic. Appropriate Iptables rules are used to direct network traffic to Snort 
Inline for inspection according to Snort rules. Given this interaction between Snort 
Inline and Iptables, successful configuration of Snort Inline depends on successful 
configuration of Iptables. 

3.2.3   Scenario of Network 
A network of four machines is established. One machine (SM1) on which snort is 
installed acts as server machine. Remaining three machines (M2, M3, and M4) are 
connected to SM1 machine via modem. All machines are assigned static IP’s. 
Snort.conf file is updated to store the IP’s of machines. SM1 is treated as 
HOME_NET and remaining are EXTERNAL_NET. Also, rules files of different 
protocols are saved. 

4 Results 

Testing of IDS: For testing purpose, signatures for following protocol are discussed in 
this paper. FTP, TCP, ICMP, Telnet, and HTTP. Whenever EXTERNAL_NET 
machine wants to perform (for eg: FTP) then snort would send an alert regarding 
same, but the packet would penetrate in the network. These alerts by default gets 
logged into var/log/snort, and also, in Splunk. Splunk is data analysis tool that is 
available. Splunk shows alerts that are logged (fig 3), in detail. It also gives wide 
coverage of different alerts that are captured by snort. Analysis on top Destination 
IP’s (fig 4) from where the packet originates can be given, also the top Signatures (fig 
5) that are hit most of the time can be analyzed. Count for the events can be also 
found.   

Testing of IPS: In IDS, since snort only detects, intruder gets the privilege of 
entering the network and cause damage to it. Therefore in IPS, the main aim is to 
restrict the packet to enter the network. For this purpose the packets that snort 
captures had to be queued and sent to Iptables, where the rules were cross checked 
with captured packets. If any rule is matched then, that packet is dropped and also 
reported to Splunk. 



410 P.S. Kenkre, A. Pai, and L. Colaco 

 

 

Fig. 3. Logged Alert with Overall Alert Logged Graph 

 
Fig. 4. Top Destination Ports 

 

Fig. 5. Top Signatures 

5 Conclusion 

Integration of software engineering practices in development of real time intrusion 
detection and prevention system has been discussed in this paper. IDPS helps in 
prohibiting the suspicious packets that may cause harm to network. This approach 
provides a means to a cost effective and customizable solution to small organizations. 
Limitation of this work is, introduction of new attacks coming into existence. 
Signatures based IDPS will only recognize the attacks for which signatures have 
already been written, In case the Signature is not present or there is little change in 
packet data and contents of signature, the intruder packet will be sent to inside 
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network, hence causing harm. Future prospects of this paper would be, to write 
signatures for other protocols and viruses, Also, a separate tool may be designed to 
generate graphs, and reports of snort alerts. 

References 

1. Rodríguez, L.C., Mora, M., Alvarez, F.J.: A Descriptive Comparative Study of the 
Evolution of Process Models of Software Development Life Cycles (PM-SDLCs). In: Proc. 
of Mexican International Conference on Computer Science 2009, pp. 298–303 (2009) 

2. Unphon, H.: Making use of architecture throughout the software life cycle - How the build 
hierarchy can facilitate product line development. In: Proc. of ICSE Workshop on Sharing 
and Reusing Architectural Knowledge 2009, pp. 41–48 (2009) 

3. Wild, C., Maly, K., Zhang, C., Roberts, C.C., Rosca, D., Taylor, T.: Software engineering 
life cycle support-decision based systems development. In: Proceedings of IEEE Region 
Ninth Annual International Conference TENCON 1994, vol. 2, pp. 781–784 (1994) 

4. Zhou, Z., Zhongwen, C., Tiecheng, Z., Xiaohui, G.: The study on network intrusion 
detection system of Snort. In: 2nd International Conference on Networking and Digital 
Society (ICNDS), vol. 2, pp. 194–196 (2010) 

5. Ezin, E.C., Djihountry, H.A.: Java-Based Intrusion Detection System in a Wired Network 
(IJCSIS) International Journal of Computer Science and Information Security 9(11), 33–40 
(2011) 

6. Tan, L., Sherwood, T.: A High Throughput String Matching Architecture for Intrusion 
Detection and Prevention. In: Proceedings of the 32nd Annual International Symposium on 
Computer Architecture, pp. 112–122 (2005) 

7. Ahmed, M., Pal, R., Hossain, M., Bikas, A.N., Hasan, K.: NIDS:A network based approach 
to intrusion detection and prevention. In: 2009 International Association of Computer 
Science and Information Technology - Spring Conference, IACSIT-SC, pp. 141–144 (2009) 

8. Kumar, A., Fernandez, E.B.: Security Patterns for Intrusion Detection Systems. In: 1st 
LACCEI International Symposium on Software Architecture and Patterns (LACCEI-ISAP-
MiniPLoP 2012), Panama City, Panama, July 23-27 (2012) 

9. Singh, S., Bansal, M.: Improvement of Intrusion Detection System in Data Mining using 
Neural Network. International Journal of Advanced Research in Computer Science and 
Software Engineering 3(9) (September 2013) 
 
 



© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 

413 

– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_45 
 

Early Detection and Classification of Breast Cancer 

V. Vishrutha and M. Ravishankar 

Department of Information Science and Engineering,  
Dayananda Sagar College of Engineering, Bangalore, India 
{v.vishrutha18,ravishankarmcn}@gmail.com 

Abstract. Breast cancer is one of the most common cancers among women. 
About two out of three invasive breast cancers are found in women with age 55 
or older. A Mammogram (low energy X ray of breast) done to detect breast 
cancer in the early stage when it is not possible feel a lump in the breast. In this 
paper we have proposed a method to detect microcalcifications and 
circumscribed masses and also classify them as Benign or malignant. The 
proposed method consists of three steps: The first step is to find region of 
interest (ROI). The second step is wavelet and texture feature extraction of ROI. 
The third step is classification of detected abnormality as benign or malignant 
using Support vector machine (SVM) classifier. The proposed method was 
evaluated using Mini Mammographic Image Analysis Society (Mini-MIAS) 
dataset. The proposed method has achieved 92% accuracy. 

Keywords: Breast cancer, circumscribed mass, early detection, 
microclacification, texture analysis, wavelet feature extraction. 

1 Introduction 

Breast cancer is a type of cancer originating from breast tissue, most commonly from 
the inner lining of milk ducts or the lobules of breast and then metastasizes to other 
areas of the body. In India, over 100,000 women are newly diagnosed with breast 
cancer every year; and has overtaken cervical cancer to become the leading cause for 
death among women in metropolitan cities [1]. Breast Cancer is second most common 
cancer all over world [2]. More than 60% of breast cancers are detected in the 
advanced stage and hence death rate from breast cancer are also high [3]. Hence early 
detection of breast cancer is essential in effective treatment and in reducing the 
number of deaths caused by breast cancer. 

Early breast cancer is subdivided into two major categories, microcalcifications 
and circumscribed masses. Microcalcifications (Ca5(PO4)OH) are tiny deposits of 
calcium[4]. They appear as localized high-intensity regions (bright spots) on 
mammograms. The diameter of microcalcifications range from 0.1mm to 1mm and 
have an average diameter of about 0.3 mm [5].Circumscribed masses are tumors 
which are formed When an healthy cell DNA is damaged resulting in unchecked 
growth of  mutated cells. A tumor can be benign or malignant. Benign tumors are not 
considered cancerous. Their cells are close to normal in appearance, they grow 
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slowly, and they do not invade nearby tissues or spread to other parts of the body. 
Malignant tumors are cancerous. Left unchecked, malignant cells eventually can 
spread beyond the original tumor to other parts of the body.  

There are several imaging techniques for examination of the breast, including 
magnetic resonance imaging, ultrasound imaging, and X-ray imaging. Mammogram 
is considered most reliable method in early detection of breast cancer. Mammography 
uses low dose X-ray (around 30kVp) rays to produce an image that allows 
visualization of the internal structure of the breast. On average, mammography will 
detect about 80–90% of the breast cancers in women without symptoms. 
Mammography offers high-quality images at a low radiation dose, and is currently the 
only widely accepted imaging method used for routine breast cancer screening. There 
are two types of mammography: one is film mammography and the other is digital 
mammography. In film mammography, the image is created directly on film, whereas 
digital mammography takes an electronic image of the breast and stores it directly on 
a computer.  

Hence in this paper we propose an automated computer aided diagnosis system that 
helps radiologists in breast cancer detection and classification in digital mammograms 

2 Mammogram Database 

The Mammography Image Analysis Society (MIAS) is an organization of UK 
research groups which have produced a digital mammography database. The images 
are in gray scale file format (PGM – Portable Gray Map). The original MIAS 
Database (digitized at 50 micron pixel edge) has been reduced to 200 micron pixel 
edge and clipped/padded so that every image is 1024 pixels x 1024 pixels known as 
the mini-MIAS database. We have used mini-MIAS database as it contains complete 
information about abnormalities of each mammographic image [6].  

3 Methodology 

The proposed system involves the following four stages 

Image preprocessing: In preprocessing the noises such as salt and pepper noise, label 
of mammogram image and black background in a mammogram are removed [7]. 

ROI selection: During the region of interest (ROI) selection the tumor region is 
identified based on highest intensity point and this region will be allocated for feature 
extraction.  

Feature extraction and selection: Features such as energy values of wavelets and 
mean and standard deviation are calculated using gray level co-occurrence Matrix 
(GLCM) based texture analysis 

Classification: Based on the selected features, the suspicious regions are classified 
using support vector Machine (SVM) classifier. 

These four stages are illustrated in Fig.1  
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Fig. 1. Block Diagram of CAD system for breast cancer detection 

3.1 Preprocessing 

In preprocessing, the mammogram image is processed to remove noise and other 
abnormalities present. It consists of following steps: 
 

Removal of Noise: The mammogram is preprocessed using median filter. The median 
filter is a nonlinear digital filtering technique that is used to remove noises such as 
speckle noise [8][9]. 
 

Removal of Label: The connected component technique is used to remove the label 
present in a mammogram image. The largest region is the breast region and all the 
other smaller regions are eliminated. 
 

Removal of Black Background: For a mammogram image, the sum of intensities for 
each column is calculated.  If sum of intensity of a specific column is less than 
threshold value then the column will be deleted.  

                For each column∑ I i, j Threshold                      (1) 

Where I (i, j) is the intensity of pixel i, j and n, m are the dimensions of mammogram 
image [10].  

3.2 ROI Selection 

In this stage, the output from pre-processing stage is used as input to find the ROI 
which is done using region growing technique. Seed point S is chosen as highest 
intensity value in the image which happens to be the tumor and appropriate threshold 
value T is chosen in order to find the ROI [11][12].  
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3.3 Feature Extraction and Selection 

In this stage features are extracted using Wavelet analysis and texture analysis 
 
Wavelet Analysis Based Feature Analysis 
A Wavelet is time Amplitude representation of a signal and it is a waveform of 
limited duration with an average value of zero [13]. In our study we use Daubechies 
wavelets. The energy is calculated using following steps:   
 

Decomposition of wavelets: The wavelet is decomposed into decomposition vector, C 
and the corresponding bookkeeping matrix, S.  
 

Detailed Co-efficient Extraction: The decomposition vector C will consist of the three 
detailed coefficients - horizontal coefficient, H, vertical coefficient, V and diagonal 
coefficient, D. These coefficients are extracted from decomposition vector for scale 2 
to scale 5.  
 

Normalization: The three detailed coefficients vectors (H, V and D) are normalized by 
dividing each vector by it maximum value. Normalized results in value ranging from 
0 to 1 [14].   
 

Energy computation: The energy is computed for each vector by squaring every 
element in the vector. These energy values are considered as features for the 
classification process. 
 
Texture Based Feature Analysis 
Texture analysis of mammograms helps to identify texture feature information about 
the spatial distribution of tonal variations and describes the pattern of variation in gray 
level values in a neighborhood. Gray Level co-occurrence Matrix (GLCM) is used to 
extract texture information from images. The GLCM characterizes the spatial 
distribution of gray levels in an image. The features that are used for classification 
are: mean which is a measure of average intensity and standard deviation which is 
measure of average contrast submission. 
 

Mean   ∑                                                     (2) 
 

Standard deviation                                            (3) 
 

Where Z is intensity of pixel and P(Z) is probability of occurrence of pixel Z 

3.4 Classification 

In this stage the features obtained from previous stage are converted to feature vectors. 
These feature vectors are used for differentiating between a microcalcification and a 
circumscribed mass and they are also further classified into benign or malignant case 
as shown in fig.2. Classification is done using an SVM classifier.  
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A support vector machine constructs a hyper-plane or set of hyper-planes in a high 
or infinite-dimensional space, which is used for classification. During testing an 
image the feature vectors are marked in feature plane and they belong to one of the 
two categories. A good separation is achieved by the hyper-plane that has the largest 
distance to the nearest functional margin  
 

 

Fig. 2. Block diagram of Classification stages 

4 Results 

Presented below are the results of the proposed method carried out on mini-MIAS 
dataset. Fig.3(a) shows the original image and Fig.3(b) shows the preprocessing step 
which involves label removal. This is followed by black background removal which is 
shown in Fig.4(a). Fig.4(b) shows the detected abnormality which will be the ROI for 
feature extraction.Fig.4(c) shows the segmented ROI. The wavelet and texture 
features are extracted for the ROI. The accuracy of proposed method is 92% which is 
found using the following formula 
 

                            Accuracy=                                                                                     (4) 
  
 
Where TP is the number of True Positives, TN is the number of True Negative, FP is 
the number of False Positives, and FN is the number of False Negatives 
 

 

TP+TN 
TP+FP+TN+FN 

 



418 V. Vishrutha and M. Ravishankar 

    
                       (a)    (b) 

Fig. 3. Normal Mammogram, (a)input image with label; (b) image after label removal  

 

              

   (a)       (b)       (c) 

Fig. 4. (a)preprocessed image; (b)ROI indetified; (c) segmented image 

5 Conclusion 

The proposed method using combination of wavelet features and texture features 
improves the accuracy of CAD system for detection of early stage breast cancer. We 
successfully proposed and implemented a method to detect microcalcifications and 
circumscribed masses which indicate early stage breast cancer and classify them as 
benign and malignant using SVM classifier with an accuracy of 92%. SVM classifier 
provides more accurate and unique results. This research can be further developed to 
work with different wavelet based features and with more texture features which can 
result in higher efficiencies. 
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Abstract. Ubiquitous Computing environment mingles mobile computing and 
smart spaces, invisibility, localized scalability and uneven conditioning. In Ubi-
quitous network, service stations that are registered under respective service 
providers, invisibly available in real space to the user for providing user’s de-
sired services. In ubiquitous network, service discovery by user for getting their 
desired service can be disrupted by identity spoofing attacker. Identity spoofing 
attacker can spoof the identity (IP address, ID) of a service station under a ser-
vice provider and can falsify that service provider with its spoofed identity. At 
this point, ubiquitous network requires some level of trust to be established be-
tween service provider and service stations. In this paper, we have provided a 
Trusted Service Discovery against Identity Spoofing (TSD-IS) with its compu-
tational and architectural model in service discovery of ubiquitous network. 

Keywords: Service discovery, identity spoofing attack, direct trust, indirect 
trust, trustor, trustee. 

1 Introduction 

In ubiquitous environment, service stations are available invisibly at smart space from 
everywhere at any time to serve the user requirements through service providers. Ser-
vice providers may be considered as directory agents or registries or discovery serv-
ers. Ubiquitous network is integrated with service providers with its registered service 
stations, users and other networking components. A user initiates service discovery 
[3] by sending service request to service providers for getting its desired service from 
available service station. A Service provider sends service reply with identity infor-
mation (IP address, ID) of its registered service station which is available to give user 
requested service. With received identity information user communicates that service 
station. An identity spoofing attacker can take advantage of this process. Attacker can 
block a legitimate service station from network and spoof the identity of that service 
station. When service provider provides identity information of that blocked service 
station in reply of user request, user is redirected to identity spoofing attacker. 

To prevent this type of identity spoofing in service discovery, we have proposed 
TSD-IS (Trusted Service Discovery against Identity Spoofing attack) in ubiquitous 
computing environment. The primary objective of our proposal is to isolate attackers 
and service stations those are compromised by attackers from the environment. Here, 
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trust [2] is a measure of belief or disbelief level of one entity to another in network 
based on context. With context awareness, direct and indirect interactions are used to 
compute final trust of trustee by trustor. Here, a service station is considered as trustee 
(TE) which claims that unavailable service is currently available to give. On other 
hand, service provider is considered as trustor (TR) under which TE is registered. 
Depending on final trust of TE, TR believes or disbelieves TE to consider or to isolate 
in service discovery process. In our proposal, trust based security approach is sup-
ported by its architectural model which manages service discovery with provisioning 
of desired services along with associate trust computation and respective decision. 

Related works are discussed in section 2. Section 3 describes identity spoofing at-
tack. In section 4, Trust model is explained. In section 5, proposed TSD-IS is dis-
cussed based on our trust model with trust computation. Simulation results of our 
experiments are presented in section 6. Section 7 concludes the presented work. 

2 Related Work 

In [5], authors proposed a trust approach based on Bayesian inference model to eva-
luate trustworthiness with respect to forwarding packets without modifying source IP 
address. Here judge router is introduced to samples traffics and compute trust. In [8], 
using Deterministic Packet Marking, authors proposed an IP address traceback me-
thod which tolerates the arbitrary server failure for distributed system based on online 
voting. In [7], authors introduced attribute based encryption to secure unknown ser-
vices communication channels with anonymous services in a decentralized manner in 
contrast of PKI based solutions. In this paper scalability of such solution is discusses 
for decentralized discovery protocols. In [1], authors proposed Context Aware Mid-
dleware for Ubiquitous robotic companion Systems which offers context sentient 
active service applications and responds in timely manner to contextual information. 
To evaluate the proposed system, authors have applied the proposed active services to 
the TV domain. In [4], the human notion of trust based an access control model is 
introduced to secure pervasive computing environment depending on adaptive trust 
and recommendation. The design outlined in [6] for ubiquitous computing environ-
ment, provides an infrastructure and communication protocol for presenting services 
to heterogeneous mobile clients. 

3 Identity Spoofing Attack 

Identity spoofing attackers block the target service station by jamming and it spoofs 
that service station’s identity (IP address and ID) to pretend as its own identity. This 
pretension will disrupt the service discovery process for user. In Fig. 1(a) and Fig. 
1(b), SP is service provider under which service stations SS1 SS2 SS3 are registered. 
User, U requests SP for its desired service. SP checks its service availability list and 
finds that SS1 is available to give user requested service. SP sends back service reply 
with SS1’s identity to U. In Fig. 1(a), a network part is considered without attacker. If 
there is no attacker to block SS1 and to spoof its identity, U will be directed to legiti-
mate SS1 considering SP forwarded SS1’s identity. In Fig. 1(b), a network part is  
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considered with attacker. In this case, legitimate SS1 is already blocked from network 
due to jamming by attacker A as well as SS1’s identity is spoofed by A. When U in-
itiates the communication with SP forwarded SS1’s identity, U is directed to A with 
spoofed identity in place of legitimate SS1. Such a way the service discovery initiated 
by user U is affected with service spoofing attacker A and U can not get its desired 
service. 

 

Fig. 1. Example network part including identity spoofing attack 

4 Trust Model 

To defend against identity spoofing in service discovery, we have introduced trust 
based security approach at every service provider. Specific modules of our trust mod-
el compute different levels of trust and defend identity spoofing. Our Trust Model is 
comprised of Service Manager, Computation Manager and Decision Manager.   

 

Fig. 2. Detailed architecture of trust model 

Service Manager ( Fig. 2(a) ) deals with service discovery and trust computation 
based packets. Trust computation related parametric values are sent by service man-
ager to Computation Manager as TipCM (Trust Input for Computation Manager) for 
trust computation. Service availability checker of Service Manager checks availability 
list from Repository to find available service station for necessary service of user. 
Input analyzer analyzes inputs and output Analyzer analyzes outputs for sending re-
spective input output to dedicated sub module. 
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In Computation Manager module ( Fig. 2(b) ), final trust value is computed 
through several levels of context aware trust computations. Computation Manager 
stores different levels of computed trust values and notifications in respective reposi-
tories for current and further computations. Input Analyzer analyzes inputs of trust 
computation and management where as Output Notifier notifies the outputs to Deci-
sion Manager. Direct Trust Manager, Indirect Trust Manager and Final Trust Manager 
follow the trust rules for computing direct, indirect and final trust respectively. Dif-
ferent levels of trust values vary from 0.0 to 0.1. 

Computed final trust value is received by Decision Manager from Computation 
Manager. Decision Manager takes belief-disbelief decision on basis of received final 
trust value. Decision Manager sends its taken decision to Service Manager for isola-
tion or inclusion of the trutsee. Decision Manager sends the received final trust to 
Service Manager for notification. 

5 TSD-IS: Trusted Service Discovery against Identity Spoofing 

In ubiquitous environment, service stations are registered under respective service 
providers. When a service station (SS) intends to be a member of ubiquitous network 
to provide its services, it needs to register itself under a service provider (SP). The 
requisite information for registration are service station ID, interface, service ID, ser-
vice type, service description and MAC address of SS. SP always maintains available 
services of its registered SSs in service availability list . 

When user required a service, user requests SPs with service request packet SReq. 
SReq consists of service type, service description, time constrain along with related 
parameters. SPs check for availability of the requisite service from their own service 
availability list. If user requested service is available, the respective SP sends a ser-
vice check alive packet (SCHK-ALV) directed to identity of available SS before sending 
back SREP (service reply packet) to user. SCHK-ALV is used to check the aliveness of SS 
which will provide the service.  If the identity of respective SS is spoofed, in response 
to SCHK-ALV, the spoofing attacker sends back an alive packet (SALV) to SP with MAC 
address. Attacker do not have the physical control over blocked SS, attacker can not 
spoofed legitimate SS’s MAC address. On getting SALV, SP compare MAC address of 
SS in received SALV with MAC address of SS in service availability list. If there is a 
match, SP identifies aliveness of the SS and sends back SREP with SS’s identity to 
user. With identity of received SREP, user communicates with SS to get service. 

Registered SS which is found as available to give user requested service in service 
availablity list, considered as trustee (TE). SP under which TE is registered, consi-
dered as trustor (TR). 

Attacker’s misbehavior is defined as follows: 

• Misbehavior (M): Attacker blocks and spoofs the identity of TE (SS) but can 
not spoof original MAC address of TE. As a consequence, attacker sends a 
different MAC address in comparison to legitimate SS to TR (SP) with SALV 
packet. This is considered as misbehavior M of TE. 
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Depending on considered misbehaviors M, Contexts C is defined as follows: 

• Context (C): It is the context of receiving a different MAC address instead 
legitimate TE’s MAC address. 

We have considered the symbol C[A(T)B]t , where T denoted the trust evaluated by 
A for B depending on the context C at time instant t. TR computes final trust with 
consideration of direct trust and indirect trust , described as follows.  

5.1 Direct Trust 

If TR’s Service Manager identifies any mismatch of MAC addresses between SALV 
and service availability list, TR identifies the misbehavior M on context C. On mis-
match, TR’s Service Manager sends a negative acknowledgement NACK to TR’s direct 
trust manager in Computation Manager module. But on match,  TR’s Service Manag-
er sends a positive acknowledgement PACK . On getting NACK or PACK, TR’s direct 
trust manager in Computation Manager module evaluate the C[TR(MDTcur)TE]t (current 
TR monitored direct trust) as per equation (1). 
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TR’s direct trust manager stores C[TR(MDTcur)TE]t  in direct trust repository for further 
computation.  

In TR’s direct trust repository, previously evaluated TR monitored direct trust val-
ues are classified as continuous positive, continuous negative, discrete positive and 
discrete negative. Continuous positive denotes successive increase in computed direct 
trust values and continuous negative denotes successive decrease. On the other hand, 
discrete positive denotes distinct increase in computed direct trust values and discrete 
negative denotes distinct decrease.   

TR’s direct trust manager aggregates the previously evaluated continuous positive 
direct trust values. Aggregative effect is denoted as C[TR(DTcpold)TE]t , computed  
according to equation (2). 
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C[TR(MDTcpiold)TE]t  = stored ith continuous positive TR monitored direct trust for TE. 
1≤ i ≤tcp. Here tcp is total numbers of stored continuous positive trusts for TE. e-(t-t0) 
is time decaying function, where t0 and t are initial and computing time instants.  

TR’s direct trust manager aggregates the stored continuous negative direct trust 
values. Aggregative effect is denoted as C[TR(DTcnold)TE]t which is computed accord-
ing to equation (3). 
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C[TR(MDTcniold)TE]t = Stored ith continuous negative TR monitored direct trust for TE. 
1≤ i ≤tcn. Here tcn is total number of stored continuous negative direct trusts for TE.  

Direct trust manager computes the combined effect of stored all continuous direct 
trust (positive, negative). Combined trust is denoted as C[TR(DTc)TE]t which is com-
puted according to equation (4). 
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Here tc is total number of continuous trusts (positive, negative) for TE, stored at TR.  
TR’s direct trust manager aggregates the stored discrete positive direct trust. Ag-

gregative effect is denoted as C[TR(DTdpold)TE]t , computed according to equation (5).  
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C[TR(MDTdpiold)TE]t   = Stored ith discrete positive TR monitored direct trust for TE. 
1≤ i ≤tcp. Here tdp is total numbers of stored discrete positive direct trust for TE. 

TR’s direct trust manager aggregates the stored discrete negative direct trust. Com-
bine effect is denoted as C[TR(DTdnold)TE]t , computed according to equation (6).  
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C[TR(MDTdniold)TE]t   = Stored ith discrete negative TR monitored direct trust for TE. 
1≤ i ≤tcn. Here tdn is total number of stored discrete negative direct trusts for TE.  

Direct trust manager computes the combined effect of stored all discrete direct trust 
(positive, negative). Combined trust is denoted as C[TR(DTd)TE]t which is computed 
according to equation (7).  
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Here td is the total numbers of stored discrete trusts (positive, negative) of TR on TE.  
TR’s direct trust manager computes aggregative effect (C[TR(ADTold)TE]t) of old di-

rect trusts with C[TR(DTc)TE]t and C[TR(DTd)TE]t according to equation (8). 
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Direct trust manager computes final direct trust (C[TR(FDT)TE]t) as per equation (9). 
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TR’s Direct Trust Manager stores C[TR(FDT)TE]t in Direct Trust Repository. 
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5.2 Indirect Trust 

In indirect trust repository, notifications from recommenders (who notifies its com-
puted final trust about TE) about TE are stored. (C[Ri(NT)TE]t)   is denoted as ith re-
commender notified final trust value. Here 1≤i≤n, n is total number of recommenders. 
TR’s indirect trust manager computes final indirect trust considering all received noti-
fications. final indirect trust C[TR(FIT)TE]t is computed as per equation (10). 
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 C[TR(FTlast)Ri]
t is lastly computed final trust value by TR about Ri. Indirect trust man-

ager stores this C[TR(FIT)TE]t in indirect trust repository. 

5.3 Final Trust 

TR’s final trust manager computes final trust (C[TR(FT)TE]t) using C[TR(FDT)TE]t  and 
C[TR(FIT)TE]t from their respective repositories as per equation (11). 
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5.4 Decision and Reaction  

TR’s final trust manager sends C[TR(FT)TE]t to Decision Manager. Decision Manager 
compares C[TR(FT)TE]t with uncertainty point. Uncertainty point depends on applica-
tion. For this work, uncertainty point is considered as 0.5. If C[TR(FT)TE]t > 0.5, Deci-
sion Manager takes belief decision otherwise disbelieves it. Decision Manager sends 
decision to Service Manager. With disbelief decision, TR’s Service Manager does not 
forward TE’s identity in SREP and isolates it.  

6 Simulation 

Simulation experiments evaluate the efficiency of proposed TSD-IS against normal 
service discovery (NSD). The considered network provides 200 different types of 
services. Out of these service types, each of 120 types are provided by three service 
providers , each of another 60 types of services are provided by two service providers 
and each of remaining 20 types of services are provided by one service provider. 
Fig.3 (a) shows attack success rate which is function of numbers of attacked users 
among users who requested for service. Fig. 3 (b) shows service acquiring rate is 
function of percentage to get service properly with respect to requested service. Net-
work is simulated with 100 simulation runs and maximum requesting user 20, 30, 40. 
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Fig. 3. Simulation results 

7 Conclusion 

Our proposed TSD-IS efficiently defends ubiquitous network against identity spoof-
ing attack.  The suggested approach isolates attackers during service discovery 
process using our new trust model. Our Simulation results have shown the efficient 
performance of proposed TSD-IS against normal service discovery. Future scope of 
this work includes the defense mechanism for other attacks in ubiquitous network and 
extension of the same with a probabilistic approach.  
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Abstract. With every device capable of emitting data, the need to amass and 
process them in real time or near real time, along with ever growing user re-
quirement of, information-on-demand, have paved the way for the sudden surge 
in the development of the theme Internet of Things (IoT). Even though this 
whole new technology looks fascinating in theory, its practical implementation 
and ongoing sustenance is something that will need a lot of thought, effort and 
careful planning. Several cloud based and network based cloud plat-
forms/middleware solutions are available but a lot of them are either extremely 
complex to set up, or needs standardized solutions to be applied across all  par-
ticipating devices or would leave behind vivid security loopholes that can't be 
curbed with ease considering the overall capability of the devices involved. 
Based on a previous research effort conducted by our team, detailed scrutiny of 
prominent existing IoT platforms/middleware solutions were performed. This 
effort has resulted in defining the core problem matrix which if addressed ade-
quately could result in the development of a well balanced IoT middleware  
solution. This paper uses the problem matrix so identified as the roadmap in de-
fining a Secure, Scalable, Interoperable Internet of Things Middleware.  

Keywords:  IoT, Internet of Things, IoT Middleware, IoT Architecture, Intero-
perability, Scalability, MATCHES, Event Channels, Concurrent processing. 

1 Introduction 

The Internet has evolved over the years from a network of computer clusters to one 
that also encompasses heterogeneous devices capable of consuming and generating 
data at random pace.  This expanded network is referred to as an ‘Internet of Things’ 
(IoT). There is no clear definition that would mark the boundaries of its operational 
spectrum.  From its initial inception through RFID devices, IoT has broadened its 
scope to include road traffic monitoring systems, building surveillance cameras, home 
utility-metering devices to personal medical devices.  In short, IoT spans nearly every 
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walk of life and is clearly the way for the future Internet.   It is estimated that there are 
over 1.5 million IoT-enabled devices in the planet as of now and this number is grow-
ing at a very rapid pace.  These devices are from a diverse list of manufacturers with 
their own protocols and data formats making the standardization task tedious and 
error-prone in a short span of time.   What is clear is that current Internet and support-
ing technologies would need to reshape themselves so that they can accommodate 
these devices. 

A fundamental problem in the Internet of Things lies in the difference (in power, 
bandwidth, and processing capabilities) between traditional hosts and small devices 
on the network.  Although they are interconnected with one another, these devices 
generally are not able to understand one another due to differences in data formats 
and communication protocols employed. If the interoperability of these devices were 
possible on a semantic level, we would be in a better position to render intelligent 
services with minimal or no human intervention.   Currently, the wealth of informa-
tion emanating from these devices has not been fully assimilated and we have not yet 
realized their full benefit.     

This paper presents an architectural framework for developing a semantically inte-
roperable Internet of Things middleware. In developing this model, we paid special 
attention to three important criteria's:  security scalability and interoperability; but all 
these achieved through minimal changes to the current mannerism in which “things” 
operate and communicate. The intended applications require that sensitive user infor-
mation be communicated in a secure manner. Since devices have limited resources, it 
is important that we have light-weight mechanisms for authentication and authoriza-
tion. While this is relatively easier to accomplish on a small scale, the challenge is to 
extend this to the massive scale of IoT which typically involving millions of devices. 
Our research therefore focuses in addressing the unique naming/addressing of devices 
for identification, device authentication, provides language support for programming 
heterogeneous devices and to process the data generated in a concurrent fashion, and 
also develop analytics for instantaneous decision making.   

Lastly, we also address the important problem of how to tap, tame, tackle and the-
reby derive useful information and intelligence from the enormous amount of data 
that is generated by these constantly interacting devices.  In some instances these 
decision aiding intelligence should be instantaneous whereas in other cases latencies 
due to processing are tolerable.  Considering the diverse domains and the sheer size of 
the generated data that need to be processed on the fly or mined incrementally when 
stored in large databases, the need for a high responsive ‘big data’ analytical platform 
is inevitable.  

Paper recommends the need for the following components that will provide a  
complete end to end IoT solution: 

a) Design and implementation of a language based on asynchronous pi-calculus. 
This would provide good programming abstractions to achieve true concur-
rency offered by multi-cores for concurrent data processing. 

b) An efficient addressing scheme for IoT objects in order to uniquely identify 
and address them. 

c) Middleware communication layer for interfacing incompatible devices, while 
ensuring that the identity/discovery of heterogeneous object, communication 
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between objects, and handling of multi-object level triggers initiated by any 
event raised by a participating object in a secure and controlled fashion. 

d) A multichannel Real-time Big Data Analytical Engine capable of handling 
streaming data from multiple channels/domains at the same time process them 
on the fly to deliver instantaneous decisions. 
 

The remainder of the paper is organized as follows. Section 2 looks into research 
efforts in related topics. Section 3 advocates the need for an unified IoT middleware 
solution. Section 4 details the key features and capabilities of that the newly proposed 
middleware should encompass 

2 Related Work 

Various IoT middleware solutions are analyzed and focuses on various technical chal-
lenges[3]. Middleware systems are then classified into different categories based on 
the domain in which it is being used. Core technical challenges in designing an IoT 
middleware is discussed in detail. The key functional components of different IoT 
middleware solutions  has been proposed in [4]. This helps researchers to understand 
the way current IoT middleware solutions works and also exposes their existing issues 
and gaps. The paper then goes ahead comparing and categorizing various IoT mid-
dleware solutions based on their features and associates each of those middleware 
solutions to appropriate application domain. IoT middleware solutions proposed are 
extremely weak in handling security and privacy issues. Both these challenges are 
well addressed in [5] where IoT is categorized into different areas of interest like 
communication, sensors, actuators, storage, devices, processing, localization and 
identification. Technological details and core security issues associated with each of 
these areas are discussed. This paper also highlights those areas that require further 
research. Detailed study of M2M (Machine to Machine) platforms has been done in 
[6]. Different M2M/Platforms based on object, people, environment and enterprise 
has been analyzed in detail. 

3 Need for an Unified IoT Middleware  

The term “Internet of Things (IoT)” initially was coined in a paper about Electronic 
Product Code (EPC) way back in 2001 by David Brook but first came into limelight 
when Auto-ID center envisaged the use of EPC network for tracking goods in supply 
chains. Ever since then IoT has been taken up by researchers and practitioners more 
aggressively trying to find ways to build an intelligent, highly scalable, interoperable 
information super highway that is robust enough to handle billions of diverse objects 
and the huge volume of data that these objects will generate on an ongoing basis. As 
the technology started to evolve over the years IoT has now been envisaged as not just 
a tool that can help better manage and control business processes but will alleviate the 
comfort level of one’s life as such when put in use at its full potential. 
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There are several challenges that IoT has brought with it. Most critical of the lot is 
that being an ubiquitous environment, enforcing a common standard across the board 
is practically impossible. Heterogeneous objects should be able to continue to remain 
connected supporting failovers or should be able plug on demand (PoD) to the net-
work when it needs to dispense off or receive data. Building a network infrastructure 
capable of handling:  

• Massive volume of objects without degrading the performance of the network. 
• Constant object movements resulting in erratic event and data generation. 
• Identification and selection of right services/objects to communicate from the 

mist of these several participating devices so as to obtain the most precise and up 
to date information.   
 

This paper aims to develop a complete deployable IoT suite providing an end to end 
architectural framework that will effectively and efficiently marry all participating 
heterogeneous objects encapsulating the complexity of the same within the frame-
work, at the same time stretch itself to scale up to the demands posed in the future by 
this every growing network. 

4 Proposed IoT Middleware and Its Components 

The interest generated by IoT is creating an outburst of activities in various research 
arenas to shape this conceptual model to a fully working physical model. The path to 
IoT realization is not an easy task as the mere surface skim through its ideology itself 
exposes the challenges that it will pose to those researchers who would want to see 
this operational in actuality. Today IoT as such exist as disjoint sets of custom build 
networks. But in order to extract the full potential of IoT and to put it to real human 
benefit there need to be an organized effort in defining a standard that will enable 
these disjoint networks to talk to each other in a secure fashion so that appropriate 
intelligence can be derived out of the huge data mass these objects generates support-
ing instantaneous decision making. Following are the four key deployable IoT sub-
components that this paper is proposing to develop in an effort to build a holistic IoT 
enabled Information Superhighway. 

4.1 Matches: Design and Implementation of a Language for IoT Systems Based 
on Asynchronous π-calculus 

The internet of things (IoT) promises to saturate our world with physical objects em-
bedded with sensors and tiny computing devices.  Such systems are continually gene-
rating event data from embedded sensors, including producing real-time data streams.  

In order to take advantage of this scenario, these events must be concurrently 
processed by applications running in computing systems ranging from embedded to 
server systems. There is a lack of fundamental research and development in proper 
programming abstractions for such systems. Good programming abstractions would 
allow us to easily take advantage of true concurrency offered by multi-cores for con-
current data processing. We may look up to the rich developments in the concurrency 
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theory for gaining insights into suitable abstractions. Process calculi are concurrent 
formal languages for specifying and reasoning about concurrent, communicating sys-
tems. The π-calculus is a process calculus for mobile systems. 

 

Fig. 1. Tool Chain Implementation for “Matches” 

In the context of IoT, we propose to investigate programming abstractions for con-
current event-processing systems based on the asynchronous π-calculus. The pro-
posed language is tentatively named MATCHES (Mobile, Asynchronous Typed 
Channels for Event Streams). The process-based model offered by the π-calculus 
would allow us to quickly take advantage of multi-cores wherever available for rapid 
event processing. The asynchronous channels have underlying bounded FIFO queues. 
When queue is full either the channel must block (e.g., when specifying in-memory 
queues) or the operation simply returns with no effect (lossy, distributed channel) or it 
simply pushes the oldest entry out (real-time data streams). A receive operation on an 
empty channel either returns a default value (polling mode) or blocks. The channels 
may be configured for any of these behaviors.  The use of asynchronous FIFO chan-
nels is the key to providing a viable channel abstraction for supporting real-time data 
streams. 

There is already some work in designing practical programming languages based 
on  π-calculus – namely, occam-π [9], which is a programming language based on the 
synchronous π-calculus. Though our work would draw insights from the experience 
in developing occam-π, our language is fundamentally different owing to the use of 
asynchronous channels. The proposed tool chain implementation for the language is 
shown in Fig 1. 

4.2 IoT Object Identification Scheme 

Global human population is likely to hit 7.6 billion by 2020 with 50 billion connected 
devices, computing to an average of 6.58 connected devices per person [Cisco IBSG, 
April 2011). These numbers show that there are more communicating devices than 
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human being. Defining a naming/addressing scheme for the IoT is indeed a challenge 
considering the operational restrictions and the sheer nature of the objects that will be 
participating within this model. All of these devices operating in this framework will 
be internet enabled and should be able to communicate in all possible dimensions, if 
the environment in which they operate demands so. Assigning an IP address to each 
of these devices is not a viable solution even though IPv6 has the capability to stretch 
itself to uniquely identify every sand grain in every sea shore. Above all devices 
might have the capability and capacity to handle normal addressing methodologies. 
This again implies the fact that there should be a combination of techniques working 
together aiding precise identification of each of these individual objects so that event 
propagations can be handled smoothly by the underlying processing languages.  

Above all in IoT, a single request from an object might result in triggering several 
streams of communication channels as it might need a coordinated result set from 
several other devices to effect an action. This means that there will be an exponential 
growth of the network traffic as more and more objects signup for the service as op-
posed to the traffic being generated in the current internet era. Inference can be made 
out of these facts, that the current system discovery architecture, processing power, 
memory usage model and response time might not have adequate capability to handle 
this traffic explosion.  

Any addressing/naming schemes, security mechanisms and communication proto-
cols proposed for IoT should be feather weigh, as several of these objects have con-
strained capacity and capabilities in term of resources available to process them. In 
order to accomplish this, new addressing schemes or a combination of existing proven 
addressing schemes that is flexible, easily scalable but still complying with existing 
standard need to be defined and tested out so that an optimal solution can be drafted. 

Present day implementation of IoT uses Electronic Product Code (EPC), Object 
Naming Service (ONS), XML based markup language to define the data format for 
various communication performed by the participating objects and a light weighted 
IPv6 protocol stack. For certain participating objects dependency on a central authori-
ty might hinter uninterrupted connectivity where in which object clustering to form 
IoT local area networks similar to that implemented in wireless sensor networks 
(WSN) and Mobile Ad-hoc Network (MANET) have to be embraced. Another alter-
native is to extend the first option with more specific object level unique ID using 
objectID@URI notation where objectID will uniquely identify an object at a specific 
URI. Considering the volume of objects that will start flogging into the IoT pipe fol-
lowing its full blown outburst, it is not a feasible solution to assign IPv6 address to 
each one of them. Object clustering into a master slave model is one solution that we 
would want to research on as part of this IoT initiative which will then act as the ad-
dressing standard easily deployable onto existing and new built objects capable of 
communicating over a medium. Not all devices have the capability to reach out to the 
nearest access points and might not need to constantly radiate data for analysis. Such 
devices will have a local address (EPC) which is tied to a device capable of reaching 
out to the world by assigning public IPv6 address. Possibility of marrying IPv6 and 
EPC will a solution worth trying. We could extend the EPCglobal framework by  
defining a customized identification scheme for each object in an IoT platform as 
detailed in our work in [10].  
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4.3 Semantic Object Communication Broker (SOCoB) 

SOCoB will act as the middle layer for the proposed IoT architecture. Of the many 
IoT deployment challenges listed during the initial part of this document, handling the 
diverse nature of various participating objects within the IoT frame seems to be one of 
the most critical defy that need to be resolved for the success of any Interoperable, 
scalable IoT standard/platform. As more and more devices make its way to this In-
formation superhighway, proliferation of the diverse technologies with different spe-
cifications will pose more compatibility issues. Any solid architectural solution  
requires secure granting of permission to pair with permitted objects in order to facili-
tate multi-object interactions and sharing of information there by facilitating highly 
critical decision making activities. “IoT Object Identification Scheme” detailed in the 
previous section very much entwine with this module and play equal importance to-
wards the success of the whole model from an architectural perspective. That’s where 
the newly proposed Semantic Object Communication broker will chip in to act as the 
middleware for IoT making it flexible enough to accommodate this ever growing 
diverse network. 
 

 

Fig. 2. Proposed High Level IoT Architecture 

Consumers and participants of IoT information superhighway should be able to 
avail this capability as a service (IoT as a Service) which can be utilized when needed 
similar to what is being offered as PaaS and SaaS in a cloud Environment. Any appli-
cation or object that wishes to hook up to this information superhighway should be 
able to take advantage of the service of this layer in the course of fulfilling its objec-
tive irrespective of its vendor, embedded software, protocol used and data format  
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followed. Complexity of this network is escalated further as an event triggered from 
one or multitude of objects can result in an outburst of event series creating an Event 
Mesh (EM) involving several objects that are within the native network or spanning 
across several external networks. Object Mapper component will initiate the process 
flow as per the EM definition. 

Figure 2 details the various components that will constitute the overall architectural 
layout of the proposed IoT model. Semantic Object Communication Broker (SOCoB) 
will ensure to offer compatibility to any device that would want to avail the same as a 
service by encapsulating the complexities of protocol and data format translations. It 
will act as the broker to ensure that any machine-to-machine or machine-to-human 
interactions are serviced to the need. SOCoB can be offered to its consumers as a 
cloud service or can be installed locally on a server which will then hold the metadata 
information necessary to effectively resolve disparity in protocol and data formats. 
SOCoB can also be implemented in an intelligent gateway device which is hosted 
outside the middleware layer. Such an implementation will ensure that a large percen-
tage of the task such as protocol resolution, first level of authentication etc could be 
performed at the gateway itself, thus avoiding the stress on the middleware. Follow-
ing any action generated by its internal objects, SOCoB will also use its local metada-
ta to build up list of concurrent events, if any, that need to be triggered. Metadata also 
holds information on how to resolve unavailability of objects that are in the EM. If 
data from such critical decision support objects are unavailable then the last set of 
reliable data that was recorded will be used consulting the BiG Data Engine. 

4.4 Security and Privacy Moderator 

Security and privacy are indeed major worries in an IoT environment. Threat spec-
trum for IoT devices are even broader compared to normal computer networks. This 
is because a majority of these devices are not positioned within a secure vault and 
hence they are physical access is easy to achieve. Such devices can be stolen or can 
easily be cloned to make replicas and then masquerade as the actual device. Majority 
of devices does not have a secure way of authenticating itself to the middleware or to 
another device. Lot of these devices does not have enough processing and energy 
resources to embed within themselves complex security mechanisms so that authenti-
cation can be achieved. No one single security control mechanism will not protect a 
device adequately. Security control mechanisms should kick in the very moment the 
device is turned on to establishing the initial trust to initiate any sort of communica-
tion over a trusted channel through to sustaining the same through techniques that 
cannot be tampered with. Implanting device level secure booting, applying appropri-
ate access control mechanisms, ensure fool proof device authentication, secure patch 
and software updates etc are some of the critical areas where solid solutions are much 
needed. Hence security can never be considered as an add-onto any participating de-
vices, rather treated as its integral part for it to function reliably. Security need to be 
implemented even to the lowest level like internal messaging queues which acts as the 
bridge between the IoT middleware and BigData processing frameworks.    
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4.5 Big Data and Real-Time Analytics   

As the data generated by the IoT systems is going to be massive and continuous, it 
demands a solid big data platform to effectively store, process and analyze these data 
streams coming from various devices or sensors methodically for real-time analytics 
and reporting. This module outlines the big data platform hosted on cloud plus real-
time analytic engine to support this specific need of the overall IoT system. Key areas 
which needs to be addressed by this module are: 

 
1. All integrated, highly scalable Big Data framework that can process large vo-

lume of static and streaming data, process them in-memory or in-database but 
encapsulating the deployment and maintenance complexities from the user. 

2. Multi source data adaptors that can hook up to different input sources or sys-
tems, Queues, data feeds, data formats like XML/JSON feeds etc. 

3. Support of several secure messaging queues that have user level authentication 
and topic based security as well. 

4. Built-in Data mining engines which performs incremental and rule based data 
mining to bring out intelligence from the data streams. 

5. Customizable mining rule maps which will grow as per the intelligence it gath-
ers using machine learning techniques or algorithms. 

6. Real-time in memory analysis and reporting. 
7. Predictive data analysis and auto-alert management and monitoring. 
8. Real-time data score cards and visually interactive dashboards available on PC 

and mobile platforms. 
9. User definable dynamic dashboards which can be built and managed by the da-

ta owners. 

4.6 Data Interface Module 

The application expects to input data streaming from any vertical or application do-
main for doing real-time analytics and reporting. The layer is designed to do the func-
tion of hooking up the data input streams coming from these various sources. As the 
need here is to do analysis of in-motion data before it is persisted anywhere, makes it 
important to have adaptable data connector instances to be created to link with each 
data source as separate stream. The SIL system layer will allow creating multiple data 
connector instances as per the requirement of the end-user.  

4.7 Analytics Module  

This forms the core part of the system and focus on the analytic part of the proposed 
architecture. As the speed at which the streaming data has to be sliced, diced and in-
crementally mined to produce real-time insights, mandates scalable architecture, pro-
visioning independent instances of the core analytic components to be able to take the 
data input stream from each of the source interface layer connections.  The analytic 
engine will support both real-time and stored data analysis post-transaction.  One of 
the vital features of this component will be to deliver on-the-fly real-time analysis of  
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the data making use of the power of in-memory computing where the data gets ana-
lyzed even before it is stored on the disk. Fig.4. shows low level architectural layout 
for handling bigdata. 

 

Fig. 3. Low Level Big Data Analytical Engine Architecture 

4.8 Data Visualization Module  

This is the reporting layer where various data visualization tools and Dashboards are 
provided. The real-time analytical intelligence derived will be presented in meaning-
ful alerts, tickers, score cards, charts, etc here. There can be data feeds coming from 
the Analytical Engine to external consumer systems as required. For enabling seam-
less integration with external systems, intelligent connectors or bridges will be pro-
vided which allows continuous flow of data request and data pumping as required by 
the client requirements.  

5 Conclusion 

Architecture detailed in this paper is based on actual research implementation. Cur-
rent IoT solutions have several weak spots that does not fully qualify them to be the 
IoT solution for the future. Either their deployment complexity, or lack of reliability 
due to vivid, easy to capitalize security loop holes makes them less attractive to its 
consumers. Proposed architecture will expect no changes to the way devices interact 
today. Devices could continue to use the same protocols to communicate without the 
need to embed any additional software. Such complexities can be either handled by 
intermediate intelligent devices or by the middleware itself. Security mechanisms are 
proposed at various levels. Device level security was achieved through actual imple-
mentation of techniques like Physically Unclonable functions (PUF). Queue level 
security (topic based authentication) was achieved in queues like MQTT, ActiveMQ 
etc. Intelligent gateways developed could ensure security of communication channels 
and also in offloading a lot of tasks from the middleware reducing the overall traffic. 
Event mesh creation and management could be easily handled through the develop-
ment of the new programming language MATCHES without the developer worrying 
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too much about the overall performance and in achieving concurrency. It could con-
currently process data streams ensuring the full utilization of all available cores in a 
machine. All in one Big Data processing framework could integrate various data 
processing engines under one roof, managed by the framework itself, thereby encap-
sulating the complexities of the same from the user. Proposed model in this paper not 
only could nullify a lot of serious shortfalls that the current IoT solutions carry with 
them, but also ensure that the solution can be easily deployed. 
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Abstract. In this paper design of the Linear Quadratic Regulator (LQR) for 
Quarter car semi active suspension system has been done. Current automobile 
suspension systems use passive components only by utilizing spring and damp-
ing coefficient with fixed rates. The vehicle suspension systems are typically 
rated by its ability to provide good road handling and improve passenger com-
fort.  In order to improve comfort and ride quality of a vehicle, four parameters 
are needed to be acknowledged. Those four parameters are sprung mass accele-
ration, sprung mass displacement, unsprung displacement and suspension def-
lection. This paper uses a new approach in designing the suspension system 
which is semi-active suspension. Here, the hydraulic damper is replaced by a 
magneto-rheological damper and a controller is developed for controlling the 
damping force of the suspension system. The semi-active suspension with con-
troller reduces the sprung mass acceleration and displacement hence improving 
the passengers comfort. 

Keywords: Linear Quadratic Regulator (LQR), Bryson’s Rule of Tuning, Quar-
ter car semi active suspension system. 

1 Introduction 

A vehicle suspension system performs two major tasks. It should isolate the vehicle 
body from external road disturbances for the sake of passenger comfort and control 
the vehicle body attitude and maintain a firm contact between the road and the tyre to 
provide guidance along the track. A Basic automobile suspension that is known as a 
passive suspension system consists of an energy storing element normally a spring 
and an energy dissipating element normally a shock absorber [10]. 

The main weakness of the passive suspension is that it is unable to improve both 
ride comfort and safety factor simultaneously. There is always a trade-off between 
vehicle ride comfort and safety factor [2, 5, 9]. To improve the ride comfort, the safe-
ty factor must be sacrificed, and vice versa. One way to overcome such a problem, the 
car suspension system must be controlled. 
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Thus to design and analyze the car suspension system controller, high fidelity ma-
thematical model for capturing the realistic dynamic of a car suspension system is 
necessary [7, 8]. 

In this paper, a semi-active suspension system is proposed [1, 7]. The semi-active 
suspension system is developed based on the passive suspension system. A variable 
MR Damper is installed parallel with the passive suspension. This MR Damper is 
controlled by LQR controller. 

2 Quarter Car Semi Active Suspension System Modelling 

The mathematical modelling of a two degree of freedom quarter car body for a semi-
active suspension system is being carried out by using basic laws of mechanics. 

Modelling of suspension system has been taking into account the following  
observations. 

• The suspension system modelled here is considered two degree of freedom 
system and assumed to be a linear or approximately linear system for a quar-
ter cars.  

• Some minor forces (including backlash in vehicle body and movement, flex 
in the various linkages, joints and gear system,) are neglected for reducing 
the complexity of the system because effect of these forces is minimal due to 
low intensity. Hence these left out for the system model. 

• Tyre material has damping property as well as stiffness. 
 
 

 

Fig. 1. Quarter car semi active suspension model 
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Fig. 2. Free body Diagram 

From Figure 2, we have the following equations, 

    0 

                             (1) 
                         (2) 

Where, 

Ms = mass of the wheel /unsprung mass (kg) 
Mu = mass of the car body/sprung mass (kg) 
r = road disturbance/road profile 
Zr = wheel displacement (m) 
Zs = car body displacement (m) 
Ks = stiffness of car body spring (N/m) 
Kt = stiffness of tire (N/m) 
Cs = damper (Ns/m)  

After choosing State variables as, 
 

 
 

 
 

Where, 

 =Suspension Deflection  =Tyre Deflection 

=Car body Velocity 
=Wheel Velocity 

From equation (1), we have 
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From equation (2), we have 

 

Disturbance caused by road roughness, 

 

Therefore, 
 
 

 

 

 

State space equation can be written as form, 

 
 

=

0 0 1 10 0 0 1/ 0 / // / / / +

001/1/ U +

0100 W     (3) 

Where, 

A=

0 0 1 10 0 0 1/ 0 / // / / /    

B=

001/1/        Bw=

0100  

  

   C=  

1 0 0 00 1 0 00 0 1 00 0 0 1    , 0 0 0 0  

Table 1. Parameters used in system simulation 

S.N. Parameter Symbol Quatities 
1 Mass  of vehicle body Ms 504.5kg 
2 Mass of the tyre and suspention Mu 62kg 

3 Coefficient of suspension spring Ks 13100N/m 

4 Coefficient of tyre material Kt 252000 
N/m 

5 Damping coefficient of the 
dampers 

Cs 400 
N-s/m 
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The parameter values are taken from [7] and are listed in Table 1. 

3 LQR Controller Design 

Consider a state variable feedback regulator for the system given as 

 

K is the state feedback gain matrix. 
The optimization procedure consists of determining the control input U, which mi-

nimizes the performance index J. J represents the controller input limitation as well as 
the performance characteristic requirement. The optimal controller of given system is 
defined as controller design which minimizes the following performance index. 12  

The matrix gain K is represented by: 

 

The matrix P must satisfy the reduced-matrix equation given as 0 

Then the feedback regulator U 

 

 

Fig.3 shows the block diagram using LQR controller, 
 

        x1, x2, x3, x4 

        Control output
  

 
 
 
 
 
 
 
 
 

Fig. 3. A schematic Diagram for LQR controller Design 

The LQR controller has a function to adjust the damping coefficient of the variable 
shock absorber in order to keep the car body always stable. Adjustable process is 
based on the characteristic of the road surface. 

Road profile 

(Step input) 
Quarter car semi active 

suspensionsystem 

 

Linear Quadratic  

Regulator 
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3.1 Bryson’s Rule for Tuning 

The selection of Q and R determines the optimality in the optimal control law [3]. The 
choice of these matrices depends only on the designer. Generally, preferred method 
for determining the values for these matrices is the method of trial and error in simu-
lation. As a rule of thumb, Q and R matrices are chosen to be diagonal. In general, for 
a small input, a large R matrix is needed. For a state to be small in magnitude, the 
corresponding diagonal element should be large. Another correlation between the 
matrices and output is that, for a fixed Q matrix, a decrease in R matrix’s values will 
decrease the transition time and the overshoot but this action will increase the rise 
time and the steady state error. In the other condition, where R is kept fixed but Q 
decreases, the transition time and overshoot will increase, in contrast to this effect the 
rise time and steady state error will decrease. 

Here LQR control strategy is used for controller. Then the weighing matrices Q 
and R have to be determined. When not knowing Q and R values, a rule of thumb, 
Bryson’s rule, may be give them values according to following equations [3,4]. 1

 1
 

The maximum value of state is found by simulating with no input. R can initially 
set to 1 and then tuned by finding maximum input when a controller is included in the 
simulation. 

Using this method matrices Q and R are obtained as follows: 
 0.000865 0 0 00 1.8114 0 00 0 0.011  31 00 0 0 65.03  , 

 1  
However, by simulating with the gain obtained from this, results shows little im-

provement in damping. These weigh matrices are not so optimal; to get better result 
we tune Q and R manually, and found that a dramatically different Q and R gave far 
better result. 

After tuning finally we choose Q and R values are as following: 
 0.000865 0 0 00 1.8114 0 00 0 0.01131 00 0 0 65.03     

    0.000009  
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4 Simulation Results 

 
Fig. 4. Time response of vehicle body position 

 
Fig. 5. Time response of vehicle suspension Deflection 

 

Fig. 6. Time response of vehicle wheel deflection 

 
Fig. 7. Time response of vehicle wheel position 
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5 Conclusion 

Implementation of Linear Quadratic Regulator control strategy in linear system of 
semi active suspension for a half car model is studied successfully. The designed 
matrix for feedback gain is also presented. The crucial step is to vary the value of 
matrix Q and matrix R. It is because there is effect at the transients output if matrix Q 
too large and there also effect at the usage of control action if matrix R is too large. 

Finally comparison between semi-active and passive suspension system is pre-
sented and their dynamic characteristics are also compared. It has been observed that 
performances is improved in reference with the performance criteria like settling time 
and Peak overshoot for body acceleration, wheel deflection, wheel position, suspen-
sion deflection and body position. This performance improvement in turn will in-
crease the passenger comfort level and ensure the stability of vehicle. 
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Abstract. Advances in embedded system design, has led to development of 
autonomous systems in cruise control where real-time scheduling and control 
aspects have to be integrated. A synchronization of scheduling and control 
aspects requires  consideration of task temporal attributes and control dynamics.  
In this paper an algorithm has been developed and simulated in Matlab with 
TORSCHE1 toolbox that enables a system designer to explore control 
strategies, timing aspects during real-time scheduling, various interactions 
between control, scheduling and real-time constraints. P, PI control strategies 
have been used and simulation runs monitor the real-time performance. A GUI 
with real-time scheduling and control dynamics display, facilitates a fast 
prototyping design. To validate the algorithm for autonomous cruise system, 
different real-time scenarios are considered for speed and safe distance. 

Keywords: Autonomous cruise control prototype, Safety critical, Real-time 
scheduling, Cruise speed, Safe distance.  

1 Introduction 

Modern automotives integrate a wide variety of sensors and actuators with embedded 
systems and run in highly dynamic environments, adapting their behavior at runtime 
(in response to frequent changes in their environment). There exists a shift in 
automotives from human controlled to self directed and represent safety critical real-
time systems. In such systems an integrated scheduling and control aspects have to be 
studied to ensure safe functionality. Autonomous Cruise Control (ACC) system is one 
such system deployed in modern automotives for providing assistance to the driver.   

ACC maintains constant velocity, safe distance with respect to the other vehicles 
and road conditions and hence becomes a Driver Assistance System (DAS) [7]. Based 
on the information from the sensor, controller sends the command signals to the 
throttle to either regulate the vehicle speed to a given set value or maintain a safe 
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distance with leading vehicle along with sending the status information to the driver 
(Fig. 1) [8]. 

A synchronization of scheduling and control aspects (P/PI)  requires  consideration 
of complex timing requirements of both task temporal attributes and control dynamics 
[9]. To highlight various aspects of cruise system over a cruise distance range of 50m, 
four strategies have been formulated, taking  cognizance of the presence of lead 
vehicle and its variations in speed.  A real-time scheduling algorithm for such a 
system has been designed and implemented in Matlab. A GUI has been developed for  
monitoring the cruise system and its real-time scheduling over one complete 
hyperperiod. It displays the physical parameters of ACC like cruise speed, current 
speed of host vehicle and lead vehicle and the distance between them.  

  

Fig. 1. Autonomous Cruise Control system 

Rest of the paper is organised as follows, literature review and backround study of  
cruise system, its control, scheduling and their integration aspects are discussed in 
Section 2. The description of system model, its implementation with simulation 
environment is explained in Section 3. Results and discussions are presented in 
Section 4. Section 5 deals with conclusion and future scope of the work. 

2 Some Aspects of ACC–Literature Review and Background 
Study 

The first cruise prototype was developed in early nineties [1] with the purpose of 
keeping the velocity of the vehicle at a constant level and providing driver assistance. 
Further technology created an additional capability of maintaining safe distance 
between vehicles in the same lane [2]. It controls the accelerator and vehicle brakes to 
maintain desired time gap from the lead vehicle and is widely designated as 
Autonomous/Adaptive Cruise Control (ACC) system. Real-time scheduling ensures 
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that deadlines are met so that cruise speed and safe distance are guaranteed to prevent 
collisions in such a safety critical framework.   

The control aspects of this system consist of input data collection, processing and 
actuation. Physical input data is received by different sensors and the control 
algorithm can include P/PI/PD/PID control [3]. Different scheduling strategies of 
kernel for periodic scheduling of safety critical real-time systems include static table 
driven scheduling, cyclic scheduling and priority driven preemptive approach. Server 
based approach with a constant bandwidth is proposed for serving aperiodic tasks [4].  
Dynamic planning based approach given in [5] explains the feasibility of scheduling 
aperiodic task with previously guaranteed tasks. The response latency between 
reading sensor values and actuation, jitter are issues which have lead to research in the 
co-design of scheduling and control system [6]. The time attributes of the cruise 
control [10] with precedence constraints forms the basis for the implementation of the 
algorithm for ACC. The critical functioning of the cruise system is based on real-time 
scheduling of control and actuating tasks which have been deemed to be critical tasks 
[11], [12]. 

3 Design and Development of Control and Scheduling 
Algorithm (Co_SA) 

The schematic representation of the system is presented in Fig.2, where the Controller 
implements the Co_SA to maintain cruise speed and safe distance in host vehicle with 
and without the lead vehicle. The real-time constraints of system are activation 
periods, response time, precedence constraints, input output delays and jitter. To 
avoid the deterioration of control performance due to jitter, and to meet safety 
compliance, flexibility is introduced by the kernel in the activation time of the control 
task.  A control task is instantiated every time after receiving input from the sensor 
tasks. The scheduling algorithm implemented in the controller ensures all critical 
tasks for control and actuation are executed without missed deadlines and P/PI 
strategies are employed. A cruise control system model [12] has been considered for 
the control aspect of the system.  

On activating the Cruise On switch, with the current speed above 40m/s, controller 
sets the current speed as the desired speed. Vehicle speed sensor continuously senses 
the current speed of the vehicle and feeds it as input to the controller for every 3time 
units. Range find sensor is employed to sense the speed of front vehicle and to 
maintain a safe distance between the vehicles. In the processor, control algorithm 
compares the current speed with the desired speed set by the driver and produces 
corresponding actuating signal. A synchronization of scheduling of the cruise tasks in 
the real-time kernel with the control thread is implemented with the global clock. On 
pressing the Acc or Dcc switch, controller changes from cruise mode to normal mode 
and accelerates or decelerates at a rate of 2 m/s2. Assumption is made such that the 
response latency between input and output signals at every mode is considered. 
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Simulation has been carried out under different operating modes  
 

i) Normal Mode: Host vehicle acceleration and deceleration  
ii) Cruise Mode: Maintaining desired set speed of driver in the absence of lead 

vehicle. 
iii) Safe distance mode: Maintaining longitudinal safe distance with respect to lead 

vehicle. 
iv) Lead vehicle mode: Varying speed with respect to the speed of lead vehicle 
 
The Co_SA, integrating control and scheduling aspects has been formulated, simulated 
to evaluate the performance under different modes for a cruise range of 50m. For the 
initial distance of 10m, system is made to run under normal mode with acceleration 
and deceleration switches being enabled. After reaching a minimum speed of 40m/s, 
cruise mode can be initialized to maintain a constant speed, and the controller executes 
the cruise tasks maintaining precedence constraints with P/PI control.  
 

 

Fig. 2. Schematic representation – ACC 

A flow chart of the formulated approach is shown in Fig. 3. The variable D 
represents the instantaneous cruise distance and is initialized to 0, similarly current 
speed is initialized to 0 m/s. Global clock provides synchronization between control 
dynamics and real-time scheduling. 

In onboard ACC of this system Co_SA has been implemented in Matlab using 
Time Optimisation Resource and SCHEduling (TORSCHE) toolbox. Table 1 gives 
the task set of ACC which includes sensor tasks, control tasks and actuating tasks. 
The control task and actuating tasks are critical tasks and are precedence constrained 
with sensing tasks. 

Matlab GUI indicates the working of ACC and is shown in Fig. 4, where the Driver 
Assistance System (DAS) represents the cruise system to maintain constant speed and 
safe distance. Control switches initiate the cruise mode and display includes current 
speed and desired speed of vehicle along with safe distance maintained with the lead 
vehicle. The GUI provides visualization of real-time scheduling and the steady state 
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response of the control algorithms. An offline analysis and simulation for the cruise 
control model has been done in Matlab. This operation simulates the controller and 
system behavior in the execution window of controller task. 

The velocity of the lead vehicle is assumed to start at an initial value of 60 m/s. 
The initial global longitudinal positions of lead vehicle and host vehicle are assumed 
to be 130m and 0 m, respectively. This means that the host vehicle is initially out of 
range sensor. 

In this section, four scenarios based on the speed of the lead vehicle and host 
vehicle are described. 

 
Mode 0: Normal mode. System made to run under normal mode for an initial distance 
of 10 m with acceleration and deceleration switches being enabled. On pressing the 
corresponding Acc and Dcc switches, system accelerates or decelerates at a constant 
rate of 2 m/s2.  
Mode 1: Cruise mode. With no lead vehicle in front of the host vehicle within the 
sensor range, host vehicle is under the velocity control mode or the conventional 
cruise control mode. On reaching a desired speed if cruise switch is pressed the 
vehicle maintains a same speed.  
Mode 2: Safe distance mode. With the detection of lead vehicle in the safe distance 
range sensor notifies the host vehicle and reduces its speed until the distance is 
maintained.    
Mode 3: Lead vehicle mode. With a slow moving lead vehicle, host vehicle starts to 
decrease its velocity in order to maintain desired spacing between the vehicles.  

 
Fig. 3. Flow cart of integrated Control and Scheduling Algorithm (Co_SA) 
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Table 1. Task set – ACC 

SI.No Tasks Ci (time 
units) 

T i (time 
units) 

1. Monitoring the Speed  τNC1  3 15 
2. Monitoring acceleration   τ NC2  2 10 
3. Monitoring the CCS clutch  τ NC3  2 10 
4. Monitoring the brakes   τ NC4  3 15 
5. Monitoring proximity sensor τ NC5 2 15 
6. Computing the control values  τ C6  10 55 
7. Actuating the throttle valves  τ C7  5 30 
8. Updating the parameters in   τ NC8 10 15 

 
 

 

Fig. 4. GUI - Cruise system with scheduling and control 

4 Results and Discussion 

The speed with respect to distance graph is given in Fig.5, where the normal mode is 
represented for an initial distance of 10m with acceleration switch being enabled 
where the speed increases and reaches 52m/s at 0.19 time units. With cruise switch 
being activated, system transfers to cruise mode from 10m for a distance of 15m 
maintaining a constant speed of 52m/s. At 0.5 time units where the safe distance is 
assumed to be violated, system changes to Safe distance mode to retain 50m of 
distance between the lead vehicle by reducing its speed to 27m/s and continues till 
1.48 time units. From the distance of 40 m host vehicle speed, varies based on the 
speed of lead vehicle till 1.66 time units. 
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Simulation results of different operational modes with scheduling and control have 
been given in Fig. 6. P/PI control has been implemented for the control task during the 
window of operation for specified speed and time attributes in cruise and safe distance 
mode. Simulation runs of the control task (12-27 time units), in cruise speed and safe 
distance have been implemented with P/PI control and the zoomed out time interval of 
the control task is shown in Fig.6. In mode1 speed control (52m/s) is achieved by P/PI 
control with rise time as 0.15 and 0.05 time units respectively. In mode 2 with host 
vehicle speed (52m/s) and lead vehicle speed (40 m/s), safe distance is maintained with 
the response latency of 0.13 time units.  P/PI control in mode 3 increases the speed of 
host vehicle to 40 m/s with rise time of 0.15,0.05 due to increase in the speed of lead 
vehicle by 20m/s without violating the safe distance condition. 
 
 
 

 
Fig. 5. Different modes in cruise range  

 

Fig. 6. P/PI control – operational modes 

Mode 0 Mode 1 Mode 2 Mode 3
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5 Conclusion 

An algorithm has been developed and simulated in Matlab for an autonomous cruise 
control system. The complex timing requirements of temporal attributes and control 
performance which involve synchronization of scheduling and control aspects with 
P/PI strategies have been implemented. A Matlab GUI provides visualization of the 
system with physical parameters and the speed profile of the ACC under different 
modes. Other aspects of autonomous vehicle systems can be studied and integrated 
using this system. Simulation of more realistic implementation of online scheduling 
and controlling can be done using advanced Matlab Real-Time toolbox. Practical 
problems associated with timing variations due to real-time scheduling and control 
can be studied.  
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Abstract. The existing work in cryptography had just way of sharing keys 
between senders and receivers which was made through signature storage 
provided for the user’s public key. But increasing number of users was giving a 
great challenge for using such certificate storage and key distribution is on the 
other hand a difficult job. Identity Based Encryption (IBE) has been proposed to 
overcome traditional risk which had again created the time consuming 
environment due to its one-to-one communication phenomenon as personal 
information only a way to use the keys. This problem had been solved by 
Attribute Based Encryption (ABE) through single mediator by providing 
multicast communication. This concept was based on Key-Policy ABE (KP-
ABE) as well as could not provide the revocation phenomenon for keys. So this 
paper aims to increase the level of encryption using MAMM (Multiple 
Authority Multiple Mediators) with the use of CP-ABE (Cipher Policy ABE) 
instead of KP-ABE that will give two level decryption by hierarchical 
mediators’ tree as well as user’s specific keys with forward access level and 
will provide flexibility in data transfer service.  

Keywords: Attributes set, Cipher-text policy, Encryption, Multi-Authority, 
Mediator. 

1 Introduction 

Data privacy is the most important feature in today’s computer world. In traditional 
system, data security had done through encryption and decryption through just 
certificates that binds user’s keys. This had minimized by Shamir [1] who proposed 
new concept of Identity Based Encryption (IBE) that had used the user’s own 
information (example: email id). It has limitedly used for one-to-one communication 
which has overcame by Fuzzy IBE[3] so called as an Attribute based encryption 
(ABE), that could encrypts the document for all the users having specific set of 
attributes. When the numbers of users were huge, use of multi-authority had a 
challenging job for doing such work. This had made possible by using Cipher-policy 
based encryption technique of cryptography for Multi-Authority environment. 
                                                           
* Corresponding author. 
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This has an additional structure called as “Revocation” which basically integrates 
the user’s abolition for using the services with level of access that maintains the 
higher level of data privacy in encryption. Example: As the access level is in 
ascending order from student to admin. The level of access is more for admin and 
reduces to student. If the user is student using the services and leaves the service and 
again added as staff say then revocation makes possibility to change the assess policy. 
This means that an access policy is dynamic every time depending on type of user. 
IBE scheme was proposed first to eliminate the certificate storage and then Attribute 
Base Encryption proposed new security technology that motivates to survey on best 
encryption techniques for leveled data privacy using cipher text policy (CP-ABE). 
Such cipher-texts can be decrypted by anyone with a set of attributes that fits the 
policy. This work gives details about using services through strong encryption level 
using multiple mediators with CP-ABE. Further Section 2 consists literature survey 
followed by research methodology in Section 3 and Section 4 consists implementation 
details then conclusion.  

2 Literature Survey 

2.1 Fuzzy Identity Based Encryption  

Shamir [1] proposed a new concept initially called as an Identity Based Encryption 
(IBE) an exciting alternative to public-key encryption as it eliminates the need for a 
Public Key Infrastructure (PKI) for which the practical implementation was done in 
2001 but it have some limitations which didn’t make fully satisfactory work in 
Encryption of message as it is only limited for one to one communication to provide 
error tolerance property, new approach is proposed by Sahani and Waters [3] in 2005 
called Fuzzy Identity Based Encryption (FIBE) to provide the multicast 
communication. In fuzzy IBE [3][4] identity of a user is given as a set of attributes. 
The name “Attributes” given such that number of attributes for each user are located 
so as to maintain the access level. It had given an idea that how an IBE system 
encrypts data in multiple hierarchical-identities in a in forward secure manner, e.g. 
{company, branches, departments etc.}. It has shown that how their techniques are 
useful to prevent collision attacks in attribute-based encryption. Fuzzy IBE was based 
on the set of attributes based on group of bilinear group for the pairing of elements 
called as a bilinear map [10]. For such scheme a fantastic option was proposed by V. 
Miller [5] in 1985 through the use of elliptic curves which had an arithmetic structure 
as well as it is better to fit for solving the problems of traditional system such as 
Diffie-Hellman or EIGamal. Use of pairings used was good idea that solved the 
discrete algorithm difficulties and rules out the simpler bilinear map for cryptosystem. 
Bilinear map has been created using two groups say G1 and G2.The group G1 is 
selected that contains points on elliptic curves over function Fq. The order of G1 was 
taken as prime l. When l=q, there exist an adaptive pairing that sends G1 to the 
additive group G2 = (Fq, +). This pairing have key parameter called as security 
parameter. When this r (security parameter) was small, the pairing was computed 
efficiently [6]. Problem occurred when the value became large [3][7]. Two pairings 
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types are defined on elliptic curves that are Weil pairing and Tate pairing. Since at 
some value of r Weil pairing was unable to reach the optimum value, Tate pairing was 
used that provided an optimum solution as well has had less cost. Frey, Muller and 
Ruck[8][9][10] proposed to use it as a replacement for the Weil pairing. Hence the 
construction of pairing is done as bi-linear map on elliptic curve to select a set of 
attributes. The preliminaries regarding to the security parameter used on elliptic curve 
for proper pairing as bi-linear map, the multicast communication is possibly carried 
out through the set of attributes for users hence as variant to the Fuzzy IBE further 
leads to more advanced Attribute based IBE. For the set of attributes for user, an 
authority was required in any ways to make the management between the attributes 
for single authority attributes or multi authority attributes depending on the data. 
Single authority attributes can be easily managed between the users and providers 
[14][15] but the single authority had some problems such as inefficiency, non 
scalability and non applicability which were the open problems proposed by M. 
Pirretti [16], by Shucheng Yu [17], by V.Goyal[18] respectively. The most 
challenging and interesting job was to manage the security for multi-authority 
attributes as there were many applications which requires multiple authorities. 
Designing a multi-Authority ABE scheme was an interesting open problem first 
proposed by Sahani and Waters in [4] and later solved by Melissa Chase [13] in 2007. 

2.2 Multi-Authority ABE 

The focus had made on multi-authority which was having its own procedure to follow 
the tasks and then combining the results. It allowed any number of attribute 
authorities to be corrupted, and guarantee the security of encryption as long as the 
required attributes could not be obtained exclusively from those authorities and the 
trusted authority remains honest. But this work again had some problems regarding 
the collision. The Sahani and Water [4] had prevented the collusion within authorities, 
so different keys obtained from any one authority could not combine. For example 
suppose cipher-text is given which requires attributes from authority 1 and authority 
2. If Alice has all the appropriate attributes from authority 1 and Bob has all the 
appropriate attributes from authority 2, they still should not be able to combine their 
keys and decrypt. But in multi authority based concept, secrets were necessarily 
divided between multiple authorities and this had carried out between authorities 
independently. Here for these purpose two main techniques were used: The first was, 
every user have a kind of a global identifier (GID) such that: (1) no user can argue on 
another user’s identifier, and (2) all authorities have rights to verify a user’s identifier 
that creates their own public as well as private key. Thus, the GID could be SSN 
which is randomly generated.  Example given in [13] shows why it is required to have 
such a credentials: In the first, Bob requests keys for authority 1 and Alice requests 
keys for authority 2. In the second Bob requests attribute set A1 from authority 1 and 
attribute set A2 from authority 2. The global identifier (GID) [13] allowed authorities 
to distinguish between such cases in order to prevent collision. 

Each authority acts as pseudorandom function (PRF) which it was used to 
randomize the secret keys it has given out. A PRF was proving the guaranty that, on 
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the one hand, the secret keys for each user were derived deterministically, but, at the 
same time they appeared completely random. When a user requested a secret key, the 
authority computed the PRF on the user’s GID and then used the result as the secret in 
Sahani and Water’s key generation. This idea was worthwhile that broken up the 
secret throughout multiple authorities based on the user’s GID, such that each 
authority have its own such that each authority was doing its own work independently 
as only the GID is provided. The use of PRFs mean that each user’s secret keys are 
independent of any other user’s keys and collusion is impossible [13]. This was again 
done through more complex access structure in order to decrypt the cipher-text. 
Multi-Authority Attribute Based Encryption was worked out along with the access 
structure using PRF with independent GID.  

2.3 Key Revocation 

Boneh and Franklin [3] was first suggested simple “Revocation” concept for IBE in 
random oracle [21] told about expiration date for keys for maintaining the access 
control. Another approach towards revocation in CP-ABE was proxy re-encryption 
technique that made use of the proxy servers [17].The proxy servers could be 
dishonest or could be compromised and hence the scheme was not very secure. In 
2011, with the aim of providing encryption based access control in social networks 
the authors in [22] proposed the concept of proxy re-keying for minimizing the trust 
on proxy servers to enable efficient revocation. These approaches were limited to 
revoking a predefined number of attributes also providing the limitation of existing 
approaches for revocation in ABE includes inefficiency [3][16], non scalability [17], 
unreliability and non-applicability to CP-ABE. Furthermore in 2012 Riddhi Mankad 
et al [25] were combined the multi-authority scheme with revocation concept where 
she implemented the combinations of authority and mediator with final combination 
proposed was MASM [25] (Multi-authority Single Mediator) which eliminated the 
problem about revocation of previous scheme. 

3 Our Approach 

Proposed approach has been implemented using figure 1 and generated results as 
shown in figure 2 using run-time data from server database. The existing system has 
been providing facility for static data environment but Multi-Mediator scheme has 
used dynamic data environment and using 256 encryption techniques for key 
generation. The proposed system is giving better results than previous system in speed 
as well as time. Similarly, Like encryption use of multiple mediators is nice idea 
useful at the time of decryption as well such that user required to perform dual 
decryption to access its final data. On the other hand, use of access policy and 
different mediators based on type of users is strong idea for increasing level of 
privacy for user that requires more encryption modes for creating highly secure data. 
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Fig. 1. Flowchart for Multiple Mediator Scheme 

 
• Global Setup {GPk,GSk}: Trusted authority (TA) carried outs this step using users 

credential to generate global public key GPk  and global secrete key GSk where 
GSk is only known to TA. 

setup={g,α, β , r, H } ,  where parameter  0<α<10, 0<β<10 , 0<r20  
GSk=g α, where g parameter is generated using Global identifier thts is unique id 
and α, β , r be randomly generated. 

• Authority Setup {PKj, SKj}: This setup is made to generate attribute level keys. 
Authority i take GPk and attribute set j according to type of user and generates 
public key and secret key say PKj and SKj respectively. 

• User-key setup {K0}: User requests a unique global identifier GID from TA that 
was calculated by MD5 hashing algorithm using user’s credentials. TA uses this 
GID GSk to generate K0 component.  

 
r=H (GID) 

                                                      Ski={r, K0, T}                                                 (1) 
 

• Attribute Key Generation: An authority checks for j attributes, user type along with 
GID, GPk and SKj and generates attribute level keys using SKj. To provide 
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different level of decryption this key is divided into user key Ukj and mediator key 
Mkj. These keys generated using Advanced encryption Standard(AES)algorithm 
and are user specific depending on type of user so the data encrypted using these 
keys is decrypted only if it satisfies these key policies. 

DH spec =getL() 
DH spec=getP() 

     Key=(p, l, g ,H(K0)) 

 K0-Encryption {C1}: Message M is initially encrypted using K0 on requesting to 
authority. It also used policy say T based on CP-ABE scheme.                                                   

                                                  C1={M,K0}                                                     (2) 
                                                    Lockin =C1 

• PKj-Encryption {C2}: Cipher-text C1 again encrypted using PKj on requesting from 
authority and gives cipher-text say C2.  

                                                   C2 ={C1,PKj}                                                   (3) 

• Partial Decryption{C’1}: Decryption is made initially by requesting user level key 
Ukj from authority where user send it to mediator. Mediator will use its own Mkj 
and appends it to users key {Ukj+Mkj} and functions for cipher-text C2. This 
operation performs partial decryption and gives C’1. 

if(Policy T) 
                                            {Key = {Ukj + Mkj}                                         (4) 

If(valid Key) 
                                                {C’1= {C2,key}}                                          (5) 

• K0-Decryption: Finally user requests global parameter K0 to TA to generate final 
message M or original data.    

                                                   M={C’1, K0=g( + )/r}                                           (6) 

3.1 Comparison Results  

  

Fig. 2. Decryption speed and Key Generation speed 
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Table 1. Camparison Table for Performance Measure 

Measuring terms Current Scheme Multiple mediator 
Scheme 

Average Time for attribute key 
generation for byte of data  

260.0ms 221.7143ms 

Number of Bytes Decrypted/ms 80.1359 bytes/ms 86.7314 bytes 

Average encryption Time(T) based 
on graphs 

(Te)ms [(Te)-10]ms 

Policy Level(P)   [P]attributes [P+2]attributes 
Bytes Decryption(D)  (D)bytes/ms [(D)+30]bytes/ms 
Key generation Speed  moderate speed high speed service 
   
   

4 Conclusion  

Existing techniques and their implementation about ABE scheme gives an idea that 
there are still limitations in the area. This paper shows results for Multiple Authority 
with multiple mediators using Cipher policy scheme in which even one media-tor gets 
compromised the service will still in working using higher level mediator access. So 
these approaches showing a more scope in encryption techniques under the distributed 
environment which provides a brief knowledge about future work in the same to 
enhance and improve the performance  specifically in the area of cloud computing. 
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Abstract. In round robin scheduling algorithm, the scheduler preempts a 
process when time slice (δ) expires and picks up the next processes in the ready 
queue for execution. A potential problem that we observed with the traditional 
round robin scheduling algorithm is: when the time slice increases, both the 
average waiting time and the turnaround time are also increasing instead of 
decreasing.  This paper proposes a remedy for the observed problem which 
works as follows calculate the mean burst time (m) of all the processes in the 
ready queue.  Then insert m at its appropriate position in the sorted ready 
queue.  With this the ready queue is divided into two parts: the first part 
contains the burst times, b1, b2,...bi-1, which are smaller than m and the second 
part contains burst times bi+1,bi+2....bn+1, which are greater than or equal to m. 
now pickup the process p1 with burst time b1 from the sorted ready queue, 
assign it to CPU and execute it for one time slice (δ).  Next pickup the process 
pi+1 with burst time bi+1 from the sorted ready queue and execute it for another 
δ. This process is repeated until all the jobs in the ready queue complete their 
execution. Then average waiting time and average turnaround time of all the 
processes in the ready queue are computed. When the proposed method is 
applied, it observed that even if the time slice increases, both the average 
waiting time and the turnaround time are found to be also decreasing. 

Keywords: Time sharing systems, Round Robin algorithm, Mean Interleaved 
Round Robin Algorithm, MDRR, Preemptive Scheduling. 

1 Introduction 

The purpose of a CPU scheduling algorithm is to execute more than one process at a 
time and transmit multiple flows of control simultaneously.  CPU scheduling is the 
process of determining which program should be allocated to CPU and how long. 
CPU scheduling forms the basis for multi programmed operating systems. The multi 
programmed operating systems maximize CPU utilization by way of having some 
processes executing at all times. When one process needs to wait the CPU scheduler 
selects another process from the ready queue for execution on the CPU. Thus CPU 
will not be allowed to sit idle. That is how CPU utilization is maximized with the 



466 R.N.D.S.S Kiran, Ch.S. Rao, and M.S. Rao 

 

multi programming technique. In this way, every time a process has to wait another 
process takes over use of the CPU. This pattern repeats until all the processes are 
finish their execution.  

1.1 Type of Scheduling Algorithms 

Scheduling algorithms of two major types: (1) preemptive scheduling algorithms, (2) 
non preemptive scheduling algorithms, a preemptive priority scheduling algorithm 
preempts a low priority job and allocates CPU to a higher priority job when the higher 
priority job enters while the lower priority job is executing. A non preemptive 
scheduling algorithm continues the execution of currently running process to its 
completion without preemting it. 

1.1.1 Preemptive Scheduling Algorithms 
A scheduling decision intervenes while a process is executing. Thus, preemptive 
scheduling may force a process in execution to release the CPU, so that the execution 
of another process can be undertaken. The following are the algorithms which use 
preemptive scheduling: 

a) Round Robin (RR) scheduling algorithm  
b) Priority scheduling algorithm 

 
a) Round Robin (RR) Scheduling: The Round Robin algorithm is designed for time 
sharing systems. The primary objectives of Round Robin algorithm are interactive 
use, good response time and sharing of the resource equitable among processes. It is 
similar to FCFS but pre-emption is added to switch between processes. The processes 
are allocated a small unit of time, known as time quantum in rotation until the 
completion of all processes. 

b) Priority Scheduling: In priority scheduling each process in the system is assign a 
priority level and the scheduler always chooses the highest priority process. 

 
1.1.2 Non Preemptive Scheduling Algorithms 
In this type of scheduling, a scheduled process always completes before another 
scheduling decision is made. Therefore, finishing order of the processes is also same 
as their scheduling order. The scheduling algorithms which use non preemptive 
scheduling are: 

a) First Come First Served (FCFS) Scheduling algorithm 
b) Shortest Job Next (SJN) Scheduling algorithm 

 
a) First Come First Severed (FCFS): Is the most popular non preemptive 
scheduling algorithm which schedules the processes in such a way   that the processes 
which request right of CPU are allocated first.  

 
b) Shortest Job Next (SJN): In SJN scheduling whenever a new job is to be 
admitted, the shortest of the arrived jobs is selected and given the CPU time. 
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1.2 Scheduling Criteria 

Scheduling Criteria [1] are used to determine which algorithm to use in a particular 
situation.  Many criteria have been suggested for comparing CPU Scheduling 
algorithms.   An algorithm is judged to be the best based on the characteristics that are 
used for comparison.  The criteria include the following: 

CPU Utilization: Refers to a computer's usage of processing resources, or the amount 
of work handled by a CPU.  In single tasking environment the processors utilization is 
low, in multi tasking and time sharing systems the CPU utilization must be high. 

Throughput: Throughput was conceived to evaluate the productivity of computer 
processors. This was generally calculated in terms of jobs or tasks per second and 
millions of instructions per second. 

Turnaround Time: The interval time from the submission of a process to the time of 
completion is the turnaround time. Turnaround time is the sum of the periods spent 
waiting to get into memory, waiting in the ready queue, executing on the CPU, and 
doing I/O. 

Waiting Time: CPU scheduling algorithm affects only the amount of time that a 
process spends waiting in the ready queue. So, waiting time is the sum of the periods 
spent waiting in the ready queue. 

Response Time:  Response time is measure of the time from the submission of a 
request until the first response is produced.  Thus, response time is the time it takes to 
start responding, not the time it takes to output the response. 

1.3 Real Time Systems 

Real time systems are intended to respond to events that occur in real time.  Real time 
system is defined as a system in which the time slice defined to compute and respond 
to user inputs is so small that it controls the environment.  Real time systems are used 
when there are strict time requirements on the operation of a processor or the flow of 
events. The real time system can be used as a control device in a dedicated 
application. Real time operating system has pre defined, pre determined time 
constraints otherwise the system will fail. 

1.4 Time Sharing Systems 

Time sharing systems provide a uniform way of execution for process in the system 
by means of defining a small time slice there by allow many users to share the CPU 
simultaneously. The time sharing system provides the direct access to a large number 
of users where CPU time is divided among all the users on scheduled basis. The 
operating system allocates a slice of time to each user. When this time is expired, it 
passes control to the next user on the system. The time allowed is extremely small and 
the users are given the impression that they each have their own CPU and they are the 
sole owner of the CPU. 
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2 Literature Survey 

The rest of the paper is divided into the following sections: Literature Survey 
(Section2), Proposed Method (Section3), Results and Discussion (Section4) and 
Conclusions. 

2.1 Round Robin Scheduling Algorithm [1] 

Round Robin architecture is a preemptive version of first come first served scheduling 
algorithm.  The processes are arranged in the ready queue in first come first served 
manner and the processor executes the process from the ready queue based on time 
slice. If the time slice ends and the process are still executing on the processor the 
scheduler will forcibly pre-empt the executing process and keeps it at the end of the 
ready queue then the scheduler will allocate the processor to the next process in the 
ready queue. The preempted process will make its way to the beginning of the ready 
queue and will be executed by the processor from the point of interruption. 

2.2 Optimizing CPU Scheduling for Real Time Applications Using Mean 
Difference Round Robin Scheduling [4] 

This section discusses the methodology adapted to develop MDRR Algorithm. The 
proposed algorithm calculates the mean burst time of all the processes in the ready 
queue. Next, it finds out the difference between a process burst times and the 
calculated mean burst time. This step is repeated for all the processes in the ready 
queue. Then, the proposed algorithm find out the process having the largest difference 
value and assigns it to CPU, and execute it for one time slice. Once the time slice of 
the process expires, the next process with the largest difference value is picked up 
from the ready queue and executed for one time slice. The process is repeated for all 
the processes in the ready queue. 

2.3 An Optimized Round Robin Scheduling Algorithm  
for CPU Scheduling [3] 

The proposed algorithm will be executed in three phases which are given as follows: 
 

Phase 1: Allocate every process to CPU, a single time by applying RR scheduling 
with a initial time quantum (say k units). 

Phase 2: After completing first cycle perform the following steps: 

a) Double the initial time quantum (2k units).  
b) Select the shortest process from the waiting queue and assign to CPU.  
c) After that we have to select the next shortest process for execution by      

excluding the already executed one in this phase.  

Phase3: For the complete execution of all the processes we have to repeat phase 1 and 
2 cycle. 
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3 Proposed Method 

In this paper we propose a novel CPU scheduling method called “Mean Interleaved 
Round Robin (MIRR) algorithm”, which is a remedy for a potential problem that we 
observed in the conventional Round Robin scheduling algorithm. The working of the 
proposed method is described in section 3.1. 

3.1 Pseudo Code of MIRR Algorithm 

Input: Queue of Processes, Burst Times, Time Slice, Context Switch Time. 

Output: Average waiting time for all the Processes, Average Turnaround time for all 
the processes. 

Method: 

Step 1: calculate the mean burst time (m) of all the processes in the ready queue. 

Step 2: sort the burst times of all the processes in the ready queue in ascending 
order. 

Step 3: Then insert m at its appropriate position in the sorted ready queue.  With 
this the ready queue is divided into two parts: the first part contains the burst times, 
b1,b2,...bi-1, which are smaller than m and the second part contains burst times 
bi+1,bi+2....bn+1, which are greater than or equal to m. 

Step 4: Now pickup the process p1 with burst time b1 form the sorted ready queue, 
assign it to CPU and execute it for one time slice (δ). 

Step 5: Next pickup the process pi+1 with burst time bi+1 from the sorted ready 
queue and execute it for another δ. 

Step 6: Repeat step 4 for process p2 with burst time b2 in the sorted ready queue. 

Step 7: Perform step 5 for   pi+2 process with burst time bi+2 in the ready queue. 

Step 8: Repeat step 4 to step 7 until all the processes in the ready queue are 
exhausted. 

Step 9: Compute average waiting time of all the processes in the ready queue using 
the formula  

 Average Waiting Time (WT) = ∑ Wi / N, where Wi   is the waiting time of ith 
process   in the ready queue and N is the total number of processes in the queue. 

Step 10: Compute average turnaround time of all the processes in the ready queue 
using the formula.  

 Average Turnaround Time (TAT) = ∑ Ti / N, where Ti   is the waiting time of ith 
process in the ready queue and N is the total number of processes in the queue. 

Step 11: Stop. 
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4 Results and Discussion 

In this section we discuss the results produced by our proposed algorithm, the 
standard Round Robin algorithm with the help of the following example:  

 
Example: Consider a system with four processes with names p1,p2,p3,p4, assumed to 
have arrived at time 0,1,2 and p4 enters after 12 msec into ready queue with the 
length of CPU bust time given in milliseconds as 24,26,14,18 respectively, time 
quantum(δ) is taken as 8,10,12,14 milliseconds, and context switch time is 0.2 
milliseconds.  

Table 1. Processes with their burst times and arrival times given in milliseconds 

Name of the process Burst Time  (msec) Arrival Time (msec) 
P1 24 0 
P2 26 1 
P3 14 2 
P4 18 12 

 
 

Average waiting time (AWT) can be computed using the formula given below:  
 

AWT = ∑ Wi /N .               (1) 
 
Where Wi is the sum of waiting time of all the processes and N is the total number 

of processes. 
Average Turnaround Time (ATT) can be computed using the formula given below: 
 

ATT = ∑ Ti / N .      (2) 
 
Where Ti is the Turnaround Time of all the processes and N is the total number of 

processes. 
The following table shows the comparative study of the performance of the 

standard Round Robin and the proposed Scheduling Algorithm. 

Table 2. Comparison of the performance of the standard Round Robin and the proposed Mean 
Interleaved Round Robin Scheduling Algorithm 

COMPARISON 
Time Quantum

8 msec 
Time Quantum 

10 msec 
Time Quantum 

12 msec 
Time Quantum 

14 msec 

RR AVG WT 47.25 49.25 49.75 42.75 
MIRR AVG WT 41.25 41.75 37.25 32.75 
RR AVG TAT 69.25 69.75 70.25 63.25 

MIRR AVG TAT 61.75 62.25 58.25 53.25 
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The below graphs shown the comparative study of the performance of the standard 
Round Robin and the proposed scheduling Algorithm. In the following graph x-axis 
represents time slice and y-axis represents average waiting time and average 
turnaround time. 
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Fig. 1. Comparison of average waiting time 
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Fig. 2. Comparison of average turnaround time 

 
The computed best case time complexity of both RR, MIRR algorithms is o (n) and 

the worst case time complexity of both RR, MIRR algorithms is o (n2). 

5 Conclusions 

In this paper, a novel CPU scheduling algorithm namely Mean Interleaved Round 
Robin (MIRR) has been discussed. MIRR algorithm resolves the observed problem 
associated with conventional round robin algorithm. The proposed algorithm is found 
to have produced optimized results when compared with other scheduling algorithms 
like RR.  In our future work we will further improve the MIRR algorithm so that it 
will be effectively applied to embedded systems for improving their performance. 
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Abstract. Automated recognizing a speaker from the speech signals is the 
foremost application in forensics. Speaker recognition system involves two 
phases namely feature extraction and a classifier system. Features extracted 
from the speech signals are fed to an already trained classifier system that 
identifies the speaker. Major challenge occurs when the database is periodically 
updated which necessitates retaining the classifier with new set of exemplars 
includes the old and new datasets. As training the neural network is 
computationally intensive, Back Propagation system is not ideal for speaker 
recognition system (updation). Hence it necessitates an efficient speaker 
recognition system that doesn’t forget the old database but adjusts to the new 
set of data. In this paper an Adaptive Resonance Theory (ART) based speaker 
recognition system is proposed that is capable of functioning well even in the 
case of periodic updation. 

Keywords: Feature extraction, Classification, DWT, S transform, ART. 

1 Introduction 

Speaker recognition system is used to identify a speaker whose voice in the database 
best matches with the input speech signal. In recent years computer aided speaker 
recognition systems are most commonly used in forensics department to determine 
the identity of the antisocial elements, access control, transaction authentication and 
speech data management.  Feature extraction and classification are the two main 
phases of a speaker recognition system. Feature extraction technique basically 
involves transforming the original speech signal into uncorrelated co-efficient using 
an appropriate non-stationary signal analysis tool and statistical parameters to 
characterize the features. The proposed classifier accepts the features and determines 
the identity of the speaker. Conventionally Back Propagation Network (BPN) and 
Probabilistic Neural Networks (PNN) are used as classifiers. These classifiers are best 
suited for static database in which the speaker is effectively identified from the key 
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signal features. On the other hand in the case of dynamically growing database, these 
networks forget the previously trained dataset or rigorous retraining is required before 
classifying the speaker. Hence dynamically growing database requires a classifier that 
retains the previous dataset and updates the growing database. In this paper, Adaptive 
Resonance Theory (ART) is used for classifier design as it has plasticity-elasticity 
stabilization.  

This paper is organized as follows; Section 2 gives the overview of the related 
works. The proposed methodology is described in section 3. In section 4, the results 
and discussions of the proposed work is dealt. Section 5 deals with the conclusion and 
future work. 

2 Overview of Related Works 

Considerable research is extensively carried out in the area of computer aided speaker 
recognition. Preethi (2012) developed a speech recognition system using DWT and 
BPN for isolated spoken words. The following are the steps involved in her approach; 
Normalization of the input signal, decomposition of the input using Daubechies 8 
wavelet, obtain cross correlation between the input and the template in the database, 
output the best match. It has also been proved that 90 % efficiency can be obtained 
using this hybrid approach [2]. Li et al (2012) proposed a novel automatic speaker age 
and gender identification approach. They have proposed seven different methods for 
acoustic and prosodic level information fusion for achieving good performance in 
classification process. They also proved that pitch, spectral harmonic energy and 
formant are the most effective features for identification of the emotional state of the 
speaker [3]. Saundade and Kurle (2013) proposed a text independent speaker 
recognition system in which Mel frequency cepstrum coefficients (MFCC) is used to 
process the input signal and for speaker identification, vector quantization is used. 
MFCC is computed from the continuous speech signals upon undergoing the 
following steps frame blocking, windowing, Fast Fourier transform, Mel frequency 
wrapping [4]. Srinivasan (2011) proposed a new speech recognition technique using 
the classifier Hidden Markov model (HMM). For analyzing the input speech signal a 
powerful interface named as wave surfer is used and the parameters namely 
Spectrogram, Pitch and Power panes are considered. The claims that the proposed 
technique works efficiently even in noisy environment [5]. Moisa (2010) proposed a 
speaker recognition method for authentication purpose of an Industrial robot. Mel 
ceptral analysis is made to identify  the authenticated speaker. Also the authors 
considered the speech parameters namely zero crossing rate (ZCR), energy, 
autocorrelation, average, magnitude difference function. Speech or silence detection 
algorithm is also implemented based on the energy and ZCR values. Since the 
proposed work is for isolated words, the resources used for recognition is very less 
[6]. Anand et al  (2012) describes a text independent voice recognition system for 
security systems. A Graphical User Interface (GUI) is also developed. The authors  
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used MFCC for feature extraction and vector quantization for feature matching. The 
proposed algorithm provides a minimum error rate by achieving 96% best match. 
Khoury et al  (2013) developed  an open source speaker recognition toolbox called 
SPEAR. For classification and modeling, the authors used Gaussian Mixture Models, 
inter-session variability, joint factor analysis and total variability. MFCC and LFCC 
features were included in the Spear tool box. Singh (2014) evaluated the performance 
of MFCC by applying K means clustering in two different experiments. Direct 
matching with the speech features was done in the first experiment. In the second 
method, a vector quantization codebook was created to match the speech features. 
Minimum Euclidean distance was the measure used in both the experiments for 
speaker recognition. Vaishnavi et al (2014) identified an efficient speaker recognition 
system by comparing the results obtained in two different techniques. In the first 
technique, features namely entropy and first three formant frequencies were extracted 
from wavelet decomposition and cascaded feed forward back propagation neural 
network was used for classification.  The second technique used MFCC feature and 
support vector machine (SVM) as classifier. They also proved that the wavelet 
transform based techniques gave better result than the other techniques. 

However in all these cases, the classifiers required computationally intensive 
retraining which increases the computational time. Hence it necessitates an efficient 
speaker recognition system that automatically updates its database with every search. 

3 Proposed Methodology 

Artificial Neural Networks (ANNs) are trained either using supervised learning or 
unsupervised learning. Adaptive Resonance Theory (ART) networks use supervised 
learning where the exemplars with inputs and output are used for training the 
network. They are capable of self organizing in real time environment and they can 
able to perform a stable recognition even by getting different input patterns beyond 
those stored already. As ART 1 is suited for Binary classification/prediction, ART 2 is 
used in this paper for speaker identification [9][10]. The automated speaker 
recognition system involves the following steps: Speech signal acquisition, Feature 
extraction and Classification. A research database has been created with 10 speech 
signals each of 10 different speakers. Features were extracted using the statistical 
moments on the approximation and detailed coefficients of the decomposed speech 
signals using Discrete Wavelet Transform with Discrete Meyer wavelet. In addition to 
these features statistical moments on the stock well coefficients are also determined. 
Adaptive Resonance Theory (ART) is chosen as the classifier. Choice of ART is 
justified due to its plasticity Elasticity feature. It means that ART not only adjusts 
itself to the new data set but also remembers the old data set. The proposed classifier 
is trained with three different data sets (DWT features, Stockwell features, DWT and 
Stockwell features). Among the exemplars different datasets are used for training and 
testing the network.  Performance of the proposed technique is measured in terms of 
sensitivity. 
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Fig. 1. Block Diagram of the Proposed Work 

 

Case 1: Feature extraction using S transform features 

Stockwell transform provides the localized time frequency components in contrast to 
frequency averaged or time averaged amplitude. These features are aggregated using 
statistical features namely Mean, Standard Deviation, Kurtosis and Skewness for real 
and imaginary parts were extracted. These statistical features describe the overall inform 
of the co-efficients and the distribution of these co-efficients. These features are given to 
an ART network for classification. From the classifier output the sensitivity is 
calculated. A sample of one speech signal from all 10 speakers with its corresponding 
extracted features using S transform is listed in Table 1.  

Case 2: Feature extraction using DWT features 

Using DWT, the speech signal gets decomposed to approximation coefficients and 
detailed coefficients. Discrete Meyer (dmey) wavelet is used for decomposition as it has 
been already found that dmey transform provides features with higher inter-class 
variance and lesser intra-class variance [11]. In addition to the statistical features 
(namely mean, skewness, kurtosis), energy, entropy, ZCR, second order and third order 
moment were extracted from both approximation and detailed coefficients. Hence a 
total of  16 features were given to an ART network for speaker classification. Table 2 
shows a sample of one speech signal corresponding to each speaker and its features. 

Case 3: Feature extraction using DWT and S transform features 

Eight features extracted from S transform and 16 features extracted from DWT were 
combined together. As a total, 24 features were given to an ART network for 
classification i.e. the values from table 1 and 2 were concatenated to form the input data 
set of an ART network. In all the above cases, performance of the proposed work is 
evaluated using Sensitivity [12]. 

Sensitivity (%) = TP / (TP + FN)                    (1) 
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Where TP is true positive i.e. identifying speaker 1as speaker 1 and so on.  FN is 
false negative i.e. identifying speaker 1 as some other speaker and so on. Sensitivity 
based on DWT, S transform and DWT&S transform is listed in table 3.  

4 Results and Discussions 

Feature extraction and classification are performed on all the three different cases, 
over the signals stored in the database. The actual and the desired output of ART for 
the selected set of features in all the first two cases are shown in Tables 1-2. In Table 
1, the actual and the desired output for the speakers 1, 4, 5, 6 and 9 are same. This 
shows that the proposed technique using DWT features identifies 5 speakers correctly 
out of 10 speakers. Using S transform features, speakers 1, 2, 5 and 8 were identified 
correctly as shown in Table 2. By combining the DWT and S transform features, the 
speakers 1, 4, 5 and 6 were correctly identified. Sensitivity of the proposed techniques 
for all the cases is listed in Table 3. From the Table 3, it is clear that for case 2 i.e. 
using DWT features, the sensitivity is high for maximum number of speakers, 
whereas for the other two cases, the sensitivity is comparatively less. However 
sensitivity of the DWT based features should also be increased further by choosing 
highly appropriate features. The graph showing comparison on the sensitivity of all 
the three cases is shown in Figure 2. 

Table 1. Sample database of the features Extracted using DWT 
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Table 2. Sample database of the features Extracted using S Transform 

 
 

Table 3. Sensitivity of the proposed technique    

 
 

 

Fig. 2. Comparative Study of the proposed technique using ART 
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5 Conclusion and Future Direction 

An efficient classifier has to be identified for an accurate speaker identification 
system that involves dynamic updation. The various feature extraction techniques 
namely, S transform, DWT and S transform / DWT were considered. The extracted 
features from all the above mentioned techniques are given as inputs to an ART 
network for classification. The performance of the proposed work is evaluated using 
sensitivity. A comparative study is also made on the sensitivity obtained using all the 
techniques. 
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Abstract. Recently Panduranga et al. suggested an image encryption algorithm 
based on permutation-substitution architecture using chaotic map and Latin 
square. According to the proposal, the pixels of plain-image are firstly 
scrambled according to permutation vector, extracted from chaotic sequence, in 
permutation phase. In substitution phase, the permuted image is substituted by 
XOR operation with key image generated from a keyed Latin square. The 
algorithm has the ability to adapt and encrypt any plain-image with unequal 
width and height. Moreover, it also exhibits the features of high entropy, low 
pixels correlation, large key space, high key sensitivity, etc. However, a careful 
analysis of Panduranga et al. algorithm unveils few security flaws which make 
it susceptible to cryptographic attack. In this paper, we analyze its security and 
proposed a chosen plaintext-attack to break the algorithm completely. It is 
shown that the plain-image can be successfully recovered without knowing the 
secret key. The simulation of proposed attack demonstrates that Panduranga  
et al. algorithm is not at all secure for practical encryption of sensitive digital 
images. 

Keywords: Image encryption, Latin square, chaotic map, permutation, 
substitution, cryptanalysis. 

1 Introduction 

Cryptanalysis is the science of breaching cryptographic security systems with an aim 
to recover plaintext without an access to the secret key. Successful cryptanalysis may 
recover the plaintext or the secret key. It is needed to find weaknesses in the security 
system that eventually may leads to the previous results [1, 2]. Cryptanalysis is co-
evolved together with cryptography, and the contest can be traced through the history 
of cryptography. The new security systems being designed to replace old broken 
designs and new cryptanalytic techniques are invented to crack the improved security 
systems. In practice, both the cryptanalysis and cryptography are two equally 
significant sides of same coin. In order to create secure and cryptographically strong 
systems, it is aimed and recommended to design against possible cryptanalysis [2-4]. 
An attempted cryptanalysis is called an attack. An encryption algorithm is said to be 
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insecure if it is vulnerable to any of the classical and other type of cryptographic 
attacks. The ultimate objective of an attacker is to find a way to recover secret key or 
plaintext in lesser time or storage than the brute-force attack [5]. The four classical 
attacks in cryptanalysis [1], in context to image encryption, are the following: 

 

(i) Ciphertext-only attack: the attacker only has access to some ciphertext images 
that can be utilized to recover the plaintext image. 

(ii) Known-plaintext attack: the attacker can obtain some plaintext images and the 
corresponding ciphertext images. 

(iii) Chosen-plaintext attack: the attacker can have temporary access to encryption 
machine and choose some specially designed plaintext images to produce 
corresponding ciphertext images, and  

(iv) Chosen-ciphertext attack:  the attacker can have temporary access to the 
decryption machine and choose some specially designed ciphertext images to 
obtain the corresponding plaintext images.  

 

In past two decades, an exponential number of image encryption algorithms have 
been suggested by the researchers with an aim to provide sufficient security to 
images. However, the careful security examinations of some, seemingly complex and 
secure, image encryption algorithms discover that they are insecure and 
cryptographically weak. Their inherent inevitable flaws make them prone to even 
classical attacks and they can be easily breakable with simple statistical methods. As a 
result, many image encryption algorithms have been successfully broken by 
cryptanalysts under various design-specific attacks [6-14]. Recently, Panduranga et 
al. [15] proposed an image encryption algorithm based on permutation-substitution 
architecture. The authors utilized chaotic sequence to derive permutation vector to 
shuffle pixels in permutation phase and keyed Latin square to mask the pixels in 
substitution phase. The algorithm has great encryption strength with flat histograms, 
high information entropy, low pixels correlations, high key sensitivity, etc. However, 
the security investigation exposes the inherent defect of plain-image independency on 
the generation of permutation vector during first phase and key image through Latin 
square on second phase of algorithm. As a result, the algorithm fails to resist the 
proposed chosen-plaintext attack which completely breaks the algorithm. 

The organization of rest of this paper is as follows: Section 2 provides Panduranga 
et al. image encryption algorithm. Section 3 analyzes and discusses the complete 
break of encryption algorithm under proposed chosen plaintext-attack. The simulation 
of cryptanalysis is also demonstrated in the same Section. The conclusions of the 
work are made in Section 4. 

2 Review of Panduranga et al. Algorithm 

The Panduranga et al. image encryption algorithm is based on the famous 
permutation-substitution architecture which is the base of most of the chaos-based 
image encryption proposals suggested in literature. The working block diagram of 
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their algorithm is depicted in Figure 1. The first phase is permutation phase meant for 
the plaintext confusion. In this phase, plain image is permuted using chaotic 
sequences generated from 1D chaotic Logistic map.  

))(()(1)x(n nxnx −××=+ 1λ    (1)

Where, x is map’s variable, x(0) is initial condition, λ is map’s parameter. The 
Logistic map exhibits chaotic dynamics for λ∈(3.5699456, 4] and x(n)∈(0, 1) for all 
n ≥ 0. The chaotic Logistic map is iterated with the provided initial values of x(0) and 
λ to get a chaotic sequence of desired length. The sequence is sorted in ascending 
order in a 1D array. Then the indexes of values of sorted array in previous chaotic 
sequence are evaluated and stored to get a permutation vector T. Index value 
represents the position of chaotic value in chaotic sequence. According to this index 
values pixels of (reshaped 1D) plain-image are shuffled to receive a permuted image. 
The second phase is substitution phase, which is meant for plaintext diffusion. In this 
phase, a Latin square is generated with a 256-bit external secret key K. A Latin square 
provides a key image of size 256×256, in which each row and column holds value 
ranging from 0 to 255 is repeated exactly once in the respective row and column. The 
final encrypted image is obtained by masking permuted image with key image 
through bitwise XOR operation.  The Panduranga et al. employed a 256-bit external 
secret key to generate initial value x(0) of chaotic map and  the key image of size 
256×256. To generate a Latin square with a 256-bit key, the authors utilized the 
algorithm presented by Wu et al. in [16]. To extract x(0) from external key, the 
following transformation is reported by authors. 

Let K = b0b1b2b3………………….b254b255 be the external 256-bit secret key. 
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=+=
255
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100
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00
i

i
i xx
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The successful decryption of encrypted image is performed by applying above 
steps in reverse order with correct secret key. The readers are advised to refer to Ref. 
[14] for a detailed explanation of algorithm under study. 

 

 

Fig. 1. Synoptic of Panduranga et al. image encryption algorithm 
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3 Cryptanalysis 

In modern cryptography, there is a fundamental principle enounced by Auguste 
Kerckhoff in 19-th century. Kerckhoff’s principle says that “A cryptographic system 
should be secure even if everything about the system, except the key, is public 
knowledge” [1, 17]. The principle entails that the attacker knows complete design and 
working of encryption algorithm except the secret key, i.e. everything about 
encryption algorithm including its implementation is public except the secret key 
which is private. In other words, the attacker has temporary access to encryption and 
decryption machinery. The sole objective of attacker is to recover the plaintext 
without knowing secret key. Recovering the plain-image is as good as knowing the 
secret key. The following inherent flaws are found in the image encryption algorithm 
under scrutiny. 

• In permutation phase, the permutation vector T is completely dependent to initial 
condition of chaotic map, which in turn depend on the external secret key, and 
has nothing to do with the pending plain-image. As a result, same permutation 
vector is generated every time when encrypting distinct plain-images. 

• In substitution phase, the permuted image is substituted with the key image 
generated from keyed Latin square. The key image solely depends on 256-bit 
external secret key used to generate it. Neither the substitution of permuted 
image nor the generation of key image depends on pending plain-image. 
Consequently, the same key image is generated by algorithm when encrypting 
distinct plain-images. 

 

We, as cryptanalysts, exploit the above analytical information to execute the 
proposed chosen plaintext attack. The complete cryptanalysis of Pandurange et al. 
encryption algorithm with proposed attack is described as follows: 

Let P be the plain-image which is to be recovered from its received encrypted 
image C. The successful execution of proposed attack needs specially designed plain-
images Z and P1 of same size as C.  
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Algorithm #1: CPA-attack( ) 

Input  :  Images Z, P1 and received encrypted image C 
Output :  Recovered image P 

begin 
K = GetSubKey(Z)  

D = Exclusive-OR(C, K) 

T = GetPermSeq(Z, P1) 

D = Reshape(D, 1, MN) 

for i = 1 to MN 

            P(i) = D(ti)  

end 

P = Reshape(P, M, N) 

end 
 

Algorithm #2: GetSubKey( ) 

Input  :  Chosen zero image Z 
Output :  Key image K used for substitution 

begin 

   K = Encrypt(Z) 

end 
 

Algorithm #3: GetPermSeq( ) 

Input  :  Chosen image Z and P1 

Output :  Permutation sequence T = {t1, t2, t3, …, tMN} 

begin 

 K = GetSubKey(Z) 

for n = 1 to 




 ×

255
NM  

     C1 = Encrypt(P1) 

     D1 = Exclusive-OR(C1, K) 

     D1 = Reshape(D1, 1, MN) 

     for j = 1 to 255 

               i = 255×(n – 1) + j 

               ti = Find-index(D1, j) 

    end 

    P1 = Rotate-right(P1, 255) 

end 

end 
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Where method Encrypt(x) encrypts the input plain-image x according to (i.e. 
implementation of) Panduranga et al. algorithm, Exclusive-OR(x, y) performs bitwise 
exclusive-OR operations on inputs x and y, Reshape(x, y, z) transforms the current 
dimension of input vector x to y × z dimension, Find-index(x, y) returns the index of 
element y in vector x and Rotate-right(x , y) rotates 1D vector x in right direction by y 
number of positions.  

A detailed description of proposed cryptanalysis on an encrypted image of size 4×4 
is provided in Table 1. The simulation results of complete cryptanalysis of 
Panduranga et al. algorithm, on a benchmark Lena image of size 256×256, are shown 
in Figure 2. Hence, the theoretical and simulation analyses highlight that the image 
encryption algorithm under study is insecure and can be cryptanalyze successfully 
with proposed chosen-plaintext attack. 

Table 1. Detailed description of attack on an image of size 4×4 
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(a) P              (b) C                      (c) K 

       
   (d) D         (e) Recovered P 

Fig. 2. Simulation of proposed chosen-plaintext attack (a) plain-image P (b) encrypted image C 
of P (c) key image K (d) permuted image D and (e) recovered image P from D through 
recovered sequence T 

4 Conclusion 

This paper proposes to break a recent image encryption algorithm based on 
permutation-substitution architecture and chaotic map proposed by Panduranga et al. 
The chaos is employed to yield permutation vector for pixels permutation. The 
algorithm uses the feature of keyed Latin square to generate key image for pixels 
substitution. The inevitable flaw of algorithm lies in the fact that the generation of 
permutation vector and key image are both solely depends on secret key and 
independent to pending plain-image. As a result, it is found that the algorithm is 
insecure and susceptible to proposed attack. We have shown that plain-image can be 
recovered with chosen-plaintext attack without having any knowledge of secret key. 
This work demonstrates cryptanalysis and finds that the Panduranga et al. encryption 
algorithm is completely insecure and doesn’t suitable for the protection of sensitive 
digital images. 
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Abstract. In this paper, a variant of windowed Huffman coding with limited 
distinct symbols is proposed. Symbols most recently processed are stored in a 
window where the number of distinct symbols cannot exceed a specified 
threshold. But, if the number of distinct symbols exceeds a specified threshold, 
least recently used symbol is removed from the window instead of oldest 
symbol of the window. Then, another variant of the method is proposed where 
instead of single window two windows are used. The most recently processed 
symbols are kept in a small primary window buffer. A comparatively large 
secondary window buffer is used to store more past processed symbols. The 
first proposed technique significantly improves the compression rates of most 
of the file type. The compression rates of the second proposed technique are not 
so poor than its counter parts.  

Keywords: Data compression, Huffman tree, Windowed Huffman coding, 
compression ratio. 

1 Introduction 

In first pass of two pass Huffman coding [4] the probabilities of symbols are 
calculated, Huffman tree is constructed and symbol codes are obtained.  In the second 
pass, symbol codes are assigned to symbols. But, the limitations of this coding and its 
variants [3,4,6,7,8] are the scanning the symbols twice and frequency table 
transmission with compressed data. One pass dynamic Huffman coding [5,10,11] 
eliminates these problem by constructing Huffman tree using probabilities of symbols 
already encoded and no transmission of  frequency table is required. The algorithm 
calculates the frequency of symbols of the entire encoded data. But, the probabilities 
of symbols may change in different segment of the source data during encoding. To 
solve these problem Residual Huffman algorithm [10] and Windowed Huffman 
coding [2] are introduced. Windowed Huffman coding removes the past encoded 
symbols by using a fixed-size window buffer that keeps only recently encoded 
symbols.  It restricts the number of symbols to be used to construct Huffman tree. 
But, the height of the Huffman tree depends on the number of distinct symbols , not 
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on total number of symbols. Again, the algorithm maintains fixed size window buffer. 
The efficiency of the algorithm depends on the window buffer size. But, it is difficults 
to find a proper window size for all files. Because, the proper the window size is file 
content dependent. Adaptive version of the algorithm sets window size by using 
different policies. But, the available policies are unable to find the optimal window 
size during encoding. To overcome the above limitations of Windowed Huffman 
algorithm, two new variants are introduced known as Windowed Huffman algorithm 
with limited distinct symbols (WHDS) [1] and Windowed Huffman algorithm with 
more than one window (WHMW) [1]. This WHDS algorithm also keeps a window. It 
restricts the number of distinct symbols within the window buffer. But, total number 
of symbols may change. The algorithm generates comparatively shorter code of 
symbols. The WHMW algorithm keeps two window buffers. A primary window 
contains most recently compressed symbols. The secondary window contains 
comparatively more past symbols.  In WHDS and WHMW techniques, if the number 
of distinct symbols exceeds a specified threshold, oldest symbol is removed 
repeatedly until the number of distinct symbols within the specified threshold. That is 
the technique used First In First Out (FIFO) rule to remove a symbol if the window is 
full. Now the problem is that the symbol selected by FIFO to be removed from 
window may be a highly probable symbol of occurrence.  If this symbol is removed 
from the window, there is a high chance to bring it back again into the window during 
the encoding process. To overcome such limitations, two new compression techniques 
are proposed in section 2. The results have been given in section 3 and the 
conclusions are drawn in section 4. The references are noted at end. 

2 The Proposed Compression Techniques 

To overcome the above limitations of Windowed Huffman algorithm with limited 
distinct symbols (WHDS), two new variants are proposed known as Windowed 
Huffman algorithm with limited distinct symbols and least recently used symbol 
removing (WHDSLRU) and Windowed Huffman algorithm with more than one 
window and least recently used symbol removing (WHMWLRU) discussed in section 
2.1 and 2.2 respectively.  

2.1 The Proposed WHDSLRU Technique 

The proposed technique maintains a window buffer to keep recently processed 
symbols. The window size is not restricted by the number of symbols but number of 
distinct symbols similar with WHDS technique. But, if the number of distinct 
symbols exceeds a specified threshold, least recently used symbol is removed from 
the window instead of oldest symbol of the window. That is, the proposed technique 
uses least recently uses (LRU) scheme rather than first in first out (FIFO). The 
procedure of the proposed technique is given in Fig. 1. Initially, a Huffman tree is 
constructed with a 0- node and a empty window buffer is taken.  A symbol from input 
file/stream is read as new_symbol and encoded using Huffman tree. The Huffman tree 
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is updated by inserting new_symbol. The new_symbol is inserted into the window 
buffer. Then, a checking is done in the window. If the number of distinct symbols 
exceeds the specified threshold (T), then the least recently used symbol 
(LRU_symbol) is removed from window buffer and the Huffman tree is updated by 
removing the LRU_symbol. This process is continued until end of file/stream.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The proposed WHDSLRU technique 

2.2 The Proposed WHMWLRU Technique 

In the proposed WHDSLRU technique, symbols within the window are encoded by 
Huffman code. But, symbols not in the window are encoded by ESCAPE code 
followed by 8 bit ASCII. To reduce this problem associated with WHDSLRU 
technique, a variant is proposed known as WHMWLRU where instead of a single 
window buffer, two window buffers are used. First one i.e. the primary window buffer 
keeps most recently encoded symbols similar to WHDSLRU technique. Another 
window buffer i.e. the secondary window buffer keeps comparatively more encoded 
symbols. The technique reduces the use of ESCAPE codes using this secondary 
window buffer. Symbols to be encoded found in secondary window but not in 
primary window are encoded by Huffman codes where the Huffman tree that is 
constructed by the symbols of the secondary window. Symbols not in the both 
window buffers are encoded by ESCAPE code followed by 8 bit ASCII.  But, extra 
overhead associated with this technique is to maintain two window buffers. The 
procedure of the proposed algorithm is given in Fig. 2 where specified threshold of 
primary and secondary window buffers are T1 and T2 respectively. 

 

  
Initialize the Huffman tree with a 0- node; 
Take a empty window buffer; 
  While (not end of file/stream) do  
        Read a next symbol as new_symbol  from input file/stream; 
        Encode {or decode} the read symbol using Huffman tree; 
        Update the Huffman tree by inserting new_symbol; 
        Insert the new_symbol into the window buffer; 
        If (Number of distinct symbols > T),  then 
            While (Number of distinct symbols > T) do  
               Select the least recently used symbol as LRU_symbol using  
               LRU scheme  from window buffer; 
               Remove the LRU_symbol from window buffer ; 
               Update the Huffman tree by removing the LRU_symbol; 
            End_while; 
        End_if ;  
     End_while;  

End;
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Fig. 2. The proposed WHDSLRU technique 

3 Results 

For experimental purpose, seven different types of file have been taken as input. The 
compression ratios of Huffman, Adaptive Huffman, Windowed Huffman, WHDS, 
WHMW and proposed WHDSLRU, WHMWLRU techniques are compared in Table 
3. The graphical representation of this comparison is shown in Fig. 4. The 
performances in term of compression ratio of the proposed WHDSLRU are 
significantly better for EXE, CORE, TIFF files and also well for other file types than 
other Huffman based techniques. The proposed WHMWLRU technique offers better 
performance for DOC file particularly. 

 
 
 
 

 
Take two  empty window buffers as the primary and secondary. 
Initialize the Huffman tree for primary  (H_tree1) and  secondary  
(H_tree2) window with a 0- node. 
While (not end of file/stream) do  
    Read a next symbol as new_symbol  from input file/stream and  
    encode {or decode} the same; 
    Update the first Huffman tree (H_tree1) and second Huffman tree 
    (H_tree2) by inserting new_symbol; 
    Insert new_symbol into the both primary and secondary window; 
    If (No. of distinct symbols of primary window> T1),  then 

  While (No. of distinct symbols of primary window> T1) do  
      Select the least recently used symbol as LRU_symbol using  
      LRU scheme and remove it from primary window buffer; 
      Update the H_tree1 by removing the LRU_symbol; 
  End_while; 

   End_if ; 
   If (No.of distinct symbols of secondary window> T2),  then 

  While (No. of distinct symbols of secondary window> T2) do  
      Select the least recently used symbol as LRU_symbol using 
      LRU scheme and remove it from secondary window buffer; 
      Update the H_tree2 by removing the LRU_symbol; 
   End_while; 

  End_if; 
End while;  
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Table 1. Comparison of compression ratios in different techniques 

File 
name 

Huffman Adaptive 
Huffman 

Windowed 
Huffman 

WHDS WHMW 
Proposed 

WHDSLRU 
Proposed 

WHMWLRU 

Doc 41.3 41.5 40.4 40.9 40.5 41.4 41.6 

Exe 18.2 18.9 20.1 20.4 20.2 20.5 20.2 

Hybrid 29.9 30.1 42.5 43.2 41.7 43.6 41.9 

Core 10.9 12.8 12.5 13.6 11.8 13.8 12.1 

NTSC 20.4 20.5 29.4 31.1 30.2 31.1 29.5 

Tiff 17.1 18.2 23.3 23.7 21.1 23.9 21.3 

C++ 41.1 41.6 41.6 42.5 41.8 42.8 41.7 

 
 

 

Fig. 3. The graphical representation of Comparison of compression ratios in different techniques 

4 Conclusions 

The proposed WHDSLRU and WHMWLRU techniques not only restrict the number of 
distinct symbols in the window buffer but also remove least recently used symbol from 
the window buffer if necessary and reduce the problem associated with WHDS and 
WHMW techniques. The WHDSLRU offers comparatively better compression ratio for 
most of the file types than its counter parts. The proposed WHMWLRU reduces the use 
of ESCAPE codes of WHDSLRU technique by maintaining another window buffer. 
But, this extra window buffer increases overhead. The performances of WHMWLRU 
are  not so well for most of the file types. Further investigation is required to enhance 
more the performance and to use these for compression of images also.   
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Abstract. Existing cryptographic systems use strong passwords but several 
techniques are vulnerable to rubber-hose attacks, wherein the user is forced to 
reveal the secret key. This paper specifies a defense technique against rubber-
hose attacks by taking advantage of image sequence-based theme selection, 
dependent on a user’s personal construct and active implicit learning. In this 
paper, an attempt to allow the human brain to generate the password via a 
computer task of arranging themed images through which the user learns a 
password without any conscious knowledge of the learned pattern. Although 
used in authentication, users cannot be coerced into revealing the secret key 
since the user has no direct knowledge on the choice of the learned secret. We 
also show that theme interception sequence learning tool works significantly 
well with mixed user age groups and can be used as a secondary layer of 
security where human user authentication remains a priority. 

Keywords: Rubber-Hose Attack, Implicit learning, TISL, Authentication. 

1 Introduction 

Secret key that involves a user to securely work with a system plays a major role in 
most cryptographic models. Even though these passwords can be stored securely, they 
remain vulnerable to eavesdropping, dictionary attacks, social engineering and 
shoulder surfing. Studies have shown that selecting the password is also related to 
human cognition and psychology [1]. Knowledge-based passwords may be vulnerable 
to coercion attacks. Rubber-hose cryptanalysis [2] is an easy way to defeat 
cryptography in some scenarios.  

Securing passwords is one of the most significant problems today. Long and 
difficult-to-guess passwords usually add to user-related memory and storage issues. 
Although biometric authentication could be used [3,4,5] to overcome this, post-
attacks, re-validation is not easy in biometric techniques as data is physiology-
dependent. Images allow the human ability to understand and remember pictorial 
representations better than the alpha-numeric complexes of meaningless strings. 
Although image-based authentication schemes allow users to learn strong secret 
passwords that are easily memorable [6,7,8,9], these systems are not resistant to 
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rubber-hose attacks due to recall awareness. Previous studies have discussed about 
incoercible multiparty computation and schemes of deniable encryption [10,11].  

1.1 Rubber-Hose Attacks and Existing Techniques 

Rubber-Hose attacks are a type of coercion attacks in which a user is physically 
forced by the attacker until the secret password is retrieved. Reports on the Syrian war 
shows that people were systematically tortured and killed using rubber belts [12] 
while extracting critical information.  

This paper showcases the design of an anti-rubber hose attack scheme and the 
implementation of the tool using implicit learning, centered on cognitive psychology 
[13,14,15]. The technique was based on sequential arrangement of image strips [6,7] 
and the characteristics of associative memory recall. Representing an information 
using images, specifically with comic strips, increases the attention, comprehension, 
recall and adherence ability in human subjects. This correlation between the images 
and the memory construct was used in the implementation of our technique 
[16,17,18]. Knowledge learned implicitly are not consciously accessible to or may not 
be described explicitly by the person being trained [13,14,15,19,20]. Everyday 
examples of this phenomenon include swimming, riding bicycle, playing golf, playing 
musical instruments etc. These tasks are implicitly understood although explicit 
declaration may not be straight forward.  

To overcome the problem with recall-based authentication, some recognition-based 
authentication schemes used images instead of textual passwords. Human ubiquity to 
graphical information has been better with graphical sequences than with texts and 
numbers [6, 7, 8,9]. Pictures or comic strips are also used in several fields such as 
health organizations [21], educational institutions [22], and in others [23] to enhance 
communication or to motivate learning. We used image sequences in order to take 
advantage of human ability to elicit planned emotions as a way of authenticating 
human user and user’s emotional individuality. Implicit learning plays a major role in 
designing coercion-resistant security systems [2]. In techniques like ours, a user learns 
the secret key through implicit learning that may be detected during authentication but 
may not be described explicitly by an observer or the user. As part of this anti-
coercion tool, users were initially trained to do a special task called Theme 
Interception Sequence Learning (TISL).  

1.2 TISL Threat Model and Design 

The tool was designed to be used as an alternate or secondary authentication system 
which identifies a human user, based on a pre-validated sequence of image patterns. 
The technique also allows physical presence of user to be validated at the time of 
authentication. Our tool was implemented in two phases: Training and 
Authentication. Training was done using a computer task that results in implicit 
learning of specific sequence of images which became the secret key for 
authentication. The server stores the trained pattern and used it to authenticate the 
user successfully. The attacker may not identify the same pattern unlike the user since 
the attacker is unaware of the training sequence.  
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Fig. 1. TISL training. Screenshot of training task in progress 

2 Theme Interception Based Task 

The technique proposed in this paper is referred to as Theme Interception Sequence 
Learning (TISL) task. TISL task was based on the idea of sequence learning [24]. In 
this implementation, we have used various sets of comic strip series with different 
themed sequences. Theme interception sequence learning was based on Serial 
Interception Sequence Learning (SISL) [2]. In SISL task, the users developed 
sensitivity to patterned symbol information without any conscious knowledge of the 
learned information. In TISL unlike SISL, symbol sequences were not used. In a 
TISL task, users were sensitized implicitly to the structured information by 
intercepting image sequences. An image library containing different themes was 
presented on the right side and an empty grid was presented on the left side of the 
computer screen (see Fig. 1).The task-level objective for the user was to intercept the 
object. Interception was performed by selecting images from same theme and re-
arranging onto the grid provided on the left side as per user choice. During the 20 to 
25 minute training process, a user performed several TISL tasks and the sets of the 
image library followed covertly embedded repeated themes in 75% of the trials. Each 
image in the image library represented an individual event within a set in a specific 
theme. The image library for the authentication task (see Fig. 2) contained different 
sets including both trained as well as untrained sets of comic strip images. The 
sequences for authentication from within the trained sets were chosen randomly so 
that the user would get different sets during each authentication task. Participants 
implicitly identified the themes by repeatedly performing the TISL task.  
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Fig. 2. TISL authentication. Screenshot of authentication task in progress 

3 Implementation of an Anti-Rubber-Hose Attack Tool 

The concept behind TISL task was to store a secret key ‘sequence’ in the human brain 
that could be retrieved during authentication, but may not be described verbally. It 
was possible to train users to remember a sequence that could be used as an 
alternative to password-based authentication. The image sequence themes included 
real life scenes like, going on a trip, daily routine of an office staff, preparing food, 
having dinner, playing with friends, caring pets, celebrating birthdays, festivals, 
marriage function etc. Each image inside a set represents an event that occurred in 
that theme. These events could be arranged in any order. A fixed order for these 
events was avoided. User choice was defined by the perceived personal or impersonal 
constructs as identified by the observer. Such sequence orders may be different for 
different users for the same theme and thereby allowing uniqueness in the pass 
sequence. 

The user identification system was designed in two phases: training and 
authentication. For training task, each user was presented with an image library 
consisting of several themes (see Table 1). User learned five themes from the set T = 
{T1, T2, T3, T4, T5… Tn}. Each theme contained several sets such as Ti = {Sjk} where i 
= j = 1 to n and k = 1 to m. There were five images within each set representing five 
events for every theme as Sjm = {xef }  where e = 1 to n and f = 1 to 5 .  Two sets from 
each theme were selected to form the image library. The image library for each user 
contained 10 sets. These sets were selected randomly in order to avoid multiple serial 
sequences from same theme while a user performs a training task. This helped to 
avoid repeated sequence similarities and unique passwords per user.  User’s task was 
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to arrange the five events within a set as apt order based on user’s thought construct 
and perception. This order, O(Sjk) = {xef}was saved and was different for various user 
in our tests.  

Table 1. TISL sample themes and some events within each theme 

 Theme Example events 
Going for a trip Planning, packing the luggage, getting into the bus,  

enjoying the trip, bbq camp-fire 
Having Dinner A boy playing with friends, return home, finish  

homework, have dinner, go to sleep 
Preparing food Planning the food item, getting the required  

ingredients, cleaning the ingredients, cook  food,  
serve food 

Caring pets Giving water, clean the shed, giving food , playing  
with the pet, going for a walk   

Playing with          
friends 

Forming teams, game planning, getting the required  
things to play, playing, return home 

 
Training. User learns 10 secret keys by performing the TISL task repeatedly in a 

trusted environment. The following procedure was used to train the user:  

1. ∀ Ul where U denotes the user and l = 1 to n; Choose five different themes 
from the set T. 

2. Randomly select two sets from the selected themes Ti  and form the image 
library. 

3. Display an empty grid on the left side of the screen to arrange the images. 
4. Choose any set Sjk from the library and arrange the images xef with their own 

choice within the set in the grid provided on left side of the screen.  
5. The arrangement of these events could be performed using any 

permutations. For ex. one of the possible orders of these events could be 
O(Sjk) = { xe3, xe5, xe1, xe4, xe2}. The participant should match with this order 
while performing authentication at a later time. 

6. Repeat step 4 for the remaining sets in the library then submit the training. 
Record the sequence and store as trained order. 

During training, a total of 10x5=50 images were presented to the user which took 
20-25 minutes to arrange. The system recorded the final order of the images.  

Authentication. For authentication, the trained user was presented with the TISL task 
where the image library contains sets from trained as well as untrained themes for 
comparison.  Untrained sets were chosen from the set M = {M1, M2, M3….Mn}. The 
untrained sets comprised of the themes similar as those selected for training. This 
reduces possibility of guess-based predictions for a hacker although a trained user 
would identify the sets because of having seen the images earlier during training. The 
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user validates identity by also exhibiting better performance on the trained sets than 
untrained sets. The procedure used for authentication was as follows:   

1. ∀ Ul where U denotes the user and l = 1 to n; Choose two sets from {Sjk} 
where j = 1 to n and k = 1 to m for the trained themes Ti. 

2. Randomly choose three untrained sets from the set M and form the image 
library by combining the sets selected in step1. 

3. Choose five random numbers and randomize the sets in the image library and 
present it to the user. 

4. User is required to identify the two trained sets and perform the TISL task 
for the two identified sets. 

5. The TISL task is performed by arranging the images from the selected sets in 
the order O(Sop). 

6. If the user identifies the two trained sets correctly and also if O(Sop) = = 
O(Sjk), then the system declares that the authentication succeeded otherwise 
it shows  authentication failure. 

 

Fig. 3. Authentication success rates among varied age-groups. Percentage of successful 
authentication was higher than that of failure percentage. X-axis represents age of the 
participant’s and y-axis represents the averaged percentage of authentication success. 

Age-Based User Analysis. An assessment test was conducted immediately after 
authentication task to evaluate the role of implicit learning based success among users 
and to test that authentication’s dependence on user age. The technique was 
performed by a subject group of 25 participants of age between 21 and 70 (see Fig. 3). 
The training procedure described in the previous section was used and included a total 
of 50 trials that took 20-25 minutes to complete. Participants completed the TISL 
authentication test immediately after training phase while estimating the amount of 
learning-based recall in each participant. In this immediate test, most of the 
participants successfully identified two trained sets and performed TISL task. Our 
tests suggest training and authentication was not dependent on age group of users 
since that percentage of successful authentications was higher than that of percentage 
of failed cases.  
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4 Conclusion and Future Work 

Implicit learning and user behavior were crucial to train and authenticate in this image 
theme based technique. Although extensive tests need to be done, we have shown that 
success rate for training and authentication remained similar for age ranges 21-70. 
Since the tool uses a set of cartoon images as different themes to generate the secret 
key, it may take a significant amount of time for training as well as authentication 
task. The objective of such schemes was to deter common rubber hose attacks that 
relies on explicit authentication and to serve as a secondary layer of protection in 
secure systems where human user authentication remains a priority. This scheme 
requires the physical presence of the user so remote authentication is not possible. 
Adversary may guess the sequence order since the sequence length used for 
authentication is of short strips (images per sequence =5). This may be prevented by 
increasing the sequence length and by selecting the themes that are more related to the 
user’s social cyber life. This scheme may be used by participants of any age group as 
it was implemented based on human implicit learning of events and themes in order to 
generate the secret key. The problem of forgetting the password may be overcome by 
performing the training task when required.   

This implemented technique used a special ‘task’ to learn the sequence and hence 
was titled, Theme Interception Sequence Learning (TISL). The tool needs to be 
improved via other cognitive tests such as recall assessment to study the dependency 
of implicit learning on age of the participants, the rate at which the learned secrets are 
forgotten, the frequency required to refresh the training session etc. The training task 
will be modeled by adding different levels such as high, intermediate and sparse to 
study the effectiveness of sequence length in implicit learning.  
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Abstract. A dense two-frame stereo matching technique generally uses an 
image pair as input in addition to the knowledge of disparity range. For real-
time computer vision systems, however, there is lots of information that can 
enhance stereo-correspondence, e.g. feature points. Feature correspondence is 
essential for computer vision applications that require structure and motion 
recovery. For these applications, disparity of reliable feature points can be used 
in stereo-matching to produce better disparity images. Our proposed approach 
deals with adding the feature correspondences effectively to dense two-frame 
stereo correspondence framework. The experimental results show that the 
proposed approach produces better result compared to that of the original 
algorithm RecursiveBF [1]. 

Keywords: Local stereo matching, cost aggregation, feature correspondences. 

1 Introduction 

Dense two-frame stereo-matching has been a challenging research area for the past 
few decades. It aims at producing disparity map from an image pair which is obtained 
by rectifying different views of the same scene. The disparity image represents the 
horizontal displacement of corresponding points in the rectified input images.  
According to taxonomy of stereo matching algorithm by Scharstein and Szeliski [2], 
the stereo algorithms consist of following four steps: Matching cost computation, 
Cost (support) aggregation, Disparity computation/optimization and Disparity 
refinement. 

There are generally two classes of stereo-matching algorithms: local and global 
approaches. Local approaches compute disparity of a given point based on intensity 
values of its neighbors. Global approaches represent the stereo-matching problem as 
energy minimization function and perform optimization explicitly making smoothness 
assumption. Generally, global approaches yield more accurate result, however these 
are computationally intensive and require high number of iterations to produce better 
result. Local methods are fast and more compatible for real-time applications.  
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The matching cost computation creates a cost volume where the cost values of each 
pixel are placed along disparity axis. Conceptually choosing the index along disparity 
axis where the cost value is lowest should give the disparity of a pixel (Winner Take 
All strategy). However, the matching cost functions are not appropriate enough to 
produce accurate result with only these two steps, because there can be multiple low 
cost values for ambiguous regions such as uniform regions or repetitive regions. 
Aggregating the cost over a predefined window centered at a given pixel can reduce 
the appearance of multiple minima and hence make the disparity computation much 
accurate, provided the support window must contain pixels belonging to same 
disparity.  

Among local approaches, Adaptive Weight Support, initially proposed by Yoon 
and Kweon [3], has been a better method to overcome edge flattening problem, where 
the object shape is not preserved.  The main assumptions are that the neighbor pixels 
similar to center pixel belongs to same disparity of the center pixel (frontal-parallel 
surfaces) and spatial distance contributes to disparity difference (slanted surfaces). 
The adaptive approaches ensure that pixels that are closer in color and space will 
influence the center pixel’s disparity more. Yoon and Keon adopted bilateral filter 
weights and Hosni et al. [4] used geodesic weights. Though these approaches produce 
accurate result comparable to that of global methods, computational complexity is 
quadratically proportional to support size. Because of its linear time complexity, the 
recursive implementation of bilateral filter by Yang [1] has attracted attention in the 
domain of edge preserving filters and stereo matching. 

The proposed method exploits the knowledge of some known disparity for local 
stereo matching such as feature correspondence points to make the disparity map 
more accurate. The feature correspondences are generally computed for structure and 
motion related applications. Our algorithm adds the feature correspondences to 
matching cost volume and applies edge preserving filter for cost aggregation. This 
makes sure that the feature points contribute to the disparity estimation and thereby 
provide better solution for ambiguous regions near-by. 

The rest of this paper is organized as follows: algorithm steps are explained in 
detail in section 2. In Section 3, the results of the proposed algorithm are shown. 
Section 4 concludes the paper with discussion and summary. 

 

Fig. 1. Block diagram for algorithm outline 
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2 Algorithm 

Fig. 1 shows the algorithm outline. The proposed algorithm involves the steps similar 
to the dense two-frame stereo-matching architecture [2] with an additional step of 
adding feature points. In the following section, we explain each step of the algorithm 
in detail. 

2.1 Matching Cost Computation  

The Matching cost computation uses both intensity and gradient information from the 
images. Truncated absolute difference is found to be a simple and effective measure 
for pixel comparison in stereo-correspondence, as it works robust to unknown 
radiometric distortions and light sources. 

The cost value C(p,d) is obtained by comparing pixel p of reference image IR with 
pixel p’(=p+(s*d))  of the target image IT, where s=-1 if left image is the reference 
image and s=1,otherwise. 
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Here 
x∇  is gradient along horizontal direction, α  is color weight coefficient with 

value in the interval (0, 1),  
cT  and 

gT  are truncation limit for color and gradient 

respectively. 

2.2 Feature Points Inclusion 

This step is the essence of the algorithm. The cost volume C and n feature points are 
the inputs to this step. 

 ( ) nidpf iii ≤≤= 1  ,  (2) 

In equation (2), fi vector contains pixel position p and associated disparity d 
respectively. These feature points are included to cost volume C to generate feature 
added cost volume Cf. 

As explained earlier, the general motto of cost aggregation is to provide clear 
estimate of minimum for the cost vector of each pixel. It must be taken care, if the 
inclusion of the feature points has to contribute to the disparity estimation. Applying 
edge preserving smoothening filters to each pixel slice of the cost volume as cost 
aggregation strategy can serve the purpose. Smoothening filters generally perform 
weighted aggregation of pixel values over a window, where the weights can be based 
on color similarity, spatial similarity, etc.  
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For each feature point f with disparity d, a cost volume vector Cf is generated based 
on equation. (3), 
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Where a feature point f with disparity will have cost value 0 at index d and maximum 
value (of that x-y slice) at other indices. 

 

Fig. 2. Effect of feature points in aggregation- The figure shows the effect of aggregating a cost 
values (blue color) of feature point with that of a pixel in an ambiguous region such as uniform 
region(red color). The cost vector of both pixels is subjected to cost aggregation by an 
averaging filter and the result cost vector is shown (green color).  

In order to understand the effect of feature points in cost aggregation, let us consider 
fixed window aggregation where the cost value of the center pixel will be replaced by 
the average cost value of pixels in an n x m window. Fig. 2 shows the cost volume 
vectors of a feature point, a pixel from an ambiguous region (such as a uniform region) 
and the cost vector of the ambiguous pixel after aggregation. If both pixels are at same 
disparity, disparity estimation should assign same disparity to ambiguous pixel which is 
equal to that of the feature point. However, the presence of consecutive multiple minima 
cause bad result with Winner Takes All (WTA) strategy. After averaging, the cost 
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volume vector of the feature point has clearly made the disparity estimation much easier 
for the ambiguous pixel. Evidently, this effect will be highly dependent on density of 
feature points in the support window. Further improvement of result depends upon the 
smoothening filter used. If the smoothening filter considers the spatial and color 
distance, the weights on costs vector of feature point will make sure that these costs 
affect only pixels closer in color and space. Hence the generated cost vector of a feature 
point is made independent of the aggregation method being used, and it improves the 
results by using better aggregation methods. 

2.3 Cost Aggregation 

The cost aggregation strategy that we have adopted uses Yang’s recursive bilateral 
filter [1] because of its less memory complexity and efficient computational 
complexity. Bilateral filter proposed by Tomasi and Manduchi [5] has many 
applications in fields of computer vision and computer graphics due to its edge-
preserving properties. It contains two filter kernels: a range kernel and a spatial kernel. 
These two kernels can be Gaussian functions. There are many fast implementations [6, 
7, 8, 9] for this filter. Yang proposed a recursive version concentrating on Gaussian 
range filtering kernel.  

In equation (4), a new recursive Gaussian range filtering kernel 
ikR ,
 is proposed 

which accumulates range distance between every two consecutive pixels from k to i. 
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The recursive system is modified as in equation (5), 
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The initial condition is set to
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S λ is the spatial kernel. 

2.4 Disparity Computation 

The disparity computation uses the Winner Takes All (WTA) strategy. The result 
disparity value

pd  for pixel p is obtained as following: 

 ),('argmin dpCd
Dd

p
∈

=  (7) 

Where D  refers to set of disparities allowed. 
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Fig. 3. Disparity map produced by proposed method- The first  two columns  contain the input 
and the ground truth images from Middlebury stereo test-bed [11], second column contains the 
ground truth, third column contains the disparity map results produced by proposed algorithm 
and fourth column contains error map for the result. 

  

Fig. 4. Disparity map result comparison- The first column contains the disparity map results 
produced by the previous method Recursive bilateral filtering [1]. Second, third and fourth 
columns contain the zoomed region of the feature map where the feature points are marked 
with white values, of result images of previous and the proposed method respectively. The red 
arrows in the third column show the improvements. 
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2.5 Disparity Refinement 

The raw disparity obtained may contain errors in occluded regions. Left-right 
consistency check is performed to handle occlusions. There are two disparity maps 
produced- left disparity image dL where reference image is left image and right 
disparity image dR where right image is the reference image. 

 1)0),((()( =<−− Tpdpdpd LRL
 (8) 

The pixels which fail the equation (8) are marked as “occluded pixels” and occlusion 
mask is created marking their pixel positions as white. Based on the occlusion mask, the 
“non-occluded” pixels are subjected to cost aggregation to produce better disparity map. 

3 Results and Discussions 

The stereo-matching algorithm was implemented and tested using an Intel Core i5-
3470, 3.20 GHz PC. The recursive bilateral filter implementation is available at 
author’s page [10]. The Fig. 3 shows the results for the proposed approach. From Fig. 
4, we can clearly see that the regions pointed out by red arrows have accurate 
disparity. It is evident that the feature points closer to them have contributed to better 
estimation of disparity for these pixels. The quantitative analysis also confirms the 
statement. The table (1) shows the quantitative evaluation result of our approach using 
Middlebury Stereo evaluation test-bed [11]. Since feature points usually are close to 
edges and depth discontinuities, these improve disparity result at these regions. We 
can see that our approach has improved the result of the original version of the filter 
implementation [1]. Since the feature adding module is designed such that it 
emphasizes the goal of the cost (support) aggregation, any state-of-the-art cost 
aggregation can be adopted to produce the better and reliable disparity. In order to 
prove our method performs better, we adopted bilateral filter. 

Table 1. Middlebury stereo ranking 

Alg. Avg.
Rank 

Tsukuba Venus Teddy Cones Avg. 
percent of 
bad pixels Non All Disc Non All Disc Non All Disc Non All Disc 

Proposed 59.8 1.89 2.55 7.51 0.28 0.71 2.31 6.38 12.2 14.3 2.82 8.93 7.94 5.65 

Previous 62.3 1.96 2.61 7.68 0.30 0.76 2.44 6.49 12.3 14.6 2.82 8.93 7.97 6.04 

4 Conclusion 

This work presents a novel approach for making effective use of feature 
correspondences in the local stereo-matching. The feature correspondences are 
essential whenever an application requires motion and structure recovery. The feature 
correspondences are added to two-frame dense stereo-matching framework in simple 
and efficient way to improve the disparity result, especially at regions near depth 
discontinuity. We experimented on cost aggregation using bilateral filter and 
produced better results than the original method. The design of the approach is in such 
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a way that it can be coupled with other cost aggregation methods. As future scope, we 
will focus on designing a novel cost aggregation method which makes use of the 
known reliable disparity. 
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Abstract. Multi resonant structure is one of the solutions for broadband 
characteristics in patch antennas. Thick substrate materials with low dielectric 
constant are also favourable for such characteristics. In this paper, the 
combination of E and U shaped slots on the patch antenna along with above 
mentioned substrate material properties is designed, fabricated and analysed. 
The characteristics of the designed antenna are studied with respect to the 
reports like reflection coefficient, VSWR plot, and radiation pattern.  
The proposed antenna exhibited a wide bandwidth of 4GHz. The effect of the 
material properties and the physical parameters on the broadbanding are also 
observed.   

Keywords: Broadbanding, Patch antenna, Multiresonant, EU slot. 

1 Introduction 

Patch antennas have revolutionized the field of communications by making it possible 
to accommodate antenna in a hand held device. This is possible because of the 
conformal and low profile characteristics of it. Also patch antennas have such 
advantages as low cost, light weight, easy to fabricate, compatibility with integrated 
circuits. Besides these advantages the main drawback of the patch antenna is, having 
very narrow bandwidth which confines its use to very few commercial applications.  

Consider a communication system in which has an amplifier tuned to a particular  
operating frequency is not exactly coinciding with the resonating frequency of the 
patch antenna. Because of the inherent narrow bandwidth of the patch antenna it will 
not be able to provide enough signal amplitude required for the amplifier at its 
operating frequency, there arises the need to increase the bandwidth of the patch. 
Extensive research has been carried out so far to enhance the bandwidth of the patch 
antenna and suggested various methods such as increasing patch height, reducing 
substrate permittivity, using multiple resonators etc. to widen the bandwidth of the 
patch. One of the best methods to increase the bandwidth, which has lower increment 
in antenna volume behind, is the use of a slot in various shapes in the single layer 
single patch antenna as reported by number of researchers [1-3]. 

Here we have considered a square patch in which E and U slots are carved, thus 
forming multiple resonators in the patch.  Also the substrate with lowest dielectric 
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constant (air) and maximum possible height are taken. The variation of bandwidth 
with dielectric constant and height of the substrate is observed from the plots of 
reflection co-efficient curve. Also the radiation patterns at different frequencies within 
the broadened bandwidth are also provided. 

2 Multiple Resonant Structures 

Broadband characteristics in patch antennas can be achieved by coupling additional 
microstrip patches directly to its radiating or non-radiating edges[4] - [5]. In this 
section the formation of U-slot and E-slot in the patch is explained with air substrate. 
Embedding a suitable U-shaped slot [11] in the antenna’s radiating patch is a very 
effective method for achieving a wide bandwidth for a probe-fed microstrip antenna 
with a thick air substrate. By using an E-shaped patch instead of a U-slotted patch, 
similar broadband operation can be obtained. The E-shaped patch is formed by 
inserting a pair of wide slits at the boundary of a microstrip patch. Figure 1(a) through 
Fig 1(b) shows the geometry of a broadband probe-fed rectangular microstrip antenna 
with a U-shaped and E-shaped slot. Fig.1(c) describes the probe feed technique for the 
above mentioned patch antennas. 

 

 
   (a)             (b) 

 
(c) 

 

Fig. 1. Geometry of a broadband probe-fed rectangular microstrip antenna with a) U-shaped 
slot, b) E-shaped slot and c) probe feed system 

In the U-shaped antenna [1], a narrow slit of g1 width is carved along the three 
sides of the patch. This results in an inner rectangular patch and outer U-strip patch. 
The three control parameters U1, U2 and g1 are used to extract the broadband 
characteristics from this multiresonant structure by properly tuning them over a range 
of values. In the E-shaped patch the two wide slits have the same length and width 
and are inserted at the bottom edge of the patch [1] [3]. The separation of the two 
wide slits is g2 and the two slits are placed symmetrically with respect to the patch’s 
centerline (y axis). Thus the three parameters E1,E2 and g2 are used to tune the 
antenna for improved broadband characteristics. In addition to these geometries in 
which the U-slot or the E-slot is said to be oriented symmetrically in the rectangular 
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patch and we have asymmetrically placed U and E slots. Though they do not have 
much impact on the broadband characteristics of the antenna but can bring significant 
changes to the resonant characteristics as well as its directive properties [6]- [11]. 
These asymmetrically placed slots bring changes in the current distribution on the 
surface of the patch. 

3 EU Slot Antenna 

The geometry of the EU slot patch antenna is as shown in the Fig.2(a). The 
corresponding simulated geometry in HFSS is presented in Fig.2(b). The proposed 
geometry is a combination of both the U-shaped slot and E-shape slot presented in the 
Fig.1(a)&(b). Both the slots are designed on the patch layer of the rectangular 
microstrip patch antenna of dimensions U1xU2. The E-shaped slot is carved inside 
the rectangular patch with a gap of g2 with dimensions E1 x E2. The feed point is 
selected along the y-axis on the centre arm of the inner E-shaped slot.  

 
 
 
 
 
 

 
          (a)      (b) 

Fig. 2. Representation of (a) EU slot geometry (b) Simulated EU slot with probe feed 

The antenna is designed using efficient CAD tool integrated in HFSS. The overall 
experimentation is divided into 3 cases. The Dielectric constant (εr) and the substrate 
height (subH) are varied with every case to analyse the impact of these parameters 
and compare the results. For all the cases the outer rectangular patch is chosen to have 
dimensions of 21mm x 13mm and inner E-slot has E1=16mm and E2=11mm with 
g1=g2=1mm. A considerable ground plane is created as a lower layer of the patch. 
For both the patch and the ground plane copper material is chosen. The choice of the 
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feed point plays a vital role in determining the depth of the dip in reflection 
coefficient plot as well as the efficiency and gain of the antenna. As this is not a 
regular geometry we have to perform parametric sweep with changing feed point and 
determine the feed point where we have deeper dip in S11 plot and terminal 
impedance is close to 50 ohms. This is where the efficiency of the simulation tools 
comes into the picture. HFSS has an efficient optimetrics tool integrated in it. It has 
tuning and parametric sweep options. For this work tuning option is considered. A 
discrete solution type is considered for taking the results in HFSS. Though the 
solution type is time consuming, it is considered as the accurate and free from 
solution frequency based analysis. In the following three cases the same strategy is 
adopted to find the best feed point. 

3.1 Case-1:  Low εr and Thickest Substrate 

For a very low εr air substrate is chosen. Keeping in view of the fabrication ease a 
subatrate height (subH) of 3.2mm is considered. The feed point is obtained following 
the steps  mentioned above. The fabricated prototype of the air substrate EU slot 
antenna is as shown in the Fig.3. 

 

 

Fig. 3. Fabricated EU slot antenna Prototype 

The reflection coefficient (RC) and the VSWR curves of the simulated EU slot 
are presented in the Fig 4  and Fig 5. It can be inferred from the RC plot that there 
exists a wide and continuous bandwidth between 8.7 GHz and 12.8GHz. The 
colored area in the plot represents the same. The corresponding VSWR plot is used 
to support the same.  The measured RC plot for a wide sweep of 0.5 GHz to 20 GHz 
is presented in the Fig 6. The measured results are in good agreement with the 
simulated results. 
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Fig. 4. Reflection Coefficient plot of simulated EU slot antenna with air substrate 

 

 

Fig. 5. VSWR plot of simulated EU slot antenna with air substrate 

 
 

Fig. 6. Reflection Coefficient plot of fabricated EU slot antenna with air substrate 
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3.2 Case-2:  High εr and Thin Substrate 

Arlon 320C material is chosen basing on the availability with the fabrication lab. The 
substrate is sandwiched between two copper layers and has thickness of 1.6mm with 
εr of 3.2. The prototype of the fabricated EU slot on Arlon substrate is as shown in the 
Fig.7. The corresponding RC plots of the prototype and the simulated antenna are as 
shown in the Fig. 8 and Fig.9. 

 

 

Fig. 7. Fabricated prototype of the EU slot antenna on Arlon substrate 

  

 

Fig. 8. RC of simulated EU slot antenna on Arlon substrate 
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Fig. 9. RC plot of fabricated EU slot antenna on Arlon 

From the RC plots of the fabricated and simulated antennas it can be inferred that 
the geometry shows a multi resonant characteristics which is due to the resonant 
structures namely the U-slot and E-slot shapes. Both the measured results and the 
simulated results are in good agreement with each other. 

4 Conclusion 

The EU shaped antenna is simulated and its characteristics are validated using the 
practical measurements taken on the fabricated prototype.  Both the simulated and the 
measured parameters are in good agreement. The multi resonant characteristics of  
the EU slot antenna are observed with Arlon 320C substrate where the dielectric 
constant and the substrate height are moderate. The broadbanding characteristics are 
obtained by increasing the substrate height and decreasing the εr. The same is verified 
with the case-1 in section 3. A wider and continuous bandwidth is observed when 
high subH and low εr are considered along with E and U slots on the patch surface.  
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Abstract. Speech Recognition approach intends to recognize the text from the 
speech utterance which can be more helpful to the people with hearing disabled. 
Support Vector Machine (SVM) and Hidden Markov Model (HMM) are widely 
used techniques for speech recognition system. Acoustic features namely Linear 
Predictive Coding (LPC), Linear Prediction Cepstral Coefficient (LPCC) and 
Mel Frequency Cepstral Coefficients (MFCC) are extracted. Modeling 
techniques such as SVM and HMM were used to model each individual word 
thus owing to 620 models which are trained to the system. Each isolated word 
segment from the test sentence is matched against these models for finding the 
semantic representation of the test input speech. The performance of the system 
is evaluated for the words related to computer domain and the system shows an 
accuracy of 91.46% for SVM 98.92% for HMM. From the exhaustive analysis, 
it is evident that HMM performs better than other modeling techniques such as 
SVM.  

Keywords: Acoustic Feature Extraction, Hidden Markov Model (HMM), 
Isolated word recognition, LPCC, MFCC, Support Vector Machine (SVM), 
Voice Activity Detection (VAD). 

1 Introduction 

During recent years, plenty of researchers have investigated in the field of speech 
processing because of its increasing attention in many real world applications. Many 
solutions have emerged in the past few decades to ease the day to day life of 
differently abled people [1]. The proposed work focuses on Speech Recognition (SR) 
system. It is exceedingly applicable for disabled persons. Speech disorders or hearing 
disorders are a type of communication disorder where 'normal' speech or hearing is 
disrupted. 

Proposed work aims to develop a system which has to convert spoken word into 
text using SVM and HMM modeling techniques using acoustic features namely 
LPCC and MFCC. In this work the temporal envelop through RMS energy of the 
signal is derived for segregating individual words out of the continuous speeches 
using voice activity detection method.  
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Fig. 1. Framework of the proposed system 

Features for each isolated word are extracted and those models were trained. 
During training process each isolated word is separated into 20ms overlapping 
windows for extracting 19 LPCCs and 39 MFCCs features respectively. SVM and 
HMM modeling techniques were used to model each individual utterance. It leads to 
620 models and these 620 models were trained to the system. Thus each isolated word 
segment from the test sentence is matched against these models for finding the 
semantic representation of the test input dialogue. The frame work of the proposed 
system is shown in Fig.1.  

2 Voice Activity Detection 

Voice Activity Detection Algorithms are language independent and specifically afford 
the concern information regarding where the speech signal is present ie., it identifies 
where the speech is voiced, unvoiced or sustained. These details help to deactivate the 
process during non-speech segment in a speech [2]. It makes the smooth progress of 
speech processing. Isolated words in an audio speech were exploited using the long 
pauses in a dialog which is shown in Fig. 2. The spectral and temporal envelop of a 
signal provide maximum information about the signal content. In this work the 
temporal envelop through RMS energy of the signal is derived for 
separating/segregating individual words out of the long speeches. Based on the 
threshold value the temporal environment is analyzed to find the region of words. 

Isolated words in an audio speech were exploited using the long pauses in a dialog. 
The spectral and temporal envelop of a signal provide maximum information about 
the signal content. In this work the temporal envelop through RMS energy of the 
signal is derived for separating/segregating individual words out of the long speeches.   
Based on the threshold value the temporal environment is analyzed to find the region 
of words. 
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Fig. 2. Isolated Separation 

RMS over the window of size which is shown in Eqn. 1. wlen is the length of the 
window. The optimum threshold is chosen through trial and error. In this work 0.5 is 
chosen as the threshold over the RMS energy window of 20ms. When the energy 
envelope exceeds the pre-defined threshold value then that sample is marked as the 
beginning of the segment. Likewise the adjacent sample which falls below the 
threshold is termed as the end of the segment.                                                                                (1) 

Similarly other segment in the energy environment is found by differentiating the 
threshold signal. Finally, that value is used to extract the isolated words samples from 
that original speech. 

3 Acoustic Feature Extraction 

The purpose of feature extraction is to compress the speech signal into a vector that is 
representative of the class of acoustic event it is trying to characterize.  

3.1 Linear Prediction Cepstral Coefficients 

The Cepstral coefficients are the coefficients of Fourier transform representation of 
the algorithm magnitude spectrum. In speech recognition, pitch, LPCC, MFCC are the 
important features used to extract Speech processing applications [3]. The popular 
feature extraction technique LPCC is used for extracting specific features from the 
speech signal. LPCC is a common transform used to gain information from an audio 
signal [4]. They are calculated so as to minimize the prediction error. In this work the 
most frequently used LPCC parameters are considered to determine the best feature 
set for the speech database [5]. A 19 dimensional weighted linear LPCC for each 
frame is used as a feature vector. 
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3.2 Mel Frequency Cepstral Coefficients 

MFCCs are short-term spectral features and are widely used in the area of audio and 
speech processing. The MFCCs have been applied in a range of speech recognition 
and have shown good performance compared to other features [6]. The low orders 
MFCCs contain information of the slowly changing spectral envelope while the 
higher orders MFCCs explain the fast variations of the envelope [7].  MFCC’s are 
based on the known variation of the human ear’s critical bandwidths with frequency, 
filters spaced linearly at low frequencies and logarithmically at high frequencies to 
capture the phonetically important characteristics of speech and audio. To obtain 
MFCCs, the speech signals are segmented and windowed into short frames of 20 
msec.  

4 Modeling the Acoustic Features for Speech Recognition 

4.1 Support Vector Machine 

Support vector machine (SVM) is a kernel-based technique which is successfully 
applied in the pattern recognition area and, is based on the principle of structural risk 
minimization (SRM) [8]. SVM constructs a linear model to estimate the decision 
function using non-linear class boundaries based on support vectors [9]. If the data are 
linearly separated, SVM trains linear machines for an optimal hyperplane that 
separates the data without error and into the maximum distance between the 
hyperplane and the closest training points. The training points that are closest to the 
optimal separating hyperplane are called support vectors. Through some nonlinear 
mapping SVM maps the input patterns into a higher dimensional feature space. SVM 
generally applies to linear boundaries. Three types of SVM kernel functions were 
used in this work are Polynomial, Gaussian and Sigmoidal respectively.  

4.2 Hidden Markov Model 

HMM is powerful statistical tool which is widely used in pattern recognition [10] 
[11]. Especially, the HMM has been developed extensively in speech recognition 
system over the last three decades [12]. There are two main reasons for choosing 
HMM in speech processing. First, the transition and duration parameters in HMM 
may properly reveal the evolution of features over time, which is very important in 
modeling speech/audio perception. Second, there are many kinds of variations of the 
HMM as well as experiences of using them which are developed in speech 
recognition researches. This makes HMM a mature technique to be applied in this 
research. Steps involved in implementing training and testing procedure is shown 
below. 

Training Procedure: 
1. Transition probability and emission probability is randomly initialized based 

on the observation (o=19) 
2. Based on the randomized emission and transition probability the model is 

trained for the given word feature vector. 
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3. The new transition and emission probability are estimated based on the word 
vector.  

4. The HMM for the individual word is represented by the parameters namely 
mean, co-variance, mixmat, emission, transition and LL. 

Testing Procedure: 
1. Loglikely hood ratio for each and every frame in the isolated word is 

computed against every model. The most likely model is considered as a 
winner.  

2. Based on the frequency of winning HMM models the most occurring model 
is considered as the markov model representing that word's feat vector.  

5 Evaluation 

5.1 Database 

Under controlled environment domain restricted speech sentences were recorded at 
sampling freq 16kHZ. A database of 240 different sentences containing words 
relevant to computer related terms were recorded from different speakers (6 Males 
and 6 Females). Each speech clip consists of 1 to 2 minutes. Thus utterances of 
individual words ranges around 1-2 seconds. Database description is shown in Table 
1. Recorded word samples relevant to various domains are shown in Table 2.  

Table 1. Database description 

Total Number of Speakers : 12
Number of Sentences Recorded : 240 
No. of Isolated word in Recorded Sentences: 620 

Table 2. Recorded word samples relevant to various domains 

Terms 
Speech 

Processing 
Pattern 

Recognition 
Image 

Processing 
Medical 

Processing 
Prepositions 

No. of words 195 134 126 125 40 

5.2 Feature Extraction and Modeling 

In this work the pre-emphasized signal containing the continuous speech is taken for 
testing. Through VAD the isolated words are extracted from the sentences. Thus 
frames which are unvoiced excitations are removed by thresholding the segment size 
(100ms). Features such as LPCC and MFCC are extracted from each frame of size 
320 window with an overlap of 120 samples. Thus it leads to 19 LPCCs and 39 
MFCCs respectively which are used individually to represent the isolated word 
segment. During training process each isolated word is separated into 20ms 
overlapping windows for extracting 19 LPCCs and 39 MFCCs features respectively.     
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For specific usage of domains, the storage of entire words or sentences allows the 
system for high quality outcomes. In this work, words or sentences related to Speech 
processing, Pattern Recognition, Image Processing, Medical Processing and finally 
prepositions were stored in the database. By providing various initialization 
techniques for each modeling technique, the overall recognition accuracy is increased. 
Kernels in SVM and Gaussians in HMM are analyzed. 

6 Experimental Results 

Using VAD isolated words in a speech is separated which is discussed in section 2. N 
SVMs are created for each isolated word. For training, 620 isolated words from were 
considered. Hence, this results in 620 feature vectors each of 19 dimensional LPCC 
and 39 dimensional MFCC for 620 isolated words respectively. 

The training process analyzes speech training data to find an optimal way to 
classify speech frames into their respective classes. The derived support vectors are 
used to classify speech data. For testing, 19 dimensional LPCC and 39 dimensional 
MFCC feature vectors (1 sec of speech file) were given as input to SVM model and 
the distance between each of the feature vectors and the SVM hyperplane is obtained. 
The average distance is calculated for each model. 

The text corresponding to the query speech is decided based on the maximum 
distance. The same process is repeated for different query speech, and the 
performance is studied. The performances of SR for different kernels are compared 
for LPC, LPCC and MFCC acoustic features. 

 

 

Fig. 3. Performance of SVM 

In Hidden Markov Model each unit speech utterance is mapped on to states of 
HMM. Based on the given speech input the individual models in the HMM is 
matched to find the path. The path which follows maximum probability is selected as 
the appropriate model. By providing 4 Gaussians the results are premium as shown in 
graph. Gaussian in HMM is varied and its performance is analyzed. 4 gaussian in 
HMM provides better results when compared to other 1 and 2 gaussian. 
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Fig. 4. Performance of HMM 

Table 3. Confusion Matrix for the spoken word using SVM with MFCC Feature 

Terms 
Speech 

Processing 
Pattern 

Recognition 
Image 

Processing 
Medical 

Processing 
Prepositions 

Speech Processing 183 7 5 0 1 
Pattern Recognition 9 121 3 1 0 
Image Processing 7 5 110 3 1 

Medical Processing 3 3 1 117 0 
Prepositions 1 0 2 0 37 

Table 4. Confusion Matrix for the spoken word using HMM with MFCC Feature 

Terms 
Speech 

Processing 
Pattern 

Recognition 
Image 

Processing 
Medical 

Processing 
Prepositions 

Speech Processing 190 3 2 0 1 
Pattern Recognition 3 130 1 0 0 
Image Processing 1 2 122 1 0 

Medical Processing 0 1 2 122 0 
Prepositions 0 0 0 0 40 

 
Table 3 and 4 discusses the results of SVM and HMM using MFCC. For the 

chosen domain and database, SVM shows an accuracy of 93.7% for SP, PR results in 
90.3%, IP results in 87.3%, MP as 93.6% and Preposition results in 92.5% and HMM 
shows an accuracy of 96.94% for SP, PR results in 97.01%, IP results in 96.83%, MP 
as 97.6% and Preposition results in 100%. 
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7 Conclusion 

A system has been developed to convert spoken word into text using SVM and HMM 
modeling techniques using LPCC and MFCC features are extracted to model the 
words. Voice Activity Detection (VAD) is used for segregating individual words out 
of the continuous speeches. Features for each isolated word are extracted and those 
models were trained successfully. SVM and HMM were used to model each 
individual utterance. From the exhaustive analysis, SVM shows an accuracy of 
91.46% for MFCC and HMM shows an accuracy of 98.92% using MFCC. 
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Abstract. Topology control mechanism plays a vital role while designing 
wireless sensor network and mobile ad-hoc control. Topology control 
mechanism should create topology with lower transmission power, sparser 
connectivity, with smaller node degree. Proposed paper presents analysis of 
different topology control mechanisms at present. Energy conservation is one of 
the main aim behind the topology control .This paper presents distributed 
topology control mechanism which is energy efficient and provides increases 
network lifetime. Proposed topology control algorithm gives better results in 
energy conservation as compared to existing algorithm. 

Keywords: SBYaoGG, WSN, Topology Control, Energy Efficient, MANET. 

1 Introduction 

In the last decade growth of latest technology in wireless communications and 
electronics is responsible for the development of low-power, low cost, multifunctional 
sensor nodes that are small in size and converse untethered in short distances. These 
tiny sensor nodes consist of communicating components data processing unit and 
sensing module. The sensor node position in the sensor network need not be 
engineered or predestined. This implies arbitrary deployment of nodes in battle fields, 
inaccessible terrains and disaster relief operations. WSNs are powerful in that they are 
open to support a lot of live and real world applications that vary considerably in 
terms of their requirements and characteristics. In many industrial application network 
of sensors are exist which provide the ability to monitor and control the environment 
in real time. 

2 Literature Survey 

I.F. Akyildiz, W. Su,Y. Sankarasubramaniam et al., [1] discuss as latest technological 
growth in electronics and wireless communication which enables the development of 
low cost sensor network. In many areas like health, military, home these sensor 
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network are used. Most of the application domain, there are poles apart technical 
problem exists that researchers are currently trying to resolve. Many state of art of the 
sensor network which are currently used is captured and protocol stack layer section 
related solutions are discussed Also points out the open research issues and intends to 
spark new interests and developments in this field. 

A. Willig [2] discusses importance of selecting interesting research areas and 
promising areas in the design of protocols and the systems for wireless industrial 
communications which gives the increasing age of many industrial systems. E. Yoo et 
al [3] explains the collaborative nature of industrial wireless sensor networks brings 
several advantages over conventional wired industrial monitoring and control 
mechanism, including processing capability, self-organization, fast deployment and 
flexibility in organizing. In particular, energy harvesting methods, radio transmission 
technologies, and cross-layer design issues for WSN has been discussed. 

V. C. Gungor and F. C. Lambert [4] explains the opportunities and challenges of 
hybrid network architecture. More specifically, Internet based Virtual Private 
Networks, power line communications, satellite communications and wireless 
communications are de-scribed in detail. The motivation is to provide a better 
understanding of the hybrid network architecture that can provide heterogeneous 
electric sys-tem automation application requirements. V. C. Gungor, B. Lu et al [5] 
gives an overview of the application of WSNs for electric power systems along with 
their opportunities and challenges and opens up future work in many unexploited 
research areas in diverse smart-grid applications. Then, it presents a comprehensive 
experimental study on the statistical characterization of the wireless channel in 
different electric power-system environments. 

I.F.Akyildiz, T.Melodia et al [6] discussed  the state of the art survey of 
algorithms, communication protocols, and hardware development for wireless 
multimedia sensor networks. Architectures for wireless multimedia sensor networks 
are explored, along with their advantages and shortcoming. A. Kouba, R. Severino[7] 
proposes H-NAMe, a very simple yet extremely efficient hidden-node avoidance 
mechanism for WSNs. Algorithm relies on splitting each cluster of a network into 
disjoint groups of nodes that scales to multiple clusters that guarantees no interference 
between overlapping clusters. S.Adee[8] explains H-NAMe, which  is tested with 
IEEE 802.15.4/ZigBee, which is one of the most widespread communication 
technologies for WSNs. 

L. Lobello and E. Toscano [9] presents a topology management protocol which 
changed dynamically i.e. dynamic by nature that overcomes the fixed approach 
introducing support for  node joining at runtime , event driven data transmissions and 
providing a novel adaptive technique which tends to energy balancing among nodes 
thus increase network lifetime can be achieved . P. Santi [10] states topology control 
problems related to wireless ad hoc and sensor net-works, and explained survey state-
of-the-art solutions which have been proposed to deal with controlling the topology of 
nodes. N. Li, J. C. Hou [11] presents topology control algorithm in wireless multi hop 
networks named a minimum spanning tree (MST)-based algorithm, called local mini-
mum spanning tree (LMST). In the proposed algorithm, Independently each node 
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builds its LMST and keeps only on-tree nodes which are one-hop away as its 
neighbors in the finally generated topology. Many important properties of LMST are 
proved analytically. LMST can increase the capacity of network as well as reduce the 
energy consumption proved by simulation. 

L. Li, J. Y. Halpern [12] proposed CBTC i.e. cone-based distributed topology-
control algorithm which works on directional information. The basic idea of the 
proposed algorithm is with minimum power each node transmits required to ensure 
that in every cone of aroung, there exist some nodes which can reach with degree 
power. Also propose few optimizations which guarantees of reduction in power 
consumption and confirm that they seize on to network connectivity. D. M. Blough, M. 
Leoncini et al[13] propose algorithm where each wireless node can select 
communication neighbor locally and accordingly adjust its transmission power so that 
all nodes together self form energy efficient topology for both uni-cast and broad-cast 
mechanism. Further shows that a small constant value say k is the expected average 
degree of all sensor nodes.  

P. Santi and D. M. Blough [14] propose for energy efficient networking a dynamic, 
stable, distributed clustering. Effect of transmission power and mobility on network 
stability is evaluated from simulation. T. J. Kwon and M. Gerla [15] propose an 
approach where improvement of the network lifetime by determining the optimal 
assignment of nodes to cluster-heads. Authors presented different tactics to cluster-
heads, which based on the minimum transmission power criterion. 

V. Kawadia and P. R. Kumar [16] analyzed GAF i.e.  Geographical adaptive 
fidelity (GAF) algorithm which minimizes energy consumption in ad hoc wireless 
networks .  In the proposed method by identifying equivalent nodes and turning off 
nodes which are unnecessary energy conservation takes place. From simulations it is 
proved that network lifetime improves  proportionally to node density. To extend 
overall system lifetime  the nodes can also coordinate to exploit the redundancy 
provided by high density . A. Cerpa and D. Estrin [17] proposed ASCENT the large 
number of nodes deployed in these systems will preclude design-time pre 
configuration. Therefore, self-configuration of nodes happens to establish a topology 
that provides communication under rigorous energy constraints. ASCENT works on 
the basic idea  that,  only a subset of the nodes are necessary to generate a routing 
forwarding backbone as density increases . In ASCENT, each node assesses its 
connectivity and adapts its participation in the multi hop network topology based on 
the measured area. Results show that while providing adequate connectivity the 
system achieves linear improvement in energy conserving as a function of the density 
and the convergence time required in case of failure of nodes. 

Dimitrios Katsaros, Yannis Manolopoulos et al  [18] Presents a Proximity Graph of 
a set V on n distinct points in the plane is a straight-line drawing with V as vertex set, 
so 2 vertices on the region could be connected only if that region should be empty. 
Region is called as proximity region. i.e. it does not contain any other element of V. 
Proximity graphs have the property of being connected if the original graph is 
connected, which maintains worst case connectivity. Yao Graph is denoted by 
YGk(G) where k is an integer parameter greater than or equal to 6.At each node u k 
cones are defined by separating them equally. shortest edge from u suppose u v 
should be selected amongst all the existing edges. Ties are broken randomly. 
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Generated graph is called Yao Graph. Reverse Yao graph can be drawn by changing 
the order of edge vu. The relative network graph know as (RNG) connects a straight 
line between two points if and only if there is no other point in the set i.e closer to 
both the points which made straight line than they are two each other. 

Table 1. Survey of topology control technique 

Sr. 
No. Technique Advantage Disadvantage 

1 MST[11] 
Increase network 
capacity,reduce 

energy consumption 
Network may disconnected 

2 CBTC[12] 
Deals efficiently with 
recon- figuration and 

asynchrony 

Less chance of minimum 
power consumption 

3 GAF[16] 
Efficient 

communication 

Depend on location 
information system to 

calculate grid and allocation 
of nodes in that. 

4 ASCENT[17] 
Adaptive to react on 

dynamic event , 
self-reconfigurable 

Due to unbalanced load 
distribution fast energy loss 

5 
Gabriel 

Graph[18] 

Gabriel Graph 
Produces low 
Interference 

Firstly, they might have a 
high degree as high as n-1.  

Second is its the large 
stretch factor,  as large as 

O(√n) 

3 Proposed Model 

Notice that the nodes do not connect to each other directly but through the wireless 
channel module(s). The arrows signify message passing from one module to another. 
When a node has a packet to send this goes to the wireless channel which then 
decides which nodes should receive the packet. The nodes are also linked through the 
physical processes that they monitor. There can be multiple physical processes, 
representing the multiple sensing devices (multiple sensing modalities) that a node 
has, as well as multiple wireless channels to represent the multiple radios (operating 
in an orthogonal manner, e.g., different frequencies or different codes) that a node 
might have. The node module is actually a composite one. Figure 1  shows the 
internal structure of the node composite module. The solid arrows signify message 
passing and the dashed arrows signify an interface between the modules with simple 
function calling. For instance, most of the modules call a function of the resource 
manager to signal that energy has been consumed.   
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Fig. 1.  The node composite module 

In proposed method network topology is modelled as Graph. Original Graph 
G(S,E) where set S of Vertex(nodes) , E is set of edges(communication links), Gabriel 
graph GG(s', e') is a graph such that s’ ⊆ S; e’ ⊆ E, and Edge PQ ⊆ e’ only when unit 
disc of which PQ is a diameter contains no other elements of S. 

 
ARE=i/|GG| * Σ RE (ί) ∀ ί ⊆GG                    (1) 

 
Where |GG| is number of nodes in GG, are is average remaining energy, RE(i) is 
remaining energy of node i Final Topology graph FTG (N,C) is graph such that 

 
       {ƎN|N ⊆ s’, REof N >=ARE}                         (2) 

 
       {ƎC ⊆ e’ | ∀ P Q ⊆ C, P, Q ⊆ N}                    (3) 

 
Let m, is number of nodes in S i.e. m = |S| and n, number of nodes in final topology n 

= |N|, then P, probability of node being in final topology is given by 
 

    P = n/m                                          (4) 
 

Energy consumed by node Ec is given by 
 

       Ec = Es + Ef                                       (5) 
 

Where Es is energy required for sending and receiving packet for itself, Ef 
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is energy required for forwarding packets (routing). 
Energy for forwarding packet is consumed by only nodes those in final topology 

FTP. In proposed algorithm every node becomes part of topology with probability P. 
So energy consumed Ec is given by 

 
Ec = Es + (Ef) * P                                 (6) 

 
This results into energy efficient topology control mechanism. Following are 

major steps in proposed method: 
 
• Every Node broadcast Hello Packet with (ID, Remaining Energy, x 

coordinate, y coordinate) to Neighbor discovery.  
• Every node finds out its distance from neighbor nodes using x and y 

coordinates received in Hello message.  

• Every Node Constructs the Gabriel graph of network locally using distance 
calculated in previous step and pruning edges with distance more than some 
constant distance.  

• Every Node calculates average remaining energy of all neighbors using 
collected data during neighbor discovery.  

• Every node prunes edges from the topology with nodes having remaining 
energy less than some factor of average remaining energy producing the 
reduced topology.  

• Above step is useful to save energy of low power nodes.  
• Above process is repeated periodically to replace low energy nodes with 

better energy nodes.  
 
In proposed method, use of Gabriel graph results into low interference as only 

start and end node will be included in the path. Proposed system will result into equal 
utilization of energy as Low energy nodes are avoided from being on path and 
topology is changed periodically. This will result into prolonged network lifetime. But 
in some cases end to end delay in communication may be little higher as nodes belong 
to shortest path might be dropped from topology due to lesser energy. 

4 Proposed System and Results 

Proposed algorithm is evaluated using OMNeT++ simulation building tool. Network 
area considered for simulation is 500 meter X 500 meter. Unit distance for Gabriel 
graph is taken as 50 meters. Numbers of nodes in network are taken as 20 and Initial 
energy of each node is considered as 20000. Fig. 2 and Fig. 3 shows results of 
simulation. Packets sent in both model is almost same, but simulation results reveal 
that Energy consumption in proposed model is reduced than existing model. This 
shows that throughput of system is also improved in proposed system. 
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By pruning of edges which joins nodes having less energy than average remaining 
energy in the topology our proposed model provides topology control at local level in 
distributed manner. Also proved to be energy balancing and helps in prolonging 
network lifetime as nodes having less energy are keeping apart from the topology so 
there is very less chance of disconnection within the nodes of topology. So let’s only 
better energy nodes to be the part of topology. In the future study, we can extend our 
proposed scheme by altering the topology control mechanism, we can use centralized 
topology control algorithm and at the same time we will use advanced algorithm like 
Genetic algorithm for getting more accurate result in terms of energy conservation. 
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Abstract. With an increase in the capacity of storage servers, storage
caches have became necessity for better performance. For such storage
caches, flash based disks have proved to be one of the best solutions for
the better storage performance. With the use of flashcache layer as a part
of storage servers it often needs to be expanded or scaled to handle a
large work load without affecting the quality of service delivered. Resiz-
ing the cache space dynamically results in shutting down the servers for
some time or transferring the workload to another server for some time
and restarting the servers. It often hits the performance of servers while
warming up caches for populating valid data in cache. In this paper, we
introduce a solution for dynamic resizing of cache for Facebook Flash-
cache module, without affecting the performance. Our solution achieves
resizing of flash cache on the fly, thus removing the need for restarting the
server or transferring the loads to another server. It would also eliminate
the need for warming up cache after resizing the cache.

1 Introduction

Growing need for performance and improvements in lifecycle and capacity of
SSDs has encouraged many storage vendors to use flash based memory or SSDs
as cache for their storage and database servers [2,3]. Such caches deliver signifi-
cant performance gains for I/O intensive workloads at reasonable cost [1]. Flash
cache is one of the best solutions for performance of storage systems provided
by major storage solution providers [1]. Integrating such caching mechanisms
within operating system can achieve the required throughput for I/O intensive
workloads and thereby decreasing the complexity in design. Some storage ven-
dors provide modules for their storage products that can be easily integrated
within their systems [1].There are also some open source modules available like
Facebook Flashcache [4] and Bcache [5], which can be used in open source oper-
ating systems like linux. Flashcache and bcache, both can be used as a block layer
cache for linux kernel, but both have significant difference in their operations.
Bcache supports multiple backing devices for a single cache device, that can be
added or removed dynamically. Bcache is designed according to the performance
characteristics of SSDs and makes possible optimal usage of SSDs in its scope,
that are used as cache. Facebook Flashcache was originally designed to optimize
database I/O performance by acting as block cache and later transformed for
general purpose I/Os and other applications as well. Flashcache supports a vari-
ety of disks with respect to their I/O latency, to be used as cache. Any portable
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flash device, SSDs or even some rotational disks with higher speed can be used
as cache. All data available on disk can be cached on such devices and made
persistent.

In order to meet service level agreements of the clients or meeting specific
I/O intensive workloads cache space often needs to be resized dynamically. This
results in shutting down of server or transferring the workload to another server
for some time while the cache space is resized and restarting the server. When the
cache space is increased, newly created cache space is often empty and needs some
hours to many days for warming up of cache [6]. Some algorithms were designed
to warm up the cache, but it needs to maintain and trace some information like
logs of data that is used frequently and some heuristics of data that may be
used. This data is then used for warming up the cache that was newly created.
In this paper, we present an efficient solution for dynamic resizing of cache based
on Facebook Flashcache which eliminates the need for restarting the server.

The rest of the paper is organized as follows: Section two, consists of a brief
working of Facebook Flashcache followed by Challenges identified in section
three. In section four and section five, we have described our design and evalu-
ation of performance results of our design.

2 Facebooks Flashcache

Flashcache is a device mapper target developed using the Linux Device Mapper.
It is a block layer linux kernel module that can used to cache data on a disks
with higher speeds than the disks used for secondary storage, allowing it to
boost the I/O performance. Flashcache was primarily designed for InnoDB, later
transformed to be used as general purpose. In flashcache, cache is divided into
uniform sized buckets and I/Os on cache are mapped using a set associative
hash. Each bucket consists of data blocks. Metadata is maintained separately
for both, block and cache buckets which allows to handle it easily. Cleaning of
sets is trigerred on two conditions, firstly when dirty blocks exceed the configured
threshhold value and secondly when some blocks are not used from some time i.e.
stale blocks.Cache block metadata consists of the state of the block i.e VALID
or DIRTY or INVALID.

Fig. 1. Overview of Facebook Flashcache
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Each I/O arriving at flashcache is divided into block sized requests by device
mapper and forwarded to flashcache for mapping. Blocks in a bucket are stored
by calculating its target bucket using a hash function. Hash function used for
target set mapping can be given as:

targetset = (dbn/blocksize/setsize)mod(numberofsets)After calculating the
target bucket of a block, linear probing is used to find the block within that
bucket.Replacement policy used within bucket is FIFO by default, and can be
changed on the fly via sysctl to LRU.

To maintain data persistence metadata is written onto the disk on a scheduled
shutdown. In case of unplanned shutdown, only DIRTY blocks persist on cache,
and needs warming up of cache only for VALID blocks.

3 Challenges Identified in Facebook Flashcache

In order to resize the cache in flashcache, we need to bring the system offline,
resize the cache and restart and reconfigure the flashcache. Though flashcache
provides persistence of cache in writeback mode, after resizing warming up of
cache degrades the performance of the system. This is because increase in num-
ber of buckets in the cache would result in change in mapping of cache blocks
to bucket. Following are the issues which are required to be considered while
implementing the resizing

3.1 Remapping of Blocks to Their Appropriate Sets While Resizing

Block mapping in flashcache is done through linear probing within the target set
which is calculated through a hash function. The hash function is provided with
a start sector number as a key to calculate its respective target set. It requires
total number of sets in cache. While resizing the cache dynamically, if device is
added in the cache the total number of sets present in the cache will change.
This difference in total number of sets results in inappropriate calculation of
target set, which can ultimately lead to an inconsistent I/O operation. Thus we
need to maintain consistent block and target set mapping during and after the
resizing process.

3.2 Data Consistency during Resizing in Writeback Mode

In writeback mode of flashcache, data is written only on cache and later on lazily
written to the disk in the background, while cleaning the sets. This cleaning
is triggered on two conditions, when dirty threshold value of a particular set
exceeds its configured threshold value and other way is, when block is not used
for a longer period i.e. block lies fallow on cache. So whenever data is written
on cache it is not reflected on disk immediately. Metadata update is done only
on transition of block from dirty to valid or invalid or vice versa. Here the
major challenge is to prevent data loss and incorrect metadata updation and
also maintaining the consistency of data on cache, while resizing the cache. In
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writeback mode most of the data is present only on cache and we cannot bypass
the cache even for a single I/O. Another challenge here is to handle the I/Os in
an appropriate order while resizing without providing the inconsistent data.

4 Design for Dynamic Resizing

In existing flashcache implementation, only a single cache device is supported.
While creating the cache, this cache device is configured and divided into sets
and blocks. Arrays are used to keep track of the attributes of each set and block
of the cache device. These arrays are created at the time of creation of the cache
and every internal algorithm of flashcache depends on these arrays as shown in
Figure 2

Dynamic resizing supports multiple devices to be added online. For this pur-
pose we have maintained a list of devices instead of a single cache device. Each
device in the list has its own array for sets and blocks which are created at the
time of resizing. In order to keep internal algorithms intact, few mapping func-
tions are added to introduce a virtual layer between cache device and the internal
algorithms. This virtual layer enables Flashcache to work as if it is working with
a single cache device.

Once cache is resized, number of sets in it gets resized which affects the
hash function used to map a block of disk to a block of cache. As this change
may introduce inconsistency in the data stored, we have implemented a basic
framework for resizing. Later, we built an optimal resizing solution on top of the
basic framework.

Fig. 2. Array Mapping
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4.1 Basic Approach

In this approach, we follow a basic framework for resizing and considering all the
complexities. The process begins by configuring the newly added cache device.
Once the device is configured, it gets added to the list of cache devices.After
adding cache device to the list, all incoming I/O requests are kept on hold.
Complete cache is cleaned to avoid inconsistency due to re-mapping. Size of the
cache and total number of sets in the cache are updated and I/O requests are
released. As the cache is cleaned completely, count of cache miss will be higher
on next I/O operations. Performance will slightly degrade unless the cache is
refilled again.

4.2 Optimal Resizing Approach

The optimal resizing approach is more complex than the basic approach forre-
sizing but performance is much higher. We have divided the cache sets into three
logical categories viz. Trap set, Re-Mapped sets and Disguised sets. Properties
for each category is as follows:

1. Trap set(all blocks are being re-mapped according to their new
position after resizing): All I/Os arriving on this set are holded, until
each block in this set is remapped on its original position. At a time only
single set will be a trap set.

2. Re-mapped Sets(all blocks belong to their original position after
resizing): All I/Os arriving on this set will be calculated with new hash
function which uses updated number of sets after resizing.

3. Disguised sets(all blocks in these sets are not in correct position
after resizing and need re-mapping ): All I/O arriving on these sets
will be mapped by calculating with old hash function.

Fig. 3. Set States in Optimal Resizing Approach
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As shown in Figure 3, the process for resizing begins by marking a set as trap
set, and hold all I/Os arriving on that set only. Visit each block sequentially and
apply new hash function on that block, now if that block maps on same set i.e
trap set, leave it as it is. If block maps on a different set, it is marked as invalid
in the current set and I/O is triggered for that block on its new position after re-
mapping it on a new set. Likewise, we continue this procedure for blocks in trap
set. Next, we remove set from trap, i.e. untrap the trapped set and it is marked
as Re-Mapped sets and all I/Os arriving at these sets will be now calculated
by new hash function. After removing the trap from previous set, next set is
visited and it is marked as trap set, and similar procedure is followed. All the
I/Os arriving at Re-Mapped set will be calculated using new hash. Until all the
sets are remapped, we need to trap the sets and remap each block in it. When
all the sets are remapped, we update the superblock and the total number of
sets in cache context.

Summarizing the overall process, during resizing we use both the hash func-
tions old hash and new hash, and after completing with resizing and updating
the superblock and cache context, we use only new hash function.

5 Evaluation

We have tested Flashcache on a system with Intel dual core processor clocked
at 2.6GHz and 4GB RAM. For disk device and cache device we have used loop
devices. We have compared the performance of our implementation of flashcache
with original flashcache having cache size of 2GB and disk size of 5GB. Our
system was having cache size initially 1GB and we resized it dynamically by
adding additional 1GB of cache and disk size of 5GB respectively.Following are
the test results generated by IOzone benchmark for read /write.

Fig. 4. IOzone Reader Report
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Fig. 5. IOzone Writer Report

Fig. 6. Flashcache Read/Write Status Report

From the above results of IOzone as shown in Figure 4 and Figure 5, reader
and writer, we can observe that our implementation of flashcache does not de-
grade the normal read write performance. Throughputs of all the variants of
flashcache, especially original and advanced, are almost equal in average. Main-
taining the actual performance, while introducing resizing was a necessity. Above
charts show that the mapping functions in our implementation does not degrade
the performance.

Flashcache maintains a count of all the read hits in a particular cache for
displaying statistics of a cache. To confirm that our implementation offers a
decent read hit percentage even after resizing, we tested it for following scenario.

We created three write back caches using original, basic and advanced flash-
cache implementations (one for each). For each cache, cache device was of 1GB
and disk device was of 5GB. We wrote a 2.4GB file on each cache. Then we
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resized the caches created using basic and advance implementations to 2GB
(added one more 1GB cache device to it). Basic implementation cleaned all
blocks in the cache device and advanced implementation re-mapped all blocks.
Then we started reading the same file from all three cache devices. Figure 6
shows the read hit percentage obtained from each cache at the time of reading
this file.

It could be observed that advanced resizing gives a slightly higher percentage
than basic resizing. Original flashcache gives small read hit percent because it is
not resized from 1GB to 2GB cache.

6 Conclusion

Flash caches in storage servers prove to be one of the best solutions to boost
the I/O performance in an efficient way in terms of cost and energy. However,
such caches are often needed to be resized, which needs restarting of server and
warming up caches. We have implemented a system for dynamic cache resizing
in Facebook Flashcache, without affecting its performance. Cache hits are main-
tained to ensure that resizing of cache can be done without the need of warming
up the cache. In the same way, resizing of the backing disk dynamically can also
be useful in a scenario where one cache device needs to be shared by multiple
backing devices. Resizing of the backing disk dynamically is left as future work.
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Abstract. The primary goal is to find information of co-existing commodities 
called itemsets in transactional databases. Especially in business to make a 
proper decision, the knowledge of high support itemset is very important. For 
example: A business can avoid giving discounts on an item which is more in 
demand though it is one of the commodities of the same itemset. This 
phenomenal product’s information must be known to data analyst. As we see 
the change becomes mandatory as the season changes. So it has a great effect 
on buying habits of customers, not only on the season but also newly introduced 
merchandise [2, 5, 6]. The primary duty of data analyst is to detect these 
changes i,e which high-support itemsets withstand the change and which 
itemset among itself vanishes and which new itemsets emerge. To take this 
challenge we use a window of the latest market-basket which shows variation in 
its size time to time. The window grows in the periods of stability, producing an 
information of the current context. The window reduces in size, once the 
change is detected. The main objective of this paper is to introduce a new 
operator for controlling the window size. 

Keywords: data stream mining, frequent itemsets, context change. 

1 Introduction 

The fast expansion of computers in the recent times facilitated individuals and 
organizations to accumulate and preserve huge amounts of information. The volume 
of data accumulated daily has been increasing day by day so that conventional 
statistical and database management systems are becoming inadequate to maintain 
huge amounts of data [7]. Also traditional approaches failed to estimate the future, 
since they use simple algorithms for estimating the future which does not give 
accurate results. So, Data Mining has emerged. Data mining extracts the data in 
different ways. For instance, if we take a company or business organization, we can 
predict the future of business in terms of Revenue (or) Employees (or) Customers (or) 
Orders etc.  

An accepted and well researched subfield of data mining is association mining 
intended for discovery of interesting relations between variables in large databases.  
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The objective of association mining is to look for commonly co-occurring patterns in 
transactional databases [1]. The main application of association mining is market 
basket analysis. A market basket is defined as a catalogue of items customers 
purchase as registered at the checkout desk. Association mining looks for items that 
are often set up in the similar market baskets. The main aim is to identify groups of 
items called “itemsets” that frequently co-exist in the same shopping carts. Our 
research deals with how the itemset supports can vary when customers buying habits 
change according to the fashion, seasons or newly introduced products.  Supermarkets 
can then gain on or after knowing these changes in the system so that they place 
connected items on adjoining shelves, promote them in the similar catalogues, or keep 
away from price cut on more than one allied item [10] [8]. On the other hand, the 
function of association mining goes well further than market-basket scrutiny and takes 
in areas like the medical field; the items can possibly be the paperwork in the medical 
history of a patient. Association mining may be functional to several areas where the 
data can be articulated in the outline of transactions [9]. In the Internet situation, a 
transaction may possibly be created by means of links indicating to a Web page, and 
commonly co-occurring links which then signal connections between Web sites.   

Next, we define “context” as a set of circumstances defined by seasons and 
demographic factors which change in time. When a new block of transactions arrive, 
the system updates the support values in the current list of itemsets and then decides 
whether this list has been significantly altered. Major change would indicate that the 
underlying context might have changed. Special attention has been devoted to the 
method of performance evaluation.  

2 Existing System 

Interestingly, based on the existing idea developed by [1] for the context alteration 
our methodology enumerate the differences between the suggested operators and our 
newly evaluated operator called the “Summation Operator” .In [3] large item sets 
come upon all the way through the complete database are marked as global large item 
sets, and on the other hand, item sets set up only in several parts of the database are 
considered local large item sets. The model domain comprises of three segments 
contexts. Every context contains various patterns –concepts–connected with it, and 
the concept is steady contained by the context.  In [4] Contexts modify, either abrupt 
or steady, are assumed to happen only to a period of definite length. The set of 
recurrent item sets is updated by subsequently adding up the blocks to the window. In 
view of the fact that the window is supposed to have only those transactions pertinent 
to the present context, the system is capable to go again the explanation of the present 
context at every moment. The system primarily allows a new block and determines 
the supports of item sets in this block. Afterwards, it makes a decision whether the 
relations noticed in the new block considerably are at variance from those in the 
preceding blocks. Such important difference is then regarded as a suggestion of a 
probable context alteration. A lot will depend on the heuristics that identify the 
change in the context and the operators that control the window size. For the 
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elimination of the older blocks subsequent to a context change, the following 
operators were used such as; 1.Harsh operator: If a change is noticed, restore the 
complete window contents by means of the newest block. 2. Reluctant operator:  If a 
change is noticed, insert the novel block to the window and concern a caution that 
something suspicious is obtainable on. If the change is established even subsequent to 
the next block, put back the whole window contents by means of the last two blocks. 
3. Opportunistic: If a change is identified remove x% of the blocks and if context 
change is confirmed even after the nest block replace the x% of the window with the 
last two blocks.  

We suggest: (1) A new operator called the “Summation Operator” to find the 
detection of context changes in comparison of the existing ones of finding context 
change and (2) then evaluating the difference between the new and existing 
approaches using the Jaccard Coefficient and Frequency Distance. 

3 Proposed System 

The Summation operator compares the current block with both the previous block and 
next block and if the context change is identified; entire window contents are replaced 
with the latest block. We call it a summation as it uses the previous, current and the 
next block while detecting the change. We used two methods namely Jaccard 
Coefficient and Frequency Distance to evaluate Harsh, Reluctant, Opportunistic and 
Summation Operator. Jaccard Coefficient 

It is popularly used method for measuring the similarity among two sets [11]. It is 
the ratio between the intersection of the new window and block and Union of new 
window and block. Let (LB) be the newly arrived block and (LW) be the window for 
new block, then Jaccard Coefficient is as follows:  

 Jacc L , LB LW  LBLW ∪  LB 

 
This coefficient will change after each new block arrival. If the environment is not 
varying then the context will not change. This value is proportional to the similarity 
between the two high support itemsets. Once the change is signaled after the new 
block arrival, the Jacc(LW, LB) is smaller than what it was in the window. 

Frequency Distance 

Let fbi be the support for the i-th itemset in new block and fwi be the support for the i-
the itemset in the window. The Frequency Distance [12] calculated as the difference 
between the new block and the last k blocks by the way of the differences in the 
supports of the individual  dif 1n f f  
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Abstract. In this paper, a robust word-level handwritten script identification 
technique has been proposed. A combination of shape based and texture based 
features are used to identify the script of the handwritten word images written in 
any of five scripts namely, Bangla, Devnagari, Malayalam, Telugu and Roman. 
An 87-element feature set is designed to evaluate the present script recognition 
technique. The technique has been tested on 3000 handwritten words in which 
each script contributes about 600 words. Based on the identification accuracies 
of multiple classifiers, Multi Layer Perceptron (MLP) has been chosen as the 
best classifier for the present work. For 5-fold cross validation and epoch size 
of 500, MLP classifier produces the best recognition accuracy of 91.79% which 
is quite impressive considering the shape variations of the said scripts. 

Keywords: Script identification, Handwritten Indic scripts, Texture based fea-
ture, Shape based feature, Multiple Classifiers. 

1 Introduction 

India is a multi-lingual country where people reside at different sections use different 
languages/scripts. Each script has its own characteristics which is very different from 
other scripts. Therefore, in this multilingual environment, to develop a successful 
Optical Character Recognition (OCR) system for any script, separation or identifica-
tion of different scripts beforehand is utmost important because it is perhaps impossi-
ble to design a single recognizer which can identify a variety of scripts/languages. 
Script identification facilitates many important applications such as sorting the docu-
ment images, selecting appropriate script specific OCR system and searching digi-
tized archives of document images containing a particular script, etc.  

Resemblances among the character set of different scripts are more feasible for 
handwritten documents rather than for the printed ones. Cultural differences, individ-
ual differences, and even differences in the way people write at different times, en-
large the inventory of possible word shapes seen in handwritten documents. Also, 
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problems like ruling lines, word fragmentation due to low contrast, noise, skewness, 
etc. are common in handwritten documents. In general, the visual appearances of the 
script vary from word to word, and not from character to character. Therefore, the 
identification of the scripts at word level are more preferable than at character, text 
line or page-level. 

In the context of Indic script identification, most of the published methodologies 
[1-5] have been discussed about printed text documents. A few number of research 
works [6-9] are available on handwritten text words. Despite these research contribu-
tions, it can be noticed that most of researchers have addressed only bilingual or  
trilingual scripts. But, in a multilingual country like India, this is a pure limitation 
considering usage of large number of scripts. So, in Indian context, a script recogni-
tion system should include more number of Indic scripts. This is the primary motiva-
tion behind the development of word-level script identification technique for five 
Indic scripts namely, Bangla, Devnagari, Malayalam, Telugu along with Roman 
script. We have considered Roman script as their use is frequently seen in advertise-
ments, cinemas, and text messaging nowadays. 

2 Design of Feature Set 

In the present work, different shape and texture based feature are extracted from the 
word images written in said 5 different scripts. 

2.1 Shape Based Features 

The one-dimensional function, derived from shape boundary coordinates, is often 
called shape signature [10-11]. This function usually captures the perceptual feature 
of the shape. Some of the commonly used shape signatures used in the present work 
are described below. 

Complex Coordinates 
A complex coordinates function is simply the complex number generated from the 
coordinates of boundary points, , , ∈  1;  . It is expressed as:                                           1  

where, , is the centroid of the shape. Summation of complex coordinates val-
ues of each pixel on the contour is given by Eqn. 2. 

                                                                        2  

where,  is the number of contour pixels. Normalized forms of real and imaginary 
parts of are taken as feature values F1 and F2 respectively. 
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Centroid Distance Function 
The centroid distance function  is expressed by the distance of the boundary 
points from the centroid ,  of a shape.                                               3  

Summation of  values of the corresponding word image is taken as feature 
value F3. Due to the subtraction of centroid from the boundary coordinates of the 
position of the shape, both complex coordinates and centroid distance representation 
are invariant to translation. 

Tangent Angle 
The tangent angle function at a point ,  is defined by a tangential direc-
tion of a contour which can be written as:                                    4  

Since, every contour is a digital curve;  is a small window used to calculate  
more accurately. Summation of positive values of    is taken as feature  
value F4. 

Slope Angle 
Slope angle [12] between two points ,  and ,  is calculated by  
Eqn. (5).                                                               5  

The slope angle is calculated at a point ,  inside a small window ; 
with midpoint . Slope is calculated at point  with its neighboring pixels and its 
summation is taken as slope at pixel . Summation of slopes of each contour pixel is 
considered as feature value F5. 

Area Function 
When the boundary points change along the shape boundary, area of the triangles 
formed by two successive boundary points and the centroid also change. Suppose  

 be the area between the successive boundary points ,  and centroid . 
Area of triangle is calculated using Eqn.6.                                    6  

where,  is the semi-perimeter and ,  and  are the length of three sides of a 
triangle. Summation of these areas is considered as feature value F6.  
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Triangle Area Representation (TAR) 
The TAR feature is computed from the area of the triangles formed by the points on 
the shape boundary. For each three consecutive points , , , and , , where 1,  and ∈ 1, /2  1  and  is 
even, the signed area of the triangle formed by these points is given by: 

, 12 111                                                        7  

Summation of these TAR values of a particular word image is taken as feature  
value F7. 

2.2 Texture Based Features 

In general, shapes of the different word images written in a particular script generally 
differ from word images written in other script. This gives different scripts distinc-
tively different visual appearances. Texture could be defined in simple form as “repe-
titive occurrence of the same pattern”. For the present work, we have used one of the 
popular texture based features named as Histograms of Oriented Gradients which is 
described below. 

Histograms of Oriented Gradients (HOG) 
HOG descriptor [13] counts occurrences of gradient orientation in localized portions 
of an image. The essential thought behind the HOG descriptors is that local object 
appearance within an image can be described by the distribution of image gradients or 
edge directions.  

An image gradient is a directional change in the intensity or color in an image. 
Gradients of a pixel ,  along X-axis and Y-axis are computed using Eqns.(8-9) 
(for illustration, see Fig. 1) respectively. , , 1 ,                                                             8  , 1, ,                                                             9  

Magnitude and direction of a pixel ,  (for illustration, see Fig. 2) are calcu-
lated using Eqns. (10-11). 

, , ,                  10  

, tan ,,                                              11  
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3 Experimental Results and Discussion 

For the evaluation of the current work, a total of 3000 words have been collected for 
the word-level script identification technique. Here, an equal number of word images 
written in 5 different scripts namely, Bangla, Devnagari, Malayalam, Telugu and 
Roman have been considered. The original gray tone word images are binarized using 
Otsu’s global thresholding approach [14]. After that, Gaussian filter [15] is used for 
the noise removal purpose. A well-known Canny Edge Detection algorithm [15] is 
then applied for smoothing the outer edges of contour of the binarized word images. 
A total of 2000 words (400 words per script) have been used for training the script 
identification system whereas the remaining 1000 words (200 words per script) have 
been used for testing the same. Using a free software tool, known as Weka [16], the 
designed feature set has been individually applied to seven well-known classifiers 
namely, Naïve Bayes, Bayes Net, MLP, Support Vector Machine (SVM), Random 
Forest, Bagging and MultiClass Classifier. The success rates of the said classifiers 
and their corresponding scores achieved at 95% confidence level are shown in  
Table 1. 

Table 1. Recognition accuracies of the proposed script identification technique using seven 
well-known classifiers 

 Classifiers 

Naïve Bayes Bayes Net MLP SVM Random 
Forest 

Bagging MultiClass 
 Classifier 

Success 
Rate (%) 

73.86 78.73 89.29 86.6 84.5 80.46 83.17 

95%  
confidence 
score (%) 

83.7 85.63 95.78 92.70 90.03 89.1 90.06 

 
Though MLP classifier (as evident form Table 1) outperforms other classifiers, 

with proper tuning it could produce better results. For this purpose, we have used 3-
fold, 5-fold and 7-fold cross validation schemes with different number of epochs of 
MLP classifiers (see Table 2). From the Table 2, it is observed that for 5-fold cross 
validation with epoch size 500, the MLP produces the best identification accuracy of 
91.79%. The confusion matrix obtained for this best case on the test dataset is shown 
in Table 3. 

Observing the misclassified word images, it can be said that the possible reasons 
for this are: (1) small words (containing 2-3 characters) which produces less discrimi-
nating feature values, (2) presence of skewness in some of the word images (see Fig.4 
(a)) and (3) structural similarity in some of the characters of different scripts. Also, 
discontinuities of Matra in certain words of Bangla and Devnagari script sometimes 
appear as Roman script words. On the other hand, existence of Matra like structure 
(found usually at the upper part of most of the characters) in Roman script misclassi-
fies them as Bangla or Devnagari script. The reason for misclassification of Malaya-
lam and Telugu scripts are mainly due to existence of abrupt spaces in between  
characters of a single word (see Fig.4 (b-c)). 
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Table 2. Recognition accuracies of the present script identification technique for different folds 
and different number of epochs of MLP classifier (the best performance is shaded in grey) 

 
Success Rate of MLP classifier (%)  

#-Fold 
Number of Epochs 3-fold 5-fold  7-fold 

500 90.12 91.79 89.57 
1000 88.76 91.23 89.3 
1500 90.56 89.63 87.67 

Table 3. Confusion matrix produced for the best case of MLP classifier 

Scripts Bangla Devnagari Malayalam Telugu Roman 
Bangla 553 7 15 13 12 
Devnagari 5 585 2 1 7 
Malayalam 10 4 564 16 6 
Telugu 58 3 9 525 5 
Roman 33 25 8 7 527 

 

 

Fig. 4. Sample handwritten word images written in Bangla, Malayalam and Telugu scripts 
misclassified due to: (a) presence of skewness and (b-c) presence of abrupt spaces as Roman, 
Telugu and Bangla scripts respectively 

4 Conclusion 

Script identification from handwritten text image is an open document analysis prob-
lem. It is necessary to identify the script of handwritten text words correctly before 
feeding them to corresponding OCR engine. Research in the field of script identifica-
tion aims at conceiving and establishing an automatic system which has the ability to 
discriminate a particular script from other scripts. In this paper, we proposed a robust 
word-level script identification technique for some  handwritten Indic script docu-
ments along with Roman script using a combination of shape based and texture based 
features. This work is first of its kind to the best of our knowledge as far as the num-
ber of scripts is concerned. As the texture based features used in this technique show 
discerning power, in future, this technique could be applicable for recognizing other 
scripts in any multi-script environment. In future, we also plan to improve the accura-
cy of the system by minimizing the script dependency of the features.  
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Abstract. The paper proposes an advanced filter based android malware detec-
tion platform that can be implemented as an add-on to the Google-playstore – 
the official provider of android applications worldwide. The mechanism uses 
the signature based, behavioral based technique and the advanced sandboxing 
technique for detection. It also uses the application rating and provider reputa-
tion into account, so as to filter out the input given to the system, this mechan-
ism if implemented efficiently, in long run can be a very effective method to 
detect the malware when an application is published on the application stores. 

Keywords: Android, malware, Signature, Behavioral. 

1 Introduction 

Malware is a problem that exists since the first generation of personal computers. 
Initially the attackers mainly concentrated on the operating systems. But through the 
introduction of Smartphone with complex and multitasking operating system on it, the 
scenario has drastically changed. Today complete personal information and critical 
data are handled by the Smartphone. Due to the same reason, most of the attackers 
find the Smartphone based malware attack more profitable. 

Since the first launch of the android OS, it has changed a lot in its structure and 
popularity. When first introduced, it was an out of the box mobile operating system 
when compared to the market leaders at that time. The support for java applications to 
a very great extent with the inbuilt Dalvik virtual machine (DVM) increased its popu-
larity. It has a lot of effective malware prevention mechanism which are inherited 
from the Linux operating system. But when the attackers changed their motive from 
mere operating system based attack to fetch personal and critical data, these methods 
were not effective as before. There is also a  fact that even though android is releas-
ing updates with lot of security updates, only about 4% of the total android phones 
currently being used have updates rolled out to them, availing the rest of the phones 
vulnerable to known attacks. Hence we see the importance of implementing a server 
side cloud based malware detection system rather than hoping for the users to be up-
dated. Works is done in the field of android malware detection systems from late 
2010. But the main issue with the research on this field is the limitation that the oper-
ating system itself has, along with the power and hardware incapability. Many of the 
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researchers today mainly focuses on one type of malware detection mechanisms, i.e., 
behavioral or signature base [4][5]. They are implemented on the cloud or the host. 
But the issue of using both individually is, if a behavioral based analysis is not done 
the detection of malware with new signatures is a difficult process. Rather if signature 
based system is not used iterating behavioral based system continuously will lead to 
unwanted process cost all the time. The Idea proposed in this paper is a combination 
of both Behavioral and Signature based analysis along with the reputation based 
scheme for filtering the input.  

The rest of this paper is organized as follows.Section 2 gives more insight to the 
field related to android malware detection and the related works that is being used.  
Section 3 describe the framework and Section 4 conclusion is done 

2 Related Works 

The securing model for Android application [1] is a Behavioral based system. The 
system introduced a concept called AMDA by which automated malware detection is 
done. Different type of application apk from varies websites including the Android 
market were collected.For the downloading of check applications; a web-crawler tool 
was employed. The applications are forwarded to the VirusTotal Malware Verifica-
tion System (VMS) [6] to classify so that it can be used in later modules. The major 
drawback of this system was its incapability of classifying malware into completely 
different classifications aside from simply classifying it as malware. Moreover this 
method was not fully developed as a client server interactive system rather it behaved 
as a system that gives an output for an input. 

Detecting repackaged applications in third party Android marketplaces [2] is an 
application source code analysis based mechanism. The purpose of the work is not 
really meant for the Google Playstore rather it is for the third party marketplace which 
doesn’t have the provision of validating the application and its developer using signa-
ture verification. The detection is being done by crosschecking the Androidmainf-
est.xml file of the suspicious application and the original application downloaded 
from the Android official market.  It is always encouraged to not to widespread the 
security mechanism to a number of market, since most of them are being managed by 
private parties. For the same reason sticking on to the official market always remove 
the above mentioned issue. 

AASandboxing[8] is the mechanism that is implemented to enhance the capability 
of the traditional antivirus software’s for the android. Here android kernel is custo-
mized and added a new module that will pass on all the system calls to the frame-
work. These system calls were used by the architecture to make a detailed behavioral 
analysis. The framework has done a static analysis using the signatures of the mal-
wares detected using the behavioral analysis. The logs that obtained were converted to 
an expression and were used to analyze the behavior of the application. The major 
issue with this type of architecture was it needed a proper filtering mechanism on the 
top layer so as to filter out the trusted systems.  
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Multi-Level Anomaly Detector for Android Malware (MADAM)[10] is a behav-
ioural based system implemented in the mobile platform itself. The system follows a 
very simple architecture where it extracts 13 features of an application from time to 
time to detect its behaviour. MADAM can self-adapt to new behaviours by including 
new elements in the training set learnt at run-time. The system was also able to detect 
unwanted outgoing SMS stealthily sent by Android malicious applications. But the 
issue is that the system in long run will reduce the performance rate of the phone 
since the application starts to expand itself by increasing the datasets and classifica-
tion elements. Moreover it is not acceptable to run the application on the mobile all 
the time since it requires a considerable computation speed and power. 

3 Framework for the Android malware Detection System 

3.1 System Arhitecture 

The system is completely divided into 3 scheme namely reputation, signature and 
behavioral. The output is to obtain the classified result .i.e., classifying the application 
to white lists and blacklists. This list is being used by that host to detect the malware. 
The malware detection and classification is being done completely on the cloud. Each 
time the white list and black list are updated or a new application is being installed on 
the host the hosts send its whole application package names to the servers. The server 
compares it with the white and black lists and informs the area that needs necessary 
remedies. 

In reputation based mechanism during first phase, application key is verified and if 
the provider is reputed (depending on star and feedback) the application is being al-
lowed to pass-through the malware detection mechanism. The next phase is where the 
application reputation is taken into account, here the success of that application  in 
the Google play store along with its popularity is taken into account, depending on 
this the application is allowed to bypass the detection mechanism. 

In the signature based mechanism the permissions are used along with the basic 
signatures of the known malware algorithms. Apriori algorithm is used to find devia-
tion of permission required for a specific class of application. If an application taken 
satisfies the required threshold, it is allowed to bypass, else it’s moved to the next 
stage. The final phase of this classification is the Behavioral analysis. The behavioral 
analysis has a signature checking on kernel level and application level along with the 
sandboxing technique. 

The advantage of this kind of architecture is that it enables us to utilize the pros of 
both the Signature and Behavioral scheme. Once an application is found to be a mal-
ware, its behavioral characteristics can be extracted and used as a signature for the 
malware of same type, thereby reducing the running cost of behavioral analysis. Since 
this is a Cloud based system with all the hosts as client, malware detection from one 
client is enough to notify all the remaining clients. More over since the detection is 
being done on the Cloud the device in- capabilities need not be taken into account. 
The major problem that we may face at the initial stage is to classify all the applica-
tion in the Google market. To solve this the process first place all the application in 
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the white list and as the client sends reports to the server it take each .apk files and 
pass it to the malware detection system. 

The system is broadly classified into 5 levels along with a database set for the 
white listed and blacklisted applications. The training set data that is to be fed for the 
classification algorithm is given in Fig.1. 

 

Fig. 1. System Architecture 

The first 2 levels are basically for filtering mechanism, which is to filter out the in-
put to the system using the reputation of the application provider or the application 
provider itself. In the 3rd level, the permissions of the application are extracted and 
apriori algorithm is applied to find the support and confidence of the given set of 
permission. If the value is above a threshold, applications are made to pass through 
this module to the next level. On the other hand those applications failing to attain this 
value are added to the blacklist. The behavioral analysis scheme is used to detect the 
malware failed to detect in the level.  The application .apk file is being decompressed 
and the signatures are extracted. These signatures are then compared with the data set 
of the well-known malware algorithms in the android platform. This enables us to 
detect the malware following the scheme “old wine in new bottle”. The final module 
in the detection is the sandboxing mechanism. This method enables us to see through 
the impact of the application at the kernel level and its effect on the operating system 
itself. Thus preparing the training data set is a difficult job since the efficiency of the 
whole mechanism depends on them. Methods are incorporated in this mechanism for 
self learning of new signatures.  

3.2 Design and Implementation 

In the design and implementation phase the whole system is divided into five modules 
namely the provider reputation, app reputation, permission set analysis, behavioral 
analysis, and sandboxing. 
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Apriori Algorithm for permission set 

Step 1: Select a set of applications of a class 
Step 2: Log their permissions as inputs 
Step 3: Select all distinct permissions as candidates 
Step 4: Take the count for each candidates and apply the threshold value 
Step 5: Now take the distinct combinations of candidates and update candi-  

date table 
Step 6: Repeat step 4 
Step 7: If candidate table contain only one value stop the process 

 
Behavioural Analysis: Fig.4 shows the process that was completed with Random 
Forest algorithm to make the classification. The training sets were obtained by taking 
an apk file and checking it with Virustotal [6]. This procedure was done to obtain the 
well know datasets of different malwares for the android platform. In Behavioural 
Analysis the extraction of the api calls in the program code and their sequence is 
done. The sequence by which the api calls are done is much essential because we can 
utilize a dataflow analysis algorithm [7]. 

Random forest Algorithm (A variant of bagging) 

Step 1: Select ntree, the number of trees to grow, and mtry, a number no 
larger than  no of variables                       

Step 2: For i = 1 to ntree:  
Step 3: Draw a bootstrap sample from the data. Call those not in the boot-

strap sample    the "out-of-bag" data. 
Step 4: Grow a "random" tree, where at each node, the best split is chosen 

among mtry randomly selected variables. The tree is grown to 
maximum size and not pruned back.  

Step 5: Use the tree to predict out-of-bag data.  
Step 6: In the end, use the predictions on out-of-bag data to form majority 

votes.  
Prediction of test data is done by majority votes from predictions from the  

ensemble. 

 

Fig. 3. Behavioral Analysis process 
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4 Conclusion 

This paper introduced a mechanism that tried to incorporate all the possible type of 
malware detection mechanism into a single framework at the same time always tried 
to be focused on real threat. The advantage of this paper is that it is meant to be im-
plemented with the existing architecture of google playstore. There by removing the 
clients who install the application from the duty to check whether the application is a 
malware or not. As future work, different ways by which optimised dataset can ob-
tained is to be done. 
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Abstract. It has been observed that the growth of communication technologies 
has led to increased use of computer networks in dissemination of education. 
An important application area in this perspective where there has been a lot of 
research is Intelligent Tutoring Systems (ITS). ITS aid the process of learning 
and evaluation of attainments without human intervention. However ITS are 
unable to pin point the exact area in a lesson plan where the student is deficient 
in. In this context, several researchers have used concept maps to perform this 
identification. However it is time consuming for the educators to construct a 
concept map of learning manually. Several data mining algorithms have thus 
been used by the researchers to generate association rules which are used for 
automated concept map construction. This study proposes automated 
construction of concept maps using Direct Hashing and Pruning algorithm. The 
proposed approach was tested with a set of students enrolled in an introductory 
Java course in some undergraduate colleges in Kolkata and was found to 
diagnose their learning problems satisfactorily. 

Keywords: DHP Algorithm, Concept Maps, Association rules, Learning 
problems, E-Learning, Remedial Learning Plan.  

1 Introduction 

In recent times the most important innovation that has changed the face of educational 
technology is web-based education. This has been possible due to tremendous 
advancement in the field of computer networks and communication technology. 
Simultaneously there has been lot of progress in the field of E-Learning as well due to 
the fact that learners can learn independently of any specific location and platform. 
One of the particular areas of e-learning that has attracted a lot of researchers is 
Intelligent Tutoring Systems (ITS).  ITS aid the process of learning and evaluation of 
attainments without human intervention [14]. The first major contribution in this area 
has been the work of Johnson [12] in which he constructed a authoring environment 
for building ITS for technical training for IBM-AT class of computers. Another 
contribution has been the work of Vasandani [13] where he built an ITS to organize 
system knowledge and operational information to enhance operator performance. The 
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introduction of mobile devices has added a new dimension to the field of E-Learning. 
Mobility supplemented to E-Learning gave birth to a new field of research and 
application domain called Mobile Learning (M-Learning). There has been a lot of 
work in ITS in M- Learning environment as well. In 2005, Virvou et al [9] 
implemented a mobile authoring tool which they called Mobile Author. Once the 
tutoring system is created it can be used by the learners to access learning objects as 
well as the tests. Around the same time Kazi [10] proposed Voca Test which is an ITS 
for vocabulary learning using M-Learning approach.  

However as identified by Chen-Hsiun Lee et al[6], learner evaluations conducted 
via online tests in a ITS do not provide a complete picture of student’s learning as 
they show only test scores. They do not help the learner identify the exact area where 
he is deficient. For this purpose we wish to develop a method for automatic 
construction of concept maps using Direct Hashing and Pruning (DHP) [5] 
Algorithm. DHP is used to generate association rules between the concepts, which are 
in turn used to generate the concept map of learning. These concept maps are used to 
identify the concepts the student is deficient in. These concepts are called the learning 
problems of a student. 

Concept maps were first used by Hwang [3,4] to generate learning guidance for 
students in science courses. In his work he created a Concept Effect Relationship 
(CER) builder which was used for automated construction of concept maps. He tested 
the system with Physics, Mathematics and Natural Science courses and proved 
statistically that CER indeed provides better learning diagnosis than traditional ITS. 
Lee et al[6] in their work has used the Apriori algorithm to generate concept maps 
which has been used to generate learning guidance. The system built by them is called 
Intelligent Concept Diagnostic System (ICDS). ICDS generates the Remedial 
Instruction Path (RIP) for providing proper learning guidance. Tseng et al [16] has 
proposed a Two-Phase Concept Map Construction (TP-CMC) algorithm. Phase 1 is 
used to mine association rules from input data whereas phase 2 uses these association 
rules for creating concept maps. They also developed a prototype system of TP-CMC 
and used real testing records of students in a junior school to evaluate the results. The 
experimental results showed that TP-CMC approach works satisfactorily. An agent 
based system was developed by Ching-Ming Chen [17] to generate learning guidance. 
This system again used the Apriori algorithm to generate association rules. The 
system developed was named Personalized E-Learning System (PELS). It was used 
for diagnosing common misconceptions for a course on Fractions.  An advanced form 
of concept maps called pathfinder networks have been used by Chen [8] to develop 
personalized diagnosis and remedial learning system (PDRLS). The system was tested 
with 145 students enrolled in introductory JAVA programming language courses at 
Central Taiwan Technology University. The experimental results indicate that those 
students who used PDRLS obtained better learning results. Kohonen's self-organizing 
map algorithm has been used by Hagiwara[15] to generate Self-organizing Concept 
Maps (SOCOMs). Computer simulation results done by him have shown the 
effectiveness of the proposed SOCOM. 

From the above discussion it is clear that various algorithms have been used by the 
researchers for generation of association rules to provide learning guidance. These 
algorithm works by constructing a candidate set of large itemsets based on some 
heuristics and then discovering the subsets that contain these large itemsets [5]. Thus 
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the performance of the heuristic to construct the large itemset is critical to the 
performance of the algorithm. Further research [17] have shown that initial size of the 
candidate set especially for large 2-itemsets is the key performance improvement 
issue.  A hash-based technique can be used to reduce the size of the candidate 
itemsets. Thus in this work we have used the Direct Hashing and Pruning (DHP) 
algorithm proposed in [5] to generate large itemsets and consequently the association 
rules between the concepts. 

The development of concept maps[1] can be traced to the theory of Meaningful 
Learning proposed by David Ausubel [2,11] in 1963. In meaningful learning the 
learner is able to relate the new knowledge to the relevant concept he already knows. 
This psychological foundation led to the development of Concept Maps[1] by Joseph 
D Novak in Cornell University in 1972. Since then concept Map has been used by a 
lot of researchers to diagnose the learning problems of students. In brief, let C1 and 
C2 be two concepts. If learning concept C1 is a prerequisite to learning concept C2 
then the rule C1  C2 exists [4] as shown in Fig 1. Similarly learning concept C2 is 
prerequisite to learning C3. Thus if a student failed to learn C3 it is due to the failure 
of mastery over the concepts C1and C2. Associated with the  rule C1C2 there is a 
confidence level w, which states that if the student fails to understand C1, then the 
probability for him failing to understand C2 is w [19]. 

 

Fig. 1. A Concept Map of learning 

The organization of the paper is as follows. The next section discusses generation 
of concept map of learning using DHP algorithm in details. We then illustrate how 
this concept map can be used to provide learning guidance to students. Finally, the 
proposed approach was tested with a set of students enrolled in a introductory Java 
course in some undergraduate colleges in Kolkata and was found to diagnose their 
learning barrier satisfactorily. 

2 Proposed Approach 

Our approach generates association rules between the concepts using DHP Algorithm 
proposed by Park et al[5]. As discussed earlier this algorithm has several advantages 
over other data mining algorithms that has been used by several researchers 
[3,6,8,16,17,18 ]. Our algorithm has four steps which are discussed below with the 
help of an example: 
 

 

 

C1 C2 

C3 
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(i) Accumulation of Student Results 
 
Let us suppose that there are 4 students S1,S2,S3,S4 who appear at a test 

containing 5 test items Q1,Q2,Q3,Q4,Q5. Their answer summary is shown in Table 1. 
We note that 1 denotes a wrong answer whereas 0 denotes a correct answer. This 
table is called Answer Sheet Summary Table (ASST) [3] and stores the collection of 
students answer for a test.  In order to apply DHP algorithm on ASST we convert it 
into a table displaying wrong answer consolidated student wise (Table 2). 

  
(ii) Determining the Appropriate Hashing Method and Using DHP to Compute the  

         Association Rules between Test Items 
 
We now apply the DHP Algorithm for efficient large item set generation. Let Ki 

denote the candidate set of large i-1 item sets. Thus K1={{Q1}, 
{Q2},{Q3},{Q4},{Q5}}. Computing the count of each of these test items from table 2 
and assuming min support as 2 we get the set L1 as {{Q1},{Q2},{Q3},{Q5}}. Next, the 
2-itemset of the test items is generated. These are shown student wise in Table 3. 

Table 1. ASST for a set of students 

 Students 

Question S1 S2 S3 S4 Total 

Q1 1 0 1 0 2 

Q2 0 1 1 1 3 

Q3 1 1 1 0 3 

Q4 1 0 0 0 1 
Q5 0 1 1 1 3 

Table 2. Student wise wrong answer 

Student Questions wrongly answered 

S1 Q1,Q3,Q4 
S2 Q2,Q3,Q5 

S3 Q1,Q2,Q3,Q5 

S4 Q2,Q5 

Table 3. Student wise 2-itemsets generated from L1 

Student 2-itemsets 

S1 {Q1,Q3},{Q1,Q4},{Q3,Q4} 

S2 {Q2,Q3},{Q2,Q5},{Q3,Q5} 

S3 {Q1,Q2},{Q1,Q3},{Q1,Q5},{Q2,Q3},{Q2,Q5}{Q3,Q5} 

S4 {Q2,Q5} 
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For each student, after occurrences of all the 1-subsets are counted, all the 2-subsets of 
this test item set are generated and hashed into the hash table. There are several  types of 
hash functions that may be used here. We investigate the utility of three types of hash 
functions for generation of K2. Firstly, Modulo Division method may be used for 
generating bucket address. If the hash function generates bucket i, the count of bucket i is 
increased by one. Secondly, Shift Fold method partitions the key value into several parts 
of equal length and all parts are added to generate the hash address. Thirdly, the Mid 
square method generates hash address by squaring the key and then extracting the middle 
digits. Our investigation reveals that the hash table obtained by Modulo Division method 
is most compact with minimal wastage of space. We use the hash function  

h(x,y)=((order of x)X10+(order of y))mod 7                               (1) 

This yields the hash table shown in Table 4. 

Table 4. Hash table generated by modulo division method 

Bucket 
Address 

Bucket 
Count 

Bucket Contents 

0 3 {Q1,Q4},{Q3,Q5},{Q3,Q5} 
1 1 {Q1,Q5} 

2 2 {Q2,Q3},{Q2,Q3} 
3 0 NULL 
4 3 {Q2,Q5},{Q2,Q5},{Q2,Q5} 
5 1 {Q1,Q2} 

6 3 {Q1,Q3},{Q3,Q4},{Q1,Q3 

From the set L1 we construct the 2-item set by computing L1XL1. We also find the 
bucket count of each of these item sets. Again assuming min support=2 we get the set 
K2 as {{Q1,Q3},{Q2,Q3},{Q2,Q5},{Q3,Q5}}. Combining K1 and K2, we get the 
large itemset table along with their support shown in Table 5. 

Table 5. Large itemsets generated so far 

Item Set Support Item Set Support 

{Q1} 2 {Q1,Q3} 2 

{Q2} 3 {Q2,Q3} 2 

{Q3} 3 {Q2,Q5} 3 

{Q5} 3 {Q3,Q5} 2 

 
Corresponding to each of the 2-itemsets we deduce the association rules. The selection 

of appropriate association rules is done by computing the confidence corresponding to 
each rule. The confidence level of the test item association rule Q1Q2 is w implies that 
if the student answers the question Q1 wrongly, then the probability for him to answer 
the question Q2 wrongly is w. It is computed using the formula 

Conf (Q1Q3) = P(Q1/Q3)=support(Q1UQ3)/Support(Q1)=100%       (2) 
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Similarly, 

Conf (Q3Q1)= 66%, Conf (Q2Q3)= 66%, Conf (Q3Q2)= 66%,  
Conf (Q2Q5)= 100%, Conf (Q5Q2)= 100%, Conf (Q3Q5)= 66%,  
Conf (Q5Q3)= 66%. 

 
Assuming a minimum threshold of 60% all the rules is chosen. This method is 
described in Algorithm 1. 
 
Algorithm 1: Association Rule Construction between Test Items 
Input: ASST 
Output: Association Rules between Questions 
 
Step 1: Construct {K1} containing the original test item set {Qi} 
Step 2: Min support=x 
           For each Ki 
           2.1 if count(Ki)>x 
            Copy Ki to Lj 
Step 3: Compute the 2-itemsets of the questions from ASST 
Step 4: for all buckets set bucket count to zero 
            for each 2-itemsets generated in step 3 
       4.1 choose suitable hash function 
       4.2 compute bucket address using this hash function  
       4.3 increment appropriate bucket count 
Step 5: Compute L1XL1 along with the corresponding bucket count 
             For all item sets in L1XL1 
      5.1 if bucket count>x 
                  Store it in {K2} 
Step 6: Construct association rules from {K2} 
            For each association rule 
            6.1 compute confidence using formula (2) 
            6.2 if confidence>M 
             Copy it in {A} 
Step 7: Return {A} 
 
(iii) Deriving Association Rules between Concepts 
 
Our aim now is to deduce the association rules between the concepts and their 
respective weights.  For this we need to define the Test Item Relationship Table 
(TIRT) [3,4]. TIRT stores the level of correspondence between Test item Qi and 
Concept Cj. These are represented in fractions and hence the sum total of these values 
for a concept corresponding to a test item is 1. A typical TIRT is represented in Table 
7.  Lee et al[6] has proposed a method for computation of relative weights between 
the concepts for Apriori algorithm from confidence between test items. It can be 
adapted for DHP algorithm also.  As an example,  

Q1Q2WC1C2=C1C3=Conf(Q1Q3)*RQ1C1*RQ3C3=1*0.75*0.6=0.45.     (3) 
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Thus the relative weight between the concepts C1 and C3 is 0.45. It also indicates 
that the concept C1 should be learnt before concept C3. Also if a student fails to learn 
C1 then the probability that he fails to learn C3 is 0.45. The entire set of association 
rules between the concepts and their relative weights are deduced in Table 6. 

 
(iv)  Construction of Concept Map of Learning 
 
Based on the above association rules the preliminary concept map of learning can be 
constructed. However, on having a look at Table 6 we find that the cycle 
C3C2C5C3 exists. It also shows that C2 is a prerequisite for learning C3 and 
vice versa which is ambiguous. In this cycle the edge C2C3 contains the minimum 
weight. Thus we remove this edge to obtain the final concept map shown in Fig 2. 

Table 6. Generation of association rules between concepts and their relative weights 

Association 
rule between 
Test Items 

Corresponding 
Association rule 
between 
Concepts  

Formula used for computation 
of relative weight  

Value of 
relative 
weight 

Q1Q3 C1C4 Conf(Q1Q3)*RQ1C1*RQ3C4 0.30 

Q3Q5 C2C5 Conf(Q3Q5)*RQ2C5*RQ5C5 0.19 
Q2Q3 C2C3 Conf(Q2Q3)*RQ2C2*RQ2C5 0.16 

Q3Q2 C3C2 Conf(Q3Q2)*RQ3C3*RQ2C3 0.18 

Q5Q3 C4C3 Conf(Q5Q3)*RQ5C4*RQ3C3 0.14 

Q1Q3 C5C3 Conf(Q1Q3)*RQ1C5*RQ3C3 0.15 

 
 
 

 

Fig. 2. Final Concept Map 
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The entire process is represented by the following algorithm: 
 
Algorithm 2: Generate Concept Map 
Input: Association rules between test items, TIRT 
Output: Concept Map of learning 
Step 1: Call Association Rule Construction between Questions Algorithm. 
Step 2: For each association rule generated in step 1 
      2.1 Compute the association rules between concepts using formula (3) and store 
them in {R} 
      2.2 Compute the corresponding weight  
Step 3: for each association rule generated in step 2 
       3.1 Check for cycles in R using cycle detection algorithm 
       3.2 If a cycle exists remove the rule with lowest weight from R 
Step 4: Return R 

3 Use of the Above Method to Perform Remedial Learning 

In this section we illustrate with the help of a suitable example how the concept map 
of learning generated using DHP algorithm can be used for diagnosing student 
learning problems. We assume that a particular student answered the test items Q3 
and Q4 wrongly. Using this information and TIRT we intend to identify the concept 
the student is deficient in. This is illustrated in the Table 7. 

Table 7. TIRT used for generating student learning barrier 

 C1 C2 C3 C4 C5 

Q1 0.75 0 0 0 0.25 

Q2 0 0.45 0 0 0.55 

Q3 0 0 0.6 0.4 0 

Q4 0 0.5 0.5 0 0 

Q5 0 0 0 0.35 0.65 

S 0.75 0.95 1.10 0.75 1.35 

Error(i) 0 0.5 1.10 0.40 0 

Error(Ci) 0 0.52 1 0.53 0 

In Table 7, S denotes the sum of weights of a certain concept. Error(i) is the sum of 
weights corresponding to questions answered wrongly by the student. Error(Ci) is 
computed using the formula 
 

Error(Ci)=Error(i)/S                                              (4) 
 
This value is termed as error ratio. If the value of error ratio is greater than 0.5, it 
means that more than 50% of the concept have been learnt poorly. We thus assume a 
threshold error of 0.6, i.e. if error ratio corresponding to a concept is greater than this  
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value then the student is deemed to have failed to learn this concept. From the above 
table we find that corresponding to concept C3 the value of error ratio is greater than  
0.6. Thus the student failed to learn the concept C3 properly. From the concept map 
shown in Fig 2 we find that the path C1C3 and C4C3 exists, which indicates that 
the student failed to learn the concept C3 as he had failed to master the concepts C1 
and C4. We call this path as Remedial Learning Path (RLP). Thus after generating the 
concept map we may apply the connected components algorithm on this graph to find 
out which of the components contain an edge to C3.  

 

Fig. 3. Snap shot of the association rules between Test Items and their Confidences generated 
by a Java Program 
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4 Experiments 

An experiment was conducted to understand how the proposed diagnostic mechanism 
could be used to generate concept map of learning and identify student learning 
problems. The course ‘Introduction to Java Programming’ was offered to students 
majoring in Computer science in some undergraduate colleges in Kolkata.  The entire 
course curriculum was divided into 12 concepts and corresponding to these concepts 
10 test items were designed. The experiment was conducted on 8 students chosen 
randomly from a set of 60 students in a class. The concepts were identified as follows: 

C1=Variables and Data types, C2=Operators, C3=Library Functions, C4=Loops, 
C5=Branches, C6=Arrays, C7=Functions, C8=Constructors, C9=Classes and Objects, 
C10=Exception Handling, C11=Inheritance, C12=File Handling.  
 

Hwang [20] has proposed a method for computation of TIRT. We however, have 
constructed a TIRT based on general understanding of subject concepts. A Java 
Program was written to generate a set of association rules and their confidences 
between Questions based on Algorithm 1. A snap shot of this output is shown in Fig 
3. Using these association rules and TIRT, association rules between the concepts are 
generated along with the corresponding weights. After removing the rules with lowest 
weights which create cycles we get the following association rules which can be used 
to create the final concept map of learning shown in Fig 4: C1C2, C2C4, 
C2C5, C3C4, C3C5, C4C6, C5C6, C6C9,C7C9, C8C11, 
C9C11,C10C12,  C11C12. We assume that a particular student failed to 
answer the test item Q2 correctly. Using the method specified in section 3, we 
compute that the student failed to learn the concept C4 properly. From the concept 
map of learning generated above, we immediately conclude that this is perhaps due to 
the lack of mastery in concepts C2 and C3. 

 

 
Fig. 4. Concept Map of learning for Java course generated by DHP Algorithm 
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5 Conclusion 

In this work we have proposed a method for development of automated concept map 
of learning using DHP Algorithm. The proposed method was tested with a set of 
students enrolled in an introductory JAVA course and was found to identify their 
learning barriers satisfactorily. This work is actually a part of the work where 
architecture for Intelligent Diagnostic and Remedial Learning System (IDRLS) is 
being developed for identification of concepts the students are weak in and suggest 
remedial lesson plan for these. The system will consist of three modules derived from 
Ausubel’s theory[2] of meaningful learning. One of these modules will generate 
automated concept map using the method proposed in this work.  A prototype version 
of this system is proposed to be implemented in M-Learning environment using 
Android Emulator [7,21]. Also a survey should be done on the students to estimate 
the usefulness of the system so developed. Thus the major research objective of this 
work has been twofold: Firstly, to develop a method to generate an automated concept 
map of learning using an efficient heuristic and more significantly, to verify using 
suitable simulation that this method can indeed identify student learning problems. 
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Abstract. Diabetic Retinopathy is considered as a root cause of vision loss for 
diabetic patients. For Diabetic patients, regular check-up and screening is 
required. At times lesions are not visible through fundus image, Dr. 
Recommends angiography. However Angiography is not advisable in certain 
conditions like if patient is of very old age, if patient is a pregnant woman, if 
patient is a child, if patient has some critical disease or if patient has undergone 
some major surgery.  In this paper we propose a system Automated Diabetic 
Retinopathy Detection System (ADRDS) through which fundus image will be 
processed in such a way that it will have the similar quality to that of angiogram 
where lesions are clearly visible. It will also identify the Optic Disk (OD) and 
extract blood vessels because pattern of these blood vessels near optic disc 
region plays an important role in diagnosis for eye disease. We have passed 100 
images in the system collected from Dr. Manoj Saswade and Dr. Neha 
Deshpande and got true positive rate of 100%, false positive rate of 3%, and 
accuracy score is 0.9902. 

Keywords: DR, OD, Lesions. 

1 Introduction 

Diabetic retinopathy, an eye disorder caused by diabetes, is the primary cause of 
blindness in America and over 99% of cases in India. India and China currently 
account for over 90 million diabetic patients and are on the verge of an explosion of 
diabetic populations [1]. Over time, diabetes can damage the heart, blood vessels, 
eyes, kidneys, and nerves. According to WHO 347 million people worldwide have 
diabetes. WHO projects that, diabetes deaths will increase by two thirds between 
2008 and 2030. This may result in an unprecedented number of persons becoming 
blind unless diabetic retinopathy can be detected early [2]. 

For Diabetic patient regular eye check-up and screening is required [3]. Fundus 
image is taken to view the abnormalities.  At times lesions are not visible through 
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fundus image, Dr. Recommends angiography. However Angiography is not advisable 
in certain conditions like if patient is of very old age, if patient is a child, if patient is a 
pregnant woman, if patient is suffering from hypertension ,stroke, or if patient has 
undergone some major surgery. Sometimes due to dye even a clinically healthy 
person will have side effects such as Dizziness or faintness, Dry mouth or increased 
salivation, Hives, Increased heart rate, Metallic taste in mouth, Nausea and Sneezing 
[4]. 

To overcome this problem we have come up with a computer aided system 
(Automated Diabetic Retinopathy Detection System), to detect DR lesions [5] at early 
stage, to preprocess retinal image, to detect optic disk and to extract blood vessels so 
that angiography can be avoided. We have applied image processing techniques using 
MATLAB 2012a. We have performed these operations on 100 images collected from 
Dr. Manoj Saswade, Dr. Neha Deshpande and got true positive rate of 100%, false 
positive rate of 3%, and accuracy score is 0.9902.  

2 Methodology 

Computer assisted diagnosis for various diseases is very common now a days and 
medical imaging plays a vital role in such diagnosis. Image processing techniques can 
help in detecting, lesions at early stage, localization of optic disc and extractions of 
blood vessels to bypass Angiography. The proposed System “Automated Diabetic 
Retinopathy Detection System” has five stages(fig 1). In first stage preprocessing is 
done to remove the background noise from input fundus image. Mask of input image 
is obtained using thresholding technique in the second stage. In the third stage Optic 
disc is localized using Speeded Up Robust Features techniques.  Blood vessels are 
extracted in the fourth stage using 2-D median filters. In the last stage lesions are 
detected with the help of intensity transformation function. 

2.1 Stage I (Preprocessing) 

The Preprocessing is done to remove noise (pixel whose color is distorted) from 
background and to enhance the image [6]. In the first stage of preprocessing green 
channel is taken out, because green channel shows high intensity as compare to red 
and blue. For enhancement of green channel, histogram equalization is used. 
Mathematical formula for finding green channel is as follows 
   (1) 

Where g is a Green channel and R, G and B are Red, Green and Blue respectively. 
In the green channel all minute details of image can be viewed. Using red channels 
only boundary is visible, and in blue channel image shows lots of noise. Due to these 
reasons green channel is used in the proposed system [7]. For finding histogram 
equalization of an image following formula is used. h v  round  M N   L 1                                       (2) 
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Fig. 1. Flow chart for “Automated Diabetic Retinopathy Detection System” 

Here cdf_min is the minimum value of the cumulative distribution function, M × N 
gives the image's number of pixels and L is the number of grey levels. In histogram 
equalization frequencies of image are spread out, thus image gets enhanced [6].  

2.2 Stage II (Extraction of Mask) 

Mask detection is necessary because it displays the exact structure of boundaries of an 
image. If boundaries are not proper then the image can be discarded to avoid further 
processing[7]. To extract the mask of fundus image red channel is considered because 
it is used to detect boundaries. Once red channel is taken out, thresholding[6] 
operation is performed.  

For finding threshold function following formula is used 12 1 2  (3) 

Where m1 & m2 are the Intensity Values. Threshold is the type of segmentation 
where required object is extracted from the background[6].  

2.3 Stage III (Optic Disk Localization) 

A ganglion cell is a cell found in a ganglion, which is a biological tissue mass, most 
commonly a mass of nerve cell bodies. The optic nerve head in a normal human eye 
carries from 1 to 1.2 million neurons from the eye towards the brain. The optic disc or  
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optic nerve head is the location where ganglion cell axons exit the eye to form the 
optic nerve. The optic disc is also the entry point for the major blood vessels that 
supply the retina. Patten of these blood vessels near optic disc region plays an 
important role in diagnosis for eye disease. An Ophthalmologist checks this region to 
detect normal and abnormal vessels. Abnormal vessels are called as tortuous vessels. 
If blood vessels get tortuous then the chances of leaking the blood is more, which in 
turn can damage Retina. For localization of Optic Disc green channel is used as it 
shows high intensity for the pixel values compared to red and blue. After applying 
some image processing techniques seed-up robust features is used [7 to 10]. 
Following is the formula for Speed Up Robust Features 
 

∑. , . . ,  (4) 

Given an input image I and a point (x; y) the integral image ∑. is calculated by the 
sum of the values between the point and the origin. Figure 2 shows original images in 
column A and localized optic disk images in column B and C.   
 
 

  

   

  A Fundus Image                     B – Optic Disc Localized Image      C – Optic Disc localized color Image 

Fig. 2. Optic Disc Localization 

2.4 Stage IV (Extraction of Blood Vessels) 

For extraction of blood vessels, Image processing operations are performed on green 
channel image. Figure 3 shows original images in column A and Extracted blood 
vessels of images are shown in column B and C. Histogram equalization function is 
used for enhancing the green channel image followed by 2-D median filter[11 to 14].   
Morphological structuring element is applied  for highlighting the blood vessels of the 
retina. 
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 ,  max, ,  (5) 

 ,  min, ,  (6) 

Morphological open function is used for thickening the retinal 

 ∘ ⊝ ⊕  (7) 

Where A ∘B is morphological opening, ⊝ is Erosion and ⊕ is Dilation. 
 
 

  

  

              A – Fundus Image     B – Blood Vessels extracted                C –Blood vessels Extracted  

Fig. 3. Blood Vessels Extraction 

To remove noise 2D median filter is used. 
 ,  , , , ∈  (8) 

Where ω Represents a neighborhood centered around location (m, n) in the image. 
In the last Threshold function is used for extracting the retinal blood vessels. 12 1 2  (9) 

Where m1 & m2 are the Intensity Values.  
After using image processing techniques in the end intensity-transformation 

functions is used. Following is the formula for Intensity Transformation Function 

 (10) 

Where T is Transformation and r is Intensity 
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2.5 Stage V (Detection of Lesions (Microaneurysm)) 

Microaneurysms are the first clinically detected lesions. It is Tiny swelling in the wall 
of a blood vessel. It appears in the retinal capillaries as a small, round, red spot. 
Usually they are located in the inner nuclear layer of the retina[5]. To begin with the 
detection of microaneurism, Green channel is taken out, which is followed by 
compliment function, and histogram equalization function. In figure 4 original images 
are shown in column A and Microaneurysm detected images are shown in column B 
and C.  
 
 

  

  
          A – Fundus Image                       B – Microaneurysms           C – Microaneurysms  

Fig. 4. Detection of Microaneurysms 

3 Result 

We have applied this algorithm on 120 images. For result analysis Receiver Operating 
Characteristic (ROC) curve[18] is used. This algorithm achieves a true positive rate of 
100%, false positive rate of 0%, and accuracy score of 0.9902. For detection of blood 
vessels this algorithm achieves 0.9937 accuracy (Table1), for  Optic disc detection 
0.9932(Table2) and for microaneurysms 0.9962(Table 3) compared to other 
algorithms. We have developed GUI in matlab(Figure 5) for blood vessel extraction, 
detection of microaneurisms and Optic disc. 

Table 1. Comparison of optic disc  

 AUC 
Rangaraj et al. 0.8890 
Usman et al. 0.9632 
Chandan et al. 0.9100  
Ahmed et al. 0.9500 
Proposed 0.9932  
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Table 2. Comparison of blood vessels              

 AUC 

Chaudhuri et al. 0.9103 
Jiang et al. 0.9327 
Staal et al. 0.9520  
Soares et al. 0.9614 
Proposed 0.9937  

Table 3. Comparison of microaneurysms              

 AUC 

Yuji et al. 0.6700 
Sujith et al. 0.9444 

Proposed 0.9962  

 

 

Fig. 5. Graphical User Interface 

4 Conclusion 

In the developed system “Automated Diabetic Retinopathy Detection System 
(ADRDS)” we have used Image processing techniques through which fundus image is 
processed in such a way that it has the similar quality to that of angiogram where 
lesions are clearly visible. System is also able to identify the Optic Disc (OD) and it 
can extract blood vessels. Pattern of these blood vessels near optic disc region plays 
an important role in diagnosis for eye disease. We have passed 120 images collected 
from Dr. Manoj Saswade, Dr. Neha Deshpande to this system, and we have got true 
positive rate of 100%, false positive rate of 3%, and accuracy score is 0.9902. 
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Abstract. A scheduling algorithm for hard real-time systems with aperiodic 
task arrivals and fault tolerance can basically meet the needs of applications in 
the automotive or avionics domain. In these applications, weight, size and 
power requirements are crucial. Any resource augmentation technique to satisfy 
this and ensuring safe functionality under faults can bring in a paradigm shift in 
the design. This paper is based on a strategy for fault tolerance with task level 
criticality on dual processor system. An application with parallelizable task set 
has been used to advantage for resource augmentation under fault free 
condition. A processor failure (permanent fault) leads to safe recovery 
mechanism with graceful degradation. This paper deals with fault tolerant 
periodic task scheduling with arrivals of hard aperiodic events. An algorithm 
for aperiodic scheduling with admission control plan for hard and soft aperiodic 
tasks is developed and implemented on LPC2148 processors for the cruise 
system. A comparison is made with a traditional   dual redundant system with 
appropriate performance metrics for evaluation. 

Keywords: Hard real-time systems, Aperiodic scheduling, Dual redundancy, 
Resource augmentation, Speedup factor, Cruise system. 

1 Introduction 

Hard real-time systems are very complex and have to operate in dynamic environment 
where external events and user commands occur aperiodically. Hence they include 
both periodic, aperiodic tasks and require an integrated scheduling approach that can 
meet the timing requirements of the system. In addition to this, such systems need to 
be dependent even in the presence of permanent fault. Various fault tolerant strategies 
are built into such systems to ensure fail safe conditions during processor failures, 
redundancy being one of the methods. Under mixed task scheduling with aperiodic 
tasks, fault tolerance becomes more complex and precautions should be taken to 
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ensure that critical deadlines are met, guaranteeing the minimal safe functionality. 
Traditional working model of a hard real-time system  consist of redundant units 
which continuously monitor the system (hot standby) and get activated under the 
occurrence of any fault.  

This paper is based on redundancy with task level criticality and resource augmentation 
on cruise system [17], [18]. A framework is designed and implemented for the admission 
control and scheduling of aperiodic tasks with fault tolerance. The Traditional Dual 
Redundant(TDR) scheme and Resource augmented Fault Tolerant(RaFT) scheme, is 
applied to a case study of cruise control system using an experimental setup of LPC2148 
processors and its performance is evaluated by suitable metrics.  

Rest of the paper is organized as follows Section 2 gives literature survey in the 
field of aperiodic scheduling and fault tolerance. Section 3 elaborates the approach 
with algorithm design and Section 4 describes hardware implementation. Evaluation 
of the system performance and discussion is presented in Section 5. Conclusion of 
this work is given in Section 6. 

2 Literature Survey  

2.1 Mixed Task Scheduling  

Aperiodic task scheduling built on static scheduling algorithms like RM and DM are 
presented by Lehoczky [1]. In the work dealt by Sprunt [2] the Sporadic Server (SS) 
algorithm is designed to guarantee deadlines for hard aperiodic tasks and provide good 
responsiveness for soft-deadline aperiodic tasks. Earlier the server based aperiodic 
scheduling introduced, where a periodic server with highest priority is embedded into 
static scheduling strategies to serve the aperiodic tasks, leads to more overheads in 
context switching because of the shorter time period assigned to the server and thus not 
suitable for aperiodic tasks with low arrival rates [3]. Further aperiodic scheduling with 
deadlines on multiprocessors was considered by Andersson et al. with constraints on 
system utilization in both global and partitioned scheduling [4], [5]. Baruah et al. [6] 
considered multiprocessor implementation of Total Bandwidth Server (TBS) along 
with dynamic priority scheduling algorithms. This provided a schedulability test which 
indicates the guaranteed real-time performance of the system. Manimaran [7] proposed 
an emergency algorithm for combined scheduling of periodic and aperiodic tasks 
without any comprise on the schedulability of hard periodic tasks. The concept of 
dropping already scheduled soft tasks to accommodate the hard aperiodic tasks has 
been introduced and is evaluated to give better performance compared to iterative 
server rate adjustment algorithms. A survey paper by Davis et al, [8] covers a detailed 
review of  hard real-time scheduling algorithms and schedulability analysis techniques 
for homogenous multiprocessor systems.  

2.2 Fault Tolerance 

A. Avizienis [9] integrated fault tolerance with the error detection and fault diagnosis. 
Fault tolerance in multiprocessor systems with quick recovery techniques is proposed 
by Krishna [10] and dynamic fault tolerant scheduling analysis is done by Manimaran 
[11]. A scheduling strategy that integrated the timeliness and criticality to fault 
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tolerance was proposed by Mahmud Pathan [12]. A new paradigm for fault tolerance 
in hard real time systems for on board computers with effective resource management 
is given in [13], [14], [15]. The hardware implementation of this fault tolerant strategy 
has been done in [16] for a dual processor system. Implementation of this approach 
and a comparison with traditional dual redundant system for a case study of cruise 
control system is given in [17], [18].  The resource augmentation or speedup factor 
given by Kalyanasundaram [19] provides an efficient performance metric for 
comparing the scheduling algorithms with optimal algorithms. 

3 Scheduling Strategy 

3.1 Assumptions  

The priority level of hard aperiodic event is greater than that of hard periodic task in 
the system. A minimum one execution time unit and with single aperiodic event 
arrival without bursts are considered. Worst Case Execution Time (WCET) of 
periodic task include all time overheads and communication delays. 

3.2 System Model  

The system model consists of a processor which functions as a master node Real-
Time Executive Manager (RTEM) with two identical processors (P1, P2). A mixed 

task set-hard and soft (critical and non-critical) periodic tasks τp = {τp1,τp2 , …τpi}, 

with worst case execution time Cpi, time period Tpi, Deadline Dpi and Utilization 

Upi=Cpi/Tpi and aperiodic tasks τap = {τap1, τap2,….τapj}.  
 
 

C N1 

 
C N2 

Fig. 1. Task allocation in RaFT scheme 

Task allocation and scheduling is done in a Traditional Dual Redundant (TDR) 
scheme with hot standby. A watchdog timer with self detecting mechanism for faults, 
detects the permanent fault in any processor. Based on the work in [13], Resource 
augmented Fault Tolerant (RaFT) scheme, task allocation and scheduling in P1 and P2  
are done by RTEM shown in Fig. 1 where critical(C) tasks are duplicated in the 
processors and non-critical (N1, N2) tasks are shared between processors. Under 
normal mode (fault free mode), each processor executes a static table driven 
scheduling, sends periodic health check signals and updates RTEM. Absence of 
health signal (permanent fault) from any processor switches the system to fault mode 
where the previously allocated non-critical tasks of fault processor are now scheduled 
in functional processor by RTEM, maintaining operational functionality of the 
system. Any arrival of aperiodic event (hard and soft), an admission control algorithm 

Processor P1 

Processor P2 
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is executed by RTEM to find a feasible Window Of Execution (WOE). A check is 
made for criticality of aperiodic event and instantaneously schedules the hard 
aperiodic task in both processors. This assumes significance in the simultaneous 
occurrence of fault and aperiodic arrival.  Soft aperiodic tasks are scheduled in 
feasible WOE based on its utilization factor Uapj,  

where Uapj = 
periodHyper 

)C + C( apj
1

pk
=

i

k . 

Admission Control Algorithm (Al-AdCt) 

Input: User/environment initiated aperiodic event τapj  
1: Check criticality (hard) of aperiodic event 
2: If (Critical) 
3:     Schedule aperiodic event in both processors 
4: Else  
5:     Check for feasible WOE  in any processor 

6:         If  (Uapj ≤ 1- pki
1k U = ) 

7:             Schedule aperiodic event in feasible processor 
8:         Else 
9:             Drop non-critical tasks and schedule the aperiodic event 
10:         End If 
11:   End If 

This algorithm is evaluated with performance metrics, Process Execution Time 
(PET), Effective Utilization (EU), Deadline Miss Ratio (DMR) and average Response 

Time (RT). PET  gives total execution time of the process and determines the speedup 

factor ( PET TDR) / (PET RaFT) [17]. EU is a normalized utilization of processors during 

execution process [23]. DMR is the ratio of periodic tasks that have missed deadlines 

to total number of periodic tasks [24]. RT is average response time of all soft 

aperiodic tasks that have been scheduled on the processors [2]. 

4 Implementation 

The RaFT and TDR schemes are implemented in hardware with ARM LPC2148 
processors taking the task set of a cruise system with a workload of 75% [21]. 
Experimental setup (Fig. 2) includes 2 identical processors and a master node which 
acts as RTEM.  

UART communication is set between the processors with a baud rate of 9600Bd.  
Inputs to the system are sensing tasks, control tasks and actuating tasks with time 
attributes. A performance evaluation board (Fig. 3) indicates the current task executed 
in each processor by the LED. An LCD displays the real-time scheduling in TDR, 
RaFT in Fig. 4(a) (b) respectively. 
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Table 1. Task Set – Cruise System 

Task Time Attributes  
(time units) 

Ci Ti Di 

1 3 30 15 

 2 2 20 10 

 3 2 60 10 

 4 
3 30 15 

 5 2 60 15 

 6 10 60 55 

 7 5 60 30 

 8 10 60 15 

RTEM

Evaluation Board

Processor P1 Processor P2

SAHA

 
 Fig. 2. Experimental Setup 

A green LED indicates health status of processor. A simulation of fault injection in a 
processor is done using the RED switch on evaluation board. To enter into a fault mode 
the RED switch can be pressed for processor P1 or P2 (Fig. 3) and corresponding real-
time display is shown in Fig. 4(c),(d). Injection of hard (HA) and soft (SA) aperiodic task 
are done using switches embedded on the master node (Fig.2). On pressing the HA 
switch, RTEM schedules the hard aperiodic task in both processors as shown in Fig 4(f).  
Performance metrics are evaluated over five hyper periods for one operational run with 
the same instantiation of aperiodic arrival. A soft aperiodic task is similarly scheduled 
with injection of SA during the idle time of processor P2 (Fig. 4(e)).     

 
 

Green LED

RED switch  

Fig. 3. Performance Evaluation Board Fig. 4. Real-time display in LCD 

CT- Critical Task, NCT- Non Critical Task 

Periodic:   a) TDR, b) RaFT, c) P1 failure, d) P2 failure 

Aperiodic: e) Soft (SA) task, f) Hard (HA) task 
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5 Results and Discussion 

For varying number of aperiodic arrivals with varying execution times in TDR and 
RaFT schemes over 5 hyper periods and with 40% critical task load, the performance 
metrics are given in Fig. 5. In Fig. 5(a), the Process Execution Time (PET) with only 
periodic task scheduling is obtained as 56 and 48 time units for TDR and RaFT 
schemes respectively in normal mode. With aperiodic task arrivals, PET increases due 
to preemption cost and aperiodic task execution time. It is found that the speedup 
factor is 1.2 and there is a minimum 12% reduction in RaFT compared to TDR. This 
emphasizes the resource augmentation given by the improvement of PET in RaFT.   

The Effective Utilization (EU) of  the processors under normal mode for TDR and 
RaFT schemes is given in Fig. 5(b). Under periodic scheduling, there is 14% 
reduction in utilization of processors in RaFT compared to TDR and illustrates the 
presence of  extra slack time which can further be used for scheduling any aperiodic 
events and optional tasks. The effect of different aperiodic execution time on EU in 
both schemes is seen with a  minimum differnce of 10%.  Under fault mode, 
performance of RaFT equalizes with TDR assuring the safe functionality of system.  

a) PET – Hard aperiodic tasks b)  EU– Hard aperiodic task

c)  DMR– Hard aperiodic tasks d)  RT– soft aperiodic task

 

Fig. 5. Performance metrics 
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As execution time of aperiodic event increases, DMR shows an increases seen in 
Fig. 5(c). There is a reduction in DMR for RaFT compared to TDR due to 
parallelization of tasks in processors. Average Response Time (RT) of soft aperiodic 
tasks for varying loads of aperiodic task is given in Fig. 5(d),  and compared to TDR, 
there is a miminum reduction of 20 time units emphasizing efficient resource 
utilisation and performance.    

6 Conclusion 

In this paper, a prototype of dual fault tolerant system with aperiodic arrival events 
being scheduled using ARM LPC2148 processors is presented. The evaluation of this 
resource augmentation scheme for a cruise system over a typical dual redundant 
scheme with performance metrics illustrates the enhancement in process execution by 
a speedup factor and provides an additional slack for scheduling the arriving aperiodic 
tasks and possible optional tasks. Admission control algorithm reduces average 
response time by efficiently utilizing the additional slack and reducing deadline miss 
ratio. The results conclude the gain that can be achieved in terms of additional 
computing resources and improved scheduling with fault tolerant constraints. Further 
this framework can be applied to any complex applications like avionics, missile 
guidance and extended with m-processor redundancy. The efficient utilization of 
resources and higher performance capability can prove to be beneficial in systems 
where the reduction in weight and volume can mean more/larger payloads. These are 
desirable factors driving the research goals of fault tolerant scheduling in safety- 
critical applications. 
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Abstract. Identification of differentially expressed genes between two
sample groups are important to find which genes are increased in ex-
pression (up-regulated) or decreased in expression (down-regulated). We
have identified differentially expressed genes between wild type HIV-1
Vpr and two HIV-1 mutant Vprs separately by using statistical t-test
and false discovery rate. We also compute q-value of test to measure
minimum FDR which occurs. We have found 1524 number of differen-
tially expressed genes between wild type HIV-1 vpr and HIV-1 mutant
vpr, R80A. Again we found 1525 diffrential genes between wild type HIV-
1 vpr and HIV-1 mutant vpr, F72A/R73A. From these two differentially
expressed gene sets we get 941 number of down-regulated genes for both
sets and rest genes are found as up-regulated genes.

Keywords: Microarray data, p-value, false discovery data, q-value, nor-
malization, permutation test, differential gene expression.

1 Introduction

Differential expression is assessed by finding ratios of expression levels of differ-
ent samples and variability of these ratios is not constant. A gene is considered
to be differentially expressed between two sample groups, if the gene shows both
statistical and biological significance. Microarray gene expression data are in-
troduced in the nineties. From that period so many methods were developed to
analyze microarray and also to detect differentially expressed genes [10,4]. Di-
verse microarray samples are better choice to understand biological phenomena.
In the present days a lot of number microarray experiments are being develped
to analyze multivariate microarray data [2]. To work with microarray data, the
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quality of datasets are very much essential for analysis but it is not a easy task.
The quality verification or assessment may be done before or after data pro-
cessing. The researcher proves that microarray data quality control improves
the detection of differentially expressed genes [12] and also the useful analysis
with the data. Statistical methods like to compare two Poisson means (rates) for
detection of differentially expressed genes for RNA-seq data [7] are introduced.

Non-parametric methods such as nonparametric t-test, Wilcoxon rank sum
test and heuristic idealized discriminator method are used to find diffentialy ex-
pressed genes [14]. Researchers introduced statistical methods to identify difer-
entially expressed genes in replicated cDNA microarray experiments [8]. There
normalized data is used. The univariate testing problem for each identified difer-
entially expressed genes, correction is made by adjusted pvalue for multiple test-
ing. The principal component analysis (PCA) space and classification of genes
between two conditions are done to find differentially expressed genes [13].

In differentially expressed genes, messages are extensively processed and mod-
ified prior to translation [1]. To identify differentially expressed genes (DEG),
the main key is to understand wrong or fixed under conditions (cancer, stress
etc.). On the otherhand DEG may be considered as featuresfor a classifier and
also serve as starting point for a model. To detect differential gene expression
in cross-species hybridization experiments at gene and probe Level [6] masking
procedure is used. A cross-species data set using masking procedure, gene-set
analysis are studied. Gene Set Enrichment Analysis (GSEA) and Test of Test
Statistics (ToTS) were also investigated.

Transcriptome analysis of DEG relevant to variegation in Peach Flowers [5]
is done previously. They identified an informative list of candidate genes associ-
ated with variegation in peach flowers by digital expression analysis that offered
opportunity to uncover genetic mechanisms of flower color variegation. Using
Bayesian model selection approach, DEG in Microarrays were identified [11].
There researchers identified DEG based on a high-dimensional model selection
technique and Bayesian ANOVA for microarrays (BAM), that striks a balance
between false rejections and false nonrejection.

We have identified differentially expressed genes from wild type HIV-1 Vpr
and two mutant HIV-1 Vprs. In our algorithm we used statistical t-test and
estimate false discovery rate within the sample groups. We extract the DEG
after we plot the volcano plots. The entire algorithm has been discussed in the
method section.

2 Material and Methods

To create the global picture of cellular function, Gene expression profiling is a
measurement of expression or activity of thousands of genes at once. The DNA
microarray technology measures relative activity of genes which are previously
identified as target genes. The next generation sequencing is the RNA-Seq. In
our approach we used expression profiling by array type data.

We applied algorithm on microarray samples of inducible HIV-1 Vpr pro-
tein on cellular gene expression. We get the data set from publicly available
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government website, http://www.ncbi.nlm.nih.gov.in/geodata/GSE2296. The
cell lines express wild type (WT) HIV-1 Vpr and two mutant Vprs, R80A and
F72A/R73A. Doxycycline-induced and uninduced and Flp-In TREx 293/Vpr
cells were collected as microarray data with 0, 1, 2, 4, 6, 8, 12, 16 and 24 hours
post induction (hpi) and the total number of RNA present in the cell are 21,794.
In the samples, three 293 cell-derivative cell line, wild type HIV-1 Vpr and two
mutant Vprs, F72A/R73A and R80A were constructed using commercially avail-
able invitrogen Flp-In TREx 293 cells. The mutant HIV-1 Vprs are defective in
the Vpr cell cycle arrest phenotype. The cell lines were characterized for their
ability to express Vpr at the RNA and protein levels. A large scale host cell gene
expression profiling study using microarray technologies is conducted there to
study whether certain host cell genes showed alterations in expression follow-
ing induced expression of Vpr. In the microarray sample data, purified cDNA
was processed for coupling reaction with Cy 5 or Cy 3-ester dye, respectively.
To determine whether the differential expression of certain genes was associated
with Vpr-induced cell cycle arrest, a comparison between gene expression pat-
tern of wild type Vpr expressing cells and pattern of Vpr mutant F72A/R73A-
or R80A-Vpr expressing cells is done.

We applied algorithm on this sample HIV-1 microarray data after normal-
ization. The normalization is done by scaling the values in each column of mi-
croarray data, by dividing by the mean column intensity and it results a matrix
of normalized microarray data. We used the software Matlab(R2013a) to imple-
ment algorithm.

There are several statistical methods used for identification of differentially
expressed genes. Those are Student’s t-test, T-test, Linear regression model,
Nonparametric test (Wilcoxon, or rank-sums test), SAM etc. We have used T-
test. It is a statistical hypothesis test. In the statistics, the hypothesis testing
plays an important role, and also in statistical inference. The mathematics be-
hind of t-test as follows:

The size of our used samples are equal. If two sample sizes (the number
of participants (n) of each group) are equal then it is assumed that sample
distributions have same variance.

d =
X1 −X2

SX1X2

√
2
n

(1)

where,

SX1X2 =

√
1

2
(S2

X1
+ S2

X2
) (2)

SX1X2 is the grand standard deviation. 1 = sample group one, 2 = sample
group two. S2

X1
and S2

X2
are the unbiased estimators of the variances of the two

samples.
For significance testing, the degrees of freedom for this test is 2n− 2 where n

is the number of participants in each group.
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The t-score is defined by:

t =
x− μ

s√
n

(3)

where x is the sample mean, μ is the population mean, s is the standard de-
viation of the sample, and n is the sample size. We estimate the result of t-test
by false discovery rate. The false discovery rate (FDR) control is a statistical
method. It is used in multiple hypothesis testing to correct for multiple com-
parisons. In a list of findings, FDR procedures are used to control the expected
proportion of incorrectly rejected null hypotheses (false discoveries).

The false discovery rate (FDR) is given by:

FDR = E
V

R
(4)

The FDR is kept below a threshold value i.e. quantile value (q-value).
Where V is the number of false positives or false discoveries.

R is the number of rejected null hypothesis or discoveries
E is estimation.

The q-value of an individual hypothesis test is the minimum FDR at which
the test may be called significant.

Our Proposed Algorithm Is as Follows
Input1: Data matrix object of wild type HIV-1 Vpr (WT ) and mutant HIV-1
Vprs R80A;
dmosubset. Total number of genes present in the sample is 21794.
Input2: Data matrix object of wild type HIV-1 Vpr (WT ) and mutant HIV-1
Vprs F72;
dmosubsetA. Total number of genes in the sample is 21794.
Step1: Normalize the both data matrices. We normalized the data matrices to
get mean and variance of each gene 0 and 1 rapectively; it results dmosetN, and
dmosetAN respectively.
Step2: Filtration of normalized datamatrices i.e. dmosubsetN, dmosubsetAN
Firstly, filter out genes with very low absolute expression values.
Secondly, filter out genes with a small variance across samples.
Lastly, we calculate the number genes in the datamatrices.
After filtration the total number of genes are 19615.
Step3: Extract the data of WT samples and R80A samples from dmosetN
(Pheno1 and Pheno2 respectively).
Extract the WT samples and data of F72A/R73A sample from dmosetAN
(Pheno3 and Pheno4 respectively).
Step4: Standard statistical t-test is done to detect significant changes between
the measurement of variables in two groups (Pheno1, Pheno2) and (Pheno3,
Pheno4)
Step5: Plot normal quantile plot of t-scores and histograms of t-scores and p-
values of the t-tests for both variables.
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Step6: Perform a permutation t-test to compute p-values by permuting the
columns of the gene expression data matrix [9]
Step7: Set the p-value cutoff of 0.05; The number of genes which have statistical
significance at the p-value cutoff are determined.
Step8: The false discovery Rate and quantile values (q-values) for each test are
estimated.
Step9: The number of genes which have q-values less than cutoff value are de-
termined.
Step10: Now FDR adjusted p-values are estimated by using the Benjamini-
Hochberg (BH) procedure [3]
Step11:Plot the -log10 of p-values against the biological effect in a volcano plot
Step12: Export the Differentially expressed genes from volcano plot UI

Output1: We got 1524 differentially expresed genes from sample group Pheno1
and Pheno2.
Output2: We got 1525 differentially expressed genes from sample group Pheno3
and Pheno4.

After coding of algorithm, the result we got is shown in result section.

3 Results

After filtering the sample groups and performing t-test between Pheno1 and
Pheno2, also Pheno3 and Pheno4 (i.e. Wild type HIV-1 Vpr and mutant HIV-1
Vprs, R80A and F72A/R73A) we plotted the sample quantile plot vs theoretical
quantile plots fig1(a), fig2(a) respectively.

We also plotted histogram of t-test (i.e.t-score and p-value), as histogram is
a graphical representation of the distribution of data. It is an estimate of the
probability distribution of a continuous variable, fig1(b), fig2(b) respectively.

In t-score quantile plot, the diagonal line represents sample quantile being
equal to the theoretical quantile. Data points of genes which are considered to
be differentially expressed lie farther away from this line. Specifically, data points
with t-scores within 1− ( 1

2n ) and ( 1
2n ) display with a circles, where n is the total

number of genes.
In fig3(a) and fig4(a) we plot estimated false discovery rate for results Pheno1

and Pheno2, Pheno3 and Pheno4 repectively. The parameter lambda, λ is tun-
ning parameter. It is used to estimate a priori probability of null hypothesis, and
its value is > 0 and < 1 and we used polynomial method to choose lambda.

Fig3(b) and fig4(b) shows volcano plot of differentially expressed genes we got
from HIV-1 Vprs. Cutoff p-value is to define data points which are statistically
significant. It is displayed as a horizontal line on the plot. The volcano plot
shows –log10 (p-value) vs log2 (ratio) scatter plot of genes. Genes which are
both statistically significant (above the p-value line) and differentially expressed
(outside of the fold changes lines) are shown in these plots.

In summary the results are shown in the table1.
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Fig. 1. (a) Plot of sample quantile vs theoretical quantile between Wild type HIV-1
vpr and mutant HIV-1 Vpr, R80A; (b) Histogram plot of ttest result of sample used
in fig1(a)
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Fig. 2. (a) Plot of sample quantile vs theoretical quantile between Wild type HIV-1
vpr and mutant HIV-1 Vpr, F72A/R73A; (b) Histogram plot of ttest result of sample
used in fig2(a)

Table 1. Differentially expressed genes we got from wild type HIV-1 Vpr and HIV-1
mutant Vprs

Sample Groups Differentially expressed genes Up-regulated Down-regulated

WT and R80A 1524 583 941

WT and F72A/R73A 1525 584 941
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Fig. 3. (a) Estimation with false discovery rate (Pheno1 and Pheno2); (b) Volcano plot
of differentially expressed genes in Pheno1 and Pheno2
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Fig. 4. (a) Estimation with false discovery rate (Pheno3 and Pheno4); (b) Volcano plot
of differentially expressed genes in Pheno3 and Pheno4

4 Conclusion

Differentially expressed genes shows the variations of samples in different condi-
tions. Our sample data are HIV-1 Vprs data in two variations; one is wild type cell
line expression vpr and other two are mutant vprs. Using t-test, we have found
1524 and 1525 number of DEG from two groups, among them down-regulated
DEG are 941 in numbers and rest genes are up-regulated. Statistical hypothesis
tests are quite appropriate to compare means under relaxed conditions.
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From the identified genes we can developed differential network within coex-
pressed genes. This network may found the metabolic pathway of a particular
disease.
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Abstract. Bandwidth optimization for real time traffic transmission is a 
challenging issue for the next generation network. The self control of the traffic 
rate to the web cache is based on the relative data present in the proxy server or 
to import the data from the data center node. The smoothness of traffic 
transmission highly depends on the self configuration of the cache memory of 
the web proxy server by the optimized page replacement procedure. The web 
proxy cache memory is finite in size so the enhancement of the system 
performance depends upon the self optimization of the traffic rate. This paper 
address the effect of the zipf like distribution parameters to the input traffic 
request and the effect of the parameters to measure of the bandwidth 
requirement for the desire Audio/Video data file. This paper presents the result 
for bandwidth optimization and traffic control depends on the size of the Audio/ 
video file and the active duration of the transmission stream. 

Keywords: Cache Memory, Zipf Distribution, Page Replacement, Traffic 
Control, Bandwidth Optimization, Self Configuration. 

1 Introduction 

The cost-effective system development for the smoothly video stream transmission 
over the wired connection to maintain the grade of service depends on the load to the 
web cache server. The architecture of video on demand system used web cache to 
protect the collected data center nods to overcome various types of unwanted attack. 
The massive traffic load initially submitted to the web cache to fetch the desire video 
in full range or for the clips or taller/clips of any audio /video. Researchers 
concentrate over the huge growth of the Internet user and that bring enormous 
attention to explore the traffic control and bandwidth optimization for the real-time 
video streaming over the decades.  A good number of works considers at the network 
traffic handle. The hit ratio of a web cache grows to log-like fashion as a 
function on the cache size [2],[3],[7],[8],[10]. The equivalent capacity in the network 
and its application to bandwidth allocation in high speed networks for the grade of 
service [4].The probability based admission control  for the incoming traffic rate for 
the tree based, and graph based network architecture[12]. The problem of bandwidth 
allocation in the high speed network has been addressed in [4],[5],[6] in various ways  
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by restrict to bounded ranges of the connection parameters. The performance of 
multirate request to VoD system from the number of expanding client clusters; 
optimize by multicusting of the request at the proxy server [11] to the data storage 
servers. The true traffic control is done at the web proxy server for the limited buffer 
size of the cache memory. The paper is organized as brief description of the problem 
and literature survey in the introduction (1). Reaming section describes about the 
analytic description of the problem (2) and the session initiative Page Replacement 
with Aggregate Bandwidth algorithm. The section (3) presents the simulation results.  
The last section (4) describes the about the conclusion remarks further improvement 
and reference.  

2 Analytic Description of the Model  

The web proxy traces for the random requests from the infinite heterogeneous 
population of client. Let A  be the given arrival of a page request and B  the arrival 
request for page i . The pages be ranked in order of their popularity ( i.e. by the hit 

count of the page ).where  page i  is the thi most popular page so the page are marked 
as 1,1/2,1/3,1/4,… 1/ i ,1/(1+ i ) , …… Now two mutually independent exclusive 

events occurs A  and B , 
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where N  is a finite natural number. So for the large size of population of submitted 
request and heterogeneous nature of the request pattern be better approximated [1] 
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. This is the probability for the requested   

page i , where 
0i I∈ 

,     assumed that the finite stream of requests R  satisfied and 

the request ( 1)thR +  is made for the thi page, and the page  i  is not present in the 

cache memory of the web proxy server . So the distribution obtained ( or 

approximated)  by the allowed the repetition   permutation  (1 ( )) ( )R
Np i f i≈ − ≈  

where 1 R N≤ ≤ , so the corresponding hit rate (miss)  express by  the hit on 

demand as  
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1

( ) ( )
N

d e m a n d N
i

H p i f i
=

=  ,    Since the cache size is limited to say ( )C and 

the request comes from the infinite size heterogeneous population .i.e. R → ∞ , so hit 

miss be updated as
1

lim ( ){1 ( )}
C

R
R N N

i

p i p i→∞
=

− , clearly |1 ( ) | 1Np i−         so 

the series is convergent. So demandH   is equivalent to   
1

( )
C

N
i

p i
=
 .  If the required 

file is not present in the cache,   two things be happened simultaneously imported the 
file from data center nodes connected to web proxy.  Update the cache list the page, 
which is not in used by the dynamic session initiative page replacement algorithm 
[13]. Figure -1 represent the work flow of the system to the response the submitted 
request stream.   

 

 

 

 

Fig. 1. Traffic flows in the Video on Demand System 

So for the hit miss of 
t h

i file or page, considering  ib  is the required bandwidth 

to import the  
t h

i  file from data center node.  Now,   Bandwidth demand (i)   ≈     

ib , here, .i i ib s t=  in ideal condition. Where iS the size of the requested is file and 

it  is the time duration of the activity of channel. 

So, the aggregate bandwidth required on demand approximated 

by ( )
1

.( . )demand i i i
i

H s t
∞

=

≈ ( )
1 1

( ) .
C

N i i
i j

p j s t
∞

= =

=    ( )
1 1
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N i i
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= =

=   by 

lemma (2.1) we get, 

                                                   =  1

1

.( ).( . )i i
i

k C s tαα
∞

−

=
                                         (A)   

here, k  is a threshold value related to packet loss, 0 1k     and C  is the finite 
cache memory size, α  is the Zipf –like parameter.   
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2.1 Lemma 

For any real or complex value,  S  the expanding series 
1

( ) s

n

s nζ
∞

−

=
=  satisfy  

1( ) | | Ss s nζ −≤  

 

Proof: let s  be any complex variable then s iα β= + , sn− = exp(log{ sn− })  

= exp(- s log n)= exp{( iα β− − )log n} = [ exp {( iα β− − )}]log n    

 by rule   exp (ab) =[exp(a)]b    

=[exp{( α− )+( iβ− )}]log n = [exp( α− )]log n  [exp( iβ− )]log n  =[ e α− ]log(n)[ ie β− ]log(n)  

=
log( )[ ]ne

α− log[ ]i ne β−
= n α− logi ne β−

    

logs i nn n eα β− − − =   

So, | |sn− = log| |i nn eα β− −   log| || |i nn eα β− −≤    n α−≤   

                          as 0α >       and 
log| |i ne β−

  1→  

( )sζ  is analytic in the complex plane except a simple pole at        

                1s = .Now, ( )sζ 1

1s −
=

1

1
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n x dx
+∞

− −

=

−        

1

1

( )
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n x dx
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− −

=

= −    

                         for, [ , 1]x n n∈ + , ( 1)n ≥ and  0α    
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x
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Session Initiative Page Replacement with Aggregate Bandwidth Algorithm  
Var: 
 i  :  integer   

α , κ , is , it , C, aggregate_bandwidth of real  

List: array [1,2.., n] of string // List contain available video stream name in the system  
Hit_count:  array [1, 2.., n] of real 
Buffer: array [1, 2…, m] of string // m> n 
Initialization:  
List ←  Store the name of the video file name// Preliminary initialization manually    
Begin 
While (buffer ← index! =Null)   

{ 
Read the stream of request to buffer for a session 
} 

While (buffer ←  index! = Null)  
{ 

                If (input string match   with any member of the List)                
   { 
                           Hit_count of the file ++ 

Stream transfer to the client  
                                            } 
                 else // Hit Miss               

{ 
Step-1: Search the least hit count in Hit_count 

// is , it  is the size of the new video stream and the channel  

// occupancy time, C is the Cache Size, κ is a real threshold 
// α  is varying   Zipf parameter  

Step-2: Find   aggregate_bandwidth  1

1

.( ).( . )i i
i

k C s tαα
∞

−

=
  

Step-3: Replace with new file name entry 
Step-4: Store the file to proxy server from remote storage server 
Step-5: Transfer the video to the client 

             } 
 }// End while  
           Flash buffer 

End   
End Algorithm  
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3 Simulation Result and Discussion  

In this section, we describe the overall system response on the basis of different 
values of zipf parameters. The heterogeneous population size of the client request is 
1003 for 10 milliseconds   of time and the size as the file varies from (1 to 15 kb), the 
channel access time varies within (1 to 10 millisecond).  

 

Fig. 2. Traffic Estimation Against Popularity 

Figure 2 and 3 present   the frequency of the user choice form the large scale of 
heterogeneous population of viewers. The traffic traces pattern done at the web proxy 
server. The Zipf   parameter varies over the range (.98, .75, .64, .51, .41, .31) the 
proxy server has limited cache memory size. The popularity ranks in the scale 100x, at 
x=0, the top rank is 1. According to the plotted simulation figure 2 and figure 3 has a 
long tail that indicates   the popularity decreases implies the frequency of accessing of 
the video decreases.  The population size of the submitted request is 1003.    
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Fig. 3. Traffic Estimation Against Popularity 

The simulation shows that the hit misses increases when the value of α  increases. 
The higher value of α  indicates the hot spot situation in the proxy server for a 
particular session of the request stream, where the submitted request for limited files 
is very high. The figure 2 and 3 indicates the file with rank (1 to 1001.1) and files with 
rank (1 to 1001.05) appears as hot spot situation. The request pattern approximated by 
different values of α .Figure 4 and figure 5 presents the bandwidth requirement for 
the video transfer from data center nodes to the heterogeneous client. The data center 
nodes are distributed, all the requested video streaming through a proxy server. The 
simulation   result in the figure 4 considers Zipf parameters as (.98 and .64). Whereas 
for the figure 5, it is (.41 and .31).  The high bandwidth consumes for the top 100 
video.  For the simulation purpose, we consider the packet loss and inter packet delay 
threshold bounded within (0,1) according to the expression (A). Figure 4 and figure 5 
shows the comparative scenario for different values ofα . Figure 4 indicates 
bandwidth requirement higher for the lower values ofα . The bandwidth required for 
the file with rank 100.475 are 9.9 Bits/sec for the α  value .98 and 8.9 Bits/sec for the 
α value .64. The simulation figure shows bandwidth requirement decrease according 
to the α value decrease. In the video on demand system major request submitted for 
the high rank video only. The major bandwidth required for the rank (1 to 100.75) 
audio/video stream.    
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Fig. 4. Bandwidth Estimation Against Popularity 

The heterogeneous population size of the client is 1003 and the size as the file 
varies from (1 to 15 kb) the channel access time varies within (1 to 10 millisecond). 
Figure 4 and figure 5 has a long tail that indicated the bandwidth requirement coming 
less as the popularity goes decrease.    

 

Fig. 5. Bandwidth Estimation Against Popularity  

4 Consultation and Remarks  

In this paper, we have shown traffic request pattern submitted at the proxy server that 
matches with the analytic model of the system. We have considered the ideal situation 
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for request response scenario. The hot spot space indicates for a limited number of 
files, and the required bandwidth estimated for the hit miss and hit rate also. The 
delay and packet jitter estimation be added to the expression (A) in contrast with the 
real-world scenario for the further improvement of the paper. The distributed data 
center node and the routing of the packet to optimize the least hop count between the 
web proxy and the data center node will present the video streaming more realistic. 
The new types of algorithms needed to enhance the overall system performance. 
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Using Facial Expressions 
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Abstract. Home automation system means centralized control of lighting, 
electrical appliances; locking of doors, alarm systems etc. for improving energy 
efficiency, security, and comfort. Assistive domotics is a home automation 
system specially developed for elderly and physically challenged persons for 
their convenience and comport who would otherwise require additional care. In 
this paper home automation is done using facial expressions which include 
angry, sad, neutral, fear and smiling. This system is designed for situations were 
speech control systems and gesture control systems fail.  

Keywords: Home Automation, Active Appearance Model (AAM), Relative 
Sub-Image Based Model (RSB), k-Nearest Neighbors (kNN), Hidden Markov 
Model (HMM).                           

1 Introduction 

Technology is growing at a rapid rate in our day to day life. Nowadays the 
introduction of home automation system is playing an important role to make the 
living easier and comfortable than before. This project implements a home 
automation system that can be controlled using facial expressions. This system will be 
beneficial for disabled who have gesture and speech impairments enabling the 
disabled to be independent of the caregivers. 

1.1 Existing Home Automation Systems 

There are many automation systems available nowadays. Speech controlled home 
automation systems are those were controlling of the appliances takes place by the 
recognition of speech of the user. Speech of the user might be affected when 
subjected to cold. Hence this system is not reliable. Gesture based home automation 
systems, were controlling of appliances occurs by the recognition of gestures given by 
the user as input. Disadvantage of this system is that real time delays causing less 
accuracy. Bluetooth based home automation system, consisting of a primary 
controller and a number of Bluetooth sub-controllers [3]. All the home devices will be 
connected separately to local Bluetooth sub-controller. They communicate with each 
other via wired connections. A Bluetooth module should be present and is shared by 
many home devices. This reduces the amount of physical wiring but increases access 
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delay since a single Bluetooth module is shared between many home devices. Thus 
the system should be reliable, real time delays should be minimum, less expensive 
and less access delay. 

1.2 Proposed Home Automation System 

Here, home automation is controlled using facial expression of the user. Five 
expressions are focused which include neutral, smiling, sad, fear and angry. Feature 
extraction is performed using Active Appearance Model (AAM) and Relative Sub-
image Model (RSB) in order to compare the performance evaluation between the two. 
Classification is done Support Vector Machine (SVM). The recognized output is 
connected to each appliance physically using a wired connection. Once the image is 
classified the corresponding special character is send through the serial cable to the 
microcontroller. The microcontroller then performs the respective action. 

2 Related Works 

Various feature extraction techniques have been implemented such as AAM and RSB. 
In AAM, key landmarks also known as the fiducial points are labeled on each 
example. This constitutes the training set. Fiducial points are used to mark the main 
features. The sets are aligned into a common coordinate frame and represented each 
by a vector. Then we wrap each example image so that it will match with the mean 
image. We normalize the example images using scaling and offset to minimize the 
effects of global lighting variations. To get a linear model principle component 
analysis (PCA) is performed. More details are discussed in [5].  

In RSB, automatic cropping is done to get the maximum face area. This image is 
divided into many Sub-images and PCA in applied in each Sub-image so as to get 
local as well as global information. Feature extraction using RSB is fast and accurate 
whereas AAM is accurate but performs at a slower pace.  

As we know there are lots of classifiers in machine learning. One of them is 
Support Vector Machine (SVM). SVM plays a very important role in pattern 
classification, for the problem of regression and for learning a ranking function which 
is by maximizing the margin between various classes. Initially, SVM was 
implemented for two class problems. In proposed system Multivariate SVM is used 
where more than two class problems is solved. 

Another one is k – Nearest Neighbours algorithm (kNN).The output is a class 
membership. Classification of objects is performed by a majority vote of its 
neighbours. Whenever we have a new point to classify, we find its K- nearest 
neighbours from the training data (vectors in multidimensional feature space each 
with a class label). Storing of the feature vectors and class labels takes place during 
the training phase of the algorithm and in classification phase, a query or a test point 
which is an unlabelled vector is classified by assigning the label which is most 
frequent and nearest to that query point. The distance is calculated using Euclidean 
distance, Minkowski distance or Mahalanobis distance. Hidden Markov Model 
(HMM) is a method applied for pattern recognition such as speech, hand writing, 
gesture and facial recognition etc. Here the system being modelled is assumed to be 
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a Markov process with unobserved (hidden) states. In [2], the output from kNN is 
given to HMM in the second classification stage. The HMM reclassifies each input 
unit by taking into account not only the output of its paired first-stage classifier but 
also its classification of the previous units. In this way, each unit is classified on the 
basis of both its feature vector and its temporal relationship with previous units [2].  

3 System Architecture 

This section describes a compact, flexible and a low cost home automation system.  
The software part constitutes image acquisition, noise removal, edge detection, 

feature extraction, PCA (comparison between traditional and modular PCA 
algorithm) and classifier. The decision value is the function or output of each 
recognized expression which is send to the hardware interface. 

To ensure that the reproduction of your illustrations is of a reasonable quality, we 
advise against the use of shading. The contrast should be as pronounced as possible.  

If screenshots are necessary, please make sure that you are happy with the print 
quality before you send the files. 

 Wired connection is established between the hardware components which consist 
of a two DC motors, small speaker, LED and GSM (Global System for Mobile 
Communications) modem (Fig. 1 shows the system architecture).  

 

Fig. 1. System Architecture 

3.1 Image Acquisition 

Image is converted to YCbCr image to identify mouth and eye region. It is observed 
that Cb value is high around eye region and Cr value is high around mouth region. 
Then it is converted to binary image.  

3.2 Noise Removal 

After converting to binary image, few pixels which may not be skin pixels are 
detected as skin pixels. These pixels are noise.  To remove them, a 5 x 5 mask with a 
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low pass filter is implemented. Every pixel of the block is set to white if the number 
of white pixels is more than half of total pixels in that block; else this 5 × 5 block is 
transformed to a complete black block [1]. 

3.3 Edge Detection 

For edge detection we use Sobel Edge Detector. Two 3× 3 kernels (hx, hy) are 
convolved with the original binary image and approximations of the derivatives are 
calculated i.e., one for edges in horizontal direction and other for edges in vertical 
direction. Gx and Gy are the two images which at each point contain the vertical and 
horizontal derivative approximations [1]. 

3.4 Feature Extraction 

Here a comparison is done between two feature extraction algorithms i.e., AAM and 
RSB. In AAM, key landmarks also known as the fiducial points are labeled on each 
example. This constitutes the training set. Fiducial points are used to mark the main 
features. The sets are aligned into a common coordinate frame and represented each 
by a vector. Fiducial points are shown in Fig. 2. 

 

Fig. 2. Fiducial Points [6] 

Then we wrap each example image so that it will match with the mean image. We 
normalise the example images using scaling and offset to minimize the effects of 
global lighting variations. To get a linear model principle component analysis (PCA) 
is performed. More details are discussed in [5]. In RSB, automatic cropping is done to 
get the maximum face area. This image is divided into many sub-images and PCA in 
applied in each sub-image so as to get local as well as global information (Modular 
PCA). RSB features are calculated for each combination [4]. 

In the proposed system, expressions with occlusions (usage of glasses or eye 
masks) can also be recognized under almost all lighting conditions. The dataset 
consists of four users each consisting of 40 images (20 with glasses and 20 without 
glasses) thus making a total of 160 images. The training set for each user consists of 
40 images and the test set consists of images which are taken from the web camera 
constituting 40 images for each user with and without glasses. 
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Fig. 3. Sample Dataset 

3.5 Classifier 

Multivariate SVM is used where more than two class problems is solved and works 
well for unseen examples. Five class means are considered as five nodes and are 
separated as far as possible. Maximization of margin means more generalization 
ability. Hyper planes are separated far apart until similar data points are met [4]. 

3.6 Hardware Implementation 

Live image of the expression is taken automatically using a camera. The output from 
the matlab (recognition of angry, sad, neutral, fear and smiling) is send to each 
appliance physically using a wired connection. Once the image is classified the 
corresponding special character is send through the serial cable to the microcontroller.  
The microcontroller then performs the respective action. Actions performed are given 
in Table 1. 

Table 1. Table showing the events 

Expressions On Off 
Angry Light Light 

Sad Fan Fan 
Neutral Alarm Alarm 
Smile Door Open Door Close 
Fear Send Message Send Message 

The switching on and off of the appliances taken place when the same expression 
is shown simultaneously. 
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Fig. 4. Block Diagram 

Special characters will be sent from the matlab to the microcontroller 
(PIC16F877A). The program in the PIC is run and appliances are controlled when 
showing different expressions (Fig. 4). The circuit diagram is given in below (Fig. 5). 

 

Fig. 5. Circuit Diagram 

4 Experimental Analysis 

Performance was measured by weighted accuracy (WA) and unweighted accuracy 
(UA). For binary classification, WA and UA are defined by equation 1 based on the 
number of true positive (tp), false positive (fp), true negative (tn), and false negative 
(fn) obtained [2]. 

WA = tp + tn/ (tp + tn + fp + fn) . 
UA = (tp/ (tp + fn) + tn/ (fp + tn))/2 . (1) 
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The proposed system is tested in various lighting conditions and the accuracy for each 
expression is listed in the Table 2. 

Table 2. Performance analysis 

Expressions Accuracy 

Angry 95.8 % 
Sad 93.0 % 

Neutral 98.9 % 
Smile 98.2 % 
Fear 98.5 % 

It is observed that the performance of AAM with occlusion is less as compared 
with the RSB algorithm with occlusion. AAM is showing only 85 % accuracy 
whereas RSB algorithm is showing 97 % accuracy. 

 

Fig. 6. AAM Screenshot Fig. 7. RSB Screenshot 

5 Conclusion 

The system is tested under all lighting conditions and it is observed that RSB 
algorithm is better than AAM for expression recognition. The hardware implemented 
is simple and cost efficient and is reliable.   
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Abstract. In the era of SOA, web services are gaining importance in various 
fields and e-commerce is one of the promising domains. Many methods are 
available for discovering web services based on syntax, but lot of irrelevant 
services are also obtained in this method. To overcome the problem of syntax 
based method various semantic based discovery methods are existing as in 
literature survey. In this paper we are proposing scalable semantic web service 
discovery method without compromising the expressive power with reasoning 
using prolog and graph database like Allegro graph. 

Keywords: SOA, Web Services, Semantic Web Services, Scalable, Allegro 
Graph. 

1 Introduction 

Web Services[2] are defined as the services which are provided, published, found and 
used in web. Web services are web applications components(applications which run 
on web are called web applications). Before understanding web services we must 
know the basics of XML. XML is Extensible Markup Language which is designed to 
store and transport the data. 

Importance of web services[2,4] are such as, web applications differ from the 
normal client server applications, as in client server application not all the clients 
(users) can access server application. But the web applications, could be accessed 
from any part of the globe. The standards which are used by web applications for data 
transferring and communication are HTTP and HTML. Most importantly the 
reusability, time saving and cost saving are given by these web services. Web services 
are platform independent as well as hardware, location & also programming language 
independent and are well known to their interoperability. 

Pitfalls of web services[3] are people using internet knew that, the websites 
provided in internet are not fully available (Availability). The general services are 
created for customers, where one among them may need some extra feature which is 
unavailable and should go for another choice/search (Matching requirements). A web 
service creator should avoid changing of methods or parameters that customers need, 
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as it may cause an interruption in the customers programs. So the only thing can be 
done is to create new methods and add, but not modify or change(Immutable 
Interfaces). Most of the services use HTTP, where it is not a reliable protocol doesn’t  
give any guaranteed delivery(Generated Execution). For sending private information 
to web services, Secure Socket Layer(SSL) program is used. Here the problem is that 
when large data transfers are done, SSL doesn’t work(Security and Privacy). 

Before discussing about semantic web services, let us have a glance of what is 
semantic web? Semantic web[5] is decipherable extension of the world wide web. 
The information on the websites are used to be presentation oriented but soon 
changed into content oriented representation only because of the semantic web. 

The semantic web service[5] are linguistic extensions of web services and 
procedure oriented extensions of semantic web. The discovery, composition, 
invocation and interoperation of services are been backed by meaning oriented 
description which was been programming interface oriented description of web 
services. Presently there are two dominant resources, Web Services Modelling 
Ontology (WSMO) and Web Ontology Language for Services(OWL-S)[8]. 

2 Semantic Web Services Frameworks 

The frameworks of Semantic Web Services are shown in the paragraphs below. 
OWL-S (Ontology Web Language for Services): The properties and capabilities of 

web services in Ontology Web Language[10] can be described by this upper ontology 
for aiding the automation of web service discovery, execution , composition and 
interoperation. OWL-S defines an upper ontology. The upper ontology of services is 
mainly divided into three parts, Service Profile, Service Grounding, Service Model. 
Service Profile gives all the information which is needed by the user to purely 
discover a service whereas the service grounding and service model together provides 
information how to make use of it. 

WSMO(Web Service Modelling Ontology): To expedite the automation of discovery, 
combining and invoking electronic services on the web, WSMO[11] provides a 
theoretical framework and well-formed web services. For semantic web services related 
aspects, the WSMO is a meta-model. Meta-Object Facility is a framework for indicating , 
composing, admonishing  technology neutral meta-models. Web Service Modelling 
Framework[9] processes and  boosts its conception through  formal language. To provide 
a reference architecture and implementation for effective discovery, selection, mediation, 
invocation and inter-operation of semantic web service based on WSMO specifications. 
WSMO characterised four top level elements that explain semantic web services, which 
are Goals, Ontologies, Mediators and web services. 

GOALS-As described in the web service capability, the user need aspect along 
with the requested functionality as opposed to provided functionality. 

ONTOLOGIES-It provide the shared common terminology by concept and their 
relationships along with axioms and instances. 

MEDIATORS-Its main aim is to beat the interoperability on data, protocol and 
process level, where on data level the mismatches between different terminologies are 
shown. Goals or web services are on process level and web services communications 
are on protocol level. 
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Four types of mediators[6], 

- ggmediators-provides link to two goals 
- oomediators-provides interoperability between two ontologies 
-wgmediators-provides link between services and goals. 
-wwmediators-mediate between two services 

WEB SERVICES-Access to services is been provided by the computational entity. 
The description contains capabilities, interfaces and internal working. From three 
different viewpoints, the web services are described in WSMO, they are non-
functional properties, Functionality, Behaviour. 

WSDL-S(Web Service Description Language-Semantics):Compared to 
WSDL[12], WSDL-S[14] is light-weighted approach to augment web services with 
semantics. The semantic models which are related to WSDL-S are controlled outside 
the WSDL document by WSDL extensibility elements. The inputs, outputs and the 
operations are annotated by WSDL-S. Along with it, WSDL-S also provides 
mechanism to specify and annotate preconditions and effects of web services. The 
automation of the process of service discovery is implemented by combining the 
preconditions, effects with semantic annotation of inputs and outputs. WSDL-S use 
the category extension attribute on interface element for publishing web service in 
UDDI(registry). Some key design principles for WSDL-S are ,services provided by 
the web standards are fast, Web Services Description Language-Semantics is 
independent of language, WSDL-S allows multiple annotations, Web Services 
Description Language-Semantics allows upgrade of deployed WSDL documents to 
include semantics. 

SAWSDL(Semantic Annotations for WSDL):It is itself defined as adding up of 
semantic annotations to the WSDL components, SAWSDL [13] is not a language but 
provides mechanism to refer the concepts from the models of semantic. The 
annotations like preconditions and effects are not considered in SAWSDL. Key 
design principles for SAWSDL  are, Linguistic annotations for web services is 
completely based on the extensibility framework of WSDL, SAWSDL is needed for 
both mapping languages and semantic representation, SAWSDL gives semantic 
annotations for both discovery and invoking web services, SAWSDL annotates 
WSDL interfaces and operations with categorization information that can be used to 
publish a web service in a registry, SAWSDL considers bottom-up approach to model 
web services concepts without considering WSDL. 

3 Semantic Web Services Tasks 

Semantic Web Services are branched into three different tasks namely Discovery, 
Selection, Execution. 

 

Discovery Selection Execution 
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3.1 Discovery 

In general, the web service discovery is used to find web services that elate particular 
requirements. When grounded in a accurate linguistic formalism, the process becomes 
a semantic service discovery. Discovery[1] process is nothing but the matchmaking. 
Services are described by IOPEs- Input, Output, Pre-conditions and effects and the 
non-functional properties. The process of discovery involves, Firstly the service 
request is initiated, then the matching process in the repository is done using the 
matchmaking engine. Next after the matching is done, the results which are obtained 
are done for negotiation of services which is invoked to communicate with the 
providers to access information dynamically. Among all the services, the selection of  
the  services are done as per the preferences of the client. Finally the discovery is 
done by conjuring the services which are selected. 

Discovery implementation undergoes three different steps. 

• Prefiltering -Process of keyword matching using algorithm. 
• Logical matching-IOPEs of the goal and web services. 
• Preparing result –List of matching services are taken into 

consideration with Quality of Services data based on past execution. 

3.2 Selection 

Selection means ranking up the services which are been discovered accordingly that 
which is based on Quality of Service (QoS). 

3.3 Execution 

After the selection, execution[7]is the final task which is done in the process of web 
services. For a service execution, it should consist of all the necessary actions that 
need to be taken under consideration during the runtime to get one or more services in 
an arranged picture. The actions could altogether be initiation, control and validation 
of service invocations. The most important assets are generated termination and 
reliability, a consistent state before and after execution in the presence of failure. 

4 Related Work 

As this paper presents the semantic web service discovery, let us see the various 
discovery methods. Many existing approaches for web service discovery are 
mentioned below. 

Two-Phase Semantic Web Service Discovery Method[1] was proposed by Laszlo 
Kovacs, Andras Micisik, Peter Pallinger in which the traditional information retrieval 
based pre-filter step and a logic based steps  combines and uses a technique based on 
Prolog-Style unification and is used for implementation of INFRAWEBS. The 
approach finds matching of intersection type and the other two possibilities which are 
provided are comparison and ranking. 

Falak Nawz, Kamram Qadir and H. Farrooq Ahmad proposed push model[15] for 
web service discovery in which before the discovery implementation, the service 
notification is provided by the service clients. The descriptions are matched by  
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OWL-S which is an ontology language in which semantic based web service are used. 
By the scores assigned for each published web service ranking is given using concept 
matching. Phases are of two distinct types, subscription module and notification 
module.After the ranking is done the best matched web service is selected by IOPEs 
to OWL-S description stored in registry. Matching can be as exact, plug-in, subsume, 
enclosure, unknown and fail.There is also a limitation that adds overhead in 
developing and maintaining new components in system architecture. 

J.Zhou, T.Zhang, H.Meng, L.Xiao, G.Chen and D.Li proposed web service discovery 
based on keyword clustering and concept expansion [16].Based on the Pareto principle, 
the calculation of the similar words in ontology and the similar words are therefore used 
for semantic reasoning. In the approach Bipartite graphs are used to find the matching 
degree between the provided services and the users request. The algorithm named Kuhn-
Munkres is described to compute the optimal matching of bipartite graph. 

Y.TSAI, San-Yih,HWANG and Y.TANG proposed an approach which consists of 
[17] information about service providers,service and operation descriptions by 
providers and users , tags and categories and also Quality of Service (QoS) attributes. 
By using the ontology, the similarities between input/output of query and web service 
are calculated.If an input is given , the message part is mapped to concept present in 
the ontology. This test for similarity is performed at three levels. Finally the overall 
similarities between the given input and the services available are calculated as 
weighted sum of similarities of all associated attributes. 

Guo Wen-Yue,Qu Hai-Cheng and Chen Hang proposed three layers dividing them 
by using filters to minimise the search area. The approach [18] has been applied on 
intelligent automotive manufacturing system. The three different matching layers are 
matching by service category , matching by service functionality  and matching by 
Quality of Service . Using ServiceProfile documents for matching the semantic web 
service discovery is based on the OWL-S. From all the layers degrees, the service 
matching degree is calculated. Finally the list of services which meet the best are 
presented to the clients. 

5 Proposed Work 

Scalability has become the key issue in semantics-based approaches as and when 
number of services grow in the repository with time. We are proposing a method in 
which scalability issue of semantic web services can be resolved without 
compromising with the expressive power. 

In the recent years graph databases like Neo4J and Allegro graph has been gaining 
popularity in semantic web technologies. We are proposing the following steps for 
improving the scalability issue. 

Step 1: Convert the Service Descriptions written in RDF/OWL into subject, 
predicate, object and store them as Triple store. We are proposing Allegro graph 
database to store the triples. 

Step 2: Discover Services using reasoning through Prolog based interface from  
Allegro graph.  

Step 3: Display results to the user. 
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Allegro graph Database can store million of triples and also it has RDFS++ Reasoner 
which can reason predicates correctly. The benchmark results can be viewed at 
http://franz.com/agraph/allegrograph3.3/agraph3.3_bench_lubm.lhtml#lubm8000. 

6 Conclusion 

Based on the various techniques discussed in the above literature we have identified 
that scalability is one the challenge in Semantic web Service discovery. As we know 
that Logic based methods has proved efficient in reasoning or discovering the hidden 
facts from the service descriptions, we are proposing to store the RDF/OWL Service 
descriptions in the Allegrograph and perform the reasoning using Prolog. We need to 
still experiment on various Semantic web service descriptions and verify the results in 
detail. 
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Abstract. This paper investigates different linear and non-linear state 
estimation techniques applicable in the scenario of unmanned air vehicle 
platform with an image sensor that attempts to navigate in a known urban 
terrain. Feature detection and matching steps are carried out using DTCWT 
(Dual tree Complex Wavelet Transform) descriptor. The state parameters of the 
vehicle are subsequently estimated using the measurements from the image 
sensor. Due to the non-linear nature of the problem, non-linear filters such as 
particle filters are often used. Various other methods have been proposed in the 
literature to the problem ranging from linear Kalman filter to non-linear 
probabilistic based techniques. This paper therefore attempts to study different 
state estimation methods and understand two main approaches in particular the 
Kalman and particle filter for the problem. 

Keywords: Unmanned Air Vehicle, Dual Tree Complex Wavelet Transform, 
Kalman filter, particle filter.  

1 Introduction 

Unmanned Air Vehicles (UAV) are deployed for a number of defense applications 
ranging from target recognition, monitoring areas of interest, to border and port 
surveillance. Consequently, it becomes inevitable that the vehicle navigates in any 
type of terrain with a reactive mission and accurate outcome in the form of precise 
target detection or even controlled autonomous navigation. The unmanned air vehicle 
navigates in a known urban terrain with camera as the sensor that aids in navigation.  

Urban terrains are characterized by rich geometric structures with salient features 
such as sharp corners and prominent edges in contrast to hilly terrains. However they 
also pose new problems for the autonomous navigation of the vehicle. The UAV has 
the capability to rotate along all the three planes (X, Y and Z planes; roll, pitch and 
yaw angles respectively), shift or translate their position and fly high or low 
presenting new challenges on the captured images which may tend to get distorted. 
                                                           
* Corresponding author. 
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For instance, a square may appear as a parallelogram (skewing effect) from a certain 
viewing angle. In this context it is therefore essential to detect features which are 
invariant to translation, rotation and scale. A detailed analysis of different feature 
detectors and descriptors is carried out in [1] motivating to choose Dual-tree Complex 
Wavelet Transform (DTCWT) as the feature detector and descriptor. DTCWT 
introduced by Kingsbury [2] provides better directional selectivity, provides 
information on local phase extraction, is perfectly reconstructable and has limited 
redundancy than discrete wavelets or even its Fourier counterparts. Moreover with the 
changing environmental illumination conditions, the feature descriptor has to be 
robust to localize the features successfully and match accurately with its consecutive 
frames. This correspondence is further used to estimate the location of the UAV [15].  

This paper is organized as follows: in Section 2, the evolution of the estimation 
theory is discussed and this sets the context for the selection of two main state 
estimation techniques namely the Kalman filter and the particle filter. Section 3 briefly 
describes the two chosen state estimation techniques. The associated results and 
discussed in section 4, followed by the conclusion in Section 5.  

2 Evolution of Estimation Theory  

This section describes the evolution of the estimation theory to compute the 
unmanned air vehicle’s state parameters.  Optimal features are extracted from the 
image stream using one of the robust approaches as mentioned in the previous 
section, which are then identified, matched and tracked in the subsequent image 
frames of the video. The correspondence set so obtained serve as an input to estimate 
the state of the vehicle.  

Vehicle egomotion is usually represented in the form of a state vector comprising a 
number of parameters namely the location of the vehicle in terms of position (linear 
motion x, y, z), orientation (roll, pitch, yaw), the altitude of the vehicle from the 
ground, camera field of view, the velocities, angular rates and the error terms 
(measured and process noises). Due to the uncertainty and dynamic nature of the 
system and the process, a probabilistic approach is normally chosen and a Bayesian 
framework best fits. The literature basically focuses on three major areas of 
probabilistic based approaches to estimate the states and the parameters: stochastic 
filtering theory, Bayesian filtering theory and the Monte Carlo methods. The filtering 
refers to filtering out the unwanted samples or data from the given space.  

Stochastic filter theory was pioneered in the early 1940s by Norbert Wiener and 
Andrey N Kolmogorov which finally converged towards Kalman filters [3]. Many 
filtering techniques have evolved over the years to help in the process of state 
estimation and subsequent path planning and Bayesian estimation theory formed the 
base of all such filters [4]. 

Over the years Kalman filtering technique and its variants have been followed 
strongly for the process state estimation. The Kalman Filter is one of the most widely 
used methods for tracking and estimation due to its simplicity, optimality, tractability 
and robustness [5]. 

Today a number of variants of Kalman filter exist applicable to linear Gaussian 
systems. However Kalman filters suffer from the limitation that they are not capable 
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of handling non-linear and non-Gaussian systems. On the other hand, numerous non-
linear filtering methods such as the Extended Kalman filter (EKF), Unscented 
Kalman filter (UKF), Gaussian quadrature Kalman filter (QKF), Mixture Kalman 
filter (MKF), Adaptive Kalman filter etc. and their variants have been developed to 
overcome its limitation to an extent. However there are limitations of the above said 
methods also. For instance, EKF fail if the system exhibit substantial non-linearity 
and if the state and the measurement noise are significantly non-Gaussian. Also, due 
to the presence of Jacobian matrix, the EKF becomes computationally expensive. 
Several approaches were developed to overcome the limitation by approximating the 
posterior distribution in a pre-specified function basis expansion. For e.g., in a 
Gaussian Sum Filter, posterior distribution is approximated by a mixture of 
Gaussians. Further developments to EKF were the UKF and the QKF which are based 
on the so-called sigma points and the Gauss-Hermite quadrature integration 
techniques respectively. These techniques are less computation intensive unlike EKF. 
Coming to the limitations of UKF and QKF, they are valid only in cases were the 
posterior distribution can be closely approximated by a Gaussian distribution and 
hence cannot be applied to all multimodal non-linear state space scenarios.  

Bayesian theory particularly the Bayesian inference based approaches [4] (Hidden 
Markov model (HMM) and Dynamic Bayesian Networks (DBN)), were applied in the 
field of statistical decision, detection and estimation, pattern recognition and machine 
learning. In the literature it is evident that Bayesian theory was explored in the area of 
filtering, recursive Bayesian estimation and moving further in the field of sequential 
parameter estimation [6] also called by the name Bayesian learning. Several 
approximation methods were explored (e.g. point mass) in the same Bayesian filtering 
framework.   

Monte Carlo theory [7] initially originated way back in the 18th century, but the 
modern formulation began only during 1940s. Many Monte Carlo techniques such as the 
Bayesian Bootstrap, Markov Chain Monte Carlo, Hybrid Monte Carlo and Quasi Monte 
Carlo, Sequential Monte Carlo (SMC) etc. have been explored in the field of filtering 
theory. Basically, it uses a statistical sampling and estimation technique that allows on-
line estimation of states and parameters with a reasonable expense of computational cost. 
Along with the Monte Carlo approximation methods (Importance Sampling, Rejection 
Sampling, Sequential Importance Sampling, Sampling Importance Resampling and 
Stratified Sampling) also started gaining prominence due to the fact that the estimation 
accuracy was independent of dimensionality of the state space. However several 
limitations also were seen w.r.t maintaining consistency, unbiasedness, efficiency, 
robustness and minimal variance principle. 

During the 1960s some of the methods such as the Sequential Monte Carlo started 
gaining importance due to its on-line state estimation feature which was applied in the 
field of vehicle state and parameter estimation [8][9]. This resulted in the formulation 
of the Particle filter concept. This was applied to non-linear, non-Gaussian and non-
stationary situations. Several variants of the particle filter were also developed in the 
1990s and early 2000s and particularly Rao-Blackwellization [10], a marginalization 
technique was developed. The main feature of this method was the improvement of 
the inference efficiency and consequently reducing the variance which were some of 
the limitations in the Monte Carlo approximation methods. 
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To summarize, within the sequential state estimation framework, Kalman filters 
best fits in a linear-Quadratic-Gaussian model, particle filter rooted deeply in 
Bayesian statistics while the Monte Carlo techniques are emerging as powerful 
solution candidates in tackling real-time problems within non-linear and non-
Gaussian models. 

3 KALMAN Filters and Its Variants 

The Kalman-Filter (KF) considers linear systems with Gaussian noise. The filtering 
process begins with the prediction of a noisy estimate of the system state according to 
a state transition model. Measurements of the system are predicted as if the true 
system state is equal to the state prediction. The measurement prediction is compared 
to an actual, noisy system measurement and the state estimate is updated according to 
a weighted measurement residual. The weight of the measurement residual represents 
the confidence of the measurement with respect to the model-based state estimate [3]. 

It updates the unknown parameters in space, stored in the so called state vector, in 
an iterative manner at every time step. The complete information about the map and 
the trajectory is stored in the state vector and their covariance matrix. Needless 
parameters can be eliminated by discarding them from the covariance matrix and 
from the state vector. The accuracy of the Kalman-Filter depends on the accurate 
parameter initialization. However, the application of the KF to nonlinear and non-
Gaussian systems may give inaccurate results [11]. 

3.1 Extended KALMAN Filters 

As Kalman Filter can be applied for Linear Gaussian systems only, a new approach 
called the Extended Kalman Filter (EKF) was made use of, which was suitable for 
non-linear and non- Gaussian type of systems [11]. EKF simply linearize all nonlinear 
models using nonlinear transformation so that it retains the simplicity of the 
traditional linear Kalman Filter. Although the EKF (in its many forms)is a widely 
used filtering strategy, over thirty years of experience with it has led to a general 
consensus within the tracking and control community that it is difficult to implement, 
difficult to tune, and only reliable for systems which are almost linear on the time 
scale of the update intervals. However, linearization is the primary source of error in 
EKF. 

3.2 Unscented KALMAN Filters 

The EKF does not retain the optimality of the Kalman filter because the linearization 
step does not properly handle the statistics of the problem. This inaccuracy is because 
the random variables no longer have normal distributions after undergoing a nonlinear 
transformation. The Unscented Kalman Filter [12][17] employs the Unscented 
Transform (UT) to more accurately estimate the statistics of a random variable that is 
passed through a nonlinear transformation. The UT is built on the intuition that it is 
easier to approximate a probability distribution than it is to approximate an arbitrary 
nonlinear function or transformation. A central and vital operation performed in the 
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Kalman Filter is the propagation of a Gaussian random variable (GRV) through the 
system dynamics. In the EKF, the state distribution is approximated by a GRV, which 
is then propagated analytically through the first-order linearization of the nonlinear 
system. This can introduce large errors in the true posterior mean and covariance of 
the transformed GRV, which may lead to sub-optimal performance and sometimes 
divergence of the filter. The UKF addresses this problem by using a deterministic 
sampling approach. The state distribution is again approximated by a GRV, but is 
now represented using a minimal set of carefully chosen sample points. These sample 
points completely capture the true mean and covariance of the GRV, and when 
propagated through the true nonlinear system, captures the posterior mean and 
covariance accurately to the 3rd order (Taylor series expansion) for any nonlinearity. 
The EKF, in contrast, only achieves first-order accuracy. The UT calculates the mean 
and covariance of a variable undergoing a nonlinear transformation by propagating a 
set of points (called sigma points) [12] through the nonlinear function and estimating 
the new statistics of the distribution. The sigma points are chosen according to a 
deterministic algorithm so that they accurately approximate the true mean and 
covariance of the untransformed distribution. However UKF approach to state 
estimation is computationally expensive. 

3.3 Square Root Unscented KALMAN Filters 

The UKF approach to state estimation has been shown to produce superior results to 
the EKF for nonlinear systems. The UKF, however, is a computationally expensive 
algorithm in comparison to the EKF. This expense is because the sigma point 
calculation, 

The Square-Root Unscented Kalman Filter (SR-UKF) [12] is an efficient variant of 
the UKF in which the matrix square root required to generate the sigma points is 
eliminated by propagating the square root of the covariance matrix in lieu of the full 
covariance. 

4 MONTE CARLO Filtering (PARTICLE Filter) 

The Kalman filter and its nonlinear variants (EKF, UKF, SR-UKF) operate under the 
assumption that the probability distribution of the state estimate is Gaussian, or able 
to be parameterized by a mean and covariance. The particle filter is a Monte Carlo 
(MC) method [13][16] for state estimation which represents the probability 
distribution as a set of weighted random samples. This formulation allows the 
estimation process to handle non-Gaussian and multi-modal [14] probability density 
functions. Like the Kalman filtering approaches, the particle filter operates in a 
recursive fashion. The state is predicted according to a process model and, 
subsequently, updated by comparing sensor measurements to measurement 
predictions calculated with a measurement model. However, while the Kalman filter 
propagates a normal distribution through the nonlinear models, the particle filter [18] 
propagates a set of weighted samples called particles. 
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5 Results and Discussion 

In the following section the estimation of the position of the vehicle along X, Y and Z 
axis using the basic Kalman filter is simulated and plotted as shown in Fig 1, Fig 2 
and Fig 3 respectively. Input to the simulator are the aerial synthetic video sequences 
generated by the tool, from which features are extracted and matched between 
successive frames. The transformation between the successive images are calculated 
to yield the vehicle parameters in X, Y and Z directions. The Kalman filter refines and 
resamples these parameters to increase the accuracy.   
 

     

Fig. 1. UAV position along X-axis       Fig. 2. UAV position along Y-Axis 

 

 

Fig. 3. UAV position results using Kalman filter along Z-Axis 

Below shown table illustrates the UAV position estimates along X, Y and Z-Axis 
using basic Kalman Filter. 
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Table 1. UAV position estimates for varying heading angles using Kalman filter 

X axis Y axis Z axis 
(altitude) 

Heading angle (ϴ) 

50 22.04 930 150 
45.01 22.04 960 200 
45.04 22.002 970 50 
    

The following section illustrates the estimation of the position of the vehicle along 
X, Y and Z axis using Particle filter. The video sequences are generated from a 
simulation tool containing a terrain with two waypoints, where waypoints are 
represented using latitude, longitude and altitude as follows. Waypoint1 is  
(-522.490994, -808.256392, 300) and waypoint2 is (-515.918875, -802.092870, 300) 
with a heading angle of 48 degrees. The sample images extracted from the video are 
shown in Fig 4 and the estimated, measured and true paths of the vehicle are plotted 
as shown in Fig 5, Fig 6 and Fig 7 respectively.  

 

               

Fig. 4. Aerial image frames generated from the Simulator    

The following results depict the state parameters along with corresponding errors 
along X direction. 

Table 2. State Parameters and Corresponding Errors Along X Direction 

ESTIMATED MEASURED TRUE MEASURED 
ERROR 

ESTIMATED 
ERROR 

-522.505442 -522.490994 -522.490994 0.61707 0.617149 
-522.486545 -522.483291 -522.142319 0.9 0.944078 
-522.475543 -522.475463 -521.758346 -0.103627 -0.191049 
-521.465465 -521.554433 -519.440364 1.172353 1.172353 
-519.564432 -519.565675 -518.429247 1.410609 1.128508 
-517.993423 -517.996476 -517.795679 0.714686 0.612663 
-522.490994 -515.905451 -515.918875 1.363907 1.001695 
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Fig. 5. Estimated, measured and true paths of aircraft along X and Y direction 

 

Fig. 6. Estimated, measured and true paths of aircraft along Z-axis 

In Fig 5 and Fig 6, X-axis is the number of samples and y axis is the values of an 
aircraft. Series 1 shows estimated path, series 2 shows measured path and series 3 
shows true path for the results obtained in Table 2, Table 3 and Table 4 respectively. 
From the above figure it can be shown that the measured and estimated values are 
very close to the true values obtained from visual simulation tool.  

Table 3. State parameters and corresponding errors along Y direction 

 

ESTIMATED MEASURED TRUE MEASURED 
ERROR 

ESTIMATED 
ERROR 

-808.873541 -808.873462 -808.256392 0.61707 0.617149 
-808.873541 -808.829463 -807.929463 0.9 0.944078 
-807.378244 -807.465666 -807.569293 -0.103627 -0.191049 
-806.567777 -806.567777 -805.395424 1.172353 1.172353 
-805.575676 -805.857777 -804.447168 1.410609 1.128508 
-804.465654 -804.567677 -803.852991 0.714686 0.612663 
-803.094565 -803.456777 -802.092870 1.363907 1.001695 
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Table 4. State parameters and corresponding errors along Z direction 

From the above experiments it is observed that to estimate the non-linear, non-
Gaussian state parameters of the vehicle, particle filter performs the best and gives 
better results than Kalman filter. 

6 Conclusion and Future Work 

In this paper, the existing estimation techniques beginning from the early 1960s until 
the 2000s ranging from stochastic filtering theory to Bayesian filitering theory and 
finally to Monte Carlo methods are reviewed. In particular, the SMC controlled by 
Markov Chain Monte Carlo and other batch based inference methods are discussed. 
Further this paper includes analysis of two main filtering techniques, the Kalman and 
the Particle filter. Through experiments it is found that particle filter based technique 
fits well to estimate non-linear non-Gaussian state parameters of unmanned air 
vehicles.  
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Abstract. Divide-and-Conquer (DC) paradigm is one of the classical
approaches for designing algorithms. Principal Component Analysis
(PCA) is a widely used technique for dimensionality reduction. The ex-
isting block based PCA methods do not fully comply with a formal DC
approach because (i) they may discard some of the features, due to par-
titioning, which may affect recognition; (ii) they do not use recursive
algorithm, which is used by DC methods in general to provide natural
and elegant solutions. In this paper, we apply DC approach to design
a novel algorithm that computes principal components more efficiently
and with dimensionality reduction competitive to PCA. Our empirical
results on palmprint and face datasets demonstrate the superiority of the
proposed approach in terms of recognition and computational complex-
ity as compared to classical PCA and block-based SubXPCA methods.
We also demonstrate the improved gross performance of the proposed
approach over the block-based SubPCA in terms of dimensionality re-
duction, computational time, and recognition.

Keywords: Pattern Recognition, Dimensionality Reduction, Principal
Component Analysis, Block based PCA, Divide-and-Conquer approach.

1 Introduction

Divide-and-Conquer (DC) paradigm is one of the popular techniques for design-
ing computer algorithms. The DC technique is based on a simple and natural
idea: Divide the given problem into small-enough subproblems, Solve these sub-
problems independently, then Combine these solutions to arrive at a final solu-
tion. The DC method is successfully applied in applications such as anomaly
detection [1], switching linear systems [2], image segmentation [3].

Principal Component Analysis (PCA) is a well-established technique for di-
mensionality reduction and is used in numerous applications such as retweet
detection [4], face recognition [5] and speaker recognition [6] to name a few.
PCA, an optimal linear dimensionality reduction method, finds Principal Com-
ponents (PC) by computing linear combinations of original variables. Some of
the issues with classical PCA are its high computational complexity with high
dimensional data and its inability to extract local region based variations.

c© Springer International Publishing Switzerland 2015 641
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014
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To counter the issues of classical PCA, many block PCA methods were pro-
posed; they divide the given pattern into sub-patterns and then extract features
locally from these sub-patterns. Block PCA methods are used in applications
such as change detection [7], automated target detection [8], face recognition
[9][10]. These block based methods do not fit into the formal framework of DC
approach because (i) they may discard a few features to satisfy some constraints
such as equally-sized sub-patterns; discarding features may affect the recognition
rate, (ii) they do not follow recursive formulation of the algorithm; DC meth-
ods, in general, use recursive algorithms to provide natural and elegant solutions
[11], and (iii) they show lower dimensionality reduction as compared to classical
PCA since they ignore inter-sub-pattern correlations. We follow the definition
of a formal DC approach as presented in a well-known book [11].

To overcome the drawbacks of block PCA methods, SubXPCA [12] was pro-
posed; it extracts global PCs using local PCs obtained from sub-patterns. How-
ever, SubXPCA needs more computational time with the increased number of
local PCs and may discard a few features while partitioning the patterns. To
resolve the issues of SubXPCA, PCA, and other block PCA methods, we de-
velop a novel DC approach to compute PCs with the near or similar variance
as that of PCA. The proposed method shows increased computational efficiency
and better or competitive recognition over SubXPCA and PCA; it also exhibits
improved overall performance over SubPCA [10], a block PCA method.

The rest of the paper is organized as follows. In section 2, we present the pro-
posed method in detail. The experimental results on palmprint and face recog-
nition are shown in section 3. Finally we conclude in section 4.

2 Divide-and-Conquer Based PCA (DCPCA)

We begin here by presenting our approach in a more detailed and formal manner.
Let [X]N×d = [X1 X2 . . .XN ]

T
be set ofN training patterns with dimensionality

d; [Z]N×w = [Z1 Z2 . . . ,ZN ]
T
be the set of finally reduced patterns with w PCs

corresponding to [X]N×d; t be the threshold used for partitioning.
The algorithm of DCPCA is presented here (Fig. 1). The algorithm is called

initially by using [Z, w] ← DCPCA(1, d,X, N). The algorithm accepts [X]N×d

as the input and produces [Z]N×w as the output.

Algorithm DCPCA(l, h,X, N) {
1. d1 = h− l + 1
2. if (d1 > t)//divide into subproblems

2.1. d2 = � l+h−1
2 �

2.2. [Y1, r1] ← DCPCA(l, d2,X
1, N) //SubProblem-1

2.3. [Y2, r2] ← DCPCA(d2 + 1, h,X2, N) //SubProblem-2
2.4. [Z, w] ← Combine-PCs(r1, r2,Y

1,Y2, N)
2.5. return(Z, w)

3. else
3.1. [Z, w] ← Compute-PCs(l, h,X, N)
3.2. return(Z, w) }



Divide-and-Conquer Computational Approach to PCA 643

Algorithm Combine-PCs (r1, r2,Y
1,Y2, N) {

[The algorithm combines the local PCs of partitions, Y1
N×r1 and Y2

N×r2

into YN×(r1+r2), then computes PCs, ZN×w from YN×(r1+r2)]
1. r3 = r1 + r2
//[Steps 2-3 concatenate Y1 and Y2]
2. for (i = 1, 2, . . . r1) Y[i] = Y1[i]
3. for (i = r1 + 1, r1 + 2, . . . r3) Y[i] = Y2[i− r1]
//[Combining Y1 and Y2 based on inter-sub-pattern correlations]
4. ([Z, w] ← Compute-PCs (1, r3,Y, N)
5. return (Z, w) }

Algorithm Compute-PCs (l, h,X, N) {
[The algorithm takes input as [X]N×(h−l+1), computes w PCs, [Z]N×w.]
1. u1 = h− l + 1
2. [M]u1×u1 ] ← Compute-CovMatrix(l, h,X, N) //M is the covariance
matrix //[Computes eigenvectors, E and eigenvalues, Λ from [M]u1×u1 ]
3. [E,Λ] ← Compute-EigVectors-EigValues(u1,M)
4. w ← Select-Number-of-PCs(u1,Λ)
5. [Z]N×w = [X]N×u1 [E]u1×w //[Reduces the dimensionality to w]
6. return (Z, w) }

How to Choose the Threshold, t? In the Algorithm DCPCA(), we can choose
the threshold (t) such that (i) the subproblems fit into memory; (ii) d > N

10 (= t)
for better classification [13]; (iii) t is chosen specific to an application.
The DCPCA is illustrated in Fig. 1 with parameters, d = 4u, t = u & r1 = r2.

DCPCA(1, d, X, Z, N)

DCPCA          
(1, 2u, Xa, Ya, N)

DCPCA            
(1, u, X1, Y1, 

N)

DCPCA            
(u+1, 2u, X2, 

Y2, N)

DCPCA            
(2u+1, 4u, Xb, Yb, N)

DCPCA            
(2u+1, 3u, X3, 

Y3, N)

DCPCA        
(3u+1, 4u, X4, 

Y4, N)

(a) Recursive calls of DCPCA()

Combine-PCs          
(v, v, Za, Zb, Z, N)

Combine-PCs          
(r, r, Y1, Y2, Za N)

DCPCA            
(1, u, X1, Y1, 

N)

DCPCA            
(u+1, 2u, X2, 

Y2, N)

Combine-PCs          
(r, r, Y3, Y4, Zb N)

DCPCA            
(2u+1, 3u, X3, 

Y3, N)

DCPCA        
(3u+1, 4u, X4, 

Y4, N)

Returns
r PCs, [Y1]Nxr

Returns
r PCs, [Y2]Nxr

Returns
r PCs, [Y3]Nxr

Returns
r PCs, [Y4]Nxr

Returns
v PCs, [Za]Nxv

Returns
v PCs, [Zb]Nxv

Returns
w PCs, [Z]Nxw

(b) Recursive calls of Combine-
PCs()

Fig. 1. Visualizing DCPCA method
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3 Experimental Results and Discussion

In this section, we compare DCPCA with other methods empirically based on the
criteria: Recognition rate, Computational time and Summarization of variance
in PCs.

Data Sets Used: (i) Palmprint data set. We chose 498 images (about 20 images
per subject) from first 25 subjects of PolyU palmprint database [14]. Each image
is of dimension, 284× 384 (PGM format). (ii) UMIST face data set [15] consists
of gray scale images of 20 persons amounting to 565 images in total. Each image
is of dimension, 112 × 92 (PGM format). We used 10 images per subject for
training and the rest of them for testing in both the cases.

Experimental Setup: We conducted experiments by using PCA [16] on 5 dif-
ferent training and test data sets of PolyU Palmprint [14] and UMIST face data
[15]. The training and test data sets are generated randomly. For palmprint data,
we used t = 13632, 6816, 3408, which yields 8, 16, 32 partitions respectively; we
have chosen 10, 4, 6 local PCs (r) respectively from these partitions for SubXPCA
and DCPCA. First 5 local PCs are not considered from each of the partitions.
For face data set, we used t = 2576, k = 4 and local PCs (viz. 2, 3, 5, 10) for
DCPCA and SubXPCA.

The local PCs are those extracted from a partition of sub-patterns (sub-
problems). The classification is done based on Nearest Neighbour rule. The av-
erage of 5 classification results and computational time are shown in Figs. 2-5.

3.1 Experiments Based on Varying Number of PCs and Partitions

For Palmprint Data: Both SubXPCA and DCPCA show improved recognition
upto 2%, 3% higher rates as compared to PCA and SubPCA respectively for
t = 13632 (i.e. k = 8), r = 10 (Fig. 2(a)). For t = 6816 (i.e. k = 16), r = 4,
DCPCA shows improved recognition upto 3%, 1%, 1.6% higher rates against
PCA, SubXPCA, and SubPCA respectively (Fig. 2(b)). For t = 3408 (i.e. k =
32), k = 6, DCPCA shows better or competitive recognition against PCA and
SubPCA (upto 1% higher rate)(Fig. 2(c)). For all these cases, SubPCA takes
more PCs to show good recognition which is not desirable in dimensionality
reduction point of view (Fig. 2). DCPCA shows decreased computational time
as compared to PCA, SubXPCA, and SubPCA with k = 16, 32 (Figs. 3(a)-3(c)).

For UMIST Face Data: For t = 2576 (i.e. k = 4) and r = 2, 3, both DCPCA
and SubXPCA show superior recognition upto 7%, 5% higher rate as compared
to SubPCA, and PCA respectively (Figs. 4(a)-4(b)). For k = 4 and r = 5, both
DCPCA and SubXPCA show better recognition upto 1% higher rate against
PCA and by 7% higher rate against SubPCA (at 4 PCs) (Fig. 4(c)); SubPCA
shows improved recognition upto 3% higher rate as compared to DCPCA and
SubXPCA at 8 & 12 PCs (Fig. 4(c)). For k = 4 and r = 10, DCPCA, SubXPCA,
and PCA are competitive and shows better recognition at 4 PCs against SubPCA
by 6%; however, SubPCA shows improved recognition upto 3% higher rate at
8, 12, & 16 PCs (Fig. 4(d)) as compared to DCPCA and SubXPCA. For k = 4
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(a) k=8, r=10 (b) k=16, r=4
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Fig. 2. Recognition rate (Palmprint data). (a) Both SubXPCA and DCPCA show
improved recognition rates. (b) DCPCA shows much better recognition rate against
other methods. (c) DCPCA shows better or competitive recognition against PCA and
SubPCA. SubPCA shows good recognition but with higher dimensionality.
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Fig. 3. Computational time (Palmprint data). (a) DCPCA outperforms SubXPCA and
PCA methods. However, SubPCA shows much decreased computational time. (b)-(c)
DCPCA shows better computational efficiency over other methods.
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Fig. 4. Recognition rate (UMIST face data; t = 2576, k = 4). (a)-(b): Both DCPCA
and SubXPCA show improved recognition over SubPCA and PCA. (c) Both DCPCA
and SubXPCA show better recognition against PCA and also SubPCA (at 4 PCs); (d)
DCPCA, SubXPCA, and PCA are competitive and show better recognition against
SubPCA at 8 PCs. However SubPCA shows improved recognition at 8, & 12 PCs.

and r = 2, 3, 5, DCPCA shows decreased computational time in most of the
cases as compared to PCA, SubXPCA and SubPCA (Figs.5(a)-5(c)); for r = 10,
both SubPCA and DCPCA show better computational time as compared to
SubXPCA and PCA (Fig. 5(d)). Since the local variance captured is varied with
different values of k, r, the performance of the proposed method is also varied.

3.2 Why Does DCPCA Appear Better Than PCA, SubXPCA, and
SubPCA?

DCPCA versus PCA. DCPCA approximates PCA method in terms of di-
mensionality reduction with increased number of local PCs (Fig. 6). DCPCA
is scalable to high-dimensional data because of its divide-and-conquer principle
and shows decreased computational time (Figs. 3 & 5). DCPCA extracts both
local and global variations which results in improved recognition as compared to
PCA (Figs. 2 & 4). PCA extracts only global features which is the reason why
it may not perform well if the local variations are prominent in the patterns. We
note that PCA becomes a special case of DCPCA if t = d.

DCPCA versus SubXPCA. DCPCA partitions the patterns into sub-patterns
without discarding any features such that u ≤ t. In contrast to DCPCA, SubX-
PCA may discard features if the pattern size is not a multiple of sub-pattern size
because it divides the patterns into equally-sized sub-patterns. The features dis-
carded by SubXPCA may be crucial for recognition. DCPCA computes smaller
covariance matrices and consequently takes lower computational time as com-
pared to SubXPCA (Figs. 3 & 5). DCPCA also shows improved recognition as
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Fig. 5. Computational Time (UMIST face data; t = 2576, k = 4). (a)-(c) DCPCA
shows decreased computational time over other methods. (d) Both SubPCA and
DCPCA show better computational time as compared to SubXPCA and PCA.
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Fig. 6. Summarization of variance in PCs (Palmprint data; t = 6816, k = 16). Both
DCPCA and SubXPCA show increased variance in PCs with the increased number of
local PCs (3, 6, & 15) and move closer to PCA. However, SubPCA shows decreased
variance in its PCs, resulting in lower dimensionality reduction.

compared to SubXPCA (Fig. 2(b)) and it is competitive with SubXPCA in other
cases. From Fig. 6, it is evident that DCPCA and SubXPCA are competitive in
terms of dimensionality reduction.

DCPCA versus SubPCA. DCPCA shows much superior variance summa-
rized in its PCs (i.e. higher dimensionality reduction) as compared to SubPCA
(Fig. 6). It is also to be noted that variance of DCPCA moves closer to PCA with
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increased number of local PCs (Fig. 6). In terms of recognition, DCPCA shows
improved performance over SubPCA (Figs. 2(a)-(c), 4(a)-(d)). Also DCPCA
shows decreased computational time against SubPCA (Figs. 3(b)-(c), 5(a)-(c)).
However SubPCA also shows better recognition rate in some cases (Figs. 4(c)-
(d)) and decreased computational time (Figs. 3(a), 5(d)).

From the above discussion, it is evident that DCPCA method performs much
better in terms of overall recognition and computational time as compared
to classical PCA, block based SubXPCA and SubPCA methods. In addition,
DCPCA shows improved dimensionality reduction over SubPCA method.

4 Conclusion

We proposed a formal Divide-and-Conquer based PCA method which shows
improved recognition rate and computational efficiency as compared to PCA
and block based SubXPCA methods. PCA becomes a special case of DCPCA
when threshold is equal to pattern size. DCPCA method is faster and showed
better recognition rates as compared to classical PCA and SubXPCA methods.
DCPCA shows improved gross performance over SubPCA (a block PCAmethod)
in terms of dimensionality reduction, recognition, and time. In this paper we
applied DCPCA for high dimensional palmprint and face data and it can be
used for reducing other high dimensional data as well. The DCPCA method can
be adapted to compute PCs in parallel environments such as Grid.
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Abstract. As we all know that searching over the internet for the information 
and then filtering out the correct and right information is exhaustive and time 
consuming task. Even in the most popular and successful search engine Google 
searching the right information can expand across many web pages before 
encountering the web page with the right information. A more efficient and 
more efficient technique was developed to overcome this problem which made 
use of biomedical words in the documents for filtering the information for the 
searching purposes. This technique shows much more positive and efficient 
results. Here, in this paper we increase efficiency and effectiveness through the 
use of NLP. This technique shows much more improved results 

Keywords: Biomedical data, NLP, Ontology, Unified Medical Language 
System, Pagerank. 

1 Introduction 

As all of us is familiar with the fact that finding anything over the internet we uses 
various search engines name by Google, Ask, Bing just to name the few . We know 
that internet is the interconnection of huge databases across many platforms and these 
databases contains vast amount of information and data but the difficult and critical 
part is that to find the right information from such vast databases. 

Whenever we required searching anything over the internet most of us uses the 
query word and type it on the Google and usually opens the very first tab that appears 
on the searched web page but many times this technique fails because the first link is 
not the correct link in many cases. So, from this point we deploys the technique of hit 
and trial and we open every link thereafter in order to find out the correct result and. 
though many times we didn’t find the desired even after going through numerous sites 
and web pages. 

Firstly to understand the methodology of how a search is performed we take the 
example of the most famous search engine Google and see how it results a search 
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query from the vast database. Google search engine employs the Pagerank [2] and 
Hypertext Induced Topis Search [3] techniques to allocate rank and retrieve searches. 
Google takes the keyword query [1] to search related documents and then it ranks 
them on the basis of hyperlinks either pointing inward or outward to the documents. 
Though the technique stated is effective but it suffers from the fact that many times 
ranking documents on the basis of hyperlinks does not return the right document.  

Many websites in order to increase the ranking web pages uses the fake links and 
many a times we counter web pages which have many advertisements link which 
unnecessarily increases our time. Another drawback is that most users only browse first 
twenty to forty result pages while discarding the rest of the pages. The documents which 
are discarded may contain some relevant information related to the searched topic. 

To overcome these stated problems in this paper the retrieved documents will be 
processed and stored in the using sorting algorithm and then it is classified into the 
particular domain. The proposed system classifies the retrieved document in the 
particular domain in the biomedical system. The proposed system enhances the work 
using the classification of the retrieved documents. 

2 Literature Review 

Ontology can be referred to a glossary or a simple dictionary but the only difference is 
that ontology offers more refined detail and more simplified structure that can be 
processed by the computer. Ontology is the collection of axioms, concepts and 
various relationships that define the domain of interest. 

Ontology finds its great importance in medical informatics research [5]. Ontology 
can be used in many biomedical applications. Tan et al. [13] explains the importance 
of text mining for the field of biomedicine demands a great knowledge of domain. All 
most all of the information can be taken from medical ontology. Our paper describes a 
structure for the selection of most current ontology for a specified text mining 
application. Shatkey et al. [12] analyses the field involved in unstructured analysis of 
the text then classifies ongoing work in biomedical literature mining in accordance 
with these fields. The numbers of biomedical database articles are increasing 
exponentially day by day. To search meaningful information many systems are 
deployed to search the right information automatically. One such system was 
developed by Conan [10] who utilises the various database XML files. 

Another paper was published by Mukherjea et a.l [9] put forward a technique to 
find biomedical terms and relations from vast World Wide Web database. It first put 
forward a query to web search engine with lexicon syntantatic patterns to extract 
relevant information. The knowledge derived out from the web search engines can be 
used to augment the ontology and knowledge databases and made a semantic web for 
various life sciences. Various kinds of relations among biomedical entities can be 
finding out by the technique. Though we know that web is full of information of 
interlinking databases. In order to make our task bit easier to work with. Bunescu 
R.Mooney et al. [2] proposed supervised machine learning method in the biomedical 
area with great success but it suffers from the data sparseness because of the fast that 
no much of biomedical data is available. 
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The mechanism which is used by Google to rank web pages consist of two 
algorithm, Pagerank [2] and HITS [3]. The value of pagerank is calculated on basis of 
number of web pages that are pointing to it. 

In the paper published by Sazia et al. [1] they use the process of introducing the 
biomedical terms for the purpose of ranking the documents instead of simple 
keywords and this technique shows that hit rate is much improved. The technique is 
effective but it suffers from many web pages contains the fake links.  

3 Methodology 

Our methodology includes five steps which are: 

3.1 Collecting the Documents 

The web documents collected from various search engines that are available, as html 
documents. The html documents are then converted into text documents for further 
processing. 

3.2 Pre-processing of Collected Documents via NLP 

The first step of document pre-processing is to reduce the dimensionality by 
discarding the irrelevant words from the documents. The collected documents are pre-
processed to perform the effective document search and to improve the efficiency of 
the system. It does not need to search the documents/read the words that are not 
related to the query. To achieve removal of stop words is done via NLP (Natural 
Language Processing). The goal of document pre-processing is to optimize the 
performance of next step:-step3 and the irrelevant text on the web document such as 
prepositions, conjunction, verb, noun, pronoun etc. are categorized as stop words. The 
web documents contain large quantity of stop words which have no meaning for  
the research purposes. Finally, the stop words are identified and removed from the 
document, which is now simplified. 

3.3 Extracting the Biomedical Terms 

UMLS, the Biomedical Ontology is used to extract the biomedical terms from the pre-
processed documents. To extract the biomedical terms from the documents  text 
mining and data mining techniques are used, since this is where the actual information 
extraction happens. The words from the text document are compared to the words in 
the UMLS. If the word is found in the UMLS then it is counted as biomedical words 
and saved in the document else removed from the document. 

3.4 Assigning the Frequency to the Document 

Assigning the frequency means that counting the number of biomedical terms in the 
documents and on the basis the importance of web pages is calculated and is assigned   
to the page saved. Document which is having more biomedical terms gets the is given 
the first position and so on. 
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3.5 Classification of Retrieved Documents 

In this step the documents are classified in two categories which are immunology and 
other category. The documents which are having some biomedical terms are classified 
into the immunology and the other documents which do not contain any biomedical 
words are classified into the other category. The benefit of this process is that results 
are much better when compared to the existing process which is used for 
classification. 

The block diagram of the entire five steps is shown in figure 1. 
The online version of the volume will be available in LNCS Online. Members of 

institutes subscribing to the Lecture Notes in Computer Science series have access to 
all the pdfs of all the online publications. Non-subscribers can only read as far as the 
abstracts. If they try to go beyond this point, they are automatically asked, whether 
they would like to order the pdf, and are given instructions as to how to do so. 

Please note that, if your email address is given in your paper, it will also be 
included in the meta data of the online version. 

 
 

 

Fig. 1. The block diagram of the entire five steps 

4 Experiment 

This experiment follows the methodology proposed above for identifying the 
biomedical word form a multilingual collection of web documents using NLP.  
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We have collected 100 documents for pre-processing and after pre-processing we 
found 31 documents are most relevant for further steps. These 31 documents have 
been ranked in an ascending order based on the number of biomedical term in each 
document. These 31 documents are classified on the basis of biomedical term, into 
two categories: Immunology and Other-category. When biomedical term antibody, 
gene, and cd are encountered, then document is classified into immunology else into 
other-category. 
 

 

Fig. 2. The classifications of documents in two categories 

Let us take the example of ranking a document in the Google with that of our 
biomedical search engine. We have taken three keyword namely antibody, gene and 
cd, we search these keywords in Google and then we save the document found. Now 
we applied our process on these documents and then we classify them on the basis of 
biomedical words found and rank them accordingly in ascending order. We then 
compare our rank with that of the rank given to them by the Google. There are two 
columns in our table named ‘Google search 1’ and ‘Google search 2’ because as we 
know that Google continuously re-rank document both online and offline in every 
second and hence we see the difference in the ranking of documents given by the 
Google at two different instance. 
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Table 1. Comparison of Ranks 
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5 Performance Evaluation  

The benefit of the classification of retrieved documents into two categories is that it 
gives the better performance in searching the biomedical words. We draw the graph 
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by taking the number of documents on x-axis and classification of retrieved document 
on y-axis. 

The comparison between the performance of existing system and the proposed 
system is shown in the graph given below. 

 

Fig. 3. The classification accuracy of the proposed system 

 

Fig. 4. The classification accuracy of the existing system 

Comparing to the existing system the classification accuracy of the proposed system is 
high. Here the biomedical document is handled and classified using the biomedical 
terms. But the existing system does not consider the classification of retrieved result; so 
that the accuracy of the existing one is low compare our proposed one. 

For example, in a million word corpus (collection of texts) I have laying around, 
the alone is 6.8% of the total number of tokens. The twelve most frequent tokens (see 
below) is 25.6% of the total number of tokens. Considering that you’ll often want to 
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be dealing with huge amounts of text, this can free up a tremendous amount of 
resources!  To filter out those most-frequent tokens, many NLP applications use a list 
of these words. Anything on the list is removed from the stream of input tokens 
before any further processing is done. 

6 Conclusion 

This paper proposed a new approach for searching the biomedical terms using NLP. 
This process proves to be much more efficient and effective as compared to present 
system. Every web page has a different importance for different users hence it is very 
difficult to evaluate the importance of a web page for a user. We have evaluated the 
rank of web pages based on the number of biomedical terms it contains. But it might 
be possible that page having lower biomedical terms has richer biomedical 
information. Though this method is effective but for the future aspect we can use 
biomedical images for more refined results. 
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Abstract. Copy-Move in an image might be done to duplicate something or to 
hide an undesirable region. So in this paper we propose a novel method to 
detect copy-move forgery detection (CMFD) using Speed-Up Robust Features 
(SURF), Histogram Oriented Gradient (HOG) and Scale Invariant Features 
Transform (SIFT), image features.  SIFT and SURF image features are 
immune to various transformations like rotation, scaling, translation etc., so 
SIFT and SURF image features help in detecting Copy-Move regions more 
accurately in compared to other image features. We have compared our method 
for different features and SIFT features show better results among them. For 
enhancement of performance and complete localization to Copy Move region, a 
hybrid SURF-HOG and SIFT-HOG features are considered for CMFD. We are 
getting commendable results for CMFD using hybrid features. 

Keywords: Copy-Move forgery, CMFD, SIFT, SURF, HOG, hybrid features.  

1 Introduction 

The advancements in image processing has made image editing very easy which 
makes their authenticity uncertain. In court of law, where images are presented as 
basic evidence, its verification plays a crucial role as images can be edited to change 
its meaning and hence influence the judgment. Many prominent personalities of film 
industry are also persecuted by image tampering. So, it is important to prove the 
authenticity of the image and bring the world towards truth. 

In the past, digital media used to be authenticated using digital watermarking 
[4],[5] technique. Multimedia Forensics [1],[2],[3] aims at devising methods which 
test the authenticity of a digital asset in the absence of watermarks. These methods are 
defined as “passive” because they can conclude results based on the digital asset itself 
and allow the user to determine whether the asset is authentic [6],[7] or which was the 
acquisition device used [8],[9]. Focusing on the task of acquisition device 
identification requires the study of two main aspects: the first is to understand which 
kind of device generated a digital image (e.g. a scanner, a digital camera or is a 
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computer graphics product) [10],[11] and the second is to determine which specific 
camera or scanner (by recognizing model and brand) acquired that specific content 
[8],[9]. Good copy-move forgery detection should be robust to some types of 
transformation, such as rotation and scaling. Most existing methods do not deal with 
all these manipulations or are often computationally prohibitive. For e.g. the method 
in [13] is not able to detect scaling or rotation transformation, whereas with the 
method [14] only small variations in rotation and scaling are identifiable as reported 
in [15]. Authors in [18] proposed a SIFT based forensic method for Copy Move and 
transformation recovery. 

In this paper this issue of image forgery using a copy-move attack is investigated. 
We are considering different features of image like SURF, HOG and SIFT for CMFD. 
We have also considered hybrid features for CMFD. The proposed method is able to 
detect a cloned region within an image and evaluate the authenticity of the image.  

The paper is divided into seven sections. The second section describes the use of 
SURF features for CMFD, third section describes the use of HOG features for CMFD 
and the fourth section describes the use of SIFT features for CMFD. Our method is 
explained in detail in the fifth section. The experimental results are shown in the sixth 
section. Future work and conclusions are drawn in the seventh section. 

2 SURF Features in Copy-Move Forgery Detection 

Speed up Robust features (SURF) [16], is a novel scale- and rotation-invariant interest 
point detector and descriptor. The detector is based on Hessian Matrix and uses very 
basic approximation. It relies on integral images to reduce computational time. The 
descriptor describes a distribution of Haar-wavelet responses within the interest point 
neighborhood. Integral images are exploited for speed. Only 64 dimensions are used, 
which reduce the time for feature computation and matching and simultaneously 
increasing the robustness. Indexing step is based on the sign of the Laplacian, which 
increases the matching speed and the robustness of the descriptor. 

2.1 Procedure for CMFD 

i) Calculate SURF features for an image. 
ii) Determine the Euclidian distance between every pair of SURF keypoints. 
iii) Determine the best matches based on a threshold applied to the minimum 

Euclidian distance. 
iv) Make the best match keypoints as the center of their respective clusters. 
v) Match both clusters as a whole using a threshold for the Euclidian distance 

and cluster size. 
vi) If both clusters have a minimum of two points, display the clusters. 
vii) Decide whether the image is forged or authentic. 

3 HOG Features in Copy-Move Forgery Detection 

To extract Histogram oriented gradients (HOG) descriptor, first horizontal and 
vertical gradients are calculated with no smoothing, then gradient orientations and 
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magnitude are computed [17]. For a 64×128 image, the image is divided in 16×16 
sized blocks with 50% overlap. Each block is divided in cells of size 8×8 each. 
Gradient magnitudes are quantized in 9 bins. Then all the histograms for all the blocks 
in a window are concatenated to compute the descriptor which is 3780 dimension 
vector. 

3.1 Procedure for CMFD 

i) Input the image for which the authenticity is to be determined. 
ii) Resize the image and divide it in blocks of 64x128. 
iii) Compute HOG descriptor for each block. 
iv) Determine the best matches based on a threshold applied to the min 

Euclidian distance. 

4 SIFT Features in Copy-Move Forgery Detection 

Scale Invariant Features Transform (SIFT) [12] presents a method for extracting 
distinctive invariant features from images that can be used to perform reliable 
matching between different views of an object or scene. The features are invariant to 
image scale and rotation, and are shown to provide robust matching across a 
substantial range of affine distortion, change in 3D viewpoint, addition of noise, and 
change in illumination. 

4.1 Procedure for CMFD 

i) Calculate SIFT features for an image. 
ii) Determine the Euclidian distance between every pair of SIFT keypoints. 
iii) Determine the best matches based on a threshold applied to the min 

Euclidian distance. 
iv) Make the best match keypoints as the center of their respective clusters. 
v) Match both clusters as a whole using a threshold for the Euclidian distance 

and cluster size. 
vi) If both clusters have a minimum of two points, display the clusters. 
vii) Decide whether the image is forged or authentic. 

5 The Proposed Method 

The proposed method works in two steps. The first step consists of feature extraction 
and key point matching, the second step is devoted to keypoint clustering and forgery 
detection. 

5.1 Features Extraction and Keypoints Matching 

Given a test image calculate the keypoints 1, 2, 3, … …  where n is the no 
of keypoints with the corresponding descriptors 1, 2, … … . For each 
keypoint xi, calculate the Euclidian distances 1, 2, … … 1  for (n-1) 
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other neighboring keypoints and decide the best match based on the ratio of the 
nearest (shortest distance) and second nearest neighbor (next shortest distance) using 
a threshold value. Store the best matches as 1, 2, … …  for n matched 
keypoints. Sort the n matched keypoints in the order of their increasing Euclidean 
distance. Apply a scale factor to the minimum distance and use this as a threshold to 
find the best matches among the keypoints, i.e. if their distance is less than or equal to 
the threshold.                                                       (1) 

5.2 Keypoint Clustering and Forgery Detection 

The best matches are used as the centers of their respective clusters to find the cluster 
points using a threshold radius for each cluster using .: 
Here, r is the radius of the cluster and ,  is a point inside the cluster. Check all 
the good matches for their respective cluster and eliminate the outliers. If the cluster 
still has more than or equal to two keypoints then it is a forged image otherwise it is 
authentic. Flowchart for the proposed method is in Fig.1. 

6 Experimental Results 

In this section we evaluate results for each of the proposed methods and determine the 
accuracy for each of them. For evaluating the results, a dataset of images from MICC 
– F220 is taken [18]. The results for different scale factors and cluster radius for each 
of SURF, HOG and SIFT image features are taken. For the images, a Scale Factor of 
3 and a Cluster Size of 30 was selected. For larger sized images, Cluster Size can vary 
between 50 and 100. We define accuracy and precision  proposed method as given 
below. 

 True Matches No. of true positive matches No. of true negative matches      (2)  False Matches No. of false postive matches No. of false negative matches  (3) 

                    Matches True Matches False Matches                (4)                             Final Matches No. of true positive No. of false positive                                     (5) 

    Accuracy  N .    N .    N .  M           (6)                                     Precision N .    N .  F  M                              (7)      
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Fig. 1. Flowchart depicting the proposed method 

 

Fig. 2. CMFD using SURF image features 

 

     END 
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Fig. 3. CMFD using SIFT image features  

Table 1. A comparison among SURF, HOG and SIFT based CMFD 

CMFD using 
different 
image features 

Mean No 
Of 
Matched 
Keypoints 

Mean No 
Of final 
Matched 
Keypoints 

Mean 
No of 
True 
positive 
Matches 

Mean 
No of 
false 
negative 
matches 

Accuracy Precision 

SURF 12.6 6.2 6.1 0 48.4% 94.6% 

HOG 10.4 2.1 0.9 5.7 0.8% 42.8% 

 SIFT 24.2 22.2 22.2 0 91.7% 100% 

we are only considering the forged matches and not the authentic matches, true 
negatives matches are 100% correct., i.e., every authentic image region is detected as 
authentic. A graphical representation for table 1 and table 2 is given in figure 4. Based 
on the results we can say that CMFD using Hybrid or SIFT image features give 
results with the better accuracy and precision, followed by SURF image feature then 
HOG. SURF image features give results faster than SIFT but the accuracy is less in 
comparison to SIFT. HOG feature provide worst result in comparison, SURF and 
SIFT. To improve the accuracy using HOG features a Hybrid features  of SIFT,HOG  
or SURF ,HOG is considered where the detected keypoints by SIFT or SURF CMFD 
are used to calculate their respective HOG descriptors and increase the capability of 
hybrid HOG features for CMFD. These hybrid features can detect the copied regions 
completely instead of just detecting the keypoints. In table 2 we have shown  results 
of CMFD using hybrid features. 

Table 2. A comparison between hybrid features for CMFD 

Hybrid Features Copied-Region 
Matched 

Precision Accuracy 

SURF and HOG 92.2% 96.3% 95.5% 

SIFT and HOG  96.8% 100% 98.5% 
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Fig. 4. A comparison among HOG, SURF, SIFT, and HYBRID based CMFD 

7 Conclusions 

A methodology to detect Copy-Move Forgery has been proposed to support image 
forgery detection. The results were recorded using three different image features 
namely SURF, HOG and SIFT among which SIFT provided best results in the form 
of accuracy and precision. By applying same method on different features we have 
shown that how one feature provides better results in comparison to others. After 
considering hybrid features (SURF-HOG or SIFT-HOG), we are getting better result 
for CMFD in comparison to SIFT or SURF or when HOG is used alone. The 
advantage of using hybrid features is this, that it will provide copy-move area 
completely instead keypoint as shown in the SURF and SIFT -CMFD. The CMFD 
using SURF is very fast in comparison to SIFT or hybrid features.  So all the features 
what we have taken have some advantage and some disadvantages. If we want 
commendable  precision and accuracy in CMFD then we should select SIFT or 
Hybrid features or if we want fast CMFD in term of time then we should select SURF 
or if we want better localization of Copy Move region  then we should select Hybrid 
features .Future work will be mainly dedicated to investigating how to improve the 
detection phase for multiple cloned objects with respect to the cloned image patch and 
for patches with highly uniform texture where salient keypoints are not recovered by 
SIFT-like technique.  
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Abstract. The paper describes a scheme aimed at measuring the diffusion cha-
racteristic of a block cipher. Cryptographic strength of a cipher is directly pro-
portional to the extent to which diffusion is achieved by the underlying cipher. 
The scheme used to measure this characteristic of a cipher and the test results 
are analyzed to come to conclusion. Potentially, the scheme described in the 
paper can be added as part of the already existing, varied test suit to act as a  
distinguisher based on the diffusion characteristic of the underlying cipher. 

Keywords: Diffusion, Random Sequence, Bit-level Block Cipher,  
Randomness. 

1 Introduction 

Many test suits in [1] have been designed to test the extent of randomness approx-
imated by a block cipher. In [2] most of these tests measure the degree of randomness 
of change at block level by changing a bit in the original block. However, while oper-
ating at block level, a situation may arise where the  bit of the block changes with 
a very high frequency whereas some other  bit hardly changes. This gives a false 
implication that all the bits are changing with a probability of 0.5. 

In this paper a scheme is  being proposed which is not significantly different in na-
ture with some of the existing test sets but is rather different in terms of how it is im-
plemented to measure the diffusion characteristic of the concerned cipher. 

The scheme named “Bit-level Block Cipher Diffusion Analysis Test (BLDAT)” is 
aimed at how vulnerable the underlying block cipher is with regards to a particular 
bit. 

Like most test in this field, the proposed scheme also treats the underlying block 
cipher as a black box and the results are based on solely the input and output patterns 
provided to and generated by the cipher, respectively. 

1.1 Terminology 

Truly Random Sequence 
An n bit sequence is a truly random sequence if each bit is independent to every other 
bit in the sequence.  
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Informally, it can be stated that the probability of regeneration of a truly random 
sequence is very low, though we cannot guarantee the non regeneration of such a 
sequence. 

Relatively Random Sequence 
Two n bit sequence are relatively random if number of bit by bit successful matches 
between the two sequences is n/2. 

2 Bit-Level Diffusion Analysis Test (BLDAT) 

The scheme uses a randomly selected n bit block of plain text (say ), which is then 
encrypted using the underlying cipher to produce the corresponding cipher block 
(say ). Then, a matrix of size  is produced, where each row of the matrix is say 

 a new plain text block in itself derived from the original block by flipping the bit at 
the   position i.e. ⊕ , where  is a zero vector containing 1 at   
position. 0,0 0, 11,0 1, 1  

Next, each row of the  matrix is fed as input to the underlying cipher to produce 
the corresponding cipher text, which is stored as the   row of the  matrix of 
size .  0,0 0, 11,0 1, 1  

i.e.  where E() denotes encryption using the underlying block cipher. 
At this point, the scheme kicks in to produce another matrix (say ) of size , 

where   row of the matrix is obtained by bit wise addition (modulo 2 additions) of 
 vector with  vector 3  ,  ⊕  0,0 0, 11,0 1, 1  

The scheme further produces the diffusion-factor by scanning each column of the 
 matrix. The algorithm of the proposed scheme is given as: 

2.1 Algorithm 

Step-1: Randomly select a binary string of n bits ( ). 
Step-2: Encrypt the plaintext with the concerned encryption algorithm to generate the 
corresponding cipher text ( ).  
Step-3: Encrypt ’s with the particular encryption algorithm to generate ’s, where ⊕  and  is a string of zeros with the  bit 1 and . 
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Step-4: ⊕  is stored in the  row of the matrix of size  where , the 
number of bits is in the original plaintext. 
Step-5: Find the number of 1s in each column (j). 

As it is evident from the algorithm, there are n bits in the block and at every in-
stance we had changed only one bit, as a result there are n blocks such that , 1 , where H denotes the Hamming Distance. The test finds the number 
of times a particular bit has changed when each of the n newly generated blocks are 
encrypted using the underlying cipher with respect to the cipher text of the original 
block. Ideally each bit should change n/2 times, if a particular bit has changed with 
very high or very low frequency, it might motivate an attack. 

The number of times a particular bit has changed is referred to as the vulnerability 
factor of the bit. An extremely low or extremely high vulnerability factor associated 
with a particular bit may act as a motivation for attackers to exploit this idea. 

The time taken to construct the  matrix is  and the time taken to determine 
the bit-vulnerability factors is also . So, the time complexity of the algorithm 
is . 

3 Experiment 

A single block cipher has been used for applying the scheme. The cipher text generat-
ed by the block cipher is subjected to the proposed test analysis. 

3.1 Describing the Test Cipher 

The analysis of the scheme is done using a simple Test Cipher. The Test Cipher is a 
simple substitution – permutation network which takes 8-bit block as input and pro-
duces 8-bit cipher block. At first, as found in [4], the 8 bit block is bit wise XOR-ed 
with an 8-bit key and then passed through two 4-bit S-boxes (for simplicity the two S-
boxes are considered to be identical). The outputs of the S-boxes are permuted to 
generate the cipher text. The block diagram of the test cipher is depicted by fig. 1. 

 

Fig. 1. Test Cipher 
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3.2 Objective 

The objective is to determine the secret key as is the case with other cryptanalysis 
techniques. 

3.3 Assumptions 

It is assumed that the plain text block is known, the corresponding cipher text block is 
also known and the results of the bit-level diffusion test are available. Using exhaus-
tive key search method, the correct key can be determined with 28 trials (in the worst 
case). The sub-goal would be to reduce the number of trials using the results of 
BLDAT. If it is observed from the results of the BLDAT that a particular bit (say   
bit) of the cipher block seldom changes i.e. if the   bit of the plain text is 1/0, and 
remains 1/0 in the cipher text at   position with a very high degree of probability, 
then it will be easy to identify the particular key bit. Linear cryptanalysis and differen-
tial cryptanalysis are well known for mapping an input plain text bit to an output ci-
pher text bit. If the observed plain text and cipher text are dissimilar, then it is clearly 
due to the key bit which got XOR-ed with the   plain text bit and will be a 1with a 
very degree of probability. And if both the observed bits are the same, then it implies 
that the key bit has not affected the plain text bit which in turn implies that the bit is a 
0 with a very high degree of probability. 

3.4 Experimental Results of BLDAT 

Two well known ciphers, namely Data Encryption Standard and Rijndael (Advanced 
Encryption Standard) are put to test, and the results obtained are analyzed in 5 .  Say 

 is deviation where 0 is the ideal case. Table 1 and Table 2 lists the results of 
BLDAT on DES and Rijndael Cipher (AES) respectively. 

Table 1. Experimental result on DES 

Key 
No. of Deviations 

   8 

Sparse Key 
Moderately Dense 

Key 
Dense Key 

Random Key 

5 
5 
5 
7 

40 
47 
43 
34 

16 
9 

13 
21 

3 
3 
3 
2 

Table 2. Experimental result on AES 

Key 
No. of Deviations 

   16 

Sparse Key 
Moderately Dense 

Key 
Dense Key 

Random Key 

8 
11 
5 
6 

89 
99 

102 
97 

13 
18 
20 
25 

1 
0 
1 
0 
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4 Analysis of BLDAT 

The results obtained from both DES and AES are analyzed using the established sta-
tistical tools to finally draw the conclusion. The Chi-square (  ) test has been used 
to determine the goodness of fit between theoretical and experimental data. The ob-
served values and expected values are to be tested here. 

4.1 Chi-Square ( ) Test on Experimental Result of DES 

In the experiment of BLDAT for DES, with 64 bit plaintext block and 56 bit key, the 
observed bit changes in cipher text block for every bit change in plaintext given in 
Table 3. 

Table 3. Observed bit changes in cipher text using DES 

v[0]=29 v[8]=27 v[16]=30 v[24]=38 v[32]=32 v[40]=37 v[48]=37 v[56]=24 

v[1]=38 v[9]=37 v[17]=36 v[25]=33 v[33]=32 v[41]=28 v[49]=30 v[57]=29 

v[2]=31 v[10]=31 v[18]=30 v[26]=38 v[34]=30 v[42]=25 v[50]=33 v[58]=35 

v[3]=35 v[11]=32 v[19]=28 v[27]=34 v[35]=33 v[43]=32 v[51]=24 v[59]=26 

v[4]=26 v[12]=33 v[20]=24 v[28]=28 v[36]=31 v[44]=31 v[52]=24 v[60]=23 

v[5]=28 v[13]=29 v[21]=34 v[29]=31 v[37]=34 v[45]=33 v[53]=40 v[61]=27 

v[6]=28 v[14]=38 v[22]=39 v[30]=30 v[38]=36 v[46]=31 v[54]=35 v[62]=30 

v[7]=26 v[15]=32 v[23]=32 v[31]=31 v[39]=32 v[47]=42 v[55]=31 v[63]=33 

The change of cipher text block is ideally n/2 where n is the block size and is esti-
mated 32. Table 4 is constructed to calculate the Chi-square distribution and goodness 
of fit for Chi-square. 

Table 4. DES Observed values with corresponds to estimated value with their occurrence 

(T) (O) (E) O-E (O-E)2 Y=(O-E)2/E 
3 29 32 -3 9 0.28125 
4 38 32 6 36 1.125 
8 31 32 -1 1 0.03125 
3 35 32 3 9 0.28125 
3 26 32 -6 36 1.125 
5 28 32 -4 16 0.5 
2 27 32 -5 25 0.78125 
3 37 32 5 25 0.78125 
6 33 32 1 1 0.03125 
7 32 32 0 0 0 
6 30 32 -2 4 0.125 
2 36 32 4 16 0.5 
4 24 32 -8 64 2 
3 34 32 2 4 0.125 
1 39 32 7 49 1.53125 
1 25 32 -7 49 1.53125 
1 42 32 10 100 3.125 
1 40 32 8 64 2 
1 23 32 -9 81 2.53125 
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Where T is occurrences of observed value, O is observed value, E is estimated val-
ue. Using these values the chi-square is calculated with the consideration of occur-
rence of values and the calculated chi-square value of the experimental data is:  

 37.25  

and fig. 2 is the graphical representation of observed value, estimated value and calcu-
lated value: 

 

Fig. 2. Graph for Chi-Square of DES  

In the experimental result (Table 4) it is visible that there exist 19 different sets of 
value (v) i.e. number of time changes of every bit in ciphertext while changing every 
bit of plaintext for at most once. Therefore the Degree of Freedom (df) is: 1 19 1 18 

From the Table 4 it is now easy to calculate chi-square value for df = 18 α = .005: ,. ,. 34.71875 

Moreover, chi-square value for df = 18 and α = 5% is: , % , % 31.5 

From the chi-square distribution table 6 , is found that ,.   is 37.156 
and ,. 37.156. 

So, according to [7] it may be concluded that either (i) this model is valid but that a 
statistically improbable excursion of  has occurred, (ii) too conservatively, over-
estimated the values of α or (iii) data is ‘too good to be true’. 

4.2 Chi-Square ( ) Test on Experimental Result of AES 

In the experiment of BLDAT for AES, for 128 bit plaintext block with 56 bit key and 
observed bit changes in cipher text block for every bit change in plaintext. The Chi-
square (  ) test has been used. The change of cipher text block is ideally n/2 where 
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n is the block size and is estimated 64. The calculated chi-square value of the experi-
mental data of AES is: 

 73.609375 

Fig. 3 is the graphical representation of observed value, estimated value and calcu-
lated value. 

 

 

Fig. 3. Graph for Chi-Square of AES 

In the experimental it is visible that there exist 27 different sets of value (v) i.e. 
number of time changes of every bit in cipher text while changing every bit of plain-
text for at most once. Therefore the Degree of Freedom (df) is: 1 27 1 26 

Now it is easy to calculate chi-square value for df = 18 α = .005: ,. ,. 69.09375 

Moreover, chi-square value for df = 26 and α = 5% is: , % , % 63.8046875 

From the chi-square distribution table [6], is found that ,.  is 48.290 
and ,. 48.290. 

So, according to [7] it may be concluded that either (i) this model is valid one but 
that a statistically improbable excursion of  has occurred or (ii) that this model is 
poorly chosen that an unacceptable large value of   has resulted. The theory of chi-
square test relies on the assumption that chi-square is the sum of the squares of ran-
dom normal derivatives, that is, that each  is normally distributed its mean value . 

5 Conclusion 

Even if the Hamming Distance of the plain text block and the cipher text block is 
ideal i.e. n/2 where n is the block size, the key space can be reduced using a scheme 
such as the proposed BLDAT. 
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Abstract. Proposed approach explores a new framework for Curved video text 
detection and extraction by utilizing fast texture descriptor LU-transform and 
Maximal H-Transform for the text detection. Connected Component filtering 
method and Nearest Neighborhood (NN) constraint is utilized for false positive 
elimination. B-Spline curve is fitted to centroid of each character and each 
oriented character is vertically aligned by finding angle that aligns the normal 
vector to the vertical axis. The aligned text string is fed to OCR for recognition. 
Experiments on various curved video data and Hua’s horizontal video text 
dataset shows that proposed method is efficacious and robust in detecting and 
recognizing multioriented videotext. 

Keywords: Curve Video text, LU Decomposition, Maximal H-Transform. 

1 Introduction 

Due to tremendous advancement in Video technology, copious amount of video 
information available calls for the need for Semantic Video analysis and management. 
Since Video text is very vital information content, some of the Video processing 
techniques focus on text data embedded in videos. Video text detection and extraction 
is a vital task for applications such as Video Indexing and Content based video 
retrieval. Videotexts are classified into two types, first is Superimposed Text which is 
added as a part of editing process and the second is Scene text which appears 
naturally in a Scene captured by a camera. Despite the fact that many methods exist, 
text detection and extraction is still a challenging task because of unconstrained 
colors, sizes, and alignments of the characters. Custom Text detection and extraction 
methods fall into three subgroups: Connected Component (CC), Edge based and 
Texture-based. CC-based methods [1][2] group small CCs to larger ones based on 
color and contrast until all text regions are identified in the image thus limiting itself 
to low contrast and Non-Uniform Color text. Edge based approach [3],[4],[5] requires 
text to have a better contrast to the background in order to detect the edges hence they 
exhibit poor result in case of complex backgrounds. Texture based methods [6],[7] 
utilize various local texture descriptors, such as Gabor Filter [8] and Wavelet  
Filters [9]. 
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Despite varying degrees of success these methods fail to provide solutions in the 
case of Multi Oriented Video Texts. In this regard Shivakumara et al.[10] proposed a 
method for detecting arbitrarily oriented text based on Morphological approach which 
fails in case of complex background. Yong et al.[11] proposed a corner and skeleton 
based method for arbitrarily oriented text which is quiet robust only when the corners 
are detected effectively and fails in case of low resolution Videos. Shivakumara et al. 
[12] proposed an arbitrarily oriented scene text detection method which extracts text 
lines of any orientation based on Gradient Vector Flow (GVF) and Neighbor 
component grouping which does not give good accuracy for less spaced text lines. 
Shivakumara et al. [13] proposed a curved text detection scheme which uses 
enhancement criterion and quad tree approach. Although efficient in detection 
proposed method fails to eliminate false positives. 

Clearly all the above methods though efficient in detection fail to produce an OCR 
ready input. Hence in this paper, we propose an efficient text detection and extraction 
scheme for Curved Videotexts. Vital contributions of the proposed method are as 
follows: 1) A LU-Transform and Maximal H-Transform based curved text detection 
method 2) A Character alignment correction method based on normal vector 
calculation for generating OCR friendly curve texts for recognition. 

2 Proposed Approach 

Proffered method works in Three steps: 1) Probable Text region detection by LU 
decomposition and Maximal H-Transform based true text pixels detection. 2) Size 
and nearest neighborhood based false positive elimination. 3) Estimation and 
correction of orientation of Individual characters. 

2.1 Text Region Detection by LU-Decomposition 

Inspired by the work explained in [14] successful texture response generation of text 
regions using LU decomposition was attained by the proposed method. In numerical 
analysis, any matrix can be factored as the product of a lower triangular matrix 
(L) and an upper triangular matrix (U). All elements above the diagonal are zero in L 
matrix and all the elements below the diagonal are zero in U matrix. For example, for 
a 3-by-3 matrix A, its LU decomposition looks like this: 
 

11 12 13 11 11 12 13

21 22 23 21 22 22 23

31 31 33 31 31 33 33

0 0

0 0

0 0

a a a l u u u
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Our Experiments on various video frames showed that diagonal of U fires in image 
areas of rough texture and successfully captures the text information. The actual 
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texture response of text region is calculated as the maximum value of all diagonal 
values of the U matrix. 

( ) max( )p kkw uΩ =                                                (3) 

where ukk are the diagonal elements of U, w is the window size(4 in our experiment). 
Homogeneous NonText regions exhibit low magnitude Ω because of their linear 
dependence and low value of rank r. Conversely text regions exhibit large Ω 
magnitude regions because of high value of r. 

2.2 Text Localization Method  

Further an extended maxima transform [15] is used to find the peaks which are n 
intensity values higher than the background in probable text regions. It is a robust 
peak finder which depends only on contrast. It performs first H-maxima transform 
followed by recognition of regional maxima. H-maxima transform is based on 
morphological reconstruction, repeated dilations of image followed by masking. The 
H-maxima transform is given by Koh et al. [15]: 
 

                                         Hmaxh(f)=Rf(f-h)                                                (4) 
 

Rf(f-h) is the morphological reconstruction by dilation of image f with respect to (f-h). 
This morphological operation ignores regions whose intensity values with respect to 
their neighbors is smaller than a threshold level H. All regional maximas are 
identified by an extended maxima operation. Regional maxima are those whose 
external boundary pixels have a lower value and which are connected components of 
pixels with a constant intensity value. The extended maxima operation is defined by: 

 
                                      EMAXh(f)=RMAX(Hmaxh(f))                                (5) 

 
It removes local peaks which are lower than h intensity values from the background. 
Based on the analysis done during our experiments, h is set to 40. The curve text 
localized by using extended maxima transform is shown in Fig.1 (c). 

2.3 False Positive Removal Method 

False Positive elimination is executed based on size of CC, height of CC and distance 
between CCs. Since it is a known fact that all the characters in a circular text will be 
of almost of same height. Height of a CC of circular text is chosen as maximum 
among length of CC and width of CC. In our experiment we ignore CCs whose size is 
less than 200 and height less than 20, height greater than 70 and nearest neighbor CC 
centroid distance greater than 45.The result of false positive elimination is shown in 
Fig.1 (f). 
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2.4 Text Extraction and Recognition Procedure 

In view of inability of Commercial OCR’s in recognizing curved text we propose an 
efficient method to align videotext laid out in a variety of layouts such as arc, wave or 
their combination with linearly-skewed text lines. Restoration of the inter-character 
gaps is taken care so that the rectified text string can be ‘meaningfully’ recognized. 
Proposed method is the first of its kind which renders curved video text a linear form 
so that it can be recognized using off-the-shelf OCRs. An 8-connectivity based 
component labeling is performed on the binary image to obtain a set of ‘n’ disjoint 
components {CCj}, j = 1, 2, …n. For each identified CC, the centroid of the 
constituent CC is identified and represented as follows: 

 
                                 (6) 

 
Where Nk is the number of CCs. These centroid points serve as the control points for 
fitting B-Spline curves. The ith point in the resulting curve is denoted by:  

              (7) 
 

The normal vector at the ith point of the curve is then computed using the following 
relation              

 

                    (8) 

 

Here ||.||2 denotes the L2 norm. 
 
The normal vectors thus obtained give fairly good estimate of the orientation of the 
character. The characters are rotated such that the normal vector is aligned vertically. 
The required angle of rotation for any character is computed as: 

                  

                                  ∠−= 90(k
iθ k

in ),i=1,2,...,Nk                                              (9) 

 
Thus each character is individually rotated and stacked from left to right such that the 
horizontal spacing between the characters is proportional to the corresponding inter-
character centroid distances. The characters are recognized using Tesseract OCR [19]. 
Sample results are shown in Fig.2.  Due to zigzag pattern of the Centroid of the CCs 
‘small’ vertical misalignments still exist. 
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Fig. 1. Curved Text Detection and Recognition result (a,h) Video Frame (b,i) Text region 
detected using LU-Decomposition (c,j) Output after Maximal H- Transform (d,k) Centroids 
connected based on Distance calculation (e,l) Text detected after Distance constraint (f,m) 
Orientation Corrected CC’s (g,n) OCR output 

3 Experiments Results  

Experiments were carried out on our own 20 mpeg-1 videos collected each with 
320x240 pixel resolution due to lack of benchmarked Curved video text dataset. It 
consists of 92 words and 670 characters. Also a small dataset of 45 video frames, 
which is available, publicly [10] was chosen to evaluate the performance of the 
method. Four methods were chosen for comparison of which first is a recently 
developed method by Shivakumara et al.[13] which address curved text detection in 
video through an enhancement criterion and use of quad tree. Second is Laplacian 
method [10] which works well for non-horizontal Video text by combining Laplacian 
and Fourier. Third is Bayesian method [21] which explores Bayesian classifier and 
gradient. Fourth is a method for arbitrary text detection by Sharma et al. [16] which 
proposes gradient directions and two stage grouping. Following performance criterion 
has been defined for horizontal, vertical and multioriented videotext (except curved 
text). 
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Fig. 2. Own collected Sample Curved Text Extraction and Recognition results 

• Truly Detected Block (TDB): A detected block that contains at least one true 
character. Thus, a TDB may or may not fully enclose a text line. 

• Falsely Detected Block (FDB): A detected block that does not contain text.  
• Text Block with Missing Data (MDB): A detected block that misses more than 

20% of the characters of a text line (MDB is a subset of TDB). 
 

The performance measures are defined as follows. 

ATB

TDB
Rcall =)(Re)1

  
FDBTDB

TDB
Pecision

+
=)(Pr)2

RP

PR
FmeasureF

+
=− 2

)()3
 

Average Processing Time (APT) per frame is also considered as a measure to the time 
complexity of the proposed method. 

3.1 Performances on Hua’s Data 

Text detection results on sample video frames from Hua’s dataset are shown in Fig.3. 
Proposed method achieves results at par with the state of the art as indicated in Table 
1 and is robust to the orientation, perspective, color, and lighting of the text object. It 
detected most text objects successfully. 
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Fig. 3. Text Detection and Localization result on Hua’s dataset (a,c,e)-Video Frame (b,d,f) Text 
Detection result 

3.2 Performance Analysis on Curved Data 

Sample results of the proposed method for curved text extraction versus the Quad tree 
based method are shown in Fig.4. The proposed method outperforms the existing methods 
in terms of recall, precision-measure and misdetection rate as illustrated in Table 2. The 
main reason for poor results of the existing methods is that the existing methods are 
developed for horizontal and non-horizontal text detection but not for curved video text 
detection. Table 3 shows the recognition accuracy obtained on the curved dataset. The 
Accuracy is fairly good and there is still scope for improvement in this regard.  

 

 

 

 
 
 
 

 

 

Fig. 4. Text Detection result (a,d,g,j) Input Frames,(b,e,h,k) Proposed method result,(c,f,i,l) 
Quad tree based method 

(a)                       (b)                       (c) (d)                       (e)                       (f) 

  (g)                      (h)                       (i)     (j)                         (k)                      (l) 
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Table 1. Comparison of proposed method with Existing Detection Methods for Hua’s database 

Methods R P F MDR APT(secs) 

Proposed 0.87 0.9 0.9 0.06 1.1 
 

Quad tree 0.82 0.88 0.84 0.06 2.0 

Sharma 0.88 0.77 0.82 0.32 9.0 

Bayesian 0.87 0.85 0.85 0.18 5.6 

Laplacian 0.93 0.81 0.87 0.07 11.7 

Table 2. Performance of the Proposed and Existing Detection Methods on Curved Data 

Methods R P F MDR APT(secs) 

Proposed 0.82 0.87 0.84 0.20 0.71 
Quad tree 0.80 0.83 0.81 0.25 2.3 

Sharma 0.73 0.88 0.79 0.28 10.3 

Bayesian 0.59 0.52 0.55 0.27 12.1 

Laplacian 0.55 0.68 0.60 0.42 9.9 

Table 3. Character and Word Recognition Performance by Proposed Recognition Method 

Dataset          Accuracy 

Character Word 

Own Curved Data 82         85 

4 Conclusion 

Proposed Method unifies a framework for Curved video text detection, extraction and 
recognition. In this paper we propose a novel method for curved video text detection 
which exploits the intrinsic characteristic of the text by using the LU-Decomposition 
and Maximal H-Transform for effective Text Detection and localization. Orientation 
of each character are found and corrected by B-Spline curve fitting and Normal vector 
calculation. Proposed method generates fairly good OCR friendly input Text 
segments. Experiments on Curved text video frames show that the approach is viable 
and effective in detecting and recognition in comparison to state of Art methods. 
Improvement of Recognition rate will be further focused. 
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Abstract. Face recognition system have been widely developed. The
machine vision system becomes an interest of many researchers in var-
ious fields of science. It provides the most important characteristic of
natural interaction that is personalization. Automatic face recognition is
a challenging problem, since human faces have a complex pattern. This
paper presents a method for recognition of frontal human faces on gray
scale images. The system is developed so that user can access the room
just stand in front of the webcam. The webcam will send the image cap-
tured to the computer for recognition. In the proposed method, Discrete
Cosine Transform (DCT) is used to extract the facial feature of an im-
age the distance between the of the test image and train I and Euclidean
Classifier is used to for the selection of best match between test image
and trained image that has already been stored in database. When match
occurred, computer will send signal to the microcontroller to open the
lock through UART, else computer will send the unrecognized image to
the owner’s mobile. When owner wants to open the door for the visitor
then, using his mobile owner will send signal to the microcontroller to
unlock the door. This paper will develop an intelligent door based on
smart phone that can be implemented in real-life applications.

Keywords: Discrete Consine Tranform, Euclidean Distance Classifier,
Face Recognition, Feature Extraction.

1 Introduction

A face recognition system is a computer application that can be used for auto-
matic identification and verification of human face image from a video source.
One of the ways to do this is by comparing the features of selected test image
with trained facial image database. The human face plays an important role in
identification by means of biometric signature. The most difficulty in developing
a face recognizer is that human face can change in timely manner or it can also
be affected by wearing different face accessories like glasses, earring, piercings
and makeup. A person can change his/her hair from long/short and can wear
beard or mustache. It also depends on many facial expressions like smiling or sad.
These facial changes make the recognition task very difficult even human beings
do some recognition mistakes from time to time. In this paper we are going to

c© Springer International Publishing Switzerland 2015 685
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implement the discrete cosine transform (DCT) algorithm for face recognition.
The face recognition commonly includes feature extraction, face reduction and
recognition or classification. Feature extraction is to find the most representative
description of the faces, which is used to distinguish the faces. Face reduction is
to not only decompose and compress the original features but also not destroy
the most important information. Euclidean distance classifier is used to com-
pares the relevant feature of test image with the feature of trained image which
is stored in the database. When test image matches with the train image then
computer will send signal to the microcontroller through UART to open the
lock, else computer will send unrecognized to the owner’s mobile.so that owner
will know the unknown person’s image. Now, if owner wants to open the lock,
owner can signal to the microcontroller to open the lock or remain unlocked.
Through the proposed method, now owner have total control of their home even
when he/she is not present in the home. Outlay of the rest of paper is as follows;
In section 2, literature survey is discussed and in section 3, proposed method is
presented , section 4 presents the experimental results and conclusion is stated
in section 5.

2 Review of Literature

Ayushi Gupta et al. [1] proposed system for face recognition using Principal
Component Analysis (PCA) method where every image in the training set can
be represented as a linear combination of weighted eigen vectors called as Eigen
faces. These eigen vectors are obtained from covariance matrix of a training
image set called as basis function. The weights are found out after selecting a set
of most relevant Eigenfaces. Recognition is performed by projecting a new image
(test image) onto the subspace spanned by the eigenfaces and then classification
is done by distance measure methods such as Euclidean distance. Recognition
rate saturates after a certain amount of increase in the Eigen value. Recognition
rate decreased in noisy images.

Taewan Kim et.al [2] proposes a smart system using both face recognition and
sound localization techniques to identify foreign faces through a door phone in
a more efficient and accurate way. In this a visitor’s voice is used to localize the
proper location of the speaker. The location information is then used to adjust
the door phone camera position. To locate the facial position of the visitor 4 mi-
crophones are positioned in a cross configuration. The system was implemented
by integrating both sound localization and face detection/recognition schemes
on a single FPGA to reduce power consumption and system size.Therefore, the
smart door phone system is a robust way to provide safety to homes.

M. Meenakshi [3] presents the design, implementation and validation of a Dig-
ital Signal Processor (DSP)-based Prototype facial recognition and verification
system. This system is organized to capture an image sequence, find facial fea-
tures in the images, and recognize and verify a person. In this images captured
using a Webcam, compares it to a stored database using methods of Principal
Component Analysis (PCA) and Discrete Cosine Transform (DCT). The algo-
rithms were validated in real-time using different test images. Finally automatic
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opening and closing of the door is considered and proved that both algorithms
are capable of identifying someone reaching the door.

O.T. Arulogun et al. [4] proposed a security system which assures that value
will not be taken. It employs two of the emerging artificial intelligence technolo-
gies: Facial Recognition and Artificial Neural Networks for developing a secure
keyless door where authentications of authorized faces are the only guarantee for
entry. The system has the capability to increase the number of users that have
access to the secured environment and to remove users which depends upon the
security system administrator.

Mayank Agarwal et al. [5] proposed a methodology for face recognition based
on information theory approach of coding and decoding the face image. This
method is based on two stages, Feature extraction using principle component
analysis and recognition using the feed forward back propagation Neural Net-
work. The proposed technique is analyzed by varying the number of Eigen faces
used for feature extraction and the maximum recognition rate obtained by using
whole dataset.

In this paper, we propose a face recognition algorithm based on discrete cosine
transform and Euclidean distance algorithm. After the face recognition computer
will send signal to the micro controller to open the door, if face is unrecognized
it will send the unrecognized image to the owners mobile, if owner wants the
visitor to access the door then owner can send signal to the micro controller to
open it. The important contribution of the proposed method is the efficient face
recognition with more privilege to the owner by which he will be having the
authority to open the open the door even though if he is not in the home.

3 Proposed Method

In this paper, method is proposed which recognizes image of a person to access
door. In order to access the door, the person should stand at the front door facing
the webcam which is planted on the door. In the beginning, a person needs to
register his face to the database so that the system has all the information of an
authorized person. For the real time recognition, webcam will capture the person
image and detect only the face region so that the system can have better face
image. The door equipped with lock, will be unlocked after receiving the unlock
signal from the microcontroller. Here we use image processing techniques for face
detection and recognition microcontroller part to lock or unlock the door.

Fig .1 shows the overall flow diagram of the system i.e when a person comes
in front of the door, the webcam will acquire the person image i.e test image
and send it to the MATLAB for further processing. Now MATLAB face recog-
nition algorithm starts calculating the features of a test image and compares the
features with the trained image that is already stored in the database. If it is
matching then it will send signal to the microcontroller to open the door. If the
test image is not matching then it will send the test image to the owner mobile.
If owner wishes to allow that person to enter then owner can send signal to the
microcontroller to open the door.
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Fig. 1. Block Diagram of the Proposed System

In this paper, the algorithm used is discrete cosine transform (DCT) which
is the simplest way in represent information content of face Image. DCT is the
most widely used in the image processing applications for feature extraction.
The DCT of an image basically consists of three frequency components namely
low, middle, high each containing some detail and information in an image. The
low frequency generally contains the average intensity of an image which is the
most intended in Face Recognition systems. The main features of the DCT which
make it attractive for facial recognition are: 1. Efficient computation, due to its
relationship to the Fourier transforms, and 2. Data compression (energy com-
paction) property for highly correlated images, commonly used in image/video
compression.

The definition of DCT for an N x N image is:

F (u, v) = α(u)α(v)ΣN−1
x=0 ΣN−1

y=0 f(x, y)cos [(2x+ 1)uπ/2N ] cos [(2y + 1)vπ/2N ]
(1)

where

α(u), α(v) =

{√
1

N
...u, v = 0;

√
2

N
...u, v �= 0;

}
(2)

with u, v, x, y = 0, 2, 3,.. N-1, where x and y are spatial coordinates in the
sample domain while u, v are coordinates in the transform domain. f(x, y) is the
pixel intensity in row x and column y. F(u, v) is the DCT coefficient in row u
and column v of the DCT matrix.
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4 Feature Extraction

To obtain the feature vector which represents the face, DCT must be computed.
The process of feature extraction is to extract the most relevant information to
be used to distinguish a person, i.e. the information that is common for a person
and is different for the other persons. Fig .2 shows the Face Recognition System
using DCT.To perform the feature extraction, the approach is used to select the
lowest DCT frequency coefficients. This approach is fast and simple, because it
neither evaluates the DCT coefficient of the image, nor performs calculations or
any kind of comparison.

Fig. 2. Face Recognition Process using DCT

Fig.3 shows the properties of the DCT coefficients in N x N blocks with the
zigzag pattern in order to process the DCT coefficients. Although the total energy
remains the same in the N x N blocks, the energy distribution changes with most
energy being compacted to the low-frequency coefficients. Thus, it is essentially
the low frequency components, which play a key role in Face Recognition system.
Within each DCT block of the image, the pixels differ from a low variation to
a high variation in a zig-zag pattern, which is known as the raster scan order
and it is basis for selecting the number of features in the selected blocks. The
raster scan order which is the basis for selection of number of coefficients within
the block size of 8*8 and that consist the arrangement of DCT coefficients as a
matrix as shown in Fig.3.

Fig. 3. Block Feature of DCT Coefficients and their Selection in Zig-Zag Pattern
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5 Euclidean Classifier

Euclidean classifier is used to find the best match between the train and test
images. It is calculated as follows:

D =
√
ΣN

i=1(pi − qi)2 (3)

pi and qi are the coordinates of p and q in the N dimensional space, corre-
sponding to the train and test images. Minimum distance will tell the maximum
correlation.

6 Hardware and Software

The hardware development of this project is mainly based on microcontroller
PIC16F877 that controls the push button and lock. The webcam that is planted
on the door will be connected to the computer. The communication between
laptop and microcontroller will be established by UART. Microcontroller will
control lock, buzzer and LED. Fig. 4 shows the overall representation of the
hardware implementation. If the person wants to come into the room he needs
to press the push button. The push button will send signal through UART to
signal the MATLAB in the computer so that image acquisition process will
start and the process of recognition can be done. After the recognition is done,
MATLAB will send signal to the microcontroller. If the image is known person,
the microcontroller will open the lock.

Fig. 4. Basic Idea of Door Access System based on Face Recognition

If the person image is unknown then computer will send an image of the
unknown person to the owner mobile. So that owner of the house will know who
is standing outside his home. Now if the owner allows the person to enter his
house, owner has to press the pass-button from his mobile. After pressing the
pass- button MATLAB will send signal to microcontroller to open the door.
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7 Experimental Results

Fig.5 shows the hardware interfacing with the computer. The most important
thing in face recognition system is to differentiate between two people. The test
can be done by taking image of multiple people so that accuracy of an algorithm
can be calculated. The train image of different people is saved to folder called
train database. The database folder will have several image of each person. Fig.
6 shows the result when an image is recognized by the system. When an Image
is not recognized then Fig 7 shows the result of unrecognized image. For the real
implementation, it needs to perform well. The challenge for the face recognition
is that the variation in light, environment background and face expression. The
background and the illumination must be same for both test and trained image.

Fig. 5. Hardware Interface with Computer

Fig. 6. Result of Recognized Image

Fig. 7. Mobile Interface for Unrecognized Image
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8 Conclusion

In this paper, we propose a novel approach for face recognition, based on the
discrete cosine transform (DCT) and Euclidean distance classifier. The exper-
imental result confirms its usefulness and robustness. DCT has played a key
role in efficient feature extraction and also used to reduce the number of fea-
tures being obtained. For the security applications DCT algorithm is reliable and
suitable. As such, continuous works have been carried out in order to achieve
satisfactory results for security system. In our future work we will focus on the
elimination/reduction of shadowing effect as well as working with more efficient
hardware.
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Abstract. In the field of computer science and mathematics, Sorting is 
arranging elements in a certain order, there are many sorting techniques are 
existing such as Bubble sort, Heap sort, Merge sort, Insertion sort etc. In this 
paper we are concentrating on heap sort, heap sort works by first organizing the 
data to be sorted into a special type of binary tree called a heap. The heap itself 
has, by definition the largest value or the smallest value at the top of the tree 
based on max heap or min heap. Heap sort method sorts a single element at a 
time. In the existing heap sort method for every construction of heap only a 
single root element will be sorted, so it slowdowns the performance of heap sort 
technique. In order to optimize the performance of heap sort we are proposing 
the optimized heap sort technique (OHS) by using Two-swap method. The 
Two-swap method sorts two-elements at a time for each heap construction, and 
it reduces 30-50% of the time complexity of heap sort in the construction of 
heap as well as in sorting of array elements. 

Keywords: Heap, Complete Binary tree, Two-Swap method. 

1 Introduction 

Sorting is a process of rearranging a list of numbers in an array into increasing or 
decreasing order. There are various techniques are available to perform sorting i.e., 
Bubble sort, Selection sort, Insertion sort, Merge sort, Quick sort, Shell sort, Heap 
sort etc [1][2][3][4][5]. 

Heap sort is an algorithm that sorts an array of numbers in order, that being 
formatted first as a heap. A heap stores data in a complete binary tree such that all the 
children of a parent are either greater than or less than itself based on Max-heap or 
Min-heap respectively. Binary tree is a tree data structure where each node has at 
most two children, referred to as left child and the right child namely [6][7][8][9]. 
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Algorithm 2: Min-heap
1. Input: array ‘ ’ o
2. Output: Min-heap
3. for  1    do
4.      
5.          do    
6.               
7.                     if  
8.                           sw
9.                     end if
10.                
11.            while (c!=0
12. end for 13. return  Min-heap 
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12.                      Swap   ,           
13.                end if 
14.                
15.           while   
16. end  for 
17. return  Sorted array  

Algorithm 3 shows  heap-sort performing on an array A[ ] of ‘n’ elements where 
it takes input as either Max-heap or Min-heap of an array  and sorts the elements 
using Algorithm 3 and returns  output as sorted array . 
2 Proposed Scheme 

In this paper we are proposing an Optimized Heap Sort technique (OHS) in order to 
improve the performance of the heap sort.OHS technique improves the performance 
by sorting two-elements at a time after the construction of heap. The process of 
sorting two elements at a time is called Two-swap method because swapping will be 
performed twice on heap array. 

Working of OHS Technique 

1) Construction of heap 
2) Sorting of two-elements at a time in an array for each construction of heap. 

 
1. Construction of heap: Heap will be constructed as similar as in the heap 

sort. The algorithm 1 will be used to construct Max-heap of an array. And 
the algorithm 2 will be used to construct Min-heap of an array. 

 
2. Sorting of array elements using Two-swap method 

 
Two-Swap method: when we construct an heap of any array, consider if it’s 
a Max-heap then root will contain largest number and the second large 
number will be placed in any one of the following array index that may be 
either        .In two-swap method we find out the second 
large number along with the first in each heap construction and we arrange 
both the large numbers in an appropriate place while sorting. In this way we 
are reducing time complexity of heap sort by 2.   

Algorithm 4: OHS method to sort array in an ascending order 
1. Input: Max-heap of    and number of elements ‘n’. 
2. Output: Sorted array   
3. 1      
4. if 5  then 
5.     Swap   0 ,      
6.          if 1 2  then 
7.              Swap   1 , 1      
8.          else 
9.              Swap   2 , 1      
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10.          end if 
11.      Call  Max-heap   , 2  
12. else  
13.      Swap   0 ,      
14.      Call  Max-heap   , 1  
15. end if 
16. return sorted array  

Algorithm 4 shows an OHS method to sort array elements in an ascending order. In 
the above algorithm we are sending constructed Max-heap of an array A[ ] and 
number of elements ‘n’ as inputs. Two-elements are sorted at a time for each 
construction of heap. Provides sorted array of a[n] in ascending order. 

Algorithm 5: OHS method to sort array in a descending order 
1. Input: Min-heap of    and number of elements ‘n’. 
2. Output: Sorted array   
3. 1      
4. if 5  then 
5.     Swap   0 ,      
6.           if 1 2  then 
7.               Swap   1 , 1      
8.           else 
9.               Swap   2 , 1      
10.           end if   
11.      Call  Min-heap   , 2  
12. else  
13.        Swap   0 ,      
14.       Call  Min-heap   , 1  
15. end if 
16. return sorted array  

Algorithm 5 shows an OHS method to sort array elements in a descending order. It 
takes input as a Min-heap of A[ ] and number of elements and provides sorted array 
of A[n] in descending order. 

3 Performance Evolution 

Heap Sort 

1) Construction of heap: Construction of heap whether it may be Max-heap or 
Min-heap of ‘N’ elements takes O ( n ) time where O( n ) is the time 
complexity of heap sort. 
 

2) Sorting an array element: After the construction of heap, the root element 
will be deleted and it will be inserted into the nth position in an array. This 
will be performed using swapping function, Then again for n-1 the heap will 
be constructed again. It takes O (log n) time. 
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The time complexity of heap sort [12].  log log  

Optimized Heap Sort (OHS) Scheme 
1) Construction of heap:  In OHS scheme first time the heap will be 

constructed for ‘n’ elements. Each time two Max-elements will be deleted 
from the heap, again the heap will be reconstructed. So the time complexity 
to construct heap will be O( n/2 ). 

2) Sorting of array elements: In OHS scheme after construction of heap, 
consider if it’s a Max-heap then root element will be deleted and placed in an 
‘nth’ position of an array. Then it compares left child (root) and right child 
(root) the max-value will be deleted and placed in an (n-1)th   position. 

The time complexity of OHS scheme: 

2 2  2  

Table 1 shows the practical result of Heap Sort and OHS scheme for Random input 
data which is varied from 100-2000. To obtain the Table1 readings some of hardware 
and software requirements have been considered. Those are listed in the Table 2. 

Table 1. The Sorting Time of Heap Sort and OHS Scheme for Random Input Data 

Sorting 

Algorithms 

Number of input data items 

100 200 300 400 500 

Heap sort 0.0000 0.0000 0.0000 0.0000 0.0000 

OHS scheme 0.0000 0.0000 0.0000 0.0000 0.0000 

 600 700 800 900 1000 

Heap sort 0.54945 0.54945 0.109890 0.109890 0.164835 

OHS scheme 0.0000 0.54945 0.54945 0.109890 0.109890 

 1100 1200 1300 1400 1500 

Heap sort 0.164835 0.219780 0.219780 0.274725 0.274725 

OHS scheme 0.164835 0.164835 0.164835 0.219780 0.274725 

 1600 1700 1800 1900 2000 

Heap sort 0.329670 0.389670 - - - 

OHS scheme 0.274725 0.329670 0.329670 0.384615 0.384615 
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Table 2. Hardware and Software Requirements 

Hardware and Software Requirements 

Operating System Windows  XP 

Version 2002 

Processor Intel ® core ™2 Duo CPU  E7500 @ 2.93GHz   

RAM 1.96GB 

Application Software Turbo C 

4 Conclusion 

As we know Sorting is a process of arranging elements in a certain order. Where heap 
sort is one of the sorting technique which takes O(n log n) time to sort elements in an 
ascending or descending order. In this paper we are proposing new sorting scheme 
OHS in order to improve the performance of heap sort. The OHS is a modified heap 
sort,  where two elements are sorted at a time after the construction of heap and also 
the construction of heap will also reduced by half the percent. The time complexity of 
OHS scheme will be O((n log n)/2). We produced practical results of heap sort and 
OHS scheme in terms of number of inputs versus time complexity. 

References 

[1] Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms, 2nd 
edn., ch. 7. MIT Press, Cambridge (2001) 

[2] Knuth, D.E.: The Art of Computer Programming. Sorting and Searching, vol. 3. Addison 
Wesley, Reading (1998) 

[3] Floyd, R.W.: Algorithm 245: Treesort 3. Communications of ACM 7(4), 701 (1964) 
[4] Cormen, et al.: Introduction to Algorithms, Chap. 6 
[5] Hoare, C.A.R.: Quicksort. Computer Journal 5(1), 10–15 
[6] Williams, J.W.J.: Algorithm 232: HEAPSORT. Communications of ACM 7(4), 347–348 

(1964) 
[7] Wegner, I.: The Worst Case Complexity of McDiarmid and Reed’s Variant of BOTTOM-

UP HEAP SORT. Information and Computation 97(1), 86–96 (1992) 
[8] Carlsson, S.: A variant of HEAPSORT with almost optimal number of comparisons. 

Information Processing Letters 24, 247–250 (1987) 
[9] Gonnet, G.H., Munro, J.I.: Heaps on Heaps. SIAM Journal on Computing 15(6), 964–971 

(1986) 
[10] McDiarmid, C.J.H., Reed, B.A.: Building Heaps Fast. Journal of Algorithms 10(3), 352–

365 (1989) 
[11] Dutton, R.D.: Weak Heap Sort. BIT 33(3), 372–381 (1993) 
[12] Carlsson, S., Chen, J.: The Complexity of Heaps. In: The Third Annual ACM SIAM 

Symposium on Discrete Algorithms, pp. 393–402. SIAM, Philadelphia (1992) 
 
 



© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 

701

– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_79 
 

An Approach to Utilize FMEA for Autonomous Vehicles 
to Forecast Decision Outcome 

Samitha Khaiyum, Bishwajit Pal, and Y.S. Kumaraswamy 

MCA (VTU) Department, 
Dayananda Sagar College of Engineering,  

Bangalore-78, India 
{samitha.athif,bishwajit.pal}@gmail.com,  

yskldswamy2@yahoo.com 

Abstract. Every autonomous vehicle has an analytic framework which 
monitors the decision making of the vehicle to keep it safe. By tweaking the 
FMEA (Failure Mode Effect Analysis) framework and applying this to the 
decision system will make significant increase in the quality of the decisions, 
especially in series of decision and its overall outcome. This will avoid 
collisions and better quality of decision.The proposed methodology uses this 
approach to identify the risks associated with the best alternative selected. The 
FMEA requires to be running at real time. It has to keep its previous 
experiences in hand to do quick/split time decision making. This paper 
considers a case study of FMEA framework applied to autonomous driving 
vehicles to support decision making. It shows a significant increase in the 
performance in the execution of FMEA over GPU. It also brings out a 
comparison of CUDA to TPL and sequential execution. 

Keywords: Autonomous vehicle, FMEA, CUDA, TPL, Sequential execution. 

1 Introduction 

Majority of technological advances in the automotive industry were evolutionary. 
Now, the automotive industry finds a significant change that will now have a huge 
impact on the way we perceive mobility through the autonomous vehicle [11]. The 
concept of autonomous driving has given rise to many opportunities but at the same 
time it has raised lot of concerns.  However, study has proven many benefits of these 
vehicles in terms of improved fuel economy, enhanced safety and reduced traffic 
congestion. Studies have proven to yield a number of clear safety enhancements and 
reduction of casualties along with cost [7]. This paper discusses the various aspects to 
modify the FMEA framework to support the decision making system in autonomous 
vehicle. It also discusses the various ways to execute this framework at higher speed 
equivalent to the graphic processor and supporting and evaluating the decisions taken 
by an autonomous vehicle. There is also a comparison drawn of the result with the 
traditional sequential execution and Task parallel Libraries (TPL). 
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2 Literature Survey 

The GPU pipelining holds promises for executing complex or lengthy arithmetical 
model, without degrading camera tracking and reconstruction. With reference [2] to 
the “Real time depth camera 3D reconstruction” the author has successfully 
demonstrated the real time pipelining on GPU devices to attain a real time 3D 
reconstruction of the environment. We propose to use a similar technique to generate 
a Hybrid FMEA structure in real time to aid the Decision making system of an 
autonomous vehicle. A very similar work [1] on Real-Time GPU programming is 
carried out demonstrating the real time capability of GPU to render dense 
reconstruction. Authors in [9] state that autonomous driving vehicles work on large 
scale data collection of driver, vehicle and environment information in the real world. 
Safety critical events are currently identified using kinematic triggers, for instance 
searching for deceleration below a certain threshold signifying harsh braking. Due to 
the low sensitivity and specificity of this filtering procedure, manual review of video 
data is currently necessary to decide whether the events identified by the triggers are 
actually safety critical. There are three inter-related spaces involved in fault diagnosis: 
fault space, observation space and diagnosis space. Each space contains the totality of 
all possibilities in their respective areas. Fault space contains all faults that can occur 
on the vehicle, observation space contains all observations from the point of view of 
the vehicle and diagnosis space contains all possible diagnoses available by using the 
observation space.[6] Authors in [8] through their research show that usage of 
autonomous driven vehicles significantly increases the highway capacity by making 
use sensors and having a vehicle to vehicle communication. 

3 Failure Types 

The challenge in RT system is to constantly interact with the real world entities. This 
must be continuously improved regarding safety engineering activities and the built 
prototypes should fit into the real world traffic conditions. Failures in RT system can 
be categorized as represented below. These failures mainly concentrate in the 
requirement elicitation, design, development, testing phases along with the 
maintenance phase. Project failures can be categorized as the technical and process 
failures, which deal with technical issues such as planning, defining requirements, 
design, code and tests, eliminating redundancy, rework, schedule, etc. Secondly, the 
business and organizational failures include approvals from management, cost 
overruns, contract issues, and change in business strategies and so on. Lastly, the 
resource failures are failures occurring from third party vendors in terms of tools, 
technological support, training, manpower and so on. However, the Product Failures 
leads to failures of the system or project which can affect the users and they directly 
impact the quality of the product. They can be categorized as quality failures affect 
the functionality, reliability, usability, performance, etc. and Harmful failures which 
cause physical harm to life, logical harm to data or money, etc. [10]. 
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4 FMEA in Autonomous Vehicles 

The external environment whenever changes, the algorithm will be constantly be 
facing new threats. Hence a FMEA is required which will be pooling all the results 
and its detection algorithm for its effectiveness in various situations. In an 
autonomous platform the usage of FMEA is very likely as the environment is always 
changing and the algorithm\s used for driving the vehicle is more challenged. An 
FMEA can give a potential prediction model to help the autonomous vehicle make 
quality decision and rule out risky decisions. For example it can keep many paths 
planning algorithm, and execute all at the same time for a given condition to pick the 
best or the robust one, or use multiple fuzzy matching algorithm and take the average, 
to produce an optimal option. Multiple algorithms are used in parallel for the same 
situation. This will yield different ways of achieving the same thing. The FMEA is 
required to take all the alternatives and run its detection and severity calculation and 
present the result for a good choice. Table 1 shows the different index levels for 
factors like severity, occurrence, detection and the scales that determine the relative 
risk and then provide a mechanism to prioritize work. The impact or relative risk is 
measured using three different scales namely severity to measure consequence of 
failure if it occurs, occurrence which gives the frequency of failure and detection 
which is the ability to measure the potential failure before the consequences are 
observed. 

Table 1. Index levels of Severity, Occurrence and Detection 

Ratings Severity level Occurrence level Detection level 

7-10 Blocker Probable Delayed 

4-6 Medium Remote Slow 

1-3 Cosmetic Improbable Early 

Table 2. Matrix upon merging probability and severity 

 Improbable Remote Probable 

Cosmetic Pick Any Pick Average Pick with all 

Consideration 

Medium Pick Average Pick with all 

Consideration 

Pick with all 

Consideration 

Blocker Pick with all 

Consideration 

Pick with all 

Consideration 

Pick with all 

Consideration 

 

Table 2 shows a matrix obtained upon merging factors of severity and occurrence. 
This helps the algorithms used by autonomous vehicles to pick from based on the 
result generated. 
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In a normal driving condition, a "simple" impact, with a "Not likely" occurrence 
will result in selecting result generated by any ("Pick any") algorithm. It means the 
vehicle can rely on any algorithm for a "Simple impact" and "not likely" kind of 
decision. Similarly for a simple impact and certain failure, it has to consider all the 
algorithms (executing in parallel) and select the best fit result.[4] When the vehicle is 
in motion, consideration must be given to the relationship of the target of evaluation 
(TOE) to form a checklist where each interaction between the vehicle and 
environment has to be considered in turn as to whether a property of, or a failure in, 
the TOE may produce a hazard at the boundary of the moving vehicle [3]. For the 
final result emitted by FMEA we propose to product a ∆t (where ∆t is the critical time 
failure barrier of the system) variable with the final result of the FMEA. This result 
will then be mapped to an existing system decision criticality chart. The ∆t is 
converted to a more meaningful variable and linked to the FMEA table, as time till 
the analysis is valid. SEV-Severity is given a qualitative scale (1-10), 1 having the 
Least effect and 10 being the Most Hazardous, OCC-Occurrence is given a qualitative 
scale (1-10), 1 being the Almost Never and 10 being the Almost Certain and DET-
Detection is given a qualitative scale (1-10), 1 being the Almost Certain and 10 being 
the Almost Impossible. 

Table 3. FMEA table for autonomous driven vehicles 

Key Process 
Step or Input 

What is the Process Step or Input?
Environment Limits/ Co-ordinate. 

Cam generated movable area. Generated 2d path. 
{12,33}, {33,45} 

What is the Process Step or Input?
Path Planning algorithm generated Point 
Sequence. 

Path Planning generated 2d path.{12,33}, 
{33,45} 

Potential 
Failure Mode 

In what ways can the Process Step or Input 
fail? 

Lines intersect in the given range. This will be 
found by the algorithm for line intersection. 

Potential 
Failure 
Effects 

What is the impact on the Key Output 
Variables once it fails (customer or internal 
requirements)? 

Decision on: 
1. Direct Collision. 2. Close Brushing/ Partial. 3. 
Minimal Get through. 
4. Optimistic clearance 5. Widely Cleared. 

SEV How Severe is the effect to the customer? 0 to 10 scale.  

Potential 
Causes 

What causes the Key Input to go wrong? 1. Camera fault. 2. Algorithm Fault. 3. 
Algorithm Accuracy. 

OCC How often does cause or FM occur? 0 to 10 scale.  

Current 
Controls 

What are the existing controls and 
procedures that prevent either the Cause or 
the Failure Mode? 

1. Algorithms to recalculate Path Planned. 
2. Fall back to next proposed Path. 

DET 
How well can you detect the Cause or the 
Failure Mode? 0 to 10 scale.  

Actions 
Recommende
d 

What are the actions for reducing the 
occurrence of the cause, or improving 
detection? 

Algorithms to cross check its validity. 

Responsibility 
Who is Responsible for the recommended 
action?  Controller Name 

Actions 
Taken 

Note the actions taken.  Include dates of 
completion. 

Include time within which the action to be taken 

 
The vehicle is in constant movement, so are the obstacle points which are 

constantly updated in the System planned path list. The severity will be detected be 
mathematical rules and some will be derived based on the experience made by the 
rover. The detection is limited to the rover’s sensor capability due to its sensing range 
and refresh rate.  
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5 System Architecture. (Autonomous Vehicle Brief) 

The AV (Autonomous Vehicle) uses a classic model of layered architecture where 
some of the layers and components are distributed over different machines. The AV 
has a high speed (1-4 microsecond response time) UDP Multicast network within the 
master and the subsystem. The actuator and motor driver system manages the 
operations of the drive system (Figure 1). It monitors the overheating, speed, 
deceleration, acceleration and many other tasks for the drive system. The task 
generator module works closely with the main program to generate the sequence of 
task for other components to follow up. The process FMEA monitors and analyses its 
decision making capabilities and keeps its records updated. The Process FMEA will 
forecast the criticality of the decisions to the main program. The main program can 
then update or change its perception to the task scheduler. 

    

Fig. 1. System architecture of autonomous vehicle       Fig. 2. Coordinate system for AV 

Figure 2 shows the Coordinate System, which represents the x,y co-ordinate system 
which the AV uses. Its origin is from its camera (0, 0). All values falling on the left 
will have its x coordinate value which is negative and values falling behind the vehicle 
will have the Y coordinate values in the negative range. 

5.1 FMEA Application to AV 

The 3D vision system: The front view of the path/road seen by the 3D cameras in the 
AV is as below in Figure 3.  



706 S. Khaiyum, B. Pal, and Y.S. Kumaraswamy 

 

Fig. 3. Front view of the path/ road as seen by the camera in the AV 

This region is divided into many horizontal and vertical sections. The sections near 
the camera/vehicle are more critical than the ones farther. In the below example the 
AV is moving on a planned path marked as “Initially set path”. Normally the AV will 
continue to move in that direction until it encounters an obstacle. Assuming there are 
multiple obstacle avoidance algorithm running, if there is a moving obstacle in front 
of the AV, then there may be multiple alternative path to avoid the obstacle. In a 
system without the FMEA a standard calculation will be made taking the speed and 
external conditions to calculate the new path. But it may not consider a concrete 
severity index to choose the final path. On the other hand the AV considering the 
FMEA model will pick a path with lesser severity index.  

6 Case Study (RT-FMEA Implementation on GPU Processor) 

The AV will be executing tasks at the speed, nearly equivalent to human response 
(200 microseconds). We have chosen the NVIDIA provided framework named 
CUDA (Compute Unified Device Architecture) to implement this solution. We have 
also done comparative study of the same implementation on single or multiple CPU 
machines. The implementation was first written on a .net program without any 
parallel processing support. Followed we converted the code to run on parallel CPU. 
This was done using the .NET 4.5 TPL libraries. In this model we did not program the 
parallel computing load as the .net Runtime is designed to take care of the loading and 
execution. The final model was to implement this on GPU hardware.  
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Table 4. Algorithms under .net, .net and TPL and CUDA implementation 

Case study with .NET 
implementation 

Case Study with .NET and 
TPL (Task Parallel Library). 

Case study with CUDA library 

Start. 

Initialize the proposed list of 
Path with Starting and 
Ending point. Starting point: 
(X1, Y1) and ending Point 
(X2, Y2). 

Initialize the list of 
environment lines with 
Starting and Ending point. 
Starting point: (eX1, eY1) 
and ending Point (eX2, eY2). 

Calculate Slope for all the 
point in the Proposed List of 
path and list of Environment 
lines using the formula Slope 
= (Y2 - Y1) / (X2 - X1). 

Calculate B1 for all the point 
in the Proposed List of path 
and list of Environment lines 
using the formula B1 = Y1 - 
(Slope * X1). 

Calculate B2 for all the point 
in the Proposed List of path 
and list of Environment lines 
using the formula B2 = Y2 - 
(Slope * X2). 

Compare B1 and B2. If B1 is 
not equal to B2, go to step 8. 

Iterate through all the List of 
Path and compare each one 
of these to the List of 
Environment Lines, using 
the formula Xintsct = ((B2 - 
eB2) / (M1- eM2). 

Calculate Yintsct = (Slope * 
Xintsct) + B. 

If the intersection line falls 
within the two lines, mark 
that line as colliding to an 
obstacle. 

Error: Log Error to the 
system Log and move to the 
next iteration. Go back to the 
same step from where the 
control came to this step. 

Stop. 

Start. 
 

Initialize the proposed list of Path 
with Starting and Ending point. 
Starting point: (X1, Y1) and ending 
Point (X2, Y2). 
 

Initialize in Parallel (Using TPL ) 
the list of environment lines with 
Starting and Ending point. Starting 
point: (eX1, eY1) and ending Point 
(eX2, eY2). 
 

Calculate in Parallel (Using TPL ) 
Slope for all the point in the 
Proposed List of path and list of 
Environment lines using the formula 
Slope = (Y2 - Y1) / (X2 - X1). 
 

Calculate in Parallel (Using TPL ) 
B1 for all the point in the Proposed 
List of path and list of Environment 
lines using the formula B1 = Y1 - 
(Slope * X1). 
 

Calculate in Parallel (Using TPL) B2 
for all the point in the Proposed List 
of path and list of Environment lines 
using the formula B2 = Y2 - (Slope * 
X2). 
 

Compare in Parallel (Using TPL), 
B1 and B2. If B1 is not equal to B2, 
go to step 8. 
 

Iterate in Parallel (Using TPL) 
through all the List of Path and 
compare each one of these to the List 
of Environment Lines, using the 
formula Xintsct = ((B2 - eB2) / (M1- 
eM2).  
 

Calculate Yintsct = (Slope * Xintsct) 
+ B. 
 

If the intersection line falls within 
the two lines, mark that line as 
colliding to an obstacle. 
 
Error: Log Error to the system Log 
and move to the next iteration. Go 
back to the same step from where the 
control came to this step. 
 
Synchronize all thread (i.e. wait for 
all parallel thread to finish). 
 
Stop. 

Start.
 

Initialize the proposed list of Path with 
Starting and Ending point. Starting point: 
(X1, Y1) and ending Point (X2, Y2).  
 

Initialize the list of environment lines 
with Starting and Ending point. Starting 
point: (eX1, eY1) and ending Point (eX2, 
eY2). 
 

Load the List of Paths and List of 
Environment Lines to the GPU device 
Memory. 
 

Calculate in Parallel (Using CUDA) 
Slope for all the point in the Proposed 
List of path and list of Environment lines 
using the formula Slope = (Y2 - Y1) / (X2 
- X1). 
 

Calculate in Parallel (Using CUDA), B1 
for all the point in the Proposed List of 
path and list of Environment lines using 
the formula B1 = Y1 - (Slope * X1). 
 

Calculate in Parallel (Using CUDA), B2 
for all the point in the Proposed List of 
path and list of Environment lines using 
the formula B2 = Y2 - (Slope * X2). 
 

Compare in Parallel (Using CUDA), B1 
and B2. If B1 is not equal to B2, go to 
step 8. 
 

Iterate in Parallel (Using CUDA) through 
all the List of Path and compare each one 
of these to the List of Environment Lines, 
using the formula Xintsct = ((B2 - eB2) / 
(M1- eM2).  
 

Calculate in Parallel (Using CUDA) 
Yintsct = ( Slope  *  Xintsct ) + B 
 

If the intersection line falls within the two 
lines, mark that line as colliding to an 
obstacle. 
 

Error: Log Error to the system Log and 
move to the next iteration. Go back to the 
same step from where the control came to 
this step. 
 

Synchronize all thread (i.e. wait for all 
CUDA blocks to finish). 
 

Copy results from Device memory to 
CPU memory. And Clear the GPU 
Device Memory. 
 

Stop. 
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Abstract. Partitioning image pixels into several homogeneous regions
is treated as the problem of clustering the pixels in the image matrix.
This paper proposes an image clustering algorithm based on different
length particle swarm optimization algorithm. Three evaluation criteria
are used for the computation of the fitness of the particles of PSO based
clustering algorithm. A novel Euclidean distance function is proposed
based on the spatial and coordinate level distances of two image pixels
towards measuring the similarity/dissimilarity. Different length parti-
cles are encoded in the PSO to minimize the user interaction with the
program hence the execution time. PSO with different length particles
automatically finds the number of cluster centers in the intensity space.

The performance of the proposed algorithm is demonstrated by clus-
tering different standard digital images. Results are compared with some
well known existing algorithms.

Keywords: Crisp clustering, digital image, Euclidean distance, image
clustering, mean square error, quantization error, different length particle
swarm optimization.

1 Introduction

Clustering is a process of grouping a set of samples or data so that they are sim-
ilar within each group. The groups are called clusters [3]. Clustering techniques
are used in many applications, such as image processing, object recognition,
data mining, machine learning, etc. The clustering algorithms try to minimize
or maximize certain objective functions.

A popular partitioning clustering algorithm is K-means[15]. This algorithm
clusters the samples based on Euclidean distance as similarity/dissimilarity mea-
sure. The algorithm is suitable for large data set and easy to implement. In any

c© Springer International Publishing Switzerland 2015 711
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fixed length clustering algorithm e.g., K-means algorithm, the clustering is ob-
tained by iteratively minimizing a fitness function that is dependent on the
distance of the pixels to the cluster centers. However, the K-means algorithm,
like most of the existing clustering algorithms, assume a priori knowledge of the
number of clusters, K, while in many practical situations, this information can-
not be determined in advance. It is also sensitive to the selection of the initial
cluster centers and may converge to the local optima. Finding an optimal num-
ber of clusters is usually a challenging task and several researchers have used
various combinatorial optimization methods to solve the problem. Some other
fixed length image clustering algorithms [9,8,16] exist in the literature. Various
approaches [6,14,13,5,7] toward the image clustering based on variable length
chromosome genetic algorithm and variable length particle swarm optimization
have also been proposed in the recent past years for clustering. Some cluster
validity indices [12,11] are also proposed for fuzzy and crisp clustering.

In this paper, a new approach termed as Different length Particle Swarm
Optimization (DPSO) is proposed for image clustering. In Particle Swarm Opti-
mization [4,1], the solution parameters are encoded in the form of strings called
particles. A collection of such strings are called a swarm. Initially a random
population of swarm is created, which represents random different points in the
search space. An objective or fitness is associated with each string that rep-
resents the degree of goodness of the solution encoded in the particles. In the
proposed DPSO algorithm, a swarm of particles of different lengths, automati-
cally determines the number of clusters and simultaneously clusters the data set
with minimal user interference. By using a novel fitness function which contains
three evaluation criteria such as intra cluster distance, inter cluster distance and
an error minimizer function. A novel weighted Euclidean distance function is
used as distance function between two pixels in the image matrix. The algo-
rithm terminates when the (gBest) converges to optimal solution or it meets a
finite number of iterations. Since the actual number of clusters is considered to
be unknown, the string of different particles in the same swarm population are
allowed to contain different number of clusters. As a consequence, the different
particles have different lengths having different number of cluster centers.

Rest of the paper is organized as follows. The standard PSO algorithm is
described in section 2. Section 3 described the proposed PSO of different length
particles for image clustering. Experimental results and discussions are provided
in section 4. Finally we conclude in section 5.

2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a population based stochastic optimiza-
tion technique modeled on the social behavior of bird flocks [4]. It maintains a
population of particles, where each particle represents a potential solution of the
optimization problem. Each particle is assigned a velocity. The particles then
flow through the problem space. The aim of PSO is to find the particle posi-
tion that results the best fitness value. A fitness function is associated with a
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given optimization problem, which gives a fitness value for each particle. Each
particle keeps track of the following information in the problem space: xi, the
current position of the particle; vi, the current velocity of the particle; and yi,
the personal best position of the particle which is the best position that it has
achieved so far. This position yields the best fitness value for that particle. The
fitness value of this position is called pBest. There is another parameter in PSO,
called global best (gBest). For (gBest), the best particle is determined from the
entire swarm. The best value obtained so far by any particle in the population
is (gBest). The PSO changes the velocity and position of each particle at each
time step so that it moves toward its personal best and global best locations,
using (1) and (2) respectively. The process is repeated for maximum iterations
or sufficient good fitness value.

vp(i+1) = h(i)∗vp(i)+Ψp ∗ rp ∗ (xpB(i)−xp(i))+Ψg ∗ rg ∗ ((xgB(i)−xp(i)) (1)

xp(i+ 1) = xp(i) + vp(i+ 1) (2)

In those equations, Ψp and Ψg are the positive learning factors (or acceleration
constants). rp and rg are random numbers in [0, 1]. i is the generation number
in [1, IMAX ]. IMAX is the maximum number of iterations. h(i) ∈ [0, 1] is the
inertia factor. fpB(i) and fgB(i) are the (pBest) value and (gBest) values at
ith generation, respectively. xpB(i) and xgB(i) are respectively the personal and
global best positions of pth particle at ith generation.

3 Different Length PSO (DPSO) Based Clustering

In this paper, a novel particle swarm optimization algorithm with different length
particles is proposed. In this algorithm, a swarm of particles of different length,
automatically determines the number of clusters and simultaneously clusters the
data set with minimal user interference. It starts with random partitions of the
image, encoded in each particle of the swarm.

The fitness function proposed by Omran and Salman [10,9] has been associ-
ated in the proposed clustering. The proposed fitness function defined in (7),
contains three evaluation criteria such as intra cluster distance measure, inter
cluster distance and the quantization error minimization function. These criteria
are defined respectively in (4), (5) and (6). We consider the same weight of all
these three criteria to the fitness of the corresponding particle. The weighted
Euclidean distance function [9], given in (3), is used to compute the distance
between two pixels in the image matrix, which is used for computing intra clus-
ter distance measure, inter cluster distance and the quantization error. Vector
containing the X-coordinate (say x), Y-coordinate (say y) and pixel intensity
value (say z) are used to obtain the Euclidean distance between two pixels. The
difference between two pixels termed as gray level distance as well as their spatial
distance is calculated in the proposed distance function. The proposed weighted
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Euclidean distance function between the i-th pixel and j-th pixel in the image
matrix is given in (3).

d(x, y, z) =
√
w1((xi − xj)2 + (yi − yj)2) + w2(zi − zj)2 (3)

In the Euclidean distance function, different weights are assigned for two
different distances, the spatial and gray level distances. The spatial distance
has been assigned with less weight over the gray level distance. The intensity
value similarity/dissimilarity of any two pixels is given with more weight over
the positional similarity/dissimilarity of the pixels. The difference in intensity
values between the pixels are multiplied by a weight factor w2=0.5, whereas
coordinate level difference is multiplied by w1=0.1.

Different length PSO (DPSO) is proposed for image clustering, where a so-
lution gives a set of cluster centers. Let Z = (z1, z2, z3, ..., zNp) be the digital
image with n number of pixels. The DPSO maintains a swarm of particles, where
each particle represents a potential solution to the clustering problem and each
particle encodes partition of the image Z. DPSO tries to find the number of
clusters, Nc. The DPSO based image clustering method has various parameters.
Np, Nc, zp, mj, Cj and |Cj |, which are respectively the number of image pixels
to be clustered, Nc number of clusters, p-th pixel of the image, mean or center
of cluster j, set of pixels in cluster j and the number of pixels in cluster j. Each
particle can be represented by {mi1, ...,mij , ..., miNc}, where mij refers to the
j-th cluster center vector of the i-th particle. In this algorithm, particles have
different lengths since the number of clusters is unknown. The particles are ini-
tialized with random number of cluster centers in the range [Kmin, Kmax], where
Kmin is usually assigned to 2 and Kmax describes the maximum particle length,
which represents the maximum possible number of clusters. Kmax depends on
the size and type of image. DPSO, the proposed algorithm for image clustering
using different length particle swarm optimization is presented in Algorithm 1.

The intra-cluster distances of all the clusters are measured and the maximum
one among all the clusters is selected in dmax which is defined in (4), where Z is
a partition matrix representing the assignment of pixels to clusters of particle i.
A smaller value of dmax means that the clusters are more compact.

dmax(Z, xi) = max
j=1 to Nc

{
∑

∀zp∈Cij

d(zp,mij)/ |Cij |} (4)

Inter-cluster separation distances for all clusters are measured and the mini-
mum distance between any two clusters is calculated using (5). A large value of
dmin means that the clusters are well separated.

dmin(xi) = min
∀j1,j2,j1�=j2

{d(mij1 ,mij2)} (5)

The quantization error function [2,9] is proposed in the clustering of image
pixels which calculates the average distance of the pixels of a cluster to its cluster
centers, followed by the average distances of all clusters and hence calculates new
average. The problem of Esmin et al. [2] is that any cluster with one pixel would
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Algorithm 1. DPSO Algorithm

Input: Gray Scale Image Matrix
Output: Partition Matrix
1: begin
2: Initialize the maximum number of cluster centers Kmax and all the constant pa-

rameters
3: Initialize each particle with K randomly selected cluster centers
4: Initialize each particle xi with the pBesti and also the (gBest)
5: while gen < Imax do � Imax is the maximum number iterations
6: for i=1 to NOP do � Number of particles
7: for x=1 to rows do � Number of rows of the image matrix
8: for y=1 to cols do � Number of columns of the image matrix
9: Let (x,y) be the coordinate of the pth pixel
10: Find Euclidean distance between pth pixel and all centers of ith particle
11: Assign pth pixel to jth centers of ith particle
12: end for
13: end for
14: Compute Intra cluster distance of ith particle using (4)
15: Compute Inter cluster distance of ith particle using (5)
16: Compute Quantization error of ith particle using (6)
17: Compute the fitness value of ith particle using (7), which uses (4), (5) and (6)
18: Update (pBest) position xpB(i) and (pBest) value fpB(i) of ith particle
19: end for
20: Update (gBest) from all the particles in the swarm
21: Update velocity and then position of particles using (1) and (2)
22: Update inertia weight
23: end while
24: end

affect the final result with another cluster containing many pixels. Suppose for
ith particle in a cluster which has only one pixel and very close to the center
and there is another cluster that has many pixels which are not so close to the
center. The problem has been resolved by assigning less weight to the cluster
containing only one pixel than with cluster having many pixels. The weighted
quantization error function is given in (6), where N0 is the total number of
data vectors to be clustered. The fitness function is constructed by intra-cluster
distance dmax, inter-cluster distance dmin along with the quantization error Qe

function. The fitness function used to minimize f(xi, Z) [16] which is given in
(7). Here zmax is the maximum intensity value of the digital images which is
255 for 8-bit gray scale images. In the optimization function, equal weights are
assigned to the three distance functions. The fitness function is given to the
PSO based optimization technique and which minimizes the value of f in each
generation to make the noisy image well clustered.

Qe = {
∑

∀j=1 to Nc

[(
∑

∀zp∈cij

d(zp,mij)/ |Cij |.(N0/ |Cij |)]} (6)
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f(xi, Z) = dmax(z, xi) + (zmax − dmin(xi)) +Qe (7)

4 Results and Discussion

The proposed algorithm is tested by using three standard gray scale images: lena,
pepper and airplane. The performance of the proposed algorithm is measured by
three evaluation metrics, intra cluster distance, inter cluster distance and quan-
tization error. The performance of the algorithm is compared with three existing
algorithm K-means, Man et al. [16] and FPSO [9] algorithms. For comparison
purpose, the following parameter values are used for the algorithms:

– Gray scale image resolution = 512 × 512
– Number of particles (NOP) = 20
– Maximum number of clusters = 20
– Number of iterations = 50

Number of iterations for Man et al., FPSO and proposed DPSO algorithms are
set to 50. For K-means, the number of iterations will be 50× number of particles,
because in each iteration the fitness of 20 particles are computed in PSO based
clustering algorithms. The inertia factor is set to 1 initially and decreased linearly
with the number of iterations. Both the acceleration constants are set to 2. For
DPSO algorithm, minimum (Kmin) and maximum (Kmax) number of clusters
are set to 2 and 20 respectively. For K-means algorithm, only Mean Square Error
(MSE) is used as fitness function. For Man et al., FPSO and DPSO algorithm,
the same fitness function is used for evaluation which is given in (7).

Table 1. Clustering results using Intra distance (dmax), Quantization Error (Qe), Inter
Distance (dmin) and Fitness Value

Algorithm/Image dmax Qe dmin Fitness Value

(1.) K-Means
Pepper 13.57 10.50 32.03 247.04
Lena 9.85 8.70 29.03 244.52
Airplane 16.30 10.12 20.57 260.85

(2.) Man et al.
Pepper 12.11 9.87 40.20 236.78
Lena 9.35 8.49 34.72 238.12
Airplane 11.63 10.42 40.60 236.45

(3.) FPSO
Pepper 11.82 9.50 41.60 234.72
Lena 9.11 8.23 35.70 236.64
Airplane 11.22 10.04 41.56 234.70

(4.) DPSO
Pepper 10.68 9.00 42.49 232.19
Lena 8.44 7.79 36.41 234.82
Airplane 10.21 9.47 42.11 232.57
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Table 1 shows the intra cluster distance, inter cluster distance, weighted quan-
tization error and fitness value by the existing and proposed DPSO algorithms.
For K-means algorithm, all the three performance metrics, intra cluster dis-
tance, inter cluster distance, weighted quantization error are worse than those
of all other algorithms. FPSO is better than Man et al. and K-means. Proposed
DPSO is best with respect to all those measures. The last column of the table
shows the fitness values of the algorithms. Less the value, more is fitness. We
can see from the table that the DPSO outperforms all the other algorithms in
all respect.

5 Conclusion

This paper proposed a novel image clustering algorithm based on the different
length particle swarm optimization (DPSO) algorithm. DPSO uses a novel fitness
function with three evaluation criterion, the results show that DPSO performs
better than three other existing algorithms. The weighted Euclidean function
measures the similarity and/or dissimilarity among the pixels. Using the Eu-
clidean distance and weighted quantization error functions as fitness criteria,
DPSO outperforms the K-Means algorithm, Man et al. and FPSO algorithms
with a wide margin. The algorithm can minimize the user intervention during
the program run as it can find the number of cluster centers automatically in a
specified range. A limitation of the proposed work is that the number of cluster
centers assigned initially for a particle remains fixed. This limitation is resolved
to some extent by using a large number of particles to increase the diversity
regarding the number of cluster centers.

In future, cluster validity indices may be used in the fitness function of the
algorithm for clustering. Another attempt may be to use Multi-objective evo-
lutionary algorithm (MOEA) to get a a set of optimal solutions where three
criteria used in proposed DPSO will be used as objectives. To overcome the lim-
itations of the fixed length particles, variable length PSO based clustering may
be considered the limitations of this work by merging or splitting the particles.
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Abstract. This paper presents a Bacterial Foraging Algorithm (BFA) based 
controller parameter selection procedure for a nonlinear spherical tank system. 
In this work Enhanced BFA (EBFA) is adopted to find the Kp and Ki value for 
the PI controller. Minimization of Integral Absolute Error (IAE), peak 
overshoot (Mp) and settling time (ts) are chosen as the objective function. The 
performance of the proposed method is validated with a comparison of Particle 
Swarm Optimization (PSO). This study confirms that, the proposed method 
offers satisfactory performance in terms of time domain and error performance 
criteria and also verified with simulation and real time results. 

Keywords: Non-linear system, spherical tank, PI controller, EBFA, PSO. 

1 Introduction 

Most of the process industries, nonlinear process are common in nature.   Selection of 
controller parameters is essential in all the process industries. Design of controllers 
for the linear and stable processes are quite simple compared to the nonlinear and 
unstable processes [2]. In order to get the optimal controller parameters, the 
conventional PID tuning methods need more numerical calculations and a suitable 
mathematical model [3]. To overcome the above mentioned problem, the research on 
auto tuning of PID controller using intelligent soft computing approaches such as 
Neural Network (NN), Genetic Algorithm (GA), PSO and BFA are used [9], [10]. 
The advantage of PSO algorithm is that, it is an auto tuning method, it does not 
require detailed mathematical description of the process and finds the optimal PID 
controller parameters based on the performance index provided for algorithm 
convergence.. Although PSO has the characteristics of fast convergence, good 
robustness, easy implementation, and has been successfully applied in many areas, it 
has the shortcomings of premature convergence and low searching accuracy. In order 
to overcome the above mentioned limitations, many researchers have attempted to 
improve the PSO algorithm. The BFA has more flexibility and high rate of 
convergence to overcome the limitations of PSO.  

In this work, the controller parameters are estimated using PSO and BFA and the 
simulations works are carried out. The comparison between PSO and BFA were made 
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in terms of setpoint tracking and load disturbance rejection. Further BFA based 
controller is implemented in real time spherical tank level process. 

The remainder of this article is organized as follows. The real time experimental 
setup is presented in section 2. The mathematical model of the level process is 
described in section 3. Section 4 describes PSO, BFA-tuning method and proposals 
for defining the fitness function. Section 5 presents simulated results and real time 
implementation. Conclusion of the present work is given in section 6. 

2 Experimental Setup  

Figure 1 shows the real time experimental setup of a spherical tank. The system 
consists of a spherical tank, a water reservoir, pump, rotameter, a differential pressure 
transmitter, an electro pneumatic converter (I/P converter), a pneumatic control valve 
with positioner, an interfacing module (DAQ) and a Personal Computer (PC). The 
differential pressure transmitter output is interfaced with computer using data 
acquisition RS-232 port of the PC. The programs written in script code using 
MATLAB software is then linked via the interface module. The operation of the 
experimental setup is discussed in detail [6]. 

3 System Identification 

This section describes the modeling procedure for the spherical tank system. 

3.1 Mathematical Model of Spherical Tank System 

The development of mathematical model for a nonlinear spherical tank system is 
considered in this work. The nonlinear dynamics of a spherical tank system is 
described by the first order differential equation 

outin FF
dt

dV −=                                                              (1) 

where V represents volume of tank, Fin, Fout   are the inflow and outflow rate 
respectively. 

3

3

4
hV π=                             (2) 

where h is the total height of the tank in cm.  
Applying the steady state values and solving equations (1) and (2), for linearizing 

the non-linearity in the spherical tank; 
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sh - Height of the tank at steady state. 
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3.2 Block Box Modeling 

A general first order process with dead time is represented by 
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                                                          (4) 

The output response to a step change input 

                        y(t) = 0 for  t<td          (5) 

y(t) = kp Δu{1-exp(-(t- td)/ τ )} for t ≥ td                 (6) 

The procedure to develop a model for various operating regions has been discussed 
in detail [6]. The developed model is subjected to the framed controller and tested in a 
real time environment. The process dynamics are analyzed in four operating points so 
as to obtain their corresponding suitable model. The obtained model parameters of 
four operating points are shown in Table 1. 

 

Fig. 1. Experimental setup of spherical tank 

Table 1. Calculated values of k, τ and τd for 
different operating regions 

Operating 
point ( cm) 

Model parameters 

kp τ(s) τd(s) 
11 2.275 157.5 77.5 
20 3.42 486 94 
30 4.5 465 85 
40 4.52 547.5 57.5 

 

4 Methodology 

This section discuss about the heuristic algorithms considered in this work. 

4.1 Particle Swarm Optimization 

The traditional PSO algorithm was initially developed by Kennedy and Eberhart in 
1995 [9].  

The PSO algorithm considered in this study is given below. 
Mathematically the search operation is described by the following equations;   
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where W = inertia weight; t
Di,V  = current velocity of the particle; t

Di,S = current 

position of the particle;R1, R2 are the random numbers in the range 0-1; C1, C2 are the 
cognitive and global learning rate respectively, Wmax  - Maximum iteration number, 
Wmin – Minimum iteration number, iter – current iteration, itermax – maximum 

iteration, 1t
Di,V + = updated velocity; 1t

D,iS + - updated position; t
Di,G - global best 

position(gbest); t
Di,P - local best position(pbest).    

In order to design an optimal controller the following algorithm parameters are 
considered; dimension of search space is two (i.e., Kp, Ki), number of swarm and bird 
step is considered as 20, the assigned value of cognitive parameter C1 is 0.7 and global 
search parameter is C2  is 0.3, the inertia weight “W” is set as 0.6. 

4.2 Brief Overview of Algorithms in the Study 

EBFA: The classical BFA was initially proposed by Passino in 2002 [7]. This offers 
benefits, such as good computational efficiency, easy implementation and stable 
convergence, but also comes with a major drawback when compared to other heuristic 
methods: the large number of algorithm parameters to be assigned. Recently, an 
empirical procedure was discussed in the literature to assign BFA parameters which 
require only two values, such as population size and search dimension [1][3]. 

The initial algorithm parameters are assigned as follows: 

Number of  bacteria =  N;  Nc = 
2

N
; Ns = Nre  ≈

3

N
; Ned ≈

4

N
; Nr = 

2

N ;         Ped =  









+ rNN
edN

;    dattr= Wattr = 
N

sN
;    and   hrep = Wrep = 

N
cN

     

where  Nc = number of chemotactic steps, Ns = swim length during the search, Nre = 
number of reproduction steps, Ned = number of elimination – dispersal events, Nr = 
number of bacterial reproduction, Ped = probability of the bacterial elimination, dattr = 
depth of attraction, Wattr = width of attraction, hrep = height of repellant and Wrep = 
width of  repellant signal. In this work, the EBFA parameters are assigned as 
discussed in [1]. 

4.3 Objective Function 

The overall performance of of PSO algorithm depends on Objective Function (OF), 
which monitors the optimization search [2]. In this work, OF is chosen as a 
minimization problem. In the literature, there exist a number of weighted sum-based 
objective functions [5],  considered the following with three parameters such as peak 

over shoot- Mp, Integral Absolute Error (IAE), and Settling time- ts as follows;  

sp twIAEwMwpJ ***)( 321min ++=
                                

(10) 
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Fig. 2. Block diagram of PSO/BFO based controller  

The block diagram of PSO and BFO based controller design procedure considered 
in this work is depicted in figure 2. The PSO/ BFO algorithm continuously adjust  Kp, 
Ki until J(p) is minimized. 

5 Results and Discussions 

This section presents the developed PSO and EBFA based PI controllers are applied in 
simulation and real time environment of level process of spherical tank system using the 
model of the spherical tank at four operating regions. Tuning of PSO and EBFA based 
controller is attempted and the obtained optimal controller parameters are presented in 
table 2. The selected optimal PI (Kp,KI ) parameters  will minimize the IAE, peak 
overshoot and settling time  when the process is in steady state. To validate the EBFA 
tuned PI controller, the performance is compared with basic PSO based PI controller.  

5.1 Servo Response 

After selecting the optimal controller values, the proposed controller settings are applied 
in simulation mode to study the controller performance on the spherical tank with 
different operating regions. The simulation is also carried out with basic PSO controllers 
and the results are compared. The simulated responses of the two controllers for the two 
operating points (11cm and 30cm) are shown in figures 3 and 4.  

Table 2. PI tuning values for different 
operating points 

Setpoint 
 

Method Kp KI 

11 cm PSO 0.6131 0.0029 
EBFA 0.5652 0.0029 

20 cm PSO 0.7608 0.0016 

EBFA 0.7650 0.0015 
30 cm PSO 0.7201 0.0016 

EBFA 0.6857 0.0015 
40 cm PSO 1.0159 0.0018 

EBFA 1.0488 0.0019 
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Fig. 3. Servo responses of PSO and EBFA based 
PI controller at operating point of 11 cm 

 



724 G. Sivagurunathan and K. Saravanan 

 

Figures 3 and 4 shows the setpoint tracking performance of the model (11 cm and 
30cm) for multiple set points. The performances of controllers are analyzed by 
considering rise time, peak time, settling time and percentage peak overshoot and the 
performance evaluation is presented in table 3-5. From the figure 3 and 4   it is 
observed that the BFO based controller will follow the changes of set point with less 
overshoot and settling time when compare to basic PSO based controller 
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Fig. 4. Servo responses of PSO and EBFA based PI controller at operating point of 30 cm 

Table 3. Comparison of time domain specification for PSO and EBFA based PI controller 

Setpoint  Method Rise 
time (s) 

Peak 
time (s) 

Settling 
time (s) 

Peak overshoot 
(%) 

11 cm PSO 223 270 1320 6.2 
EBFA 240 300 1170 5.0 

20 cm PSO 350 450 1332 5.0 
EBFA 350 440 1172 3.0 

30 cm PSO 250 335 1800 12.5 
EBFA 270 350 815 8.7 

40 cm PSO 227 295 750 3.7 
EBFA 220 280 600 3.7 

 
 

Table 4. Performance indices comparison 

 

 
Table 5. Performance indices comparison  
(servo response) 

Setpoint 
 

Method ISE IAE 

11 cm PSO 118.1 161.2 

EBFA 120.7 159.1 
20 cm PSO 158.2 206.6 

EBFA 158 204.3 
30 cm PSO 135.1 181.4 

EBFA 137 179.9 
40 cm PSO 98.61 128.3 

EBFA 97.62 126.3 
 

Setpoint 
 

Method ISE IAE 

11 cm PSO 240.2 325.3 
EBFA 245.3 323.4 

20 cm PSO 320.6 423.2 
EBFA 320.6 416.1 

30 cm PSO 274.2 373.3 
EBFA 278.2 369.7 

40 cm PSO 200 263.1 
EBFA 197.6 257.6 

 

5.2 Real Time Implementation  

The performance of EBFA tuned PI controller is validated in real time on a nonlinear 
spherical tank system. The hardware details of the considered experimental setup are 
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given in section 2. The reference tracking performance of the system for multiple set 
points for the operating region of 11cm is shown in Fig 5. 

Fig. 5 depicts the setpoint tracking performance of EBFA based PI controller for a 
set point of 11cm (22% for a tank diameter of 50cm). Initially, the reference tracking 
is studied with a single reference input. Later, 10% change is added with the initial set 
point at 1200 sec and the set point is increased from 11cm to 16 cm. From the 
response it is noted that the controller track the set point without any overshoot, when 
we apply 10% changes of set point (5cm) the controller follow the changes of set 
point with small overshoot. 

5.3 Regulatory Response 

After estimated the tuning parameters, the developed controller is tested in simulation 
and real time environment with 20% load changes at the operating point of 11cm. The 
responses of simulated and real time are recorded in figure 6 and 7. 
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Fig. 5. Real time servo response of EBFA 
based PI controller at the operating point of 
11 cm 

Fig. 6. Regulatory response of  EBFA based 
PI controller at the operating point of  11 cm 
with 20% disturbance 

 
 
Table 6. Performance indices comparison of 
PSO and EBFA based PI controller 
(regulatory response) 
 

 
 

Setpoint Method ISE IAE 

11cm PSO 123.1 193.8 
EBFA 125.9 192.5 

20cm PSO 165.4 251.2 
EBFA 165.1 247.7 

30cm PSO 141.0 221.6 
EBFA 143.0 219.6 

40cm PSO 103.2 158.2 
EBFA 101.8 155.5 
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Fig. 7. Real time regulatory response of EBFA 
based PI controller at the operating point of 11 
cm with 20% disturbance 
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Figure 6 shows that for a sudden load change applied at 1500 sec, the EBFA based 
PI controller returns to the set point with negligible overshoot when compared PSO 
based PI controller. The EBFA tuned PI based controller is capable to compensate for 
the load changes considerably better than PSO tuned PI controller. From table 8 it is 
also noted that IAE values are considerably low but ISE values are high when 
compared with other controller. Further, the proposed EBFA based PI controller 
implemented in real time liquid level process at the operating stage of 11cm with 20% 
load change. The recorded response is shown in figure 7. From the figure it is 
observed that the designed controller rejects the given disturbances within 1350 sec. 

6 Conclusion 

A PI controller using the EBFA algorithm was developed with IAE, peak overshoot and 
settling time as the objective function to improve the transient and steady state response 
of nonlinear spherical tank system. The estimated controller parameters are tested in 
simulation environment to study its performance. From the simulation results it is noted 
that, the time domain specifications such as peak over shoot and settling time of EBFA 
based PI controller are improved when compared with basic PSO based PI controller. 
Further, the performance indices of the optimized controllers are analyzed, IAE value is 
less when compared with other controller. The performance of EBFA based PI controller 
is then implemented on real time spherical tank process. The real time responses show 
that EBFA tuned PI controller gives smooth response for set point tracking and 
disturbance rejection. It is concluded that the proposed technique design optimal 
controller parameter gains are found satisfactory performance in terms of setpoint 
tracking and disturbance rejection operations in all the operating regions.  
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Abstract. The security level of any symmetric key algorithm is directly 
proportional to its execution time.  The algorithm will be more secured if the 
number of iteration is increase. Soft computing methods are trying to reduce 
time complexity without compromise the security level. In this paper, an image 
has been encrypted by number of steps. At first, a key set has been developed 
based on 16 arbitrary characters and a large number. The image has been 
diffused in the next step. The key set and diffused image have been computed 
by genetic algorithm. Here, ring crossover and order changing mutation 
operator is used in genetic algorithm. The encrypted image is constructed based 
on logical operation between the diffused image and key. The effectiveness of 
the algorithm has been tested by number of statistical tests. Finally, a 
comparative study has been made between our proposed algorithm and some 
other algorithms. It has been observed that the proposed algorithm has given 
better result. 

Keywords: Symmetric key, prime number, Genetic algorithm, Ring crossover 
Order Changing Mutation and Statistical Test. 

1 Introduction 

Cryptography is the technique which is used to convert readable information into 
unreadable form. Now a days many branches of science is used to increase the 
security and decrease the computation time of encryption algorithm Recently, soft 
computing techniques are used widely to produce a new encryption method with its 
powerful features. A. Kumar et.al. [3] have described encryption technique by using 
crossover operator and pseudorandom sequence generated by NLFFSR (Non- Linear 
Feed Forward Shift Register). Pseudorandom sequence decided the crossover point 
for which fully encrypted data is achieved. A. Kumar et.al. [4] have further extended 
this work using mutation after encryption. Finally, encrypted data has been hidden 
inside the steno-image. Aarti Soni and Suyash Agrawal [5] have used a genetic 
algorithm based symmetric key encryption algorithm. They have generated secret key 
with the help of pseudo random number generator (PRNG). For encryption technique 
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they have used AES algorithm Rasul Enayatifar and Abdul Hanan Abdullah [6]  have 
proposed a new method based on a hybrid model consisting of a genetic algorithm 
and chaotic function. They have applied their proposed algorithm to an image. At 
first, a number of encrypted images have been made by chaotic function. The new 
encrypted images have been taken as initial population. Genetic algorithm has been 
used to optimize the encrypted image as much as possible. Best cipher image has been 
chosen based on highest entropy and lowest correlation coefficient between adjacent 
pixels. Rasul Enayatifar et al. [8] have used a chaos based image encryption technique 
using hybrid genetic algorithm and DNA sequence. They have used DNA and logistic 
map functions to create the number of initial DNA masks. The crossover has been 
used to affect the masks of DNA. 

From above journals, it has been observed that the authors have used genetic 
algorithm either key generation or encrypt the images. In this paper, genetic algorithm 
has been used to generate key and image encryption in both cases. The numbers of 
tests have been applied to find the security level of this algorithm. It has been 
observed that the proposed algorithm produced better result compare to others.  

2 Ring Crossover 

Genetic Algorithms are adaptive search procedures which are footed on Charles 
Darwin theory of the survival of the fittest [13]. It consists of four parts, determine the 
chromosome structure, define initial population, perform crossover and mutation and 
repeat last two steps until optimal solution obtained [7]. There are many types of 
crossover namely single point, two point, intermediate, heuristic and ring crossover 
[2]. Steps of ring cross over is furnished in fig 1.  

 

Fig. 1. Ring Crossover 

3 Order Changing Mutation 

In genetic algorithm mutation alters one or more gene values in a chromosome from 
its initial state. In order changing mutation two specified location of chromosome is 
selected and their values are altered [7]. The steps of order changing mutation have 
been furnished in fig 2. 

 

Fig. 2. Order chaining mutation 
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4 Proposed Algorithm 

The algorithm is divided into five parts key generation, image diffusion, encryption, 
decryption and plain image reconstruction. 

4.1 Key Generation 

Input: 16 random characters and a large integer number. 
Output: A set of Effective key value. 
Method: 

Step 1. To compute remainder set 
            Set 1.1.  To take integer number (n) 
            Set 1.2. To compute prime numbers from2 to n and store in reverse. 

             Set 1.3.  To divide all the numbers by 16 and store their remainder in ℚ . 
Step 2. To separate 16 random characters into two half and each half is treated 
as initial parent chromosome. 
Step 3: To compute key set  

Step 3.1. To convert each half (as gene)into its equivalent ASCII value 
and to make key set empty. 
Step 3.2. Repeat step 3.3 to 3.4 until all elements of remainder set are 
taken 
Step 3.3. To apply ring crossover between two genes and the cross over 
points are elements taken from remainder set ℚ in a sequential manner.  
Step  3.4. To apply order changing mutation by select 1st and 8th gene 
of each chromosome. 
Step 3.5. To store two new children into key set and they are taken as 
next parent.  

4.2 Image Diffusion 

Input: - A grey scale image, set of remainders ℚ. 
Output: - Diffuse Image. 
Method : 
Step 1. To take grey scale image into matrix  

  

Step 2. To represent each pixel into its eight bits binary as                             … … . . Where ,…, ,…..=0 or 1. 

Step 3. To apply ring crossover between each    and store it back into same 
place. Elements of ℚ taken sequentially act as a crossover point of each crossover 
operation. ,   |   . 
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Step 4. To apply order changing mutation in each  by selecting first and last bit.                 

4.3 Image Encryption 

Input: - Diffused image, set of key value . 
Output: - Encrypted Image. 
Method: At this point logical XOR operation has been performed between each  and 
each element of  starting from left corner of the plain image, to obtain an encrypted 
image. If total number of   is grater then the number of elements  then  taken as 
circularly. 

4.4 Image Decryption 

Input:    An Encrypted image, set of key value  
Output: Diffused image. 
Method: To perform bitwise XOR between elements of set  and grey value of pixels 
starting from left corner of the encrypted image. If the number of pixels > number of 
elements of  then the elements of the  is to be taken circularly. 

4.5 Image Reconstruction 

Input:   Diffused image set of remainders ℚ 
Output: Plain Image. 
Method:  
Step 1. To convert each pixel  of defused image into its equivalent 8 bit binary value. 
Steps 2. To perform order changing mutation at LSB and MSB of each  and 
obtained . 
Step 3. To perform ring crossover between each   , where each of the 
element of ℚ taken one by one in a circular manner, subtract it from 16 and resultant 
denotes the crossover point of each crossover. 

5 Result and Analysis 

Experimental analysis of the new algorithm is presented here with several images 
shown in Fig. 3. The key has been taken as “tA#SANTR@!W^*RET98765”. 

 
 
 
 
 
 

(a)                       (b)                        (c) 

Fig. 3. Input images a) Babun b) Monalisa c) Flower 
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5.1 Exhaustive Key Search 

In this paper total128 bits are needed to represent 16 characters and 17 bits are 
required to represent a 5 digit decimal number. Hence, an exhaustive key search is 
required 2145times attempt to get exact key. If a desktop computer can try 17 billion 
key in an hour then it require 14,93,46,69,95,03,08,300 days.  

5.2 Histogram Analysis 

The histograms of encrypted images are furnished in Fig.4. The frequencies of pixels 
are almost uniform in encrypted images. It is difficult to recover original images from 
decrypted images.  
 

 
                        
 
 
 

        a)                           b)                            c) 

Fig. 4. Histogram of encrypted a) Babun. b) Monalisa c) Flower 

5.3 Correlation of Two Adjacent Pixels 

In this paper, to test the correlation of pixels (vertical, horizontal, diagonal), randomly 
3000 pairs of adjacent pixels have been selected both from plain image and encrypted 
image. Calculate the correlation coefficients of pixels according the following 
formula [9] as follows 
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Where x and y are grey-scale values of two adjacent pixels in the image. The 
correlation coefficients of horizontal, vertical and diagonal pixels of input images and 
its corresponding cipher images are shown in Table 1. These correlation analysis is 
proved that the proposed encryption algorithm satisfy zero co-correlation. 
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Table 1. Correlation coefficient of two images 

image 
name 

plain image ciphered image 

horizontal vertical Diagonal horizontal Vertical Diagonal 

Babun 0.9834 0.9824 0.9742 0.0085 -0.0051 -0.0023 
Monalisa 0.9792 0.9809 0.966 0.0035 0.0012 0.0029 
Flower 0.9587 0.9544 0.9287 0.0016 0.0124 0.0015 

5.4 Information Entropy Analysis 

Information entropy is thought to be one of the most important features of 
randomness. Information entropy H(m) is calculated by the following formula[10]: 

=
)(

1
log)()( 2

i
i

mp
mpmH  

Where p(mi) represents the probability of the symbol (pixel value) mi . Theoretically, 
a true random system should generate 28 symbols with equal probability, Table no 2 
shows  the entropy of the plain image and ciphered image.   

Table 2. Entropy of different plain and encrypted image 

Image name Plain image Ciphered image  
Babun 7.4812 7.9933 
Monalisa 7.4069 7.995 
Flower 7.2549 7.9929 

From the above table, it is cleared that the proposed scheme has hidden 
information randomly, and information leakage in encryption process is negligible. 

5.5 Peak Signal-to-Noise Ratio (PSNR) 

Peak signal-to-noise ratio can be used to evaluate the performance of an encryption 
scheme. PSNR reflects the encryption quality. It is a measurement which indicates the 
changes in pixel values between plain image and the cipher image [11]. PSNR value 
can be calculated using Eqns (6). 

 10 ∑ ∑ , ,  

Where M is the width and N is the height of digital image. P(i; j) is pixel value of the 
plaintext image at location  (i; j) and C(i; j) is pixel value of the cipher image of 
location (i,j). The lower value of PSNR represents better encryption quality. PSNR 
values of input and its corresponding cipher image have been furnished in table 3. 

 

(5) 

(6)  
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Table 3. PSNR of different plain and encrypted image 

Image name PSNR 
Babun 7.8657 

Monalisa 8.0425 
Flower 7.9971 

6 Comparative Study 

Performance of our proposed algorithm has been compared between ref [12], Haar 
wavelet transform and Modified fast haar wavelet transform. The comparative study 
has been made between two images of size (128 × 128) in table 4. 

Table 4. Comparisons with other algorithms 

      Image   Our algorithm Ref.[12] M.FHWT HWT 

 

PSNR 7.9991 46.896 50.093 46.759 

Correlation 
coefficient 

0.0129 -0.0164 -0.0082 .0063 

Entropy 7.9929 7.9896 7.9897 7.9888 

 

PSNR 7.9844 46.9425 51.237 69.7082 
Correlation 
coefficient 

.0093 -0.00027 0.003 -0.00173 

Entropy 7.9948 7.9882 7.9872 7.9891 

7 Conclusion  

In this paper, image has been encrypted using genetic algorithm based on ring 
crossover. The ring crossover has been used in image diffusion and secure key. A 
logical XOR operation has been used between them to produce cipher image. The 
different experimental tests have been given satisfactory result. The algorithm is also 
given better result compare to other algorithms.  
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Abstract. Character recognition is an image analysis method, where 
handwritten images are given as input to a system and then the job of the 
system is to recognize them on the basis of information available about them. 
Pattern recognition capability of human beings cannot be imitated, however up 
to a certain extent it can be achieved by the use of neural network. In this paper 
an attempt is made to recognize English characters by the use of back 
propagation algorithm (BPA) as well as Teaching Learning Based Optimization 
(TLBO).   TLBO is a recent algorithm used to solve many real world problems, 
which is inspired by practical environment of a class room, whereas Back 
Propagation algorithm is a generalization of Least Mean Square algorithm. 

Keywords: Handwritten character recognition, Teaching-learning-based 
optimization algorithm, Back Propagation algorithm, Neural Networks. 

1 Introduction 

Though human beings posses a superior pattern recognition capability, but to make 
their jobs easier they search for an artificial machine. Character recognition system 
was originated from such a requirement. These systems introduced non keyboard 
computer system, automatic mailing classification system and automatic reading 
machine [1]. If one knows the basic style of a character he/she can understand as well 
as write any language easily by the use of character recognition system. On the other 
hand it can also be useful for visually impaired people as well as recognizing poor 
quality documents [3]. Character recognition systems may either be optical character 
recognition system (offline) or intelligent character recognition system (online). 
Offline system recognizes hand written, typed or printed text whereas, online system 
first observes the direction of the motion while writing a character and recognizes in 
real time [7]. Recognition of a character goes through a certain number of phases. In 
first phase it collects the unknown input in the form of hand written text, and then 
transforms the input to a suitable image, which is called as preprocessing method. 
After getting the image it uses feature extraction method to extract character feature 
from that image. Finally with the help of character recognition method that character 
information is kept in the form of bits and the best fitness is being displayed [8]. 

Various evolutionary algorithms have been used for character recognition. That 
may be Genetic algorithm (GA), Particle Swarm Optimization (PSO) or Differential 
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Evolution (DE). GA is based on survival of the fittest in natural selection process [6], 
whereas PSO is inspired by the natural behavior of schools of fish or flocks of birds 
[1] and DE performs mutation based on the distribution of the solution in the current 
population. Before applying any algorithm, a pool of images has to be made and 
converted to graph. Now for getting more accuracy these graphs have to be 
intermixed to generate a number of styles. Various algorithms can be used for 
recognizing a character. An algorithm may consider either convergence speed or 
quality of the result as prime factor. Sometimes it may consider computational time as 
the first priority or it may focus on accuracy neglecting other parameters [2].    

1.1 Back Propagation Algorithm 

This algorithm consists of two phases- forward phase and backward phase. In forward 
phase the activations are propagated from input to output layer, whereas in backward 
phase the actual value and the predicted value are propagated backward in order to 
modify the weight as well as bias [11]. So, it is also called as feed forward network. 
The following figure shows the architecture of back propagation algorithm. Initially a 
number of images will be given input as training set and then testing set will be fed to 
check the accuracy. System needs to be given diverse training data so the difference 
between unknown data and training data will be less. 

 

Fig. 1. Back Propagation Neural Network 

1.1.1   Derivation 
Since BPA uses the gradient descent method, one needs to calculate the derivative of 
the squared error function with respect to the weights of the network. The squared 
error function is:      
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Where  
E= the squared error, t = target output and y= actual output of the output neuron 
Activation function ϕ  is needed to introduce nonlinearity into the network. 

( )y netϕ= , where 
1

n

i i
i

net w x
=

=  

wi
= the ith weight and 

ix  = the ith input value to the neuron 

Calculating the partial derivative of the error with respect to a weight,  
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Finally, the derivative of the error E with respect to the output y is:  
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Putting it all together:  
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To update the weight iw  using gradient descent, one must choose a learning rate α . 

The change in weight after learning would be the product of the learning rate and the 
gradient:   
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∂
                                                 (4) 

1.2 Teaching Learning Based Optimization 

A recent algorithm which is influenced by practical environment of a classroom is 
Teaching Learning Based Optimization (TLBO), which is proposed by R.V.Rao et al 
in 2011 [10]. It is a global optimization method, which is being used over a continuous 
space. When a teacher teaches in a classroom all the knowledge transformed by 
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him/her is not acquired by the students. Normally the knowledge acquired by a student 
depends on both his/her teachers and colleagues [5]. In practice, a same teacher may 
not be able to deliver equal amount of knowledge to all students. So successful 
teaching can be distributed under Gaussian law [4]. Rarely a few students will be able 
to receive all the knowledge delivered by the teacher and there is a possibility that 
some of the students may not acquire anything. A group of learners, in search of 
optimal solution is considered as a population [5]. A classical school learning process 
can be divided into two phases 

• Teacher phase 
• Learner phase 

 
In teacher phase learners learn through teacher, who is considered as the most 
experienced person in a society and he always wants to deliver maximum knowledge 
to as many students as possible. As the amount of knowledge acquired by a student 
reflects in results, teacher tries to increase the mean result of classroom [9].Whereas 
in learner phase in order to acquire maximum knowledge students interact among 
themselves. Although the knowledge acquired by both students is not same after a 
discussion, always knowledge flows from a student having more knowledge to the 
other one [12-13].    

1.2.1   TLBO Algorithm 
TLBO algorithm is a population based method, which tries to reach the optimal 
solution. Here different subjects offered to the learners are taken as design variables 
and learner’s result is equivalent to fitness [9]. The flowchart for TLBO algorithm has 
been given in figure (2). By explaining the figure the TLBO method can be 
implemented. 
 
Initialization. Population is the number of learners in class (P), Design variable is the 
number of subjects offered to them (D) and epoch is number of iteration  
Population is initialized randomly with P rows and D columns. 

 
Population= 
 
 
 
 
 

 
Teacher Phase. Calculate the mean of population column wise, which gives the mean 
of the corresponding subject as M = [m1, m2, m3,………..mD]. The learner with minimum 
objective function value is selected as teacher (Xteacher) for the respective iteration. 
The teacher phase tries to shift the mean towards the best solution i.e. the teacher. The 
difference between new mean and old mean is expressed as:   
 

Difference_mean = ri (Mnew-TF*Mold)                     (5) 

X11   X12   X13       X1D 

X21   X22   X23         X2D 
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Fig. 2. Flow chart of TLBO algorithm 

Here ri represents uniformly distributed random value in the range of (0, 1) and TF is 
the teaching factor, which decides the value of the mean to be changed.  
 

TF = round [1+rand (0, 1) {2-1}]                 (6) 
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hidden layer to second hidden layer 6 weights and from second hidden layer to output 
neuron 2 weights. Once the output value is obtained error is calculated as the 
difference between target and output. That error value decided modification of weight 
values for further iterations. Mean square error (MSE) is calculated for comparing 
BPA and TLBO algorithm. MSE is calculated as the average of the squares of the 
‘errors’, i.e. the difference between the estimator and what is estimated.  

1 2( _ )
1

epoch
estimater estimated value

epoch i
 −
=

            (9) 

3 Results and Discussions  

Both BPA and TLBO algorithms were compared by calculating their respective MSE. 
It is observed that MSE keeps reducing as the number of iteration increases. Here 500 
epochs have been taken for experiment. Figure (5) shows the plot between the mean 
square error and epochs. At an interval of every 50 epochs performance of the 
algorithms is plotted. It is being observed that at first iteration MSE for BPA is 1.8 
and TLBO is 1respectively. When the weight values were modified for further 
iterations, it came to 0.45 for BPA and 0.23 for TLBO after 500 iterations. Since back 
propagation uses the gradient descent method, the derivative of the squared error 
function needs to be calculated with respect to the weights of the network. So, there is 
a possibility that the solution may trap in local minima, from where the derivation of 
the squared error will become zero. So TLBO can be considered as more reliable than 
BPA. 

 

Fig. 5. Performance comparison between BPA and TLBO  
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4 Conclusion 

In this paper an attempt is made for recognizing English handwritten characters using 
both BPA and TLBO algorithm. By implementing both algorithms for a single 
problem it is observed that TLBO shows better performance in terms of root mean 
square error. TLBO finds the global solution in relatively short computational time, 
whereas BPA may be trapped in local minima and the computational time is 
comparatively more. As TLBO has no parameters it can be used easily for complex 
real world problems. Also it uses very small population size and gives better 
performance in less convergence time. 
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Abstract. In this paper, it is an attempt to design a PSO & GA based FLANN 
model (PSO-GA-FLANN) for classification with a hybrid Gradient Descent 
Learning (GDL). The PSO, GA and the gradient descent search are used 
iteratively to adjust the parameters of FLANN until the error is less than the 
required value. Accuracy and convergence of PSO-GA-FLANN is investigated 
and compared with FLANN, GA-based FLANN and PSO-based FLANN. 
These models have been implemented and results are statistically analyzed 
using ANOVA test in order to get significant result. To obtain generalized 
performance, the proposed method has been tested under 5-fold cross 
validation. 

Keywords: Classification, Functional Link Artificial Neural Network 
(FLANN), Gradient Descent Learning, Particle Swarm Optimization, Genetic 
Algorithm. 

1 Introduction 

Zhang et al [1] realized that neural networks models are alternative to various 
conventional classification methods which are based on statistics. Classical neural 
networks are unable to automatically decide the optimal model of prediction or 
classification. In last few years, to overcome the limitations of conventional ANNs, 
some researchers have focused on higher order neural network (HONN) models 
[2][3]. In this paper,  an attempt has been made to design and implementation of 
HONN with fast, stable and accurate gradient descent learning based on PSO and GA. 
Prior to this, a FLANN model for prediction of financial indices and an another 
Chebyshev neural network model with Chebyshev polynomials  functional expansion 
have  been presented by  J. C. Patra et al. [4]. B.B. Misra et al. [5] has developed a 
classification method using FLANN with least complex architecture which is efficient 
in terms of ability of handling linearly non-separable classes by increasing dimension 
of input space. S. Dehuri et al. [6] have proposed  a  genetic algorithm (GA)  based 
hybrid functional link artificial neural network  for optimal input feature selection by 
using functionally expanded selected features which is suitable for  non-linearity 
nature of classification problems. A PSO and back propagation learning based 
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FLANN  is proposed by S. Dehuri et al. [7] .  An efficient FLANN for predicting  
stock price of US stocks  has been suggested by J. C. Patra et al. [8]  which  is 
compared with (MLP)-based model through several experiments. Prediction of the 
causing genes in gene diseases by FLANN model is proposed by J. Sun et al. [9] and 
compared with Multi-layer Perceptron (MLP)  and Support Vector Machines (SVM). 
To predict the stock market indices, a Functional Link Neural Fuzzy (FLNF) Model is 
developed by  S. Chakravarty et al. [10] . Classification of online Indian customer 
behavior using FLANN is achieved by R. Majhi et.al. [11] and they claim that their  
method is  better than the other statistical approaches by using discriminant analysis. 
Genetic algorithm (GA) based FLANN model is proposed by S. C. Nayak et al. [12] 
for forecasting of stock exchange rates. Various models of FLANNs like Power 
FLANN, Laguerre FLANN , Legendre FLANN and  Chebyshev FLANN have been  
proposed by D.K. Bebarta et.al. [13]  for forecasting stock price index and the results 
were compared by using various performance measure like standard deviation error , 
squared error etc. PSO based FLANN, GA based FLANN and Differential Evolution 
(DE) based FLANN for classification task in data mining are proposed by Faissal 
MILI et al. [14] and are  compared and tested with various expansion functions. S. 
Mishra et al [15] have used FLANN classification model based on Bat inspired 
optimization and compared with FLANN and hybrid PSO-FLANN model. R. 
Mahapatra et al. [16] suggested  Chebyshev FLANN classifier with various 
dimension reduction strategy is for cancer classification. MLP, FLANN and PSO-
FLANN classification model are used and tested by S Mishra et al. [17] for 
classification of biomedical data. S Dehuri et.al. [18] have proposed an improved PSO 
based FLANN classifier and compared with previously available alternatives. In this 
paper, a FLANN model with hybrid Gradient descent learning based on PSO and GA 
for classification has been proposed and compared with previously available 
alternatives. The remaining part of the paper is organized as follows: Preliminaries in 
section 2, Proposed Method in section 3, Experimental Results and Analysis in 
section 4, Cross Validation in section 5, Statistical analysis in section 6, Conclusion in 
section 7. 

2 Preliminaries 

2.1 Functional Link Artificial Neural Network 

Functional Link Neural Network (FLANN, Fig. 1) [19,20] is a class of Higher Order 
Neural Networks that utilize higher combination of its inputs and   is much more 
modest than MLP since it has a single-layer network compared to the MLP but still is 
able to handle a non-linear separable classification task.  

If x is a dataset with data in a matrix of order m x n then functionally expanded 
values can be generated by using euation-1. 

φ x j  x j , cosΠx j , sinΠx j , cos 2Πx j , sin 2Πx j … . cos nΠx j , sin nΠx j     (1) 
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Fig. 1. Functional Link Artificial Neural Network 

for i=1,2….m and j=1,2…n, Where m and n are number of input pattern and 
number of input values of each input pattern respectively except class level (Probably 
last column of dataset x). 

φ  φ x 1 ,φ x 2 … φ x n T , φ x 1 ,φ x 2 …φ x n T … … φ x 1 ,φ x 2 …φ x n T} 

Wi is the weight vector Initialized randomly for a single input value of a input 
pattern as W w , , w , , … w ,  , Where i=1,2….n. Hence for the set of input 
value of a single pattern weight vector is W  W , W … W T . Then, net output of 
FLANN network is obtained as follows. Y tanh S tanh s , tanh s … tanh s = {y , y … y },  

Where S is calculated as S  φ Χ W s , s … s T . 

2.2 Gradient Descent Learning  

Error of kth input pattern is generated as e k Y k t k  which is used to 

compute error term in euation-2. 

δ k  e k                  (2) 

If φ φ ,  φ …  φL  , e e , e … eL  and δ δ , δ … δL   are  vector which 

represent set of functional expansion, set of error and set of error tern respectively 

then weight factor of w  ′ΔW′ can be computed by using equation-3. 
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ΔW  ∑ μ φL δL                  (3) 

Where 1,2 … L , q 1,2 … L 2n 1  and L is the number of input 

pattern.Weight updating is done as w w ΔW where w w , w … wL  and ΔW ΔW ,ΔW …ΔWL . 

2.3 Particle Swarm Optimization and Genetic Algorithm 

Particle swarm optimization (PSO) [21] [22] is a widely used stochastic based search 
algorithm and it is able to search global optimized solution. Like other population 
based optimization methods the particle swarm optimization starts with randomly 
initialized population for individuals and it works on the social behavior of particle to 
find out the global best solution by adjusting each individual’s positions with respect 
to global best position of particle of the entire population (Society). Each individual is 
adjusting by altering the velocity according to its own experience and by observing 
the experience of the other particles in search space by use of equation - 4 and 
equation - 5. Equation-4 is responsible for social and cognition behavior of particles 
respectively where c1 and c2 are the constants in between 0 to 2 and rand(1) is 
random function which generates random number in between 0 to 1. 1  1  1  1

        (4) 1  1       (5) 

Genetic algorithm (GA) [23] is a computational model of machine learning inspired 
by evolution. The development of GA has now reached a stage of maturity, due to the 
effort made in the last decade by academics and engineers all over the world. They are 
less vulnerable to getting 'stuck' at local optima than gradient search methods. The 
pioneering work is contributed by J.H. Holland for various scientific and engineering 
applications. GA is inspired by the mechanism of natural selection, a biological process 
in which stronger individuals are likely be the winners in a competing environment. 
Fatnesses (goodness) of the chromosomes are used for solving the problem and in each 
cycle of genetic operation (known as evolving process) a successive generation is created 
from the chromosomes with respect to the current population. To facilitate the GA 
evolution cycle, an appropriate selection procedure and two major fundamental operators 
called crossover and mutation are required to create a population of solutions in order to 
find the optimal solution (chromosome). 

3 Proposed Method 

In this section, a FLANN model with a hybrid gradient descent learning scheme based 
on PSO and GA have been presented. Basic problem solving strategy of PSO and GA 
are used to design a fast and accurate learning method (Algorithm-1). 
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Initially, population P is initialized with pre-defined number of weight-set, where 
weight-set is a set of weights of an instance of FLANN at a particular time. In first 
iteration, initial population considered to be local best (lbest). ‘Fitfromtrain’ algorithm 
gradient descent learning which is used to evaluate fitness of all weight-sets (individuals) 
based on root mean square error (equation-7) of FLANN. The functionally expended data 
( ) is the input to FLANN model and error are calculated for each pattern by comparing 
with target‘t’. During calculation of fitness of weight-sets, network is trained with 
gradient descent learning which is demonstrated in Algorithm–2. 

Table 1. Formula Used In This Section 

Classification 
Accuracy 

If cm is confusion matrix of order accuracy of classification is computed as ∑ ∑ ,,∑ ∑ , 100 
( 6) 

Root Mean 
Square Error 

Root Mean Square Error (RMSE) of predicted output values  of a target variable 
y is computed for n different predictions as follows: ∑

 

(7) 

 
Min-Max 
Normalization 

′ _ _ _  

Min-Max normalization maps values of dataset v to v’ in the range 
[ _   _ ] of an attribute A. 

(8) 

 

 

 
Algorithm – 1 PSO-GA-GDL-FLANN for Classification 
INPUT: Dataset, Target vector ‘t’ Functional Expansion ‘ ’, Gradient Descent Learning parameter ‘μ’, Population ‘P’. 
OUTPUT: Weight Sets with minimum RMSE. 
 Iter = 0; 
1.  while (1) 
2. Compute local best from population P based of fitness of individual weight-set of the population P. 
3. Iter = Iter + 1; 
4. if (iter == 1) 
5.  lbest = P; 
6. else 

  7.  Calculate fitness of all weight-sets  by using algorithm-2 in the population. Select local best weight-sets  
8.                          ‘lbest’ is generated by comparing fitness of current and previous weight-sets 
9.  end 
10. Evaluate fitness of each weight-set (individuals) in population P based on RMSE. 
11. Select global best weight set from population based on fitness of all individuals (weight-sets) by using fitness vector F. 
12. Create mating pool by replacing weak individuals (having minimum fitness value) with  global best weight set. 
13. Perform two point crossover in mating pool ‘MatingPool’ and replace all the weigh set of population P with  weight 
            sets of mating pool. 
14. Compute new velocity Vnew of all weight-set (individuals) by using equation – 4. 
15.  Update positions of all weight-set (individuals) by using equation – 5. 
16. P = P + Vnew; 
17. If population is having 95 % similar weight sets (individuals) or if maximum number of iteration is  reached,  
18.  Then stop the iteration. 
19.  End 
20. end 

 
Algorithm – 2 Fitfromtrain Procedure 
1.  function F=fitfromtrain ( , w, t, μ) 
2. S =   w 
3.  Y = tanh(S); 
4. If φ φ φ φ  ,  and δ δ δ δ   are  vector which represent set of functional expansion, set of    

error and set of error tern respectively then weight factor of w  ′Δ ′ is computed as follow Δ μ φ δ . 

5. compute error term δ , for k=1,2…L where L is the number of pattern.    
6. e = t - y; 
7. Compute root mean square error (RMSE) by using equition-7 from target value and output. 
8. F=1/RMSE, where F is fitness of the network instance of FLANN model. 
9. end 
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4 Experimental Results and Analysis 

In this section, the comparative study on the efficiency of our proposed method has 
been presented. Benchmark datasets (table-2) from UCI machine learning repository 
[24] have been used for classification and the result of proposed PSO-GA-FLANN 
model is compared with FLANN, GA-FLANN based on Genetic Algorithm and PSO-
FLANN based on Particle Swarm Optimization. Datasets information is presented in 
table-2. Datasets have been normalized and scaled in the interval -1 to +1 using Min-
Max normalization (Eq. 8, table-1) before training and testing is made. Classification 
accuracy (Eq. 6, table-1) of models has been calculated in terms of number of 
classified patterns are listed in table-3. Number of epochs required for convergence of 
RSME (Eq. 7, table -1) is noted for each datasets during training as well as testing 
phase has been presented from Fig.2 to Fig. 9.   

4.1 Parameter Setting  

During simulation, c1 and c2 constants of PSO has been set to 2, learning parameter 
of gradient descent method ‘μ’ is set to 0.13 and two point crossover is used 
throughout the experiment. We obtained the value of ‘μ’ by testing the models in the 
range 0 to 3. During functional expansion, each input of input pattern is expanded to 
11 number of functionally expanded inputs by setting n=5. (As in FLANN, 2n+1 
number of functionally expanded input corresponds to a single input of input pattern). 

Table 2. Data Set Information 

Dataset Number 
of Pattern 

Number of 
Features 
(excluding 
class label) 

Number 
of classes 

Number 
of  
Pattern in 
class-1 

Number 
of Pattern 
in class-2 

Number of 
Pattern in   
class-3 

Monk 2 256 06 02 121 135 - 
Hayesroth 160 04 03 65 64 31 
Heart 256 13 02 142 114 - 
New Thyroid 215 05 03 150 35 30 
Iris 150 04 03 50 50 50 
Pima 768 08 02 500 268 - 
Wine 178 13 03 71 59 48 
Bupa 345 06 02 145 200 - 

Table 3. Performance Comparison in Terms Of Accuracy 

 

 
Dataset Accuracy of Classification in Average 

FLANN GA-FLANN PSO-FLANN PSO-GA-FLANN 
Train Test Train Test Train Test Train Test 

Monk 2 93.82813 92.04303 96.54689 93.19913 97.453134 95.46585 97.867196 96.3112 
Hayesroth 90.35938 82.3125 91.062504 83.5625 91.265628 83.9375 91.46875 84.875 
Heart 88.962966 78.48149 89.407408 79.07408 89.777762 79.85185 88.91667 78.2963 
New Thyroid 93.918596 76.55813 94.197648 77.53487 94.3023 78.79069 94.36044 79.20929 
Iris 96.84712 97.36815 97.12973 98.16639 97.352249 98.65 97.847622 99.428836 
Pima 78.416 78.7608 78.64 78.80 80.126048 79.47073 80.64 80.58045 
Wine 92.76 93.18595 94.36842 95.53644 97.762 95.6274 98.58207 97.370274 
Bupa 72.16 72.76 74.3208 75.5 76.3842 76.75 77.1883 78.95 
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Fig. 2. Performance of models on a sample 
of monk2.dat dataset 

Fig. 6. Performance of models on a sample 
of iris.dat dataset 

 

Fig. 3. Performance of models on a sample 
of hayesroth.dat dataset 

Fig. 7. Performance of models on a sample 
of pima.dat dataset 

 

Fig. 4. Performance of models on a sample 
of heart.dat dataset 

Fig . 8. Performance of models on a sample 
of wine.dat dataset 

 

Fig. 5. Performance of models on a sample 
of newthyroid.dat dataset 

Fig. 9. Performance of models on a sample 
of bupa.dat dataset 

5 Cross Validation 

Cross-Validation [25] is a statistical method to estimate performance of the learned 
model from data which compare learning algorithms by dividing data into two 
segments: training data & testing data used to train and evaluate the model 
respectively. In k-fold cross-validation [26] the data is partitioned into k equally or 
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nearly equally sized segments on which training and validation are performed such 
that, in each iteration different fold of the data is used for training and validation. The 
proposed PSO-GA-FLANN model has been implemented using MATLAB 9.0 and 
the data (Table-4) are being prepared using 5-fold validation processed by KEEL 
Data-Mining Software Tool [27]. Like monk-2, all the dataset has been prepared for 
test in same way. Accuracy of training and testing of models on monk-2 dataset under 
5-folds cross validation is shown in table-5. 

Table 4. Datasets In 5-Fold For Cross Validation 

Dataset Data files Number of 
Pattern 

Task No. of Pattern 
inclass-1 

No. of Pattern in 
 class-2 

 
 
 
 
 
Monk 2 

monk-2-5-1tra.dat 256 Training 105 151 
monk-2-5-1tst.dat 87 Testing 41 46 
monk-2-5-2tra.dat 256 Training 108 148 
monk-2-5-2tst.dat 87 Testing 41 46 
monk-2-5-3tra.dat 256 Training 111 145 
monk-2-5-3tst.dat 86 Testing 41 45 
monk-2-5-4tra.dat 256 Training 110 146 
monk-2-5-4tst.dat 86 Testing 41 45 
monk-2-5-5tra.dat 256 Training 108 148 
monk-2-5-5tst.dat 86 Testing 40 46 

Table 5. Accuracy Of Classification In Cross Validation 

 

6 Statistical Analysis 

All the four methods have been executed for 5 number of run on each datasets and 
during each run, RMSE are being generated for up to 1000 epochs. The simulated 
results of proposed method are analyzed under ANOVA by using SPSS-16.0 
statistical tool to prove the result statistically significant. The test has been carried out 
using one way ANOVA in Duncan multiple test range with 95 % confidence interval, 
0.05 significant level and linear polynomial contrast. The snap shot of the result is 
listed below (Fig. 10). In descriptive table of Fig. 10, row-1, row-2, row-3 and row-4 
corresponds to performance of FLANN, GA-FLANN, PSO-FLANN and Hybrid 
PSO-GA FLANN respectively. The result of one way ANOVA test shows that, the 
proposed method is statistically significant and having minimum standard error. 

Datasets Task Accuracy of Classification in % 
Data 5 - Folds FLANN GA-FLANN PSO-FLANN PSO-GA-FLANN 
 
 
 
 
Monk-2 

monk-2-5-1tra.dat 
monk-2-5-1tst.dat 

Training 92.03125 94.14065 96.36718 97.81249 
Testing 91.95403 93.10344 96.23697 97.7011 

monk-2-5-2tra.dat 
monk-2-5-2tst.dat 

Training 90.62501 94.60938 96.13281 98.24218 
Testing 89.54023 91.26433 93.56322 95.977 

monk-2-5-3tra.dat 
monk-2-5-3tst.dat 

Training 93.39845 96.4844 97.65626 96.32814 
Testing 89.18602 90.93026 94.186 95.34885 

monk-2-5-4tra.dat 
monk-2-5-4tst.dat 

Training 95.23436 98.8281 97.89062 98.12502 
Testing 95.34881 94.186 95.81396 95.58136 

monk-2-5-5tra.dat 
monk-2-5-5tst.dat 

Training 97.8516 98.67192 99.2188 98.82815 
Testing 94.18605 96.51163 97.5291 96.9477 



 A Novel FLANN with a Hybrid PSO and GA Based Gradient Descent Learning 753 

 

Fig. 10. One Way ANOVA Test 

7 Conclusion 

In this paper, a FLANN classification model together with a hybrid PSO-GA based 
Gradient Decent learning scheme has been proposed, which facilitates detecting class 
level of patterns over real data efficiently. The proposed PSO-GA-FLANN model can 
be computed with a low cost due to less complex architecture and still enables us to 
prune out accurate class label. The experimental analysis shows that the proposed 
method performs relatively better than other models and it confer promising results on 
various training and testing datasets under 5-fold cross validation. Analysis of the 
result of simulation under ANOVA provides evidence of the statistical correctness of 
proposed method. The future work may comprise with the integration of other 
competitive optimization techniques with other means of higher order neural network 
in diversified applications of data mining. 
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Abstract. The present paper describes a new optimal route planning for mobile 
robot navigation based on the invasive weed optimization (IWO) algorithm. 
This nature inspired meta-heuristic algorithm is based on the colonizing 
property of weeds. A new objective function has been framed between the robot 
to position of the goal and obstacles, which satisfied both obstacle avoidance 
and target seeking behavior of robot present in the environment. Depending 
upon the objective function value of each weed in the colony the robot that 
avoids obstacles and moves towards the goal. The mobile robot shows robust 
performance in various complex environments and local minima situation. 
Finally, the effectiveness of the developed path planning algorithm has been 
analyzed in various scenarios populated variety of static obstacles.      

Keywords: Invasive weed optimization, Mobile robot, motion planning, 
Obstacle avoidance. 

1 Introduction 

Recent times mobile robots having lots of applications in a wide variety of areas such 
as automatic driving, exploration, surveillance, guidance for the blind and disabled, 
exploration of dangerous or hostile terrains, transportation, and collecting 
topographical data in unknown environments, etc. The most important issue of an 
autonomous mobile robot is to control independently in an unknown or partially 
known environment. So the primary aim of the robot is to develop a path planning 
system, which consists of the planning and implementation of collision free motion 
within the unknown terrain. The sensor based motion planning approaches uses either 
global or local path planning depending upon the surrounding environment. Global 
path planning or deliberative approaches requires the environment to be completely 
known and the terrain should be static; on other side local path planning means the 
environment is completely or partially unknown for the mobile robot. Many exertions 
have been paid in the past to improve various robot navigation techniques. 

Several different navigation techniques and approaches for intelligent robotics have 
been discussed by many researchers. Since motion planning problems for mobile 
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robots have high computational intricacies due to a set of several constraints, various 
heuristic based approaches can be proposed as the substitute techniques. Nature 
inspired meta-heuristics algorithm in general provides efficient or feasible solutions to 
optimization problems [1-2]. Many researchers consider a system with complete 
information about the environment [3-4]. Due to the complexity and uncertainty of 
the path planning problem, classical path planning techniques, such as visibility 
Graph [5], voronoi diagrams [6], grids [7], cell decomposition [8] and artificial 
potential method [9] are not suitable for online implementations. The use of the above 
algorithms for path finding for mobile robot requires more time and the finding of this 
path will not completely feasible for real-time movement. In recent times most 
popular bio-inspired algorithms such as genetic algorithm (GA) [10-11], ant colony 
optimization (ACO) [12-13], cuckoo search [14] and particle swarm optimization 
(PSO) [15-16] have been implemented for path planning of mobile robot.  

This paper introduces a new variant of an Invasive weed optimization algorithm for 
solving the navigation problem of mobile robot. Invasive weed optimization is a 
metaheuristic search algorithm developed by Mehrabian and Lucas in 2006 [17], 
which was inspired by the colonizing property of weeds. It is potentially more generic 
to implement to a wider class of optimization problem and also it has proved that the 
Invasive weed optimization algorithm satisfy the global convergence necessities and 
thus has guaranteed global convergence properties. Finally, a simulation study over a 
set of challenging terrains is presented to verify the effectiveness of the proposed 
algorithm. 

2 An Overview of Invasive Weed Optimization Algorithm  

The Invasive Weed Optimization algorithm was firstly introduced by Mehrabian and 
Lucas in 2006 [17]. This meta-heuristic optimization (IWO) is a population based 
stochastic algorithm that mimics the colonizing behavior of weeds. The basic 
behavior of a weed is that it grows its population entirely or predominantly in any 
specified geographical area which can be significantly large or small. The IWO has 
some special characteristics in comparison with other numerical search algorithms 
like reproduction, spatial, dispersal, and competitive exclusion. 

The process of this developed algorithm is summarized in the following steps [17]. 

I. Initializing a Population   

A finite number of weeds are being distributed randomly in the feasible search space. 
Each weed in the feasible search space representing a trial solution for the 
optimization problem. 

II. Reproduction  

Each weed in the population is allowed to produce seeds depending on its own as well 
as colony’s lowest and highest fitness, such that the number of seeds produced by 
each weed increases linearly from minimum possible seed for a weed with minimum 
fitness to the maximum number of seeds for a weed with maximum fitness. 
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Fig. 1. Seed production procedure in a colony of weeds  

III. Spatial Dispersal 

The produced seeds in the previous step are being randomly distributed over d-
dimensional problem space by a normal distribution with mean equal to zero but 
varying variance. This stage ensures that the generated seeds will be abode near to the 
parent seed, leading to a local search around each weed. However, the standard 
deviation (SD), ‘σ’ of the random function will be decreased from a previously 
defined initial value, σinitial to a final value, σfinal, in every step (generation). In the 
simulation, a non-linear alteration has been shown satisfactory performance, which is 
given in the following equation (1)    

   ( )max

max

n

iter initial final final

iter iter

iter
σ σ σ σ

 −
= − + 
 

                                (1) 

where itermax is the maximum number of iterations, σiter is the SD at the present time 
for a particular iteration and ‘n’ is the non-linear modulation index.  

This stage implies that the probability of dropping a seed in a distant area decreases 
non-linearly at each time step which results in grouping fitter plants and the 
elimination of inappropriate plants.  
 
IV. Competitive Exclusion  

If a plant leaves no offspring, then it would go extinct, otherwise they would take over 
the world. Thus, there is a need of some kind of competition between plants for 
limiting the maximum number of plants in a colony. After completing some 
iterations, the number of plants in a colony will reach its maximum by fast 
reproduction, however, it is expected that the fitter plants have reproduced more than 
undesirable plants. After reaching the maximum number of plants in a colony, pmax, a 
mechanism for eliminating the plants with poor fitness in the generation activates. 
From thereon, only the fitter plants, among the existing ones and the reproduced ones, 
are taken in the colony and steps 1-4 are repeated until the maximum number of 
iterations has been reached, i.e. the colony population size is fixed thereon to pmax. 
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3 Architecture of Robot Path Planning with IWO Algorithm 

In this section, a new meta-heuristic optimization algorithm inspired from the 
ecological process of weeds colonization and distribution has been implemented in 
the local path planning of a mobile robot in a static environment.  Path planning 
layout for mobile robot is one of the most fundamental issues in the robotic research 
field. The main objective of this research paper is determining an optimal safe layout 
for a mobile robot in an unknown or partially known environment containing a variety 
of static obstacles. If a robot moves in an unstructured environment with unknown 
obstacles, it is very essential to detect and avoid obstacles as the robot moves towards 
the target. Based on the sensory information about location of the target and obstacles, 
we have implemented the IWO algorithm to solve the above stated problem. Firstly, 
we have transformed the navigation problem into a minimization one and formulated 
a new objective function based on the location of the target and obstacles present in 
the environment. Then we have implemented the IWO algorithm to solve the above 
optimization problem. During this process of visualization, the locations of the fittest 
or the best weeds in the colony in each iterative are selected and the robot reaches 
these locations in sequence. When the robot does not detect any obstacles on its target 
path, it will move directly towards its destination. Then it is not necessary to 
implement any intelligence computing technique to steer the robot within its 
environment.  
 
Formulation of the Objective Function Using the IWO Algorithm 
 
1. Obstacle Avoidance Behavior 

 
The obstacle avoidance behavior is used to avoid hitting with obstacles (such as 
walls) present in the environment. The position of the fittest weed in the colony 
(according to objective function values) must have kept up maximum safe 
distance from the nearest obstacle. The Euclidean distance between the weed and 
nearest obstacle is determined by the following expression, in terms of an the 
objective function as follows[18]: 
 

( ) ( ) ( )2 2
ob x x y yOBS W OBS OBSweed weedn n

= − + −−                                      (2)                                             

 
Note: The nearest obstacle to the robot can be calculated by the following 
expression: 

( ) ( )2 2

− = − + −
n nROB OBS OBS r OBS rd x x y y  

where, xweed and yweed are the weed’s position at x and y coordinates. ob(OBS-W) is 
the maximum safe distance from the weed position to obstacles. xr and yr are the 
robot’s position at x and y coordinates. xOBS and yOBS are the centre coordinates of 
the obstacles.  
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2. Target Seeking Behavior 
 
In its simplest form, the move to the target behavior can express the desire to 
move to a specific robot's position. The position of the fittest weed in the colony 
(according to objective function values) must have kept up the minimum distance 
from the goal. The Euclidean distance between the weed and goal is calculated by 
the following expression in terms of an the objective function as follows:    

( ) ( ) ( )2 2

arg arg
n n

TAR W t et weed t et weed
ob x x y y

−
= − + −                          (3)                                             

where, xtarget and ytarget are the target position at x and y coordinates. ob(TAR-W) is 
the minimum distance from the weed position to the robot.  

 
Based on the above two criteria the objective function of each weed of the whole path 
planning, optimization problem can be expressed as follows 

( )
( )

( )

 

1
  . .

min
d

n d

i TAR W

OBS W
OBS OBS

objective function f ob
ob

α β −

−
∈

= +                      (4)                                   

Here we assumed that the ‘n’ number of obstacles are present in the environment and 
represent them as OBS1, OBS2, OBS3…..OBSn, their coordinates are (xOBS1, yOBS1), 
(xOBS2, yOBS2), (xOBS3, yOBS3)…… (xOBSn, yOBSn). Due to the certain threshold of the  
robot, sensor, in each move it can recognize the number of obstacles present in the 
environment, and the number of obstacles being recognized by the robot sensor in 
some step is denoted as OBSd Є [OBS1, OBS2, OBS3…..OBSn]. It can be observed 
from the objective function that when the position of the weed is nearer to the goal, 

the cost of ( )TAR W
ob

−
will be minimum and when the position of the weed is away from 

the obstacles, the cost of ( )
 

min
n d

OBS W
OBS OBS

ob −
∈

 will be maximum. So from the above 

discussions, we have concluded that the path planning problem for mobile robot 
solved by the IWO algorithm is a minimization one.  

The objective of IWO algorithm, is to minimize the objective function (fi). When a 
robot falls in an obstacle sensing range, obstacle avoidance behavior based on IWO 
algorithm is activated to find the best position for the weed. From equation no. (4) it 
can be clearly seen that the weed having minimum objective function value can be 
treated as best weed in the colony and the corresponding weed is maintaining the 
maximum safe distance from the nearest obstacle and minimum distance from the 
target. Then the robot will move towards the best weed position and this process will 
continue until the robot reaches its target.  

From the objective function equation, it can be clearly understood that the weight 
parameters or controlling parameters α and β are specifying the relative importance of 
achieving obstacle avoidance behavior and reaching the target. Proper selection of 
controlling parameters may result in faster convergence of the objective function and 
elevation of local minimum point. In this proposed algorithm, we have chosen the 
controlling parameters by trial and error methods. 
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Steps of IWO Algorithm for Mobile Robot Navigation 

Step-1: Initialize the start and goal position of the robot. 
Step-2: Navigate the robot towards the goal until it is stuck by an obstacle. 
Step-3: When the target path is obstructed by an obstacles, implement the IWO 

algorithm. 
Step-4: Generate the initial population of weeds, each representing one trial solution 

of the proposed optimization problem. 
Step-5: Calculate the objective function value of each weed and then find the global 

or best weed in the colony by equation no.4. 
Step-6: When the population size is more than population maximum, eliminate weeds 

with lower objective function values. 
Step-7: Navigate the robot towards the best weed position. 
Step-8: Repeat the steps (2-7) until the robot avoids obstacles and reaches its goal. 

4 Simulation Results and Discussion 

In this section the simulation experiments are performed in two dimensional path 
planning under partially or totally unknown environments. The simulation space is 
40cm by 40cm rectangular environment and safe range from robot to obstacle is 3cm. 
The simulations are conducted using MATLAB R2008 processing under Windows 
XP. The best parametric values of proposed algorithm have been selected after 
performing a series of simulation experiments (shown in Fig. 2) on partially or totally 
unknown environments. 

Details of parameter values selection in IWO algorithm for Mobile Robot 
Navigation are given in Table-1. 

Table 1. Parameters used in IWO algorithm 

Symbol Quantity Value 
No Number of initial populations 20 

itermax Maximum number of iterations 300 

pmax Maximum number of plant populations 30 

Smax Maximum number of seeds 10 

Smin Minimum number of seeds 0 

n Non-linear modular index 3 

σInitial Initial value of standard deviation 4 

σFinal Final value of standard deviation 0.01 

α Controlling parameter-1 1 

β Controlling parameter-2 1x10-6  
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Fig. 2. Paths generated for a single robot by 
varying the parameters of IWO algorithm 

Fig. 3. Single robot avoiding a Wall using 
IWO algorithm 

 

Fig. 4. Single robot escaping from a corridor 
using IWO algorithm 

Fig. 5. Single robot navigating in a maze 
scenario using IWO algorithm 

Fig. 2 shows the paths generated for a single robot by varying parameters in 
proposed algorithm. Fig (3-5) illustrates the simulation results for the different 
environmental scenarios. From the simulation experiment, it can be clearly seen that 
using the proposed path planning algorithm the robot has reached the target in an 
efficient manner without colliding with obstacles present in the environment.  

5 Conclusions and Future Work 

In this article a new meta-heuristic algorithm based on the colonizing property of 
weeds has been introduced for mobile robot navigation in a partially or completely 
unknown environment populated by variety of static obstacles. This nature inspired 
navigational algorithm is implemented to achieve a versatile and robust behavior 
based local motion planning. It has been observed that the proposed algorithm is 
capable of avoiding collisions among the obstacles and effectively controlling the 
mobile robot moving from the start point to the desired goal point with 
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optimum/shortest path length. The authenticity of the proposed navigational controller 
has been verified and proven by simulation results using MATLAB. In future, real 
time implementation is to be carried out using robot and multiple robots are to be 
taken into consideration instead of a single mobile robot.   
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Abstract. Diabetes Mellitus is the one of the most serious health challenges. 
During the last 20 years the total number of diabetes patients has risen from 30 
million to 230 million. It is a major health problem worldwide. So there is need 
of predictive model for early and accurate detection of diabetes. Diabetes 
disease diagnosis with proper interpretation of the diabetes data is an important 
classification problem. This research work proposes a Classifier for detection of 
Diabetes using Genetic programming (GP). Classification expression evaluation 
is used for creation of classifier. Reduced function pool of just arithmetic 
operators is used which allows for lesser validation and leniency during 
crossover and mutation. 

Keywords: Classifier, Diabetes Mellitus, Genetic Programming, Predictive 
Model. 

1 Introduction 

Diabetes is a chronic disease wherein human body does not produce or properly uses 
insulin. Diabetes can go undetected for many years during which it can cause 
irreparable damage to the human body. Early, easy and cost effective detection of 
diabetes is a need for many developed and developing countries.  Many classification 
algorithms have been used for classification of diabetes data. Use of GP for 
classification of diabetes data has been limited and much research can be conducted in 
this field. M. W. Aslam and A. K. Nandi [1] proposed a method which uses a 
variation of genetic programming (GP) called GP with comparative partner selection 
(CPS) for designing of classifier for detection of diabetes. It consists of two stages, 
first one being the generation of a single feature from available features using GP 
from the training data. The second stage consists of using the test data for checking of 
this classifier. The results of GP with CPS approach can change drastically by 
experimenting with the crossover probability, mutation probability or by selection of 
different methods of population replacement and selection. The highlight of this 
approach was the increased accuracy by using CPS method for selection of the partner 
during crossover. The system proposed in this paper was able to achieve the 78.5 
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±2.2% accuracy. D. P. Muni, N. R. Pal and J. Das [2] proposed a GP approach to 
design classifiers. It needs only a single GP run to evolve an optimal classifier for a 
multiclass problem. For an n-class problem, a multi-tree classifier consists of trees, 
where each tree represents a classifier for a particular class. Unlike other approaches, 
paper took an integrated view where GP evolves considering performance over all 
classes at a time. This paper also proposes algorithms for various operations like 
crossover, mutation and others for a generalized n-class classification problem. It also 
demonstrates the effectiveness of concept of unfitness of the individual solutions. To 
obtain a better classifier they have proposed a new scheme for OR-ing two 
individuals. They have used a heuristic rule-based scheme followed by a weight-
based scheme to resolve conflicting situations. The heuristic rules model typical 
situations where the classifier indicates ambiguous decisions and try to resolve them. 
The weight-based scheme assigns a higher weight to a tree which is less responsible 
for making mistakes. P. Day and A. K. Nandi [3] introduce a new approach to 
evaluate each individual’s strengths and weaknesses and represent it in the form of 
binary strings. Supported by this approach the author introduced novel population 
evaluations, which demonstrated the promising ability of distinguishing between runs 
that converged at effective solutions and those that did not. This ability is based on 
the assumption that an effective solution should have a good overall fitness value and 
perform equally well with all training cases. If individuals are not capable of doing 
this, then it is important to preserve enough genetic fragments in the population to 
solve all of the training cases equally for long enough so that these can be recomposed 
later. CPS method tries to reduce the population wide weaknesses while trying to 
promote the strengths. This method leads to additional overheads because of the CPS 
procedure but the increased accuracy outweighs the additional overheads incurred. 
Although this method does guarantee an optimal solution but it does increase the 
probability of getting an optimal solutions. J. K. Kishore et al [4] used genetic 
programming for multiclass problem. A number of classification techniques have 
been proposed before for classification of diabetes dataset.[5] But GP has certain 
advantages over others that make it favourable for classification of large dataset. GP 
is not affected by increase in number of parameters. Another advantage is that GP is 
domain independent so very less knowledge is required regarding the domain. GP is 
relatively new technique and thus there are many areas yet unexplored. So, we have 
decided to design a classifier using Genetic Programming.  

2 Proposed Classifier 

The block diagram of the proposed classifier is given in Fig 1. We have use Pima 
Indian diabetes [6] data set available at the UCI Repository of Machine Learning 
Databases, which is owned by National Institute of Diabetes, Digestive and Kidney 
Disease. This Data set has eight attributes and one output variable which has either a 
value '1', for diabetic, or '0', for non-diabetic. The eight attributes are No. of times 
pregnant, Plasma Glucose concentration a 2 hours oral glucose tolerance test, 
Diastolic Blood Pressure (mmHg), Triceps Skin fold thickness (mm), Hour serum 
insulin (mu U/ml), Body Mass Index, Diabetes Pedigree Function, Age. There are 
268(34.9%) cases for class '1' and 500(65.1%) cases for class '0'. The inconsistent and 
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missing attributes entries are deleted from the dataset. Then it is divided into two parts 
training and testing dataset. Training dataset is used to train the classifier using GP, 
which gives us the best tree forming the classifier. 

 

Fig. 1. Block diagram of proposed Classifier 

2.1 Genetic Programming 

Classification using GP has many and varied implementation possibilities. Without 
loss of generality these implementations can be divided into 3 categories namely 
Algorithm Evolution, Rule Evolution and Classifier Expression. We have used 
classifier expression evolution for creation of the classifier. These expressions use the 
attributes of data as variables and serve as a discriminating function between classes. 
The output of this function can be used for distinguishing between the classes [7]. 
Diabetes data classification being a binary classification problem, a threshold of 
positive and negative numbers can serve as a natural boundary between two classes. 

2.1.1   Function Pool 
Function pool represents the set of functions that are used as the intermediate nodes in the 
tree. Thus, the function pool forms the operators in the classifier expression. We have 
used a reduced function pool consisting of only arithmetic operators i.e. {+, -, *, /}. The 
advantage of using just arithmetic operators is that all operators are binary and hence it 
allows for lesser validation and leniency during crossover and mutation operations.   

2.1.2   Initialisation 
Like all other evolutionary approaches the initial population in GP is also randomly 
generated. The improvement in performance and accuracy of GP is dependent on 
variable sized representations which can be achieved with proper initialization of the 
first population. Initialization plays an important role in success of an evolutionary 
algorithm. A poor initial population can cause a good algorithm to get stuck in local 
optima. Whereas a good initialization can make most of the algorithms work 
sufficiently well. Three of the most popular initialization techniques are Full method, 
Grow method and Ramped half-and-half method. 

In order to get maximum diversity and thus increase the probability of getting the 
optimal solution we have used the ramped half and half method. The population size 
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is fixed at 100. Out of these 100 trees, 50 trees have been constructed using the full 
method and remaining 50 have been constructed using grow method. The tree depth 
has been fixed at 5 for both methods i.e. depth 5 contains only the leaf nodes. 

2.1.3   Fitness Function 
Fitness function governs the direction in which GP moves, a good fitness function 
may lead to optimal solution efficiently while a incorrect one may lead GP astray. 
Another metric that can be taken into consideration is the complexity. A 
mathematically complex and computation intensive fitness function will require 
significant time for calculation and as fitness function is evaluated for each individual, 
this time can slow GP down. Considering this, we choose to use accuracy to 
determine fitness of individuals.            

Although, this fitness function is simple and computation time is less but it was 
observed that more than one individuals were evaluated to have same highest fitness 
value in the last generation. Thus to distinguish between these individuals, having 
highest fitness, another fitness function was employed. Aim of this fitness function 
was to increase the distance between these classes while decreasing the distance 
between the points within each class [8]  |  |  

where, m1, m2 are the means of the two classes 
σ1, σ2 are the standard deviations of the two classes. 
This fitness function tries to increase the distance between the means of the two 

classes while minimizing the variance of the same classes. This fitness function has 
been optimized to give fitness values between 0 and 1. Here, fitness value of 0 
represents best solution while 1 represents the worst solution. 

2.1.4   Selection of Individuals 
GP follows Darwinian principle of survival of fittest. It dictates that better individuals 
have better chance of passing their genetic material to the next generation. Selection 
of better individuals may help in achieving optimal solution efficiently. Different 
selection methods have been devised but the most commonly used are Roulette wheel 
selection, ranked roulette wheel selection and tournament selection. 

Roulette wheel selection is a classic fitness-proportional selection. The probability 
of selection of each tree depends on the fitness value of the tree, as a consequence 
even the worst tree may also get selected. [9] p f∑ f  

where, pi is the probability of selection of  ith  individual, fi  is the fitness value of 
the  ith  individual and n is population size. 
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Ranked roulette wheel selection is an enhancement over roulette wheel selection 
where the probability of selection depends on fitness rank of individual relative to the 
entire population. It introduces a uniform scaling across all the individuals and is not 
affected by super-fit trees. [9] 2 2 1 11  

Where, SP is the selective pressure.  
For linear mapping value is between 2.0 ≥  SP ≥ 1.0,  
n is the Population size and  Pos is the Position of the individual in population.  
Least fit individual has Pos = 1 and fittest individual has Pos = n 
As the name suggests, Tournament selection is a competition conducted among a 

set of individuals that are selected at random. The number of individuals in the set is 
called the tournament size. A larger tournament size leads to higher selection pressure 
but may also slow down GP on account of increased number of comparisons required. 
It was observed that tournament selection with tournament size of 10 for a population 
size of 100 gave best results without slowing down GP. Also, we can see that roulette 
wheel and ranked roulette wheel require sorting and summation operations which can 
be time consuming. 

2.1.5   Genetic Operators 
Genetic operators operate on the selected individuals and the offspring created in this 
process form the new generation. They are responsible for continuity of GP. The 
genetic operators used in this approach are;  

Crossover 
It is a binary operator, it takes two parents and creates two off-springs. Crossover is 
performed in hope that offspring will be better than the parents as crossover causes 
swapping of the genetic material of the parents. It leads to exploitation of a specific 
region in the search space.We have selected two parents by using the tournament 
selection. A random crossover point is selected, in both of the parents, between 0 - 
100. The sub trees rooted below these selected crossover points are then swapped to 
get offspring. By selecting crossover between 0 - 100 we are probabilistically 
restricting the depth of the trees. 

Mutation  
Mutation is a unary operator. A random mutation point is selected and the sub-tree 
rooted below that point is then replaced by a randomly generated tree. This operation 
causes addition of new genetic material and thus prevents GP from stagnating a local 
optimal solution. We have performed mutation on the offspring generated by 
crossover process.  

2.1.6   Replacement 
Replacement strategies dictate how the newly generated offspring are included in the 
population. Two of the most popular strategies are Steady State Update and 
Generational Update. We have fixed the population size 100. The generational update 
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strategy has been used as it becomes easy to keep track of the number of generations 
taking place. Two best individuals of current population are transferred to next 
generation by the elitism strategy. The remaining 98 offspring are created by 
crossover and mutation operations. 

2.1.7   Termination Condition 
The commonly used termination criteria are completion of a given number of 
generations, success in finding a solution of desired fitness or completion of specific 
time period ( after the start of algorithm). Initially, the termination condition was 
completion of 500 generations. But due to the probabilistic nature of GP, these 500 
generations may be completed within 10 seconds or may require more than 30 
minutes depending on the size of the trees. Such unpredictable behavior not being 
appropriate, the termination criteria was changed to finding a solution of 0.9 and 
above fitness value. But restricting the fitness value indirectly represented restricting 
of the accuracy. As restriction of accuracy was undesirable, the termination criterion 
was later on decided to be 5 minutes. The proposed system runs for 5 minutes and the 
best solution from the last generation is considered as the optimal classifier. 

3 The Experimental Results 

The system is developed in JAVA ( Netbeans 7.0)  and  Pima Indian diabeties dataset  
is used for training and testing.  

Table 1. Characteristics of the GP system used 

Sl. No. Parameter Value 

1 Function pool {+, -, *, /} 

2 Terminal set Eight attributes of the diabetes data set. 

3 Population size 100 

4 Initialization method Ramped half and half 

5 
Maximum initial tree 

depth 
5 

6 Crossover probability 0.8 

7 Mutation probability 0.4 

8 Selection method Tournament selection with tournament size 10. 

9 Replacement strategy Generational update with elitism. 

With the characteristics mentioned in Table 1, the classifier was generated 40 
times. The accuracy, sensitivity and specificity were calculated as shown in Table 2 
above. We were able to obtain a classification accuracy of 77.54 ± 3.83% with a 
maximum accuracy of 89%.   
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Fig. 2. Receiver Operating Characteristics ( ROC ) plot 

Table 2. Confusion Matrix 

Actual Value 

T
es

t 
 O

ut
co

m
e 

  

 Diabetic Non-
diabetic 

Diabetic 44 6 

Non-
diabetic 

5 45 

 Sensitivity  =  0.88 
 Specificity  =  0.9 

 
For holistic interpretation of the classifier, ROC of the classifier was also plotted as 

shown in Fig 2 above. ROC is a plot of false positive rate i.e. (1- Specificity) versus 
the true positive rate i.e. Sensitivity. The 45° line in ROC represents the line of no 
discrimination which is equivalent to a random guess. The region above the line of no 
discrimination represents better classifier while region below it represents worse 
classifiers. The point (0,1) on ROC is point of perfect classification. 
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4 Conclusion  

In this paper, we have presented an approach for the binary classification problem 
using Genetic Programming and Pima Indian Diabetes Data Set for training and 
testing. It can be seen that we were able to achieve comparable accuracy using a 
simplified function pool. Various selection methods were implemented and the one 
that gave optimal result i.e. tournament selection was selected. The proposed 
classifier lies above the line of no Discrimination and thus it is a better classifier.  
During implementation, one of the points that was observed is that increase in tree 
size was enormous and it sometimes hampered the algorithm as trees become more 
complex to traverse. It would be interesting to analyze the effects of restricting tree 
growth beyond a specific depth and document its effect on overall accuracy. Increase 
in the computation power and the time required for the generation of classifier, will 
help in improving accuracy. It can be useful in detection of diabetes at low cost in 
rural areas where the costlier tests like HbA1C tests may not be available. It can be 
used as a second opinion to inexperienced physician. 
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Abstract. The development of education and college expansion and
consolidation in the Educational Management System has made the
Course Scheduling System complex, and therefore it has become nec-
essary to design one for development, and reuse. A Course Timetabling
Problem (CTP) is an NP-hard combinatorial optimization problem which
lacks analytical solution methods. During the last two decades several al-
gorithms have been proposed, most of which are based on heuristics like
evolutionary computation methods. This paper proposes a solution based
on genetic algorithm .Genetic Algorithm (GA) emerges as one automa-
tion timetabling method to solve this problem by searching solution in
multi-points and the ability to refine and optimizing the existing solution
to a better solution. The experimental results show that the proposed
GAs are able to produce promising results for the course timetabling
problem.

1 Introduction

Organizations like universities, colleges and schools use timetables to schedule
classes, courses and lectures, assigning times and places to future events in a
way that makes best use of the resources available. Timetabling Problem is an
NP-complete problem, which is very difficult to solve by conventional methods
and the amount of computation required to find optimal solution increases ex-
ponentially with problem size.[19] It is a search for good solutions in a space of
possible timetables. The problem of creating a valid timetable involves schedul-
ing classes, lecturers and rooms into a fixed number of periods, in such a way
that no teacher, class or room is used more than once per period. Timetabling
becomes a problem when the assigning task becomes hard to imply when spe-
cific requirements need to be followed. There are a number of hard and soft
constraints which need to be satisfied. A few of them may be stated as follows:

– Hard constraints
1. There are 6 classes a day from Monday to Friday.
2. All classes must be placed in the timetable.
3. The same teacher must be not place at the same time.
4. The same class must be not place at the same time.
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5. There is the class that opening time is fixed like a seminar.
6. Problem of facilities (whether using a computer room or a projector)
7. Externship day (as for each exclusive teacher takes externship day in a

week)
8. The class to affect graduation requirements like a required subject locates

for 2-4 periods on timetable.

– Soft constraints

1. The classes in the required subject do not open in the same time as
possible.

2. The class of the same teacher does not leave the periods as much as
possible

3. On a duty day of the same part-time teacher opens on the same day as
possible.

2 Related Work

The last two decades have seen growing interest in AI based Software Engineer-
ing technology. Our review of this area shows that there have been only few
approaches that provide automated tools for generation of timetables.

Jian Ni in [1] proposed the strings representation for every chromosome along
with the various hard and soft constraints that are considered in timetable de-
sign.. The new sets of chromosomes are generated from the initial population
which is simplified using strings.

Kuldeep Kumar, Sikander, et al[3] used a penalty scheme for calculating the
fitness of the new population that is generated. This penalty scheme is based on
the principle of minimization of the total cost to optimize the solution. [3] also
uses single point technique for crossover of the chromosomes.

The case based approach system in [4] used sequential methods for solving
the timetabling problem. Generally, they order the events using domain-specific
heuristics and then assign the events sequentially into valid time slots in such a
way that no constraints are violated for each timeslot.

W. Legierski [5] proposed constraint based method to solve this problem. The
timetabling problem is modeled as a set of variables (events) to which values
(resources such as teachers and rooms) have to be assigned in order to satisfy a
number of hard and soft constraints.

J.J. Thomas et al.[6] proposed cluster based approach which divides the prob-
lem into number of event sets. Each set is defined so that it satisfies all hard
constraints. Then, the sets are assigned to real time slots to satisfy the soft
constraints as well.

E. Aycan and T. Ayav [7] used Simulated Annealing algorithm which gave
results comparable to that of GA. But since SA relies on a random set of per-
mutations it cannot guarantee the true minimum cost. It is often necessary to
perform multiple runs to determine whether the cost is the best. Thus the an-
nealing program might need running several time to find the variance in the final
cost.
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K. H. Zhipeng Lu [8] discussed use of Tabu Search for solving this problem.
Though the results show that Tabu search alone can be used to solve the problem,
to improve the efficiency and optimality, it has to be hybridized with other
algorithms like Perturbation.

Ping Guo et al. [9] solved the timetabling problem by merging genetic algo-
rithm with greedy approach. The greedy approach is used to generate the initial
set of population. The crossover technique used to achieve the result is single
point crossover which gives less randomness in the new population.

M.H. Husin et al. [10] proved that the timetabling problem cannot be solved
with simple genetic algorithm. The high constraints and limited free slots can
be satisfied only after modifying the traditional approach of genetic algorithm.

J. Lassig and K. H. Hoffmann [11] focused on the problem of selecting indi-
viduals from the current population in genetic algorithms for crossover. It proves
that the best performance can be achieved using threshold selection, but it is
only of limited use in practice.

R. Watson et al. [12] used GA for allocation of platforms to the trains at a
particular railway station. To reduce the execution time and complexity of the
algorithm, the fitness function was redesigned by comparing only the clashing
chromosomes instead of comparing the entire set of population in the same time
window.

B.R.Rajakumar et al.[13] Suggested the use of innovation institution designed
by Goldberg. The innovation institution deals with combination of selection and
mutation strategy or selection and recombination strategy. These combinations
are done in the real world by humans and can improve the results of simple GA.

A clear analysis of previous works infers that attempts have been made for
the construction of timetables for schools and colleges. But the methods used
are very complex and the results have not always been satisfactory. Automated
tools for this process are still not very famous.

Currently, there is no framework for auto-generation of timetable that can be
universally used in the educational institutes. Most of the earlier tools were de-
veloped considering only a few constraints as hard. This led to exclusion of many
important constraints from the created timetable which further caused clashes
after the execution of the timetable. Some existing tools require tremendous hu-
man interactions while making any changes in the created timetables. They also
require a large data set in the beginning as input. Furthermore provisions to
update the timetables when needed are not provided.

The different steps of GA like Selection, Crossover, Mutation, etc require dif-
ferent algorithms. The algorithms generally used were chosen based on their
simplicity of implementation, which in turn did not provide the required ran-
domness and optimality in an efficient manner.

The significance of our method is to resolve each of these above cited problems.
The system takes basic information about the classrooms, courses, teachers and
time-slots as an input & generates timetables which can schedule the class room
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and laboratory lectures while satisfying all the constraints. The GUI provided
by the system is user friendly that allows user to modify, print or edit generated
timetables.

3 Proposed System

In the previous section, we have reviewed the most recent works. We have pro-
posed a desktop application to ease the process of timetable generation for educa-
tional institutes. It provides automation to course timetabling, thereby reducing
efforts and time wastage. It is based on Genetic Algorithm.

This approach satisfies all the hard constraints effectively and aims at satisfy-
ing as many soft constraints as possible. The aim of our approach is to efficiently
apply Genetic Algorithm to achieve a fast and accurate result.

Proposed System is divided into two modules as follows. Module 1 is the
Timetable Creation (the process of creating the timetable based on the informa-
tion provided by the client), whereas Module 2 is Timetable Modification (the
process of updating the timetables which are generated by the module 1).

3.1 Timetable Creation

In this, we are going to generate a timetable based on the information provided
by the user. This information includes all the details required for satisfying the
hard and soft constraints. They can be:

– Teacher-Subject Relationships
– Room-Subject Relationships
– Teacher-Time Relationships, etc.

This information is given as an input to genetic algorithm for further processing
and timetable creation.

3.2 Genetic Algorithm

Genetic algorithms (GA) mimic the process of natural selection. GAs maintains
many individual solutions in the form of population. Individuals i.e. parents are
chosen from the population and are then mated to form a new individual (a
child). To introduce diversity into the population children are further mutated.
[3] A simple genetic algorithm is as follows:

Create a population of creatures.

Evaluate the fitness of each creature.

While the population is not fit enough:

{

Select two population members.

Combine their generic material to create a new creature.

Cause a few random mutations on the new creature.

Evaluate the new creature and place it in the population.

}
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Fig. 1. Flowchart of Genetic Algorithm

3.3 Timetable Modification

Once a timetable is generated, it might need to be altered under conditions like
unavailability of the teachers or the rooms. The system, TTGene provides a
facility to make these changes while satisfying the constraints and maintaining
optimality.

4 System Implementation

4.1 Problem Description

Let us assume that,

X set of all teachers
Y set of all subjects
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Z set of all rooms
Xy gives the teacher-subject association
Yz gives the subject-room association
Lt is the maximum load that a teacher can handle
Ls is the maximum number of times a subject is to be taught

We also define the following decision variables:

Wxyz =

{
1 if teacher x teaches subject y in room z
0 otherwise (x ∈ X, y ∈ Y, z ∈ Z)

The system is implemented such that it can be used to satisfy the following
equation.

Maximise ∑
x

∑
y

∑
z

(Xy + Y z)×Wxyz (1)

subject to

1 ≤
∑
x

Wxyz ≤ Lt y ∈ Y, z ∈ Z (2)

1 ≤
∑
y

Wxyz ≤ Ls x ∈ X, z ∈ Z (3)

∑
y

Wxyz ≤ 1 x ∈ X, z ∈ Z (4)

The objective function (1) reflects that associated teachers, subjects and
rooms are assigned in the timetable.

Equation (2) ensures that each teacher has to teach at least one course, while
not allowing the teacher to teach more than the maximum load of courses allowed
for each teacher.

Equation (3) ensures that the number of slots assinged for each subject does
not exceed the maximum load of the subject, per week.

Equation (4) ensures that each teacher and each room is free when it is as-
signed a slot in the timetable.

4.2 Problem Definition

The timetable is used by engineering students & faculty. It must schedule lectures
and practical sessions. It should not cause any clashes for the students, teachers,
classrooms or the time slots. It can be viewed by the students, teachers and
anyone else related to the department of computer engineering. It can be created
or modified only by the admin(s) after the identity is authenticated.
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4.3 Solution

To solve the above mentioned problem, we have implemented the system named
”TTGene” using the proposed approach of Genetic Algorithm.
Each timetable is considered as a Chromosome and each cell of the timetable is
considered as a Gene. Each gene is made up of following parts :

– Subject
– Teacher
– Room

The genes are combined together to form a timetable. The different Genetic
Operations are performed on the genes to get the best solution.

1. Initially, 5000 random timetables are generated to create the random initial
population.

2. The fitness of each timetable is calculated based on the equation from section
4.1.

3. Then, tournaments are held between 125 timetables for selecting the parents.
The best timetables that are obtained after selection are forwarded to the
next step.

4. 2 - point crossover is performed on the selected timetables to improve the
fitness.

5. The weaker timetables then undergo mutation procedure. This step might
improve or reduce the fitness.

These steps are repeated continuously until the timetable with required fitness
is obtained.

The system uses the following tables as sample initial data. Using this data,
the steps of Genetic algorithm are executed. The system can be fed with the
data, as and when required and timetables are generated.

Table 1. Rooms Table

Id Name Lab

Table 2. Subjects Table

Id Name Class Practical Update Dayskipped Lectures per week

Table 3. Teachers Table

Id Name No. subject Subject1 Subject2 Subject3 Update Dayskipped
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5 Comparative Analysis and Results

This section presents the results of a practical performance evaluation of the
TTGene system. Although the problem space used for the study is small, it is
sufficient enough to compare between the different methods.

The timetabling problem as discussed in [19] is a NP-Complete problem.When
solved by manual method and the computations needed increase exponentially
with problem size. Hence, optimal solutions cannot be expected from the tra-
ditional manual approach. The following table discusses the drawbacks of the
approaches based on their performance.

Table 4. Performance evaluation between manual and automated approach

Sr. No. Factors Manual Approach Automated Approach

1 Resource Utilization Less More

2 Efficiency Poor Higher

3 Human Effort More Less

4 Optimality Less Better

5 Conflict Resolving Capability Good Comparatively Bad

6 Conclusion and Future Scope

In today’s global and competitive environment, the use of scarce resources in the
best possible way is more important than ever, and time is one of the critical
resources for almost all problems. Our proposed method demonstrates the use
of Genetic algorithm techniques for generation and modification of timetables
to achieve optimality in the generated timetables. Each timetable is evaluated
by testing the number of times it breaches each constraint. Thus timetables are
evolved with a minimum number of constraint violations. The designed system
can generate timetables efficiently without much human interactions and the
experiment results show the optimized timetables are more reasonable. The per-
formance of GA is compared with other algorithms and it is observed that GA
outperforms the others.
The system currently can be used only to generate the school/college timeta-
bles. The improved optimization techniques used in the system TTGene can be
further applied to generate University Exam timetables. The same concept can
also be used in hospitals where doctors have to be assigned as a resource to the
various patients.
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Abstract. With the increasing demands in solving larger dimensional problems, 
it is necessary to have efficient algorithm. Efforts were put towards increasing 
the efficiency of the algorithms. This paper presents a new approach of particle 
swarm optimization with cooperative coevolution. The proposed technique 
[NPSO-CC] is built on the success of an early CCPSO2 that employs an 
effective variable grouping technique random grouping. The technique of 
moving away out of the local minima is presented in the paper. Instead of using 
simple velocity update equation, the new velocity update equation is used from 
where the contribution of worst particle is subtracted. Experimental results 
show that our algorithm performs better as compared to other promising 
techniques on most of the functions.  

Keywords: article Swarm Optimization, Self adaptive, Co operative co 
evolution. 

1 Introduction 

Due to wider application area of evolutionary algorithms, many researchers have 
found their interest. Many stochastic algorithms suffer the problem of “curse of 
dimensionality” i.e. it performs well for smaller dimension problem but performance 
degrades as dimensionality increases. Finding global optima for simple unimodal 
function to rotated shifted multimodal function has become much more challenging. 
As most of the problems in real life are equivalent to solving multimodal problem 
with higher dimension, it is necessary to design the effective optimization algorithm.  

Particle swarm optimization(PSO) is global optimization method proposed initially 
by James Kennedy and Russell Eberhart [1] in 1995. The particle swarm concept 
originated as a simulation of simplified social system. However it was found that 
particle swarm model can be used as an optimizer. Suppose the following scenario: a 
flock of birds are randomly searching food in an area. There is only one piece of food 
in the area being searched. All the birds are unaware of the location of food. But they 
know how far the food is in each iteration. So what`s the best strategy to find the 
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food? The effective one is to follow the bird which is nearest to the food. PSO is a 
part of evolutionary computing which is mostly used algorithm in almost all kind of 
optimization problems. Due to its simple equation and involvement of less 
parameters, it becomes one of the promising algorithm for solving optimization 
problems. Different PSO variants are proposed from its inception to till date. Efforts 
were put to solve higher dimensional as well as multidimensional problems. Because 
of premature convergence of different PSO variants, it is necessary to handle higher 
dimensional problems. The better approach is to use divide and conquer strategy, 
which divides total dimensions into number of sub dimensions and handling each of 
these subcomponents individually. Jong and Potter [2] in 1994 started their efforts 
towards cooperative coevolution (CCGA) which is extended by Frans van den Bergh 
and Andries P. Engelbrecht in 2004. They proposed CPSO-Sk [3] and CPSO-Hk 
techniques which is tested on 30 dimensions only. But how it performs on larger 
dimension upto 1000 is unanswered.  

Recent studies by Z. Yang  [4] suggested a new decomposition strategy based on 
random grouping. Without prior knowledge of the nonseparability of a problem, it 
was shown that random grouping increases the probability of two interacting variables 
being allocated to the same subcomponent, thereby making it possible to optimize 
these interacting variables in the same subcomponent, rather than across different 
subcomponents. Adaptive weighting scheme is proposed by Zhenyu yang which uses 
evolutionary computing in cooperative coevolution. To solve the problems of larger 
dimensions, CCPSO technique [5] was proposed. Author has used random grouping 
and adaptive weighting scheme in his work. Based on this idea, CCPSO2 model [6] 
was introduced where a new PSO model using Cauchy and Gaussian distributions 
was used instead of generalized PSO velocity and position update equation. It uses 
new adaptive scheme which dynamically determines the subcomponent sizes for 
random grouping. The performance was tested on CEC 2008 test suit [7] for 1000 and 
2000 dimension. Though it performs well, results are not much satisfactory on some 
functions. To increase the performance, a new approach namely NPSO-CC is 
proposed.Results taken in this direction are more promising as compared to other 
techniques proposed. Results are taken for 1000 dimension and performance is 
evaluated on CEC-2010 test suit [8].  

Rest of the paper is organized as follows. Section 2 represents the overview and 
different variants of PSO. Section 3 represents proposed methodology. Experimental 
results and analysis is given into Section 4, followed by Conclusion and future 
direction in section 5. 

2 Overview of PSO 

Particle Swarm Optimization (PSO) incorporates swarming behaviors observed in 
flocks of birds, schools of fish, or swarms of bees, and even human social behavior. 
As an algorithm, the main strength of PSO is its fast convergence, which compares 
favorably with many global optimization algorithms like Genetic Algorithms (GA), 
Simulated Annealing (SA) etc. In a particle swarm optimizer, individuals are 
“evolved” by cooperation and competition among the individuals. Each particle 
adjusts its flying according to its own flying experience and its companions’ flying 
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experience. Each individual is named as a “particle” which, in fact, represents a 
potential solution to a problem. Each particle is treated as a point in a D dimensional 
space. The ith particle is represented as 

Xi = ( Xi1, Xi2,…………,XiD) 

The best previous position (the position giving the best fitness value) of any 
particle is recorded and represented as  

Pi = (Pi1, Pi2,……..,PiD) 

The index of the best particle among all the particles in the population is 
represented by the symbol g. The rate of the position change (velocity) for particle i is 
represented as  

                            Vi = (Vi1,Vi2,……….,ViD)  

Vid=Vid+c1*rand( )*( Pid- Xid +c2* rand( )*( Pgd - Xid)                      (a) 

The Particle are manipulated according to equation 

 Xid =Xid + Vid                   (b) 

Where, rand () is a random function which generates value in the range [0, 1]. The 
second part of the equation (a) is the “cognition’ part, which represents the private 
thinking of the particle itself. The third part is the “social” part, which represents the 
collaboration among the particles. The equation (a) is used to calculate the particle‘s 
new velocity according to its previous velocity and the distances of its current 
position from its own best experience (position) and the group’s best experience. 
Then the particle flies toward a new position according to equation (b). The 
performance of each particle is measured according to a predefined fitness function, 
which is related to the problem to be solved. 

The above PSO equation is a basic equation, which is continuously updated in 
previous years. The inertia weight w is brought into the equation (a) as shown in 
equation (c) by Yuhui Shi in 1998[9]. This w plays the role of balancing the global 
search and local search. It can be a positive constant or even a positive linear or 
nonlinear function of time. 

Vid=w*Vid+c1*rand( )*( Pid- Xid +c2* rand( )*( Pgd - Xid)                  (c) 

Its value is taken as 0.7 in initial days which is further considered as a dynamic for 
better exploration initially and then fine exploitation. To remove the problem of 
stagnation, various PSO variants like GCPSO, MPSO, OPSO, QPSO, HPSO, 
RegPSO were proposed which were tested upto 30 dimension problems. But solution 
for higher dimensional problems upto 1000 were unanswered. Now a days 
cooperative co evolution method is used in different evolutionary algorithms like 
genetic algorithm(GA), differential evolution(DE) and PSO etc. Zhenyu Yang 
proposed a new cooperative coevolution framework that is capable of optimizing 
large scale nonseparable problems by using differential evolution. A random grouping 
scheme and adaptive weighting were introduced in problem decomposition and 
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coevolution. Proposed DECC-G[4] was very effective and efficient in tackling large 
optimization problems with dimensions up to 1000. Jia Zhao proposed TSEM-PSO 
which divides the swarm into two subswarms, where first swarm follows basic PSO 
equation and second follows other equation proposed by author and then particles of 
subswarm exchanges information between them.  

Efforts were also made by combining the features of PSO & DE in cooperative 
coevolution. PSO has the tendency to distribute the best personal positions of the swarm 
particles near to the vicinity of problem’s optima and to efficiently guide the evolution 
and enhance the convergence, the DE algorithm is used without destroying the search 
capabilities of the algorithm. CCPSO performs integrated random grouping and adaptive 
weighting scheme which scales up the PSO on high dimensional non separable problems. 
Based on the success of CCPSO2, Xiaodong Li proposed CCPSO2 which adopts a new 
PSO position update rule that relies on Cauchy and Gaussian distributions to sample new 
points in the search space, and a scheme to dynamically determine the coevolving 
subcomponent sizes of the variables. By considering promising results of these 
cooperative strategies, NPSO-CC algorithm is proposed in this paper.  

3 Proposed Method 

NPSO-CC is an extended version of CCPSO2 where some features are replaced by 
new methodology. Here we perform random grouping of variables at each iteration. 

3.1 More Frequent Random Grouping 

Here we randomly divide the D-dimensional space into n subcomponents of fixed size. 
Number of particles remains same in this process. The advantage of dividing it randomly 
that the probability of placing two interacting variables into the same subcomponent 
becomes higher, over an increasing number of iterations. The probability of assigning 
two interacting variables xi and xj into a single subcomponent for at least k cycles is [4] 

Pk = N r 1 NN
 

where N is the total number of cycles and m is the number of subcomponents. If 
we run the algorithm for 50 iterations, there are 50 executions of random groupings 
will occur. The probability of optimizing the two variables in the same subcomponent 
for at least one iteration is 

P(x ≥ 1) = p(1) + p(2) + . . . + p(50) 

            = 1- p(0) 

             = 1 – 50 0  (0.1)0 (1- 0.5)50 

             = 0.9948 

Where x is number of observed successes over 50 runs. It shows relatively high 
probability of interacting variables into same subcomponent. 
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3.2 Velocity Update Equation 

When particles move in the search space, it updates its velocity based on its personal 
as well as swarm experience. The worst particle in each iteration is also contributing 
to find the new velocity. The contribution is subtracted from the original equation. 
The new velocity update equation is i.e. equation (c) is modified as, 

Vid=w*Vid+c1*rand()*(Pid-Xid)+c2*rand()*(Pgd-Xid)-c2*rand()*(Pwd-Xid)      (d) 

Where, Pwd = Worst particle in the swarm 

 d= Number of dimensions 

The main idea behind subtracting the contribution of worst particle is as given. 
After considering the performance of all particles together, worst particle actually 
degrades the performance. Subtracting performance plays very vital role in increasing 
the performance.  

3.3 A New Technique to Deal with Stagnation  

Though the above strategies are used to enhance the performance of PSO, the 
problem of stagnation is still persisting.  

 

Fig. 1. Illusion as a best 

Fig. 1 shows the nature of multimodal function. Due to large number of uphills and 
downhills, it is difficult to identify true global optimum. Here we proposed simple 
technique to deal with this. If for 50 numbers of iterations, the fitness value remains 
constant, those particles will be initialized in another territory. To find new region the 
radius is calculated by dividing the range by some constant. Particles must be initiated 
outside the circle of radius rad to carry out the further search. The steps of the 
algorithm are presented as follows. 

D :  Dimension     N : Number of  particles 
START 

1. Divide the swarm into subswarm along s dimension where D = No of group *s 
2. For each group 

           Find Velocity by subtracting the contribution of  worst particle in subswarm  
           Update position for each subswarm  
           Evaluate the subswarm  
 

 

True global 

Illusion as a best 
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    Divide the subswarm into two groups along number of  particles based on fitness 
    First half particle remain unchanged 
    For remaining half particle  
                             pos = rand * pos  
            end 

3. Merge the subswarm along dimensions 
4. Evaluate the swarm 
5. If for 50 iterations fitness unchanged 

     Find radius ,  rad = range / constant; 
     Initialize the swarm at different position outside the circle of radius, rad  

6. Repeat the procedure from step 1. 
END 

When we divide the subswarm into two groups along number of particles, first part 
remains unchanged. For remaining half of the particles, we multiply the position by 
random value to bring randomness in its position. This is because these particles does 
not perform well on previous position. So it is better to change the position randomly. 
The reason for taking number of iteration as 50 is as explained. We have performed 
the experiment for 10, 50, 100, 200, 500 iterations. It is found that there are 90 % 
chances of changing the solution after 10 iterations, so the value 10 is not suitable. 
We also checked the change in solution after 100, 200, 500 iterations, it is found that 
there are less than 2 % chances of changing the values. So instead of waiting for large 
number of iterations, where we cannot get better value, it is better to change the 
territory after 50 iterations. When we want to update the position after 50 iterations, it 
is necessary to shift that particle in another region. The region is nothing but the circle 
of radius, rad. If for example bounds are set in between -100 to 100, the value of 
range becomes 200. If we divide this value by 40, we get radius as 5. Then move the 
particle outside the circle of radius 5 in the search space. The value of constant varies 
from 40 to 80, as these values produces better results. If we set the value below 40, 
radius increases, which will lead to set the particle beyond bigger circle. That time it 
will have a lower space to explore. As value increases beyond 80, particle may have 
smaller territory to explore.  

4 Experimental Results and Analysis 

Above algorithm is evaluated on CEC-2010 & CEC-2008 test suit, as these are the 
mostly used for comparison on single objective optimization problems. Experiment is 
run on Matlab 7.9, windows i3 processor with 4 GB RAM. The values of w,c1,c2 are 
taken as 0.72, 1.49,1.49 respectively. Algorithm is evaluated for 100000 iterations in 
25 runs. Its mean, median and standard deviation values are recorded for comparison. 
NPSO-CC is compared with ith SPSO-2011[12] & DECC-G on CEC-2010 test suit. 
CEC-10 suit consist of 20 fitness function where first 3 functions are separable, last 2 
are fully non separable and others are group nonseparable. 
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Table 1. Comparison among NPSO-CC, SPSO-11, DECC-G on CEC-2010 

 
Values outside the brackets shows the mean performance, whereas values inside the brackets 
shows standard deviation. ‘+’ sign denotes better performance of NPSO-CC, ‘-‘ sign denotes 
better performance of some other algorithm, ‘~’ sign denotes equal performance of NPSO-CC 
with other  algorithm.  

Above table shows the performance of NPSO-CC, SPSO-11, DECC-G algorithms. 
T-test is used to compare the performance of these algorithms on both test suits. From 
the table it is found that NPSO-CC performs well  for 30 values whereas DECC-G 
performs well for 7 values. SPSO -2011 does not perform well for any function. 
Proposed algorithm & DECC-G performs statistically equals on f4 for its mean values 
and on f9, f11 for its standard deviation. It is also found that proposed algorithm does 
not perform well on fully non separable functions. This is because proposed algorithm 
divides the dimensions into sub dimensions and because of interdependencies among 
dimensions, there may be chance of presence of most interdependent components in 
different subcomponents. Simple cooperative coevolution is not suitable for fully non 
separable functions. 

Figure 2 is a graphical comparison of these algorithms on their mean values. 
Algorithm is also evaluated on CEC-2008, where it considers six functions for 
performance evaluation. Following table shows the comparison of proposed algorithm 
with CCPSO2 and DMS-PSO.  
 

    
FN NPSO-CC SPSO-2011 DECC-G Sign 
f1 3.2734e+007(1.34e+007) 1.98e+011(2.24e+010) 3.2734e-018(1.985e-019) ( - , - ) 
f2 2.1e-001(4.865e-002) 1.81e+004(1.77e+002) 3.1e+002(9.7742) ( + , + ) 
f3 9.3832e-003(2.94e-004) 2.12e+001(8.94e-002) 3.9126(2.011e-001) ( + , + ) 
f4 9.3892e+012(1.214e+012 1.17e+015(3.45e+014) 4.8493e+012(2.534e+011 ( ~ , -) 
f5 2.6067e+005(2.017e+003 6.43e+008(5.23e+007) 7.9827e+007(8.183e+006 ( + , + ) 
f6 5.3631e+006(7.812e+005 1.95e+007(8.234e+006) 9.3324e+006(3.528e+004 ( + , - ) 
f7 1.2616e+007(9.126e+005 3.84e+011(1.914e+011) 2.2621e+011(2.2621e+011 ( + , + ) 
f8 6.3027e+007(4.214e+006 3.33e+016(6.1148+014) 1.9072e+012(4.0532e+01 ( + , + ) 
f9 2.3796e+008(1.027e+008 2.19e+011(7.093e+010) 4.6198e+010(3.1127e+00 ( + , ~ ) 
f10 936.96(1.1283) 1.82e+004(3.75e+002) 2.28e+004(9.734e+002) ( + , + ) 
f11 27.5232(8.6129) 2.32e+002(1.0075e+002 935.28(6.217) ( + , ~ ) 
f12 27811.6(92.211) 1.19e+007(8.524e+005) 1.2891e+006(8.741e+005 ( + , + ) 
f13 9526.58(9377.22) 1.03e+012(4.941e+011) 5.88e+006(1.925e+006) ( + , + ) 
f14 6.0891e+008(1.124e+007 2.36e+011(1.163e+011) 1.1254e+010(8.454e+008 ( + , + ) 
f15 2.8621(9.428e-001) 1.82e+004(3.329e+002) 267.98(28.911) ( + , + ) 
f16 3.1172(2.107e-001) 4.22e+002(3.715e+001) 511.72(128.135) ( + , + ) 
f17 9822.8(8219.24) 4.01e+007(8.6412e+006 9.0127e+006(1.7635e+00 ( + , + ) 
f18 4.2341e+008(8.984e+007 2.27e+012(1.884e+012) 2.3981e+012(2.1934e+01 ( + , + ) 
f19 8.3920e+008(8.3920e+008) 7.83e+007(2.214e+005) 4.3328e+005(1.283e+005 ( - , - ) 
f20 1.2001e+012(3.261e+011 2.17e+012(2.17e+012) 1.0824e+012(1.0824e+012 ( - , + ) 

Total 30 Nil 07 -------- 
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Fig. 2. Comparison of above three algorithms on their mean values 

Table 2. Comparison between NPSO-CC, CCPSO2, DMS-PSO 

 

From the result it is concluded that NPSO-CC outperformed CCPSO2 and DMS-
PSO on 4 functions for its mean and standard deviation. For remaining two functions 
it performs well as compared to CCPSO2 but does not perform well as compared to 
DMS-PSO. Statistically it performs well on all the values. First two functions are 
unimodal and remaining four functions are multidimensional in nature. For complex 
problems with higher dimensions, our algorithm performs well. For multimodal 
functions, there are always the chances of stagnation, which gets removed by 
exploiting another region.   

5 Conclusion and Future Direction 

Multidimensional problems are always difficult to solve. Simple PSO could not find 
the global optimum and fails to converge it. In this paper, we have proposed new 
algorithm which forms groups along dimensions so that dimensional space is 
decreased which results in finding better value. The technique of moving the swarm 
outside the local minima contributes better results. Test suit of 2008 and 2010 is used 
to compare performance of the algorithm. Performance is compared with well known 
algorithms SPSO2011, DMS-PSO, DECC-G & CCPSO (2012) and it is found that 
this algorithm performs extremely well. 

As this algorithm doesn’t perform well for fully non separable function, strategies 
must be designed to deal with these kinds of problems. It is better to hybrid this 
technique with other intelligent techniques present in the market. 

1.00E+00
5.00E+02
2.50E+05
1.25E+08
6.25E+10
3.12E+13
1.56E+16

1 2 3 4 5 6 7 8 9 1011121314151617181920

Fitness

Function

NPSO-
CC
SPSO-
2011

- Results of CCPSO2 & DMS PSO are taken from [6] 

FUN NPSO-CC CCPSO2 DMS-PSO Sign 
f1 4.3321e-18 (2.981e-19) 5.18E-13 (9.61E-14) 0.00E+00 (0.00E+00) ( - , - ) 
f2 2.2991e-03 (4.22e-03) 7.82E+01 (4.25E+01) 9.15E+01 (7.14E-01) ( + , + ) 
f3 1.3217e-01 (8.2391e-03) 1.33E+03 (2.63E+02) 8.98E+09 (4.39E+08) ( + , + ) 
f4 7.9320e-05 (3.2181e-06) 1.99E-01 (4.06E-01) 3.84E+03 (1.71E+02) ( + , + ) 
f5 3.3876e-05 (3.3876e-05) 1.18E-03 (3.27E-03) 0.00E+00 (0.00E+00) ( + , + ) 
f6 5.2139e-13 (1.915e-14) 1.02E-12 (1.68E-13) 7.76E+00 (8.92E-02) ( - , - ) 

Total 08 Nil 04 --------- 
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Abstract. Digital Watermarking, that is used for protection against digital 
piracy, tampering etc, has a lot of uses apart from protection like media 
forensics, improvement to digital communication quality,    accurate audience 
monitoring, medical applications and so on.  We present, here in this work, an 
invisible robust non-blind Digital Watermarking algorithm to maintain 
acceptable levels of imperceptibility and robustness at the same time using 
Singular Value Decomposition (SVD) and Particle Swarm Optimization (PSO) 
with multiple scaling factor.  Application of such scheme provides an avenue 
for optimization of the strength-of-the-watermark (scaling factor) for attaining 
high robustness against watermarking attacks while maintaining the visual 
quality of the cover object. Our algorithm is found to exhibit significant 
performance improvement over the usage of constant scaling factors in Singular 
Value Decomposition based Digital Watermarking algorithm. 

Keywords: SVD, PSO, scaling factor, robustness, imperceptibility. 

1 Introduction 

Even though the practise of watermarking has been there for several centuries, the last 
two decades have seen a positive avalanche in the research for various watermarking 
techniques. This has been mainly because of the need for protection of intellectual 
properties on the digital front. But along with the positive benefits there also have 
been the negative aspects of copyright infringements and piracy. Today, there is no 
such thing as protection of personal data items on a moral basis - the protection has to 
be enforced. Digital watermarking comes into play in the prevention of unauthorized 
copying of intellectual property and even detection of tampering with the digital 
objects. With the growth of high speed computer networks and wide availability of 
digital consumer devices, access to digital information and electronics transaction 
became easier. This leads towards the problem of illegal copying and redistribution of 
information. 

Visual Information hiding technique becomes a potential solution to this 
intimidation by means of Intellectual Property Right protection, authentication and 
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integrity verification. Visual Information hiding aims at ensuring a privacy property 
without damaging the information during an electronic transaction. Mainly, the 
research on Digital Watermarking is focussed on two arenas: spatial and transform 
domain. Spatial domain watermarks are easy to incorporate within the cover object, 
have less computational requirement and tend to preserve the perceptual quality of the 
cover object. However, the spatial watermarks are also generally easy to be removed 
or corrupted due to malicious or non-malicious involvements (watermarking attacks). 
On the other hand transform domain watermarks make use of more computation 
intensive methods to be embed a watermark within the cover object. However, once 
into the cover object, they are relatively more difficult to be distorted or removed than 
their spatial counterparts.  However, the perceptual quality of the cover object after 
taking in the transform domain watermarks are not always up to the mark, thus once 
again defeating the purpose of invisible digital watermarking. Hence, the research for 
the perfect invisible digital watermarking algorithm that preserves the perceptual 
quality of the cover object and at the same time offers tough resistance to the removal 
or distortion of the watermark embedded in the cover object still going on.  

When, a watermark is inserted into a digital cover object, the invisibility and 
robustness of the watermark depends upon several factors. They are: (i) the algorithm 
used being for the watermarking technique (ii) the innate nature of the watermark (iii) 
the strength of the watermark being embedded. Now, a designer might choose an 
algorithm and a watermark that provides a general good performance. However, 
simply estimating the strength of the watermark required for providing adequate 
imperceptibility but at the same time enough robustness to withstand distortions to the 
cover image is a dicey situation. This is because; different attacks might react 
differently for a particular strength of the watermark. Thus for the same strength of 
the watermark, an attack might not be able to disrupt the watermark at all on the other 
hand some other attack might totally render it indistinguishable. Hence, the concept of 
multiple watermarking is introduced i.e. watermarking using multiple copies of 
watermark each of which might have different strengths. The strength of watermark is 
otherwise known as scaling factor. Thus this kind of watermarking focuses on 
multiple scaling factors. 

2 Theory 

In this work we demonstrate an invisible robust non-blind Digital Watermarking 
algorithm to maintain acceptable levels of imperceptibility and robustness at the same 
time using Singular Value Decomposition (SVD) and Particle Swarm Optimization 
(PSO) with multiple scaling factor.  Let us now put some effort to brief about SVD, 
PSO and the proposed algorithm. 

2.1 Singular Value Decomposition (SVD) 

The Singular Value Decomposition (SVD) is a factorization technique of linear 
algebra. It is an orthogonal transformation and it also leads to diagonalization. It 
breaks a matrix of higher order into summation of product of matrices of smaller 
orders. The method is applicable not only to square matrices but also rectangular 
matrices, which makes it flexible enough to be applied to a varied no of applications. 
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Through SVD any matrix Mmxn (M Є Rmxn, m > n) having rank r can be represented 
as the product of three matrices Umxm (U Є Rmmn), Smxn (S Є Rmxn) and Vnxn (V Є Rnxn). 

M = U * S * VT 

S-matrix 
S = diag (σ1, σ2, ..., σn) consists of positive values in the decreasing order of 
magnitude. σi is known as the singular value of M. The number of non-zero elements 
in the diagonal of S is equal to the rank of M. 

1 2 1 1..... ...... 0r r r nσ σ σ σ σ σ− +≥ ≥ ≥ ≥ > > =  

Also σ =Λ1/2 where Λ represents the Eigen-value of both MTM and MMT. 

(MTM) vi  = λi vi; 

1
2σ = Λ ; (MMT) ui = λi ui 

 
V-matrix 
V is orthogonal matrix i.e.                  VVT = VTV =I 
V = [v1, v2, ….., vn] consists of unit eigenvectors of MTM.    &   (MTM) vi  = λi vi 
The columns of V are known as right-singular values of M   &   MV = US 

 
U-matrix 
U is an orthogonal matrix i.e.    UUT = UTU =I 
The columns of U are known as left-singular values of M & UTM = SVT 
The columns of U=[u1,u2,..,um]  also consist of unit eigenvectors of MMT &  (MMT)  
ui = λi ui 

2.2 Particle Swarm Optimization (PSO) 

From the various works we can observe that the symbiosis of digital watermarking 
and soft-computing tools is still in its infancy and has been used in the very recent 
years only. However, the usage of soft-computing tools in digital watermarking is 
increasing very fast due to the strong optimization and searching capability of soft 
computing tools. In this thesis we intend to use Particle Swarm Optimization to 
increase the performance of the algorithm proposed. 

Particle Swarm Optimization (PSO) is an Evolutionary Computation technique 
developed by Kennedy and Eberhart In 1995. The algorithm was inspired by the 
coordinated, seamless but unpredictable motion of the flight of a flock of birds. The 
effort was initially being made to model the flight of birds but then the model was 
seen to act as an optimizer and hence it was refined to ultimately form the Particle 
Swarm Optimization technique.  In this technique, each solution to the problem is 
referred to as a ‘particle’. The particle may be multi-dimensional with each dimension 
consisting of a different variable to be optimized. At the start of the algorithm a 
population of particles is initialized. Each particle has a ‘position’ and a ‘velocity’ 
associated with it. Initially, the position and velocity of a particle are chosen 
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randomly. Then the fitness of each particle are evaluated according to some fitness 
function. The best position a particular particle attains throughout the search for the 
solution corresponding to the best value of fitness function of the individual particle, 
is tagged as ‘pbest’. Similarly, the best position among all the particles that has been 
attained throughout the search for the solution corresponding to the best value of 
fitness function attained globally is tagged as ‘gbest’. The PSO mechanism consists of 
driving i.e. accelerating the position of the particles towards their respective 
individual pbest solution and towards the global gbest solution. The search for 
solution to the problem stops when all the particles attain position values i.e. as close 
as possible to the gbest value. The PSO iterations are driven by the following 
equations: 

vid = w * vid + c1 * rand() * (pid - xid) + c2*Rand()*(pgd – xid) 

xid= xid + vid 

Here, xid: position of each particle. 

vid: velocity of each particle. 
pid: the personal best position of the particle. 
pgd: the global best position among all the particles. 
c1 and c2 : constants whose values are usually taken as 2. 
w: weight of vid. It is taken in the range (0, 1]. 
rand() and Rand(): random number generators within the range (0,1]. 

3 Algorithm 

We are now in a position to explain the proposed algorithm.  

Steps of the Algorithm 

The algorithm can be summarized in the form of the following steps: 

1. Decompose the host into its 3 component 2-D matrices: part_1, part_2 and 
part_3. 

2. For each of the parts: 
a. Optimize the scaling factor according to category-1, categoty-2 or 

category-3 (The three categories must correspond to the three parts). 
b. Embed the watermark using the optimized scaling factor according 

to the steps in section 5.1.1.A.  
c. Calculate the PSNR 

3. Calculate the PSNR according to the equation 5.1. 
4. Simulate the attacks given in section 5.1.1.B. 
5. Extract the watermarks from the 3 parts of the stego by the steps outlined in 

section 5.1.1.C.: watermark_ex1, watermark_ex2 and watermark_ex3 
6. Calculate the NCC corresponding to each watermark_ex: NCC_1, NCC_2 

and NCC_3 
7. Chosen extracted_watermark = watermark_ex having the maximum[NCC_1, 

NCC_2, NCC_3] 



    Efficient Digital Watermarking Based on SVD and PSO with Multiple Scaling Factor 795 

4 Results and Discussion 

In our present work, we present an invisible robust non-blind Digital Watermarking 
algorithm to maintain acceptable levels of imperceptibility and robustness at the same 
time using Singular Value Decomposition (SVD) and Particle Swarm Optimization 
(PSO) with multiple scaling factor.    In this paper the PSO will be used to optimize a 
single parameter depending upon two factors i.e. the scaling factor of a watermark 
will be optimized to maximize the robustness and imperceptibility of the proposed 
digital watermarking algorithm.  But due to brevity we are citing limited results.  
However, those results establish suitability of our algorithm.  We have considered 
here five different pictures and five    attacks to validate our algorithm. Results are 
given in tabular form. The Table 1 shows that the PSNR for each of the 5 hosts that 
have been tested have are very satisfactory.   They are all above the acceptable level 
of PSNR i.e. usually held to be 

Table 1. Peak Signal-to-Noise Ratio (PSNR) 

Host PSNR PSNR_host 

Host1 57.76 37.32 

Host2 20.62 65.50 

Host3 25.58 37.88 

Host4 18.35 59.74 

Host5 18.38 36.47 

Table 2. Normalized Cross Correlation (NCC) 

Attacks Host1 Host2 Host3 Host4 Host5 

JPEG(CR=25) 0.9127 0.9976 0.9956 0.9993 0.9965 

Gaussian Noise 0.5154 0.8073 0.4694 0.7989 0.8427 

Rotation-30° 0.8879 0.9181 0.8283 0.8393 0.8680 

Motion 0.5272 0.6241 0.8035 0.7059 0.7316 

Averaging 0.7478 0.8964 0.9662 0.9504 0.9338 

 

35dB to 37dB. Thus from the respect of imperceptibility the performance of the 
proposed algorithm is very satisfactory. Also, it must be mentioned that in spite of the 
heavy capacity the imperceptibility maintained is laudable. The Table 2 shows that all 
obtained NCC values for each of the hosts and found to be better than earlier reported 
values. 
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5 Conclusion 

The algorithm proposed in the thesis has made the use of optimization of the scaling 
factor. The algorithm proposed in this thesis has a superior performance in terms of 
imperceptibility and capacity.  The imperceptibility and robustness of the SVD based 
Digital Watermarking algorithm is dependent on the value of the scaling factors. The 
optimized scaling factors yield a boost-up the performance of the algorithm as 
compared to the constant scaling factors. The boost-up is mainly in terms of 
robustness of the algorithm. 
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Ant Colony Based Optimization from Infrequent Itemsets 
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Abstract. Data Mining is the area of research by which we can find relevant 
patterns from the data set. It is used in several areas. In this paper we are 
focusing on finding relevant patterns from Positive and Negative Rules. For this 
we have applied Ant Colony Optimization (ACO) technique on the positive and 
negative rules. Our algorithm has achieved better global optimum value and 
chances of finding are improved. So the chances of Positive or relevant rules 
are more in comparison to the traditional technique. We are also applying the 
optimization to the negative rules so that there are equal chances for achieving 
the global optimum. But the negative rules are not qualifying the global 
optimum value and hence the relevant rules find by our algorithm are verified. 

Keywords: Data Mining, Ant Colony Optimization (ACO), Positive 
Association, Negative Association, Global Optimum Value. 

1 Introduction  

Mining association rules is an important task. Past transaction data can be analyzed to 
discover customer purchasing behaviors such that the quality of business decision can 
be improved. The association rules describe the associations among items in the large 
database of customer transactions. However, the size of the database can be very 
large. A large amount of research work has been devoted to this area, and resulted in 
such techniques as k-anonymity [1], data perturbation [2], [3], [4], [5], and data 
mining based on  [6], [7]. Data Mining and association rules are applied in several 
application areas including mobile technology [8][9]. It will be associated with 
several level of subset, superset based criteria of filtering the data [10]. This signifies 
the research direction in several fields. We can use ARM and data mining application 
in health care, medical database, classification and combining these techniques with 
other approach extensively increases the potential behavior and applicability. In [11] 
author suggests that many of the researchers are generally focused on finding the 
positive rules only but they not find the negative association rules.  But it is also 
important in analysis of intelligent data. It works in the opposite manner of positive 
rule finding. But problem with the negative association rule is it uses large space and 
can take more time to generate the rules as compare to the traditional mining 
association rule [12][13]. So better optimization technique can find a better solution in 
the above direction. In this paper we have applied Ant Colony optimization technique 
for finding the better optimization technique. 
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2 Literature Review 

In 2008, He Jiang et al. [14] suggest that the weighted association rules (WARs) 
mining are made because importance of the items is different. Negative association 
rules (NARs) play important roles in decision-making. But according to the authors 
the misleading rules occur and some rules are uninteresting when discovering positive 
and negative weighted association rules (PNWARs) simultaneously. So another 
parameter is added to eliminate the uninteresting rules. They propose the support-
confidence framework with a sliding interest measure which can avoid generating 
misleading rules. An interest measure was defined and added to the mining algorithm 
for association rules in the model. The interest measure was set according to the 
demand of users. The experiment demonstrates that the algorithm discovers 
interesting weighted negative association rules from large database and deletes the 
contrary rules. In 2009, Yuanyuan Zhao et al. [15] suggest that the Negative 
association rules become a focus in the field of data mining. Negative association 
rules are useful in market-basket analysis to identify products that conflict with each 
other or products that complement each other. The negative association rules often 
consist in the infrequent items. The experiment proves that the number of the negative 
association rules from the infrequent items is larger than those from the frequent. In 
2011, Weimin Ouyang et al. [16] suggest three limitations of traditional algorithms 
for mining association rules. Firstly, it cannot concern quantitative attributes; 
secondly, it finds out frequent itemsets based on the single one user-specified 
minimum support threshold, which implicitly assumes that all items in the data have 
similar frequency; thirdly, only the direct association rules are discovered. They 
propose mining fuzzy association rules to address the first limitation. In this they put 
forward a discovery algorithm for mining both direct and indirect fuzzy association 
rules with multiple minimum supports to resolve these three limitations. In 2012, 
Yihua Zhong et al. [17] suggest that association rule is an important model in data 
mining. However, traditional association rules are mostly based on the support and 
confidence metrics, and most algorithms and researches assumed that each attribute in 
the database is equal. In fact, because the user preference to the item is different, the 
mining rules using the existing algorithms are not always appropriate to users. By 
introducing the concept of weighted dual confidence, a new algorithm which can 
mine effective weighted rules is proposed by the authors. The case studies show that 
the algorithm can reduce the large number of meaningless association rules and mine 
interesting negative association rules in real life. In 2012, He Jiang et al. [18] support 
the technique that allows the users to specify multiple minimum supports to reflect the 
natures of the itemsets and their varied frequencies in the database. It is very effective 
for large databases to use algorithm of association rules based on multiple supports. 
The existing algorithms are mostly mining positive and negative association rules 
from frequent itemsets. But the negative association rules from infrequent itemsets are 
ignored. Furthermore, they set different weighted values for items according to the 
importance of each item. Based on the above three factors, an algorithm for mining 
weighted negative association rules from infrequent itemsets based on multiple 
supports(WNAIIMS) is proposed by the author. In 2013, Anjana Gosain et al. [22] 
suggest that the traditional algorithms for mining association rules are built on binary 
attributes databases, which has two limitations. Firstly, it cannot concern quantitative 
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attributes; secondly, it treats each item with the same significance although different 
item may have different significance [23]. Also a binary association rule suffers from 
sharp boundary problems [24]. According to the authors many real world transactions 
consist of quantitative attributes. That is why several researchers have been working 
on generation of association rules for quantitative data. They present different 
algorithms given by various researches to generate association rules among 
quantitative data. They have done comparative analysis of different algorithms for 
association rules based on various parameters. They also suggest a future suggestion 
that there is the need of a framework of association rules for data warehouse that 
overcome the problems observed by various authors. In 2013, Luca Cagliero et al. 
[25] tackle the issue of discovering rare and weighted itemsets, i.e., the Infrequent 
Weighted Itemset (IWI) mining problem. They proposed two novel quality measures 
to drive the IWI mining process. Two algorithms that perform IWI and Minimal IWI 
mining efficiently, driven by the proposed measures, are presented. Experimental 
results show efficiency and effectiveness of the proposed approach. In 2013, Johannes 
K. Chiang et al. [26] aims at providing a novel data schema and an algorithm to solve 
the some drawbacks in conventional mining techniques. Since most of them perform 
the plain mining based on predefined schemata through the data warehouse as a 
whole, a re-scan must be done whenever new attributes are added. Secondly, an 
association rule may be true on a certain granularity but fail on a smaller one and vise 
verse, they are usually designed specifically to find either frequent or infrequent rules. 
A forest of concept taxonomies is used as the data structure for representing 
healthcare associations patterns that consist of concepts picked up from various 
taxonomies. Then, the mining process is formulated as a combination of finding the 
large item sets, generating, updating and output the association patterns. Their 
research presents experimental results regarding efficiency, scalability, information 
loss, etc. of the proposed approach to prove the advents of the approach. 

3 Proposed Work 

The figure 1 shows the working process of our algorithm. We are using the famous 
dataset T10I4D100K.dat form http://fimi.ua.ac.be/data/T10I4D100K.dat. 

Then we first consider the T10I4D100K data set. First we consider the initial value 
of the dataset. Then we find the occurrences of each item set in the dataset. Then we 
evaluate the support of each item separately. Then based on multiple dynamic 
minimum support entered by the users we will able to classify the dataset. The dataset 
is classified in two different categorizes one is positive rules and other is negative 
rules. Then we set the values as the agents and then we find the individual supports of 
each agent. Then we apply the optimization technique in our case we have consider 
ant colony optimization to optimize the initial ants. We have found negative and 
positive association first then negative and positive set are optimized separately with 
our algorithm shown below. After optimization we find the global optimum value 
based on we can compare the classification accuracy which is better in terms of the 
previous technique. The process is applied both for negative and positive rules. By 
our algorithm the positive rules are so optimized that the selection chances are higher. 
After applying the same process in the negative rules so that the chances are equal but 
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the negatives rules are not highly optimized and the chances are still weak. So by our 
approach we can prove it that the negative and positive classifications are justified ans 
suitable for use and classification in different area. The algorithm of our approach is 
shown below. 

 
 
Algorithm: 
Assumptions: 
 
TD: T10I4D100K.dat  
R1 and R2 are the relational sets 
IR1: Initial set 
TV: Cumulative Value 
Pt : Pheromone Trail 
Ep : Evaporation Value 
OAC: Overall Accuracy 
 
 
Input: 

• WS(ws1,ws2….wsn) 
• LS(ls1,ls2….lsn) 

Output: 
• R1 U R2 –IR1 
• AC((R1 U R2) –IR1) 

 
Step 1: Input Set 
Step 2: Find the frequency of the individual dataset. 
Step 3:  
 
Step 4: User Based Multiple support. 
Step 5: Positive and Negative association. 
Step 6: Separate the List. 
Step 7: Optimization will be applied separately. 
Step 8: Initialize the Initial values. 
Step 9: Check the IR set for the relevancy 
For 1 to 5 
TV=(IR1 + IR2 + IR3 +…. + IRn)/n 
Pt= Tv - Rp 
Ep = {0.2,0.4,0.6,0.8} 
If(Pt1 > Ptn-1) 
Pt1 = Ptn-1 

Step 10: Final R set 
For 1 to 8 
TV=(R1 + R2 + R3 +…. + Rn)/n 
Pt= Tv - Rp 

n

countYX
support

).  ( ∪=
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Pt= Tv - Rp 
Ep = {0.2,0.4,0.6,0.8} 
If(Pt1 > Ptn-1) 
Pt1 = Ptn-1 

Step 11: Overall Accuracy 
OAC=∑Pt1 + Pt2 + Pt3 +…. 
Step 12: Step 9 to 11 will be applied for negative association also. 
Step 13: Min and max value are calculated. 
Step 14: Match the values. 
Step 15: Final Optimized Results. 
Step 16: Finish 

 

Fig. 1. Process Flowchart 

4 Results and Evaluation 

In our approach we first select the dataset as specified above. Then we find the 
frequency and support value. Then based on the minimum support value we classify it 
in two parts first is for positive association and second is for negative association. 
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Then we apply the optimization iteration. The limit of iteration is 5. We are 
considering the minimum support of 20 %.  Based on the consideration we achieve 
five iteration of Tmax and five for Tmin. Based on the support value we are achieving 
the equal negative and positive value. The qualification rate of the positive association 
is improved as shown in figure 2, 3, 4. 

 

Fig. 2. ACO Based Optimization 

 

Fig. 3. ACO Based Optimization (Before) 

 
Fig. 4. ACO Based Optimization (After) 
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5 Conclusions 

In this paper we have applied support based association rules on T10I4D100K. Based 
on our results the classifications as well as the selection chances are increases in the 
case of positive rules. But the same things will be applied for negative rules. But the 
chances of the selection are still low. This signifies that our approach classification is 
better. 
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Abstract. Fuzzy graph model can represent a complex, imprecise and
uncertain problem, where classical graph model may fail. In this paper,
we propose a fuzzy graph model to represent the examination scheduling
problem of a university and introduce a genetic algorithm based method
to find the robust solution of the scheduling problem that remains fea-
sible and optimal or close to optimal for all scenarios of the input data.
Fuzzy graph coloring method is used to compute the minimum num-
ber of days to schedule the examination. But problem arises if after the
examination schedule is published, some students choose new courses
in such a way that it makes the schedule invalid. We call this problem
as fuzzy robust coloring problem (FRCP). We find the expression for
robustness and based on its value, robust solution of the examination
schedule is obtained. The concept of fuzzy probability of fuzzy event is
used in the expression of robustness, which in turn, is used for fitness
evaluation in genetic algorithm. Each chromosome in the genetic algo-
rithm, used for FRCP, represents a coloring function. The validity of the
coloring function is checked keeping the number of colors fixed. Fuzzy
graphs with different number of nodes are used to show the effectiveness
of the proposed method.

Keywords: Fuzzy graph, fuzzy probability, fuzzy event, fuzzy graph
coloring, robustness.

1 Introduction

The Graph coloring problem (GCP) are used for a wide variety of applications,
such as frequency assignment, time-table scheduling, register allocation, band-
width allocation, circuit board testing, etc. For graph coloring problem, the
decision environment is often characterized by the following facts:

1. Uncertainty is essential to human being at all levels of their interaction
with the real world. So, the data are uncertain / inexact.

c© Springer International Publishing Switzerland 2015 805
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2. Two adjacent vertices, assigned different colors, must remain feasible for
all meaningful realizations of the data.

3. Bad optimal solutions, i.e., optimal solutions which become severely infea-
sible in the case of even relatively small changes in the nominal data, are not
uncommon. Those solutions are not robust.

Here, we propose a method for graph coloring that would be able to handle
those facts, mentioned above, which basically represents an uncertain environ-
ment. In this paper, examination scheduling problem of a university is consid-
ered. Here courses are represented by the nodes of a graph and every pair of
incompatible courses is connected by an edge. The coloring of this graph pro-
vides a feasible schedule of the courses and computes the minimum number of
time slots which is equal to the chromatic number of the graph. Problem arises if
after the examination schedule is published, some students choose a new course
that makes the schedule invalid. This type of uncertainty exists in real world.
Uncertainty of data comes from two different sources: randomness and incom-
pleteness. Fuzzy graph model is used when uncertainty is there in the description
of the objects or in its relationships or in both.

Let x∗ be an optimal solution of an examination scheduling problem. But
after scheduling, the input data changes. The change may be caused due to
many reasons, e.g., new preliminaries are to be considered, data is updated or
there may be some disturbances. In that new situation, the previous optimal
solution x∗ may not be feasible or if feasible, may not be optimal. A solution
is considered as robust if it is still feasible and optimal or nearly optimal if
changes of the input data occur within a prescribed uncertainty set. It protects
the decision maker against parameter ambiguity and stochastic uncertainty.

There are few works on graph coloring problems with robustness. However,
there is no work, as per our knowledge, that has incorporated robustness and
fuzzy graph coloring in an integrated manner for scheduling problem. Works on
robustness in scheduling problem can be found in [9], [8], [4], [3]. Some works
related to fuzzy graph coloring are there in [1], [6], [7], [5]. A work, somewhat
similar to us, can be found in [9]. However, the authors have used crisp graph
to represent the model. In their robust graph coloring problem (RGCP) at most
c colors can be assigned to all the vertices of the graph, where c is the given
number of available colors. RGCP imposes a penalty for each pair of nonadjacent
vertices if they are equally colored. Accordingly, the objective of the RGCP is
to minimize the rigidity level of the coloring, which is defined as the sum of such
penalties. They have proposed a genetic algorithm to find the robust solution
for the problem.

In this paper, we propose a method to find the robust solution of an exami-
nation scheduling problem of a university in uncertain environment. We call this
problem as Fuzzy robust coloring problem (FRCP). Probability of fuzzy event
is used to bridge the crisp world (probability) and real world (fuzzy). We use
a genetic algorithm for FRCP, where each chromosome represents an ordered
arrangement of nodes without repetition and is checked its validity keeping the
number of colors fixed. Here, we propose a fitness function for the chromosome
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based on the concept of fuzzy probability of a fuzzy event. Roulette wheel se-
lection, two point crossover and one point mutation are used in the genetic
algorithm.

The paper is organized as follows. Section 2 briefly reviews some basic defi-
nations associated with fuzzy graph coloring and probablity. In Section 3, we
describe the examination scheduling problem by fuzzy graph model. We present
an algorithm based on GA for FRCP in Section 4. The results of the proposed
approach are presented in Section 5. Finally, we conclude in Section 6.

2 Preliminaries

In this section, we present some definitions related to fuzzy graph and fuzzy
probability, which are associated with the proposed model.

Definition 1 [7]. Let V be a finite non empty set. A fuzzy graph G is defined
by a pair of functions σ and μ, G = (σ, μ). σ is a fuzzy subset of V and μ is a
symmetric fuzzy relation on σ, i.e., σ: V −→ [0, 1] and μ: V ×V −→ [0, 1] such
that

μ (u, v) ≤ (σ (u) ∩ σ (v)) , ∀u, ∀v ∈ V (1)

A fuzzy graph is a generalization of crisp graph.

Definition 2 [6]. A fuzzy graph G = (σ, μ) is a complete fuzzy graph if

μ (x, y) = (σ (u) ∩ σ (v)) , ∀u, ∀v ∈ σ (2)

Definition 3 [7]. The complement of a fuzzy graph G = (σ, μ) is also a fuzzy
graph and it is denoted as G = (σ, μ), where σ = σ and

μ(u, v) = σ(u) ∧ σ(v)− μ(u, v) (3)

Definition 4 [10][11]. Let event Ã is a fuzzy event or a fuzzy set considered
in the space �n. All events in the space �n are mutually exclusive and the
probability of each event is as follows.

P (Ã) =
∑
x∈ ˜A

μ
˜A(x)P (x) (4)

Here, μ
˜A(x) is the membership function of the event Ã.

Definition 5 [5]. A family Γ = {γ1, γ2, ..., γk} of fuzzy subsets on V is called a
k- fuzzy coloring of G = (σ, μ) if

(a)γ1 ∪ γ2 ∪ ... ∪ γk = σ
(b)min{ γi(u), γj(u) | 1 ≤ i �= j ≤ k} = 0, ∀u ∈ V
(c)For every strongly adjacent vertices u, v of G, min{ γi(u), γi(v)} = 0 (1 ≤

i ≤ k)
Fuzzy chromatic number of fuzzy graph G is the least value of k for which

the G has k-fuzzy coloring and is denoted by χF (G).
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Fig. 1. Fuzzy graph model of an examination schedule

3 The Examination Scheduling Problem

Let us consider an example of examination scheduling problem, where the exam-
ination of 6 courses of a particular program at a university has to be scheduled.
Two courses sharing at least one student cannot be scheduled on the same day.
Taking into account the course incompatibilities, a fuzzy graph G = (μ, σ),
shown in Fig 1, is constructed, where a node / vertex represents a course and an
edge {i, j} is included in the edge set when the courses i and j share at least one
student. Here, σ and μ are respectively the membership values of the vertices
and edges. Membership value of a node measures the degree to which an event
occurs. Let the membership values of the vertices of the fuzzy graph are σ(1)
=0.3, σ(2) = 0.5, σ(3) = 0.6, σ(4) = 0.5, σ(5)= 0.4 and σ(6)= 0.7. We use a
complete fuzzy graph to represent the problem and find the membership values
of the edges using (2).

In order to minimize the duration of examinations, a minimal coloring problem
is considered. From the Definition 5, the fuzzy chromatic number of the fuzzy
graph is computed as χF (G) = 3 and the following coloring γ0

1 , in this sense, is
optimal.

γ0
1(u1) =

⎧⎪⎨⎪⎩
0.3 i = 1

0.4 i = 5

0, otherwise

γ0
1(u2) =

⎧⎪⎨⎪⎩
0.5 i = 2

0.5 i = 4

0, otherwise

γ0
1(u3) =

⎧⎪⎨⎪⎩
0.6 i = 3

0.7 i = 6

0, otherwise.
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Table 1. Probability and membership values of edges of G

{i, j} ∈ E prij μi,j

1-5 0.0506 0.3

1-6 0.0127 0.3

2-4 0.4557 0.5

2-5 0.3038 0.4

3-4 0.1519 0.5

3-6 0.0253 0.6

Wemeasure the probability of the fuzzy event [11], [10] and use it as robustness
value of the model. The fuzzy probability that a complementary edge will be
added to the graph is computed. Using (3), we also compute the membership
values of all complementary edges of the fuzzy graph, shown in Table 1. The
robustness of the coloring can be measured as the fuzzy probability of such
coloring after one random complementary edge has been added to the edge set.
We assume that the probability of the complementary edge {i, j} be proportional
to the number of students registered in courses i and j. Let n = 50 be the total
number of students who has chosen two out of the six courses and ni be the
number of students registered in course i. In this example, we consider n1 = 5,
n2 = 30, n3=10, n4=30, n5=20 and n6 = 5.

Given the coloring γ0
1 , the probability that the coloring remains valid, assum-

ing statistical independence, can be computed as follows.

(1− pr15 · μ1,5) (1− pr24 · μ2,4) (1− pr36 · μ3,6)=0.9477

Let us consider the following coloring γ1
1 ,

γ1
1(u1) =

⎧⎪⎨⎪⎩
0.3 i = 1

0.7 i = 6

0, otherwise

γ1
1(u2) =

⎧⎪⎨⎪⎩
0.5 i = 2

0.4 i = 5

0, otherwise

γ1
1(u3) =

⎧⎪⎨⎪⎩
0.6 i = 3

0.5 i = 4

0, otherwise.
Then the corresponding fuzzy probability is
(1− pr16 · μ1,6) (1− pr25 · μ2,5) (1− pr34 · μ3,4)=0.80866

If the number of days to schedule the examination is not 3 as before, say 4,
the fuzzy probability increases choosing the following coloring γ2

1 .

γ2
1(u1) =

⎧⎪⎨⎪⎩
0.3 i = 1

0.4 i = 5

0, otherwise

γ2
1(u2) =

⎧⎪⎨⎪⎩
0.6 i = 3

0.7 i = 6

0, otherwise
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γ2
1(u3) =

{
0.6 i = 2

0, otherwise
γ2
1(u4) =

{
0.5 i = 4

0, otherwise

The fuzzy probability that this coloring γ2
1 remains valid is

(1− pr15 · μ1,5) (1− pr36 · μ3,6)=0.96987, which is more than the previous two
colorings.

4 Proposed Genetic Algorithm for FRCP

Genetic Algorithm [2] is a probabilistic heuristic search process based on the con-
cepts of natural genetics. Given an examination scheduling problem, proposed
genetic algorithm finds the robust solution for this problem. Below we describe
the chromosome encoding, fitness function, coloring function and genetic opera-
tors.

4.1 Encoding

Each node in the graph is represented by a unique integer value. A chromosome
represents an order of all nodes without repetition. Thus, the chromosome length
is same as the number of vertices in the graph. We have to find a coloring function
for each chromosome and check its validity keeping the number of colors fixed.

4.2 Fitness Function

The value of the fitness function is a measure of the quality of a solution. More is
the fitness, better the solution is. For FRCP, the fitness of ith chromosome, given
below in (5), is calculated using the penalty values and the membership values
of the complimentary edges. R(Ci) represents the rigidity level of the coloring
function C of the ith chromosome. Thus, it is a minimization problem.

R(Ci) =
∑

{i,j}∈E,C(i)=C(j)

pij · μi,j (5)

Here, μi,j and pij are respectively the membership value and the penalty value of
the edge (i, j). The penalty values for the complimentary edges and membership
values of the vertices are generated randomly with uniform distribution in the
interval [0, 1].

4.3 Greedy Algorithm

Given the adjacency matrix of a graph and an optimal order of nodes optorder,
greedy algorithm, presented below in Algorithm 1, construct a coloring C:→
{1, 2, ..., c}, such that for every edge (i, j), C(i) �= C(j).
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Algorithm 1. Greedy Algorithm

1: begin
2: for i=1 to n do
3: set color(i) = 0
4: end for
5: Set color(optorder(1)) = 1
6: for j=2 to n do
7: Choose a color k >0 for the node optorder(j) that differs from its neighbor’s

colors
8: end for
9: end

Let us consider the chromosome 4 1 3 2 6 5, which is an ordered arrangement
of the nodes for the fuzzy graph shown in Fig. 1. We take this order as the
optimal order. First, node 4 is colored with color 1.The next node in the optimal
order is node 1, which is adjacent to node 4, cannot be colored with color 1. So,
node 1 is assigned color 2. Similarly, we traverse through the optimal ordering
one by one and assign colors to each node so that every node has a color different
from the colors of its neighboring nodes. We finally get a coloring C as C(1) =
2, C(2) = 3, C(3) = 1, C(4) = 1, C(5) = 3, and C(6) = 2.

4.4 Genetic Operators

We use Roulette wheel selection. A two point crossover is used in the proposed
approach, which is described in Fig. 2. Two parents P1 and P2 are selected from
the mating pool and the following operation is performed to obtain two children
C1 and C2.

Step 1. Choose two random points cp1 and cp2 such that cp1 <cp2.
Step 2. Copy the nodes from P2 into C1 starting from position cp1 to the posi-

tion cp2.
Step 3. Traverse the nodes of P1 one by one from 1 to n, if a node of P1 is not

already present in C1 then copy it into C1 at the first available position
from 1 to n.

Step 4. Copy the nodes from P1 into C2 starting from position cp1 to the posi-
tion cp2.

Step 5. Traverse the nodes of P2 one by one from 1 to n, if a node of P2 is not
already present in C2 then copy it into C1 at the first available position
from 1 to n.

For mutation two points or positions are selected randomly from a chro-
mosome and the nodes in those positions are exchanged. It is illustrated in
Fig. 3.
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Fig. 2. Illustration of crossover operator

Fig. 3. Illustration of mutation operator

Table 2. Results with proposed GA and binary programming

no. of vertices no. of colors Rigidity (binary programming) Rigidity (proposed)

6 3 0.69892 0.69892

6 4 0.50345 0.50263

8 4 1.4256 1.327433

10 3 1.9991562 1.999152

10 4 1.89543 1.900034

12 4 2.897612 2.897625

12 5 2.56734 2.6274512

5 Implementation and Results

In our experiment, number of generations, population size, crossover probability
and mutation probability are respectively 30, 20, 0.6 and 0.1. The results of the
proposed approach on a set of graphs with number of nodes 6, 8, 10 and 12 are
shown in Table 2. The results for same set of graphs using binary programming
with the same penalty and membership values are also shown in Table 2.

Our results are more or less similar to those of binary programming. It shows
the effectiveness of the proposed approach on GA. Here, we consider binary
programming as we did not find, best of our knowledge, any existing algorithm
for robustness on fuzzy graph. The results show that for a particular graph
when the number of colors increases the rigidity level of the coloring function
decreases. The rigidity level is a measure of penalty when the coloring function
becomes invalid on addition of any complimentary edge. The lower is the value
of rigidity, the probability of the coloring function to be invalid is less.
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6 Conclusions

In this work, we present the fuzzy robust graph coloring model that is simple,
flexible, and easy to communicate to decision maker. With this model, we ad-
dress the examination scheduling problem under uncertainty based on genetic
algorithm, which produces robust solutions. Uncertainty in data comes from two
different sources: randomness and vagueness. This model handles both type of
uncertainty in decision making and bridges fuzzy graph coloring with robust
optimization. Our model is capable of solving many real world optimization
problems in uncertain environment.
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Abstract. In an agricultural country like India, majority of population depend 
on plant produce for their survival. Plants occupy a large portion of our ecosys-
tem. In order to derive different benefits from plants in an optimum manner, 
one needs to be aware of the properties being possessed by plants. For that pur-
pose, one needs to have proper source carrying significant information about 
plants and an expert so as to respond to ones queries. However, both these are 
not available in adequate which drives the need to create automation in the 
process of recognition of leaves for plant classification. Thus, a novel algorithm 
has been developed which helps in recognizing different varieties of leaves 
without human interference. The system uses real time images of leaves and ex-
tracts physiological as well as morphological features of the leaves, which are 
then fed as input to a classifier. The same has been implemented on a Back 
propagation based neural network classifier and a comparative study has been 
made. The study shows that the recognition rates of the proposed method are 
more accurate than that of BPNN and the proposed algorithm is found to be an 
efficient one. 

Keywords: Features, Physiological features, Morphological features, Classifi-
cation System, Recognition rate, Real time implementation. 

1 Introduction 

India is an agricultural country. It is the agriculture sector that provides people with 
food, raw materials and huge employment opportunities. More than 70% of the coun-
try’s population depends on agriculture directly. Thus with the advancement in tech-
nology, there should be significant improvement in the field of agriculture, that will 
not only enhance yield and productivity but also beneficial to the various stakehold-
ers. Now-a-days the study of leaf identification is in demand because of the availabili-
ty of huge varieties of plants with very little or almost no information.  Moreover, the 
major problem lies with the shortage of experts and lack of knowledge base. Thus, it 
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has become important to develop an algorithm which will recognize different plant 
species and in turn, will help to maintain a database of plants, providing significant 
information about plants. 

In general, identification of plants is done on the basis of shape, color and structure 
of leaves, flowers and fruits which are 3D structures. Instead of analyzing plants on 
these complex 3D structures, plants can be recognized from simple 2D images of 
leaves also. However, in leaf recognition, one cannot consider color as a feature be-
cause almost all leaves are green in color. Thus in this study, different physiological 
as well as morphological features are extracted from the digital images of leaves and 
are fed to a classification system for recognition of plants. In this paper, a robust plant 
identification system has been proposed which would help not only farmers and agri-
culturists but also common people with limited botanical expertise. 

Several research works have been conducted in the field of agriculture for the ap-
plication of leaf recognition and plant classification. In [1], a leaf identification sys-
tem has been developed in which the shape and vein of the leaf has been considered 
as the basis of identification. The system performance has been found to be 97.19%. 
A method based on leaf feature extraction has been implemented [2]. This system 
uses algorithms based on image processing and machine learning techniques. 

[3, 4] presents the concept of widely used machine vision which uses machines in-
stead of human eyes in carrying out measurements and judgements. This concept of 
machine vision has been applied in the field of agriculture since 1970s, mainly for 
testing of quality and classification of fruits [5,6].Many image processing techniques 
were employed to extract texture features from captured images in various applica-
tions [7,8]. [9] Presents a paper on fruits defect detection by feature extraction. In this 
algorithm the weights are being calculated for different features. In [10], a novel color 
thresholding approach has been implemented for the successful demarcation of rotten 
pointed gourds from mixture containing fresh and rotten ones, considering two color 
textures i.e. green and yellow. A combination of machine vision and machine intelli-
gence has been used for betel leaf classification. The machine vision segment ex-
tracted the different leaf features and the machine intelligence part implemented the 
Back propagation neural network [11]. A method has been presented for the identifi-
cation of medicinal plants based on their leaf features considering area and edge [12]. 
In [13], a physiological based classification system has been developed which identi-
fies leaves based on its basic physiological features. [14] Presents a legume leaf clas-
sification method based on the leaf vein analysis. 

2 Proposed Methodology 

In this study, the leaf identification is done by considering the physiological as well as 
morphological features of leaves. Here, 13 features have been taken into account. 
First, the leaf image is acquired and pre-processed to extract its features. The images 
of the leaves are stored to form a database. When an image of a leaf is taken for test-
ing purpose, the particular leaf is pre-processed and its features are compared with the 
features of the stored images on a classification system. 
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2.1 Image Acquisition 

The real time image of leaves has been captured using a webcam (Vimicro USB2.0 
UVC PC Camera). The images are taken from the top with white background.  
Five different varieties of leaves are taken. The samples of leaf images are shown in 
Figure 1. 

 

 
   (a) Betel              (b) Jackfruit          (c) Money plant         (d) Mango           (e) Oleander 

Fig. 1. Leaf samples 

2.2 Image Pre-processing 

Here, the RGB image of the leaf is converted to gray scale image by using the follow-
ing formula: 
  
Gray scale image= red component * 0.3 + green component * 0.59 + blue component 
* 0.11              (1) 

 
The gray scale image is then, converted to black and white. Max filtering is applied 
for noise reduction and making the image smooth. 

2.3 Feature Extraction  

40 leaves of each class are taken and 13 physiological and morphological features are 
extracted as follows: 

• Area: 
The leaf area is calculated by counting the total number of pixels embedded within 
the leaf boundary. 

• Perimeter: 

The perimeter of a leaf is calculated by counting the number of pixels in the edge 
of the leaf. Sobel operator is used for edge detection. 

• Length: 
The distance between the two ends of the main vein of leaf is called its length. 
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• Width: 

The leaf width is defined as the distance between the intersection point with length 
at the centroid and its opposite side on the margin of the leaf. 

• Aspect Ratio: 

It is the ratio of leaf length to leaf width. 

Aspect ratio= Length of leaf/ Width of leaf     (2) 

• Diameter: 

It is the length of a circle having area same as that of the leaf region. 

• Form factor: 

It is the difference between a leaf and a circle. It can be calculated as follows: 

( ) ( )24 perimeterleafarealeaffactorform ÷∗Π=   (3) 

• Rectangularity: 

It is the similarity between rectangle and leaf area. It can be calculated as follows: 

( ) arealeafwidthleaflengthleafgularityrec ÷∗=tan   (4) 

• Length to perimeter ratio = leaf length/ leaf perimeter        (5) 

• ( )widthleaflengthleafperimeterleafRatio +÷=         (6) 

• 
=

=
n

i
ij nxXMean

1

/             (7) 

• .lengthleafdiameterfactorNarrow ÷=          (8) 

• Perimeter to diameter ratio= leaf perimeter/ leaf diameter.        (9) 

2.4 Database Creation 

The images of different leaf samples are acquired by using a webcam which are 
stored in a database in .jpg format. Each class of leaf consists of forty (40) image 
samples stored in the database in .jpg format. The database showing leaf samples 
from different class of leaves is shown in Figure 2. 
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Fig. 2. Leaf Database 

2.5 Proposed Classification System 

A novel approach has been proposed for identification of different class of leaves. In 
this study, first a database is created which consists of the images of different samples 
of leaves. At the time of testing, the images present in the database are pre-processed 
and their features are extracted and at the same time, the image to be tested undergoes 
pre-processing so that its features could be extracted. Then the extracted features of 
stored leaf and tested leaf are compared with a consideration of 2% error. The image 
whose maximum features match with the features of the stored leaf image is thus 
identified and the one whose features do not match at all could not be identified.      
Here, the error of 2% is taken into account because out of 13 features, there may be 
chance of mismatch of two or three features. However, this error can be reduced by 
increasing the number of features. 

 

Fig. 3. Proposed Flow Chart 
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2.6 A Comparison with BPNN Based Classification System  

In BPNN based classification system, the weights and biases are initialized with some 
random values, a target vector is defined and the system is trained by specifying the 
number of epochs. By the completion of every epoch, the weights and biases are up-
dated and the mean square error value is calculated. The moment, the target is 
achieved or the number of epochs complete, the training stops. When a leaf is cap-
tured for the purpose of testing, it is pre-processed and its features are extracted and 
are compared with that of the stored leaf image. The comparison and matching takes 
place in BPNN based classification system. If the features match, the defined target  
is achieved and hence the leaf is identified or else the system shows “Leaf is not  
identified”. 

3 Results 

When an image of a leaf sample is acquired for the purpose of testing, first it is pre-
processed to find its features. At the same time the image stored in the database is pre-
processed to extract its features. The features of both the images are compared. The 
one, whose features matches maximum with an error of 2%, is identified equivalent to 
its corresponding leaf variety. The results are shown in the next subsequent figures. A 
comparative study of recognition rates of the proposed system with that of the BPNN 
Classification system is shown in Table 1. 

 

 
 

Fig. 4. Mango Leaf is identified 

 

 
 

Fig. 5. Betel Leaf is identified 
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Fig. 6. Oleander Leaf is identified 

Table 1. A comparative study between proposed system & BPNN system 

Leaf 

Sample 

No. of 

Leaf 

Samples 

No. of 

samples 

for testing 

No.of samples 

identified 

correctly using 

BPNN System 

No.of  samples 

identified 

correctly   

using proposed 

system 

Recognition 

rate in case of 

BPNN system 

Recognition 

rate in case of 

proposed sys-

tem 

Betel 40 20 17 19 85% 95% 
Jack-fruit 40 15 13 15 86.67% 100% 

Mango 40 15 12 15 80% 100% 
Money 

Plant 

40 15 12 14 80% 93.33% 

Yellow 

Oleander 

40 17 15 16 88.23% 94.11% 

4 Conclusion 

This paper introduces a novel approach towards identification of different varieties of 
leaves implemented on platform MATLAB version 7.0. The proposed method is sim-
ple, cheap and easy to implement. Moreover, the time complexity is reduced since 
there is no need to train the system unlike other machine learning complex algo-
rithms. Also, the database is easy to be maintained. The results are found to be more 
accurate in case of the proposed algorithm since an error of 2% is assumed. Thus the 
proposed system is found to be robust and efficient as compared to BPNN based clas-
sification system. This work can be extended further to include more number of 
leaves and features. The same work can be implemented on other classification sys-
tem and a comparative study can be made. 

References 

1. Lee, K.B., Hong, K.S.: An Implementation of Leaf Recognition System using Leaf Vein 
and Shape. International Journal of Bio-Science and Bio-Technology 5(2), 57–66 (2013) 



822 P. Mohanty et al. 

 

2. Tzionas, P., Papadakis, E.S., Manolakis, D.: Plant Leaves Classification based on morpho-
logical features and fuzzy surface selection technique. In: 5th International Conference on 
Technology and Automation, ICTA 2005, Thessaloniki, Greece, October 15-16, pp. 365–
370 (2005) 

3. Lee, D.J., Schoenberger, R., Archibald, J.: Development of a machine vision system for 
Automatic date grading using digital reflective near- Infrared imaging. Journal of Food 
Engineering 86, 388–398 (2008) 

4. Feng, B., Wang, M.: Computer vision classification of fruit based on fractal color. Trans-
actions of the CSAE 18(2), 141–144 (2002) 

5. Bao, X., Zhang, R.: Apple grade Identification method based on artificial neural network 
and image processing. Transactions of the CSAE 20(3), 109–112 (2004) 

6. Pearson, T.: Machine vision system for automated detection of stained pistachio nuts.  
Lebensmittel-Wissenschaft & Technology 29, 203–209 (1996) 

7. Weszka, J.S., Rosenfeld, A.: An application of texture analysis to materials inspection. 
Pattern Recogn. J., 195–199 (1976) 

8. Garcia, P., Petrou, M., Kamata, S.: The use of Boolean model for texture analysis of grey 
images. Computer Vis. Image Understand. 74(3), 227–235 (1999) 

9. Patel, H.N., Jain, R.K., Joshi, M.V.: Fruit Detection using Improved Multiple Features 
based Algorithm. International Journal of Computer Applications 13(2), 1–5 (2011) 

10. Mohanty, P., Pradhan, A.K., Behera, S.: A Real time based Image Segmentation Tech-
nique to Identify Rotten Pointed Gourds. International Journal of Engineering and Innova-
tive Technology 3(4), 144–148 (2013) 

11. Kumar, S.: A novel Neural network based approach for the Classification of Betel Leaves. 
International Journal of Emerging Trends & Technology in Computer Science 1(2), 10–16 
(2012) 

12. Kumar, S.: Leaf Colour, Area and Edge features based approach for Identification of In-
dian Medicinal Plants. International Journal of Computer Science and Engineering 3(3), 
436–442 (2012) 

13. Mohanty, P., Pradhan, A.K., Behera, S.: A Real time based Physiological Classifier for 
Leaf Recognition. International Journal of Advanced Computer Research 4(14), 337–345 
(2014) 

14. Larese, M.G., Namias, R., Craviotto, R.M., Arango, M.R.: Automatic classification of  
legumes using leaf vein image features. Pattern Recognition 47, 158–168 (2014) 



 

© Springer International Publishing Switzerland 2015 
S.C. Satapathy et al. (eds.), Proc. of the 3rd Int. Conf. on Front. of Intell. Comput. (FICTA) 2014 

823

– Vol. 1, Advances in Intelligent Systems and Computing 327, DOI: 10.1007/978-3-319-11933-5_93 
 

Cost Reduction in Reporting Cell Planning Configuration 
Using Soft Computing Algorithm  

S.R. Parija1,*, P. Addanki1, P.K. Sahu1, and S.S. Singh2 

1 Department of Electrical Engineering, NIT Rourkela  

{smita.parija,pratima.addanki}@gmail.com, 
pksahu@nitrkl.ac.in  

2 KIIT University, School of Electrical Science, BBSR 
sudh_69@yahoo.com 

Abstract. This paper presents Binary Genetic Algorithm (BGA) is a heuristic, 
adaptive population based method and which has shown to be a very powerful 
global search method used for optimization process. Using BGA the objective 
of this work is used to minimize the location management cost thereby achieve 
trade-off between location update and paging cost based on reporting cell plan-
ning configuration. This BGA algorithm is used to solve location management 
cost using reporting cell planning problem. With the use of reporting cell loca-
tion management some cells are designated as reporting cells where mobile  
station (MS) updates its location upon entering the same coverage. The effec-
tiveness of the technique is tested for collected real data for validation and  
presented in the paper. The simulation results obtained from this work with  
reasonable degree of accuracy are very encouraging.  

Keywords: Cost function, Location management,Reporting Cell Planning,  
Genetic Algorithm. 

1 Introduction 

In recent years mobile subscribers increasing drastically that has resulted in 
exploitation of mobile network resources, being applied to other newly and renovated 
applications such as fax services, voice and data transfer [1]. This communication 
network must support a large number of subscribers and maintaining a good response 
without losing quality also availability. To keep this quality, it is necessary to 
consider location management while making the design of network infrastructure.  
In the area of location management when a call routed to the user the mobile network 
has to keep the information of the user in that specific coverage area is known. Even 
when the mobile station is not active it keeps the mobile network informed of its 
location. The location management basically management of the network design and 
configuration.  
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There are different schemes used to solve the location management issue. One is 
location area scheme and another one is reporting cell scheme. Reporting cell scheme 
is explained in next section. In location area scheme the location area consist of 
cluster of cells. Location update occurs when a user moves from one coverage area to 
another coverage area otherwise no location updating performed by the MS. When a 
call or SMS arrives to a MS then location area of that MS is need to be searched by 
the mobile network for which some amount is to be incurred to the user. The cost 
involved for the location management cost is location update cost and paging cost. 

There is a trade-off between this location update cost and paging cost [2, 3]. The 
optimum location area configurations consistent to the minimized cost function 
shown below are: 
 
 
 
 
 
 
 
 
 

Fig. 1. Optimal LA planning for 7 cell network 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Optimal LA planning for 16 cell network 

So with the objective of reduction of total cost in mobile network using different 
soft computing techniques to optimize the network for solving various issues. Binary 
Genetic Algorithm is one of the techniques used to optimize the resources used for 
minimization of the location cost [4].  

This paper is structured as follows: In section 2 explains an overview of reporting 
cell planning and its involvement in location cost. Section 3 describes Genetic based 
algorithm is described and its related parameter elaborately explained. In section 4 
presents analysis of simulation results. Finally section 5 includes conclusion and  
future scope. 
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2 Location Management 

Location management is an important issue in cellular network as it includes location 
update as well as paging. Location update that enables the mobile network to find the 
current location of the mobile station is static or dynamic within a coverage area. 

Whenever a mobile station moves to a new coverage area with a new cell, known 
as location update. Paging is a process when network broadcast the messages to all 
the mobile terminals in all the possible cells in order to find the mobile to which the 
call should be routed. In cellular network, notification of the current location involves 
location update performed by the mobile station and tracing of the mobile station by 
the mobile network is paging. The cost involved for the user movement and tracing is 
the location management cost and the main objective of the paper is to minimize the 
involved cost [5].  

Reporting cell planning is another approach to location management was proposed 
by Bar and Kessler [6] which is characterizing by subset of cell. In cellular network 
using reporting cell location management cost can be reduced. Reporting Cell Plan-
ning (RCP) is one of the approaches to Location Management. In RCP, few cells in 
the cellular network are assigned as reporting cells and the cells other than reporting 
cells (RCs) are non-reporting cells. Reporting cells can be adjacent to each other shar-
ing a boundary or scattered in a specified coverage area. Location update is performed 
whenever a mobile terminal enters a reporting cell. Next location update is done only 
when the mobile terminal enters or crosses a new reporting cell. During call arrival to 
a mobile terminal, paging is restricted to the last updated RC where the MT’s location 
update has been last performed and to its neighboring non reporting cells. In simple 
terms, we can consider this set of reporting cells as a boundary, where all the call 
routing and call procedures are carried out.  

3 Genetic Algorithm 

Optimization is a process of finding a best solution for a given problem. RCC is a 
discrete optimization problem, where the location management cost has to be mini-
mized and the corresponding optimal set of reporting cells are to be determined. 
Like Genetic algorithm, other evolutionary algorithm such as binary particle swarm 
optimization and binary differential evolution algorithms are used to solve RCP prob-
lem. Each of these algorithms is discussed in detail below. 

Evolutionary Computing is a major research area in the field of artificial intelli-
gence. Evolutionary algorithms use randomness and genetic inspired operations. 
These algorithms start with an initial potential solution set called as population. Each 
solution in the population is called as a chromosome or an individual. Each chromo-
some consists of a set of genes. In accordance with the problem statement, each RCC 
solution is a chromosome and individual cell is a gene. Major operations involved in 
evolutionary algorithms are selection, crossover, mutation and competition of the 
individuals in the population. The general evolutionary process is show in the figure 
below. 
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GA is an adaptive heuristic approach able to find good, possibly optimal solutions, 
to optimization problems with huge state spaces to be searched. It acts as a global 
probabilistic search method. In this paper, Genetic Algorithm is used to minimize the 
location management cost and thereby obtain the optimal location area planning con-
figuration [7,8].Procedure of basic Binary Genetic Algorithm is as follows: 

1. Generate random N number of RCC solution. 
2. Evaluate the total   location management cost of each   RCC solution, which is 

known as fitness value in terms of GA.  
3. Create new  RCC solutions by repeating following steps for n (number of solu-

tions) times:  

a. Selection – Here RCC solutions are selected using Roulette wheel. The so-
lution is selected on the basis of cost value. Probabilities are assigned to each 
solution. The solution with lesser cost value has higher probability of being 
selected. 
b. Crossover – Select two RCC solutions using roulette wheel and combine 
them to form a new RCC. 
c. Mutation-With a mutation probability, (taken as 0.05) the new solutions at 
random cell positions are mutated in the binary RCC solution vectors. 

   4. Updating the RCC – If the cost of the new RCC is better than the previous, re-
place the previous RCC with the new RCC. 
   5. Terminate - If the end condition is satisfied i.e. maximum number of iterations, 
stop and return the best RCC solution vector set in current RCC.  
   6. Loop – Repeat the process from step 2. 

 
Evolution of genetic algorithm is presented below. 

 

Fig. 3. Evolution of genetic algorithm  

3.1 Problem Statement 

In RCP location management method, mobile stations need to update their locations 
whenever they cross a reporting cell. During call arrival, users are located by paging 
in their last location updated reporting cell as well as its neighboring non reporting 
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cells without crossing another reporting cell. For example, in the reporting cell confi-
guration shown in Fig 4 below, cells 3, 6, 9, 10, 11, 13 and 16 are reporting cells and 
the others are non-reporting cells. Let us say, an MT’s location has been last updated 
in cell 3. Therefore, when there is a call arrival to that mobile station, paging is done 
in cells 1, 2, 3, 4, 5, 7, 8 and 12. Location Management cost consists of location up-
date cost and paging cost [9].  

 

Fig. 4. Reporting cell configuration  

Therefore, total cost of a given cellular network is equal to the sum of total number 
of location updates and total number of paging transactions over a certain period of 
time. 

 
                          Total Location Cost = * LU PC N N+                                    (1) 

 
Where, C is a positive constant which represents the cost ratio of location update to 

paging, and is taken as 10, i.e. C=10, because cost of location update is much higher 
than paging cost. NLU is the total number of location updates and NP is the total 
number of paging transactions in the given network. In a given cellular network, each 

cell i is associated with two weights: movement weight ( miw ) and call arrival weight 

( ciw ). miw  represents the frequency (or total number) of movement of a MS into a 

cell. ciw  represents   the frequency of call arrivals in a cell. The total number of loca-

tion updates and paging transactions in a network can be calculated using these two 
weights as follows: 

                               *LU mi
i s

N C w
∈

=                                                       (2) 

                             
0

* ( )
N

P ci
j

N w v j
=

=                                                   (3) 

Where N is the total number of cells in the network, S is the set of reporting cells 
and v(j) is the vicinity value of cell j. Vicinity value is defined as the maximum  
number of cells that can be searched if an incoming call is received in cell j. Thus, 
Location management cost for a reporting cell configuration is obtained as: 
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N

cj
j
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w
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Movement and call weights are predefined. The objective is to minimize the cost 
per call arrival with a trade-off between update cost and paging cost and find the cor-
responding set of optimal reporting cell set [10].  

 

Fig. 5. Simulation result for different cell network (36, 64,100and125) 

4 Results and Discussion 

Location management cost function behavior using genetic algorithm for different test    
networks is shown in this section. Equation (5) is optimized using GA for 6X6, 8X8, 
10X10, and 15x15 test networks. Each simulation is run for 500 iterations. The mini-
mum location cost value for every  iteration is plotted against the iteration number. 
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Simulation has been carried out in MATLAB for 500 iterations for the collected real 
data. The GA based RCP planning is verified on a 500 data set with cell of different 
sizes 36, 64, 100 and 125. The best optimum result for different network is shown in 
Fig 5. With the help of Pentium Core duo Processor 3.2 GHz CPU, 4 GB based RAM 
and 360 GB storage capacity based personal computer code is simulated to get the 
optimum result. 

The population number is taken to be 200 in each simulation. Initial population is 
such that each cell belongs to one location area, which gives N location areas where N 
is the number of cells in the network. As seen from the above graphs, the total cost is 
decreasing by a reasonable amount of accuracy for the RCP based location manage-
ment problem. The convergence of the graph improves with the increase in the num-
ber of populations. 

Fig 5 is the performance curves   for GA based on RCP in cellular network. In this 
work GA based solution obtained for the system with N=36, 64, 100, and 125 cells 
and it is observed that there is the minimization of the objective function. Here other 
parameters were also varied such as size of the network, mutation probability (0.8), 
number of population, potential solution etc. Roulette wheel cost function is used for 
minimizing the location area. The minimized cost is presented in Table 1. 

Table 1. Cost comparison of Different cells network 

 Sl      
No 

Network 
size 

Initial 
cost 

Minimized 
cost 

1 36 cell 15 11.75 
2 64 cell 20.9 15.9 
3 100 cell 23 15 
4 125 cell 36 19 

5 Conclusion and Future Work 

To minimize total location management cost Genetic Algorithm (GA) has been used 
and it is verified using collected real data. In this work location management cost is 
reduced by optimizing the network using reporting cell configuration. The future 
work of the same problem includes hybridization with other optimization techniques 
such as differential evolution, particle swarm optimization etc. that involves more 
detailed and in depth comparison with other search algorithms. Also in dynamic loca-
tion management [11,12] one of the current challenging issues where the number of 
subscribers is increasing day by day, and  beyond from 2G transitions, location man-
agement must be efficiently carried out, while allocating appropriate reporting cell 
planning in real-time, practical and implementable fashion. 
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Abstract. In video surveillance, identification is a very significant ele-
ment for target tracking, activity recognition, traffic monitoring, military
etc. The identification process classifies the pixels into either foreground
or background and a common approach used to achieve such a classifica-
tion is background removal. A Novel method is proposed for the moving
object detection based on Modular Wavelet approach, where two con-
secutive image from image sequences are divided into four parts and
then, the Wavelet Energy (WE) is applied to each sub image. The sub
image in turn has two energy values of WE, namely, the percentage of
energy corresponding to the approximation and the detail. Comparing
the energy values corresponding to the detail, the moving object is recog-
nized. Since the discrete wavelet transform has a pleasant property that
it can divide an image into four different frequency bands without loss of
the spatial information and most of the fake motions in the background
can be decomposed into the high frequency wavelet sub-band. Proposed
method is compared with existing methods and proposed algorithm gives
an enhanced performance.

Keywords: Video Surveillance, Background Model, Foreground Detec-
tion, Wavelet Transform, Wavelet Energy.

1 Introduction

Moving objects can be viewed as lower level vision tasks to achieve higher level
event understanding. In traditional security systems, problems are spotted using
the alarm functions of invasion detectors based on surveillance cameras. How-
ever, such systems often react to changes in the natural environment, which
makes the identification of invasions is difficult task. Manoj S. Nagmode et al.
[1] has proposed an algorithm in which Partitioning and Normalized Cross Cor-
relation method is used for the detection and tracking of moving object from the
image sequence. Sang Hyun Kim [2] proposed an algorithm in which moving edge
extraction is done by using the concept of entropy and cross entropy. The cross

c© Springer International Publishing Switzerland 2015 831
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entropy is applied to dynamic scene analysis which provides enhancement of de-
tection for the dynamically changed area. Detecting regions of change in multiple
images of the same scene taken at different times is of widespread interest due
to a large number of applications in diverse disciplines [3]. Daviest, et. al. [4] has
addressed the problem of detection and tracking of small, low contrast objects
by using wavelet as well as Kalman filter. Li-Qun Xu [5] has addresses primarily
the issue of robustly Detection of multiple objects. In this, first morphological re-
construction is used to remove cast shadows. Yiwei Wang, et. al. [6] uses wavelet
decomposition and multi-resolution analysis to detect the moving object and
dispersion calculation to track that object which takes more processing time.
The main difficulty is to build a system that runs in real time on a standard PC
and performs accurate detection of vehicles even under unfavorable illumination
and weather conditions. Measures to evaluate quantitatively the performance
of video object segmentation and tracking methods without ground-truth (GT)
segmentation maps are presented in [7]. In [8] a real-time video tracking and
recognition system for video surveillance applications is presented. The system
takes a video sequence as the input of a background learning module and gives
the output as a statistical background model that describes the static parts of
the scene. From the survey, there is a necessity to build a efficient algorithm,
which can employ in noisy and variable illumination conditions as well. In this
paper, The Modular Wavelet Energy (MWE) is a novel and robust parameter
to identify moving objects and is derived using discrete wavelet transformation.

2 Wavelet Transform

Wavelet transform (WT) is a technique for analyzing the time frequency do-
main that is most sited for non stationary signal. The importance of WT is to
capture the localizing features of the signal. A continuous WT (CWT) maps a
given function in time domain into two dimensional functions of ′s′ and ′t′. The
parameter s is called the scale corresponding to frequency in Fourier transform
and t is the translation of the wavelet functions. The CWT is defined by

CWT (s, t) =
1√
s

∫
S(T )φ

(T − t)

S
dt (1)

Where S(T ) is the signal and φ(T ) is the basic wavelet and φ (T−t)√
s

is the wavelet

basis function. The discreet wavelet transform (DWT) is normally used for short
time analysis. The DWT for a signal can be written as

DWT (m,n) =
1

2m

N∑
i=1

S(I)(i)[2−m(i− n)] (2)

For many natural signals, the wavelet transform is a more effective tool than the
Fourier transform. The wavelet transform provides a multi-resolution represen-
tation using a set of analyzing functions that are dilations and translations of a
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Fig. 1. Block Diagram of the Proposed System

few functions (wavelets). Calculating wavelet coefficients at every possible scale
is a fair amount of work, and it generates an awful lot of data. If the scales and
positions are chosen based on powers of two, the so-called dyadic scales and posi-
tions, then calculating wavelet coefficients are efficient and just as accurate. This
is obtained from discrete wavelet transform (DWT). They have advantages over
traditional Fourier methods in analyzing physical situations where the signal
contains discontinuities and sharp spikes.

2.1 Wavelet Energy

Wavelet Energy is mainly used for measuring variance between two images.
It is useful in feature recognition and registration. For basic wavelet selection,
second derivative of a Gaussian, Haar, Shannon are the common ones. Among
these wavelets, since the Haar wavelet achieves the best performance in our
experiments, it is used in this work. The Haar wavelet in Eqn. (2) is described.
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φ[2−m(i− n)] =

⎧⎨⎩
1, 0 ≤ 2−m(i− n) ≤ 1

2−1, 1
2 ≤ 2−m(i − n) ≤ 1

0, otherwise

The outputs of DWT at different scales contain different amounts of moving
object and non moving object information. The Wavelet Energy is computed in
Eqn.(3).

WE =
1

2−m
2

N∑
i=1

S(I)(i)[2−m(i − n)] (3)

The Basic steps involved in the process are given in Figure 1. Input image se-
quence is taken from the camera. Two consecutive frames from the image se-
quence are partitioned into four quadrants. Then moving object detection takes
place after finding wavelet energy between two partitioned frames. Moving Ob-
ject detection in video involves verifying the presence of an object in image
sequence and possibly locating it accurately for object identification. The basic
algorithm steps for the detection of moving objects are given below.

– Algorithm for MWE

Input: Read two consecutive frames from the image sequence called as
current frame and previous frame.

1. Step-1: Divide these frames into four quadrants. In this situation
current frame is divided into four parts called as P1, P2, P3 and P4.
Similarly, previous frame is divided into four parts called as Q1, Q2,
Q3 and Q4.

2. Step-2 : Now find out the WE of each sub image of current frame
and the previous frame. This gives detailed coefficients. After this
there are eight detailed coefficients values of WE, called as Ed1,
Ed2, Ed3, Ed4, Ed5, Ed6, Ed7 and Ed8.

3. Step-3: Now compare the value of WE from these detailed coeffi-
cients values.

4. Step-4: Suppose the Ed1 is greater than Ed5 value ofWE is obtained
at the first quadrant, it means that the moving object is present in
that quadrant.

5. Step-5: Now operate in the first quadrant. Take the difference be-
tween the first quadrants of two consecutive frames.

6. Step-6: If the second Ed2 value is also greater than Ed6 then it
means that the moving object is present in that quadrant. Now,
identify the location of second moving object and Detect that object.

7. Step-7: Repeat the same procedure for the next frame.
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Table 1. TP, FP and FN of different Image Sequences

Input Sequences TP FP FN

S1 74 0 0
S2 75 0 0
S3 50 0 0
S4 50 25 25
S5 100 25 50
S6 200 0 50
S7 34 12 10
S8 32 1 2
S9 46 0 30
S10 55 0 30
S11 42 0 10
S12 46 0 5

Table 2. DR and FAR for Different Image Sequences

Input Sequences Detection Rate False Alarm Rate

S1 100.00 0.00
S2 100.00 0.00
S3 100.00 0.00
S4 66.67 33.33
S5 66.67 20.00
S6 80.00 0.00
S7 77.27 26.09
S8 94.12 3.03
S9 60.53 0.00
S10 64.71 0.00
S11 80.77 0.00
S12 90.20 0.00

3 Experimental and Comparative Study

In the proposed method, the performances of the detection scheme are tested
with standard and our own collected dataset and are reported in Figure. 2. The
performance evaluation for moving object detection is done by using performance
metrics. There are two metrics for characterizing the Detection Rate (DR) and
the False Alarm Rate (FAR) of the system represented in Eqn.(4) and (5) re-
spectively. The scalars are combined to define the following metrics: TP, FP and
FN values for different image sequences are shown in Table 1. And then, the
obtained values of TP, FP and FN from Table 1, detection rate false alarm rate
obtained, as shown in Table 2. The comparative study of state-of-art methods
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Fig. 2. Detection sequence of multiple objects by All Four Methods(Image Sequence
From S1-S6)

likes Frame Difference (FD), Background Subtraction (BS) along with PNCC
[1] methods against the proposed method MWE is done. Experimental results
of moving object detection of an image sequence are shown in Figure 2. It is ob-
served that the FD method and BS method are sensitive to noise and variation
in illumination which gives more number of false foreground pixels and provides
a false detection. Therefore, it fails to detect the moving object accurately. How-
ever, by the use of MWE method the static objects are detected as background
and the moving objects are well detected under varies environmental conditions
in addition to that camera movements handled as well. As observed from Figure
3, the FAR has a high value for FD, BS and PNCC methods. Evidently, the
MWE method gives much efficient results.

DR =
TP

(TP + FN)
(4)

FAR =
FP

(TP + FP )
(5)
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Fig. 3. Detection sequence of multiple objects by All Four Methods(Image Sequence
From S7-S12)

Fig. 4. Graph of DR/(DR + FAR) versus image sequences
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4 Conclusions

An algorithm is proposed by Partitioning and Wavelet Energy for the detection
of moving object from the image sequence. Advantage of this algorithm is that
it requires very less preprocessing of the frames from image sequence. In poor
lighting conditions also the algorithm is giving efficient results under different
environment. From Fig. 4, it is observed that the Detection Rate is better and
the False alarm rate is less for MWE method as compare to FD, BS and PNCC
methods. Which is plotted for the DR/ (DR+FAR) versus image sequences in-
dicates the comparative result of FD, BS, Partitioning and Normalized Cross
Correlation and PWE method. This algorithm gives better performance as the
images are partitioned into different sub images and then wavelet energy com-
puted and identifying the location of the moving object is carried out.
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Abstract. Steganography is one in all the foremost persuasive approaches to 
mask the presence of hidden data inside a cover object. Images are one of the 
suitable cover objects for the Steganography. Current trends support, digital 
image files as the cover file to hide multiple secret images. Steganography   
presents the clandestine information can be covered in mediums like image, 
video and audio. This paper  provides a LSB image Steganography technique to 
hide multiple secret images in a cover image which is in a YCbCr color space 
format using Integer Wavelet Transform (IWT). There is no optical variation 
between the stego image and the original cover image. The proposed hardware 
architecture gives very fast, programmable & cost effective hardware solution 
in the area of Secure Communication. 

Keywords: Steganography, Inverse Wavelet Transform, Peak Signal to Noise 
Ratio, RGB Color Space. 

1 Introduction 

The exchange of multimedia system data doable by victimization the internet and 
wireless network. The strength of software package and latest equipments has 
provided users round the world with the ability to access, exchange and alter the 
multimedia  system objects. There’s invariably the chance of exchanging the 
information over a group of people or strive crack the information that is hidden. 
Steganography is an art and science of perpetuating the presence of the unrevealed 
broadcasting data by hiding the information within other information. Solely by the 
expected receiver it’s not possible to decipher the hidden information from the stego 
image. Differing kinds of cover media are used, very fact that digital images are most 
commonly used due to that they’re widely used over internet. Steganography is 
known as “covered writing” in Greek. 

A Steganography system generally is to satisfy three main demands. They are 
invisibility of embedding, reconstruction of original data and high capacity. In a 
Steganography work, the tactic that  is employed for  the encrypting the data is not 
known to unauthorized persons except the sender and deliberate persons. In this 
paper, digital image is taken as the cover object and two grayscale images are 
considered as secret data. The stego image is almost similar to the cover image so that 
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no one can predict the presence of secret data. It can be determined using the 
parameter called PSNR. 

2 Literature Survey 

Karim, et al., [1] proposed a new approach based on LSB using a secret key. The 
secret key encrypts the hidden information and then it is stored in different position of 
LSB of the image. This provides very good security,  but the capacity of secret data 
storage is less. 

In order to overcome the drawback of low capacity,XIE Qing et al., [2] proposed a 
system  where information is hidden in all RGB planes based on HVS (Human Visual 
System). This degrades the quality of the stego image. Sachdeva et al., [3] proposed a 
method in which Vector Quantization (VQ) table is utilized to conceal the covert 
message which increases the capacity along with stego size.  

Sankar Roy et al., [5] proposed an improved Steganography approach for hiding 
text messages within lossless RGB images which will suffer from withstanding the 
signal processing operations. Minimum deviation of fidelity based data embedding 
technique has been proposed by J. K. Mandal et al., [6] where two bits per byte have 
been replaced by choosing the position randomly between LSB and up to four bits 
towards MSB. A DWT based mostly frequency domain steganographic method, 
termed as WTSIC is additionally planned by the same authors, [6] wherever secret 
message/image bit stream are embedded in horizontal, vertical and diagonal parts. 
Saeed Sarreshtedari et al., [7] proposed a method to achieve a higher quality of the 
stego image using BPCS (Bit Plane Complexity Segmentation) in the wavelet 
domain. The capacity of each DWT block is estimated using the BPCS. Anjali Sejul, 
et al., [8] proposed a method where binary images are taken as secret images. By 
taking the HSV (Hue, Saturation and Value) standards for cover image, the secret 
images are hidden. The secret image is inserted into the cover image by cropping the 
cover image according to the skin tone detection and then applying the DWT. In this 
method the capacity is too low. 

A DWT-based Color Image Steganography Scheme, proposed by LIU Tong and 
QIU Zheng-ding [9] in which the secret information is hidden into a publicly accessed 
color image by a quantization related approach, so the moving of the covert 
information is unnoticed by criminal eavesdropper. Using this, the secret information 
is implanted in the wavelet area of each chrominance parts, therefore the hiding 
capacity is incremented. Abbas Cheddad et al., [10] presented a Steganographic 
system which exploits the YCbCr color space. 

Hemalatha S, et al., [11] proposed a novel image steganography technique to hide 
multiple secret images and keys in the color cover image using Integer Wavelet 
Transform (IWT).  

Maya C and Sabarinath proposed an Optimized FPGA Implementation of LSB 
replacement steganography using DWT [12]. This work focuses on the image 
steganography with an image compression using Discrete Wavelet Transform (DWT). 
Dr. Ahlam Fadhil Mahmood, et al., [13] proposed a steganography hardware 
approach where Linear Feedback Shift Register (LFSR) method has been used to hide 
the information in the image.  
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3 Proposed Work 

Digital color images can be described in different color spaces such as RGB (Red 
Green,Blue),HSV(Hue,Saturation,Value),YUV,YIQ,YCbCr(Luminance/Chrominance
) etc. YCbCr is not a complete color space relatively; it is a technique of encoding 
RGB data. The Y component represents the intensity of the light (luminance). The Cb 
and Cr components indicate the intensities of the blue and red components relative to 
the green component. 

This color space exploits the properties of the human eye. The eye is more 
responsive to light intensity variations that can be found out easily by human eye 
rather than hue changes. The eye is sensitive to the very small modifications in 
intensity of light component, but the changes which are done for the cb and Cr 
components are less.  Hence, in this paper the cover image is converted into Cb and 
Cr components. Fig. 1 shows the YCbCr format of the cover image. 

 

 
                      (a)                              (b)                                (c)                             (d) 

Fig. 1. (a) Pepper (b) luminance component, Y of (a), (c) chrominance component Cb of (a), 
(d) chrominance component Cr of (a) 

YCbCr signals are obtained from digital image RGB signals are as follows: 
 

                                  Y=0.299R+0.587G+0.114B       (1) 
 

     Cb=0.169R-0.331G+0.500B        (2) 
 

     Cr=0.500R-0.419G+0.081B      (3) 

In this paper, for the cover image integer wavelet transform technique is used. A 
wavelet is a small packet of data with finite energy. It is an efficient approach for 
lossless compression. Here the coefficients are expressed by finite precision values. 
This wavelet transforms ports integers to integers. The equations that are used for the 
transformation are as follows. If the original image is A and total number of pixels are 
MxN, then the IWT coefficients are given by  

   LLi,j=[(A2i,2j +A2i+1,2j)/2]    (6) 

   HLi,j=A2i+1,2j –A2i,2j     (7) 

   LHi,j=A2i,2j+1-A2i,2j    (8)                             

                                         HHi,j=A2i+1,2j+1-A2i,2j    (9)                           
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The inverse transform is given by 

              I2i,2j=LLi,j-{HLi,j}/2                     (10) 

                                        I2i,2j+1 =LLi,j +{HLi,j+1}/2    (11) 

                                       I2i+1,2j =I2i,2j+1 +LHi,j-HLi,j    (12) 

                                       I2i+1,2j+1=I2i+1,2j+HHi,j-LHi,j    (13)  

Where 1≤i≤M/2 and 1≤j≤N/2 
The proposed block diagram is as shown in fig 2. 

 

Fig. 2. Proposed Method 

The proposed system is divided into two parts, such as encoding and decoding. In 
the encoding section two secret images are hidden in the cover image components of  
Cb and Cr using LSB technique. Integer wavelet transform is used here for the 
compression of cover images. The concept of YCbCr is considered which takes the 
advantage of  the Human Vision System. In the extraction process inverse process of 
embedding is used in order to get back the original secret images back. 

3.1 Embedding Processes 

 

 

 

 

 

 
 
 

1. Select the cover image of size 256x256. 
2. The selected cover image is transformed into YCbCr format . 
3. Apply IWT for Cb and Cr components which results in four parts such as 

LL, LH, HL and HH.  
4. These images are used for the embedding of two secret images. The Cb is 

used to hide one secret image and Cr is used for the other secret image. 
5. The secret images are converted into the binary bit stream which is stored 

as a text file. Least Significant Bit is the lowest bit (right hand 
side)where  data is hidden in a cover image. 

6. Apply inverse IWT for both cover images. Combine the Y, Cb and Cr 
components resulting will be the stego image which is same as that of 
the cover image. 
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3.2 Extraction Process 

 
 
 
 

4  

5 Experimental Results 

The inputs which are described in the modules are functionally verified using the 
Matlab. Next the design is transformed into verilog and simulation results are 
compared with the Matlab results . After the successful completion of simulation, the 
design is synthesized using Xilinx.  

In this work, an image file with “.bmp” format has been chosen as a cover image. 
The size of the cover image is 256x256. Two gray scale images of size 128x128 are 
taken as the secret images. The secret images are shown as “football” and “earth.” As 
shown in fig (3(a) and 3(b)), are considered for testing the algorithm. The “football” 
is hidden in Cb component and “earth” is hidden in the Cr composition of pepper 
image. The cover image is shown in fig. 4 (a). The image with embedded data is 
called as stego image which resembles the cover image. Fig. 4 (b) shows the stego 
image. 

       

Fig. 3. (a) football      (b) earth Fig. 4. Matlab Result (a) cover Image   
(b)screte Image 

 

The Stegno top module is the  module of entire program as shown in fig 5.Table 1 
describes the signal details of the top module. 

The simulation results for the stegno top module are given below. In this module 
the two cover images Cb, Cr and two secret images are considered as an input.  All 
these data are of eight bit in nature. The module operates in the presence of positive 
edge of ‘clk’ and ‘rst’=0. Initially when the ‘clk’ signal is at the positive edge and  
‘rst’=1, no data evaluation process taking place  as shown in fig 6.  
 

1. The stego image is represented in YCbCr color space.  
2. Obtain IWT of Cb and Cr components.  
3. Start from the suitable pixel position of stego-image (binary received 

data). Check every pixel and store the first two bits, i.e., 0th and 1st bits of 
the components for extracting secret images. 

4. Store the text file of resulting binary values of the secret images. This 
text file is converted back into secret images. 
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Fig. 5. Stegno Top Module 

Table 1. Signal description of Top Level module 

            Signals I/O Description 

Clk Input Synchronous clock signal of stegno top module 

Rst Input Reset signal  

image_in Input 64 bit of cover image used to hide secret message 

cover_image_cb Input 8 bit of cover image of Cb part 

cover_image_cr Input 8 bit of cover image of Cr part 

secrete_image1 Input First 8 bit secrete image 

secrete_image2 Input Second 8 bit secrete image 

embedded_image_1 output 8 bit of stego image 1 

embedded image_2 output 8 bit of stego image 2 

revt_sect_img 1 output 8 bit of extracted secret image 1  

revt_sect_img 2 output 8 bit of extracted secret image 2 

En output Enable output signal for embedded images  

enout output Enable output signal for retrieved images 
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Fig. 6. Simulation Result of Initial Condition When ‘rst’ = 1 

The data reading of input cover images and secret images are shown when ‘rst’ 
becomes zero which is shown in fig 7.  

 

Fig. 7. Simulation result for  data reading of Stegno top module 

The output of  two stego images and two extracted secret images are as shown in 
fig 8. 

 

Fig. 8. Simulation results of Stegno Top Module 

5.1 Synthesis Results 

The generated RTL Schematic is as shown in fig 9. The Steganography using IWT 
shows delay of 3.157ns.The timing summary and power consumed are given in  
table 2. 
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Fig. 9. RTL Schematic  

Table 2. Timing summary and Power Consumed 

Delay  3.157ns  Supply 
Power 
(W) 

Total Dynamic Quiescent 

Maximum Frequency 316.768 MHz 0.187 0.022 0.165 

Minimum input arrival 
time before clock 

3.426ns  

Maximum output required 
time after clock 

5.848ns 

5.2 Placement and Routing 

The design is placed and routed to the device 4VLX15SF363-12 in Xilinx after the 
synthesis process. The resultant cell layout is shown in fig 10. The Table 3 and 4 
describe the memory usage and timing summary after routing respectively. 

 

Fig. 10. Final routed Cell layout of the Proposed Design 

          Table 3. After Routing Table 4. Timing Summary after Placement and 
Routing (PAR) 

Increased Memory 48Mb 

Total memory 323Mb 

Peak Memory 371Mb 

Set up Time 3.357ns 

Hold Time 0.369ns 

Total REAL time to PAR completion 27secs 

Total CPU time to PAR completion 22secs 
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6 Conclusion  

The experimental results obtained through simulation and synthesis shows that this 
method provides a hardware solution for hiding two secret images in a single cover 
image. In this implementation the authors used YCbCr color space concept which 
takes the advantage of Human Vision System (HVS). The data is encrypted and 
concealed with a steganography process provides an extra layer of protection and 
reduces the probability of the hidden data being detected.  This method is one of the 
more secured ways of transmitting confidential information. At the receiver side by 
using inverse process, both the secret images can be successfully extracted from the 
cover image.  In this paper an effort is made to enhance the overall processing speed 
when compared to the general purpose processor by implementing a hardware 
solution. It provides a very fast, programmable and cost effective hardware solution in 
the area of secure communication. Steganography isn't intended to switch 
cryptography, but rather to supplement it.  
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