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Preface

This book and its companion volume, LNCS vols. 8794 and 8795, constitute the
proceedings of the fifth International Conference on Swarm Intelligence (ICSI
2014) held during October 17-20, 2014, in Hefei, China. ICSI 2014 was the
fifth international gathering in the world for researchers working on all aspects
of swarm intelligence, following the successful and fruitful Harbin event (ICSI
2013), Shenzhen event (ICSI 2012), Chongqing event (ICST 2011) and Beijing
event (ICSI 2010), which provided a high-level academic forum for the partici-
pants to disseminate their new research findings and discuss emerging areas of
research. It also created a stimulating environment for the participants to inter-
act and exchange information on future challenges and opportunities in the field
of swarm intelligence research.

ICSI 2014 received 198 submissions from about 475 authors in 32 countries
and regions (Algeria, Australia, Belgium, Brazil, Chile, China, Czech Repub-
lic, Finland, Germany, Hong Kong, India, Iran, Ireland, Italy, Japan, Macao,
Malaysia, Mexico, New Zealand, Pakistan, Romania, Russia, Singapore, South
Africa, Spain, Sweden, Taiwan, Thailand, Tunisia, Turkey, United Kingdom,
United States of America) across six continents (Asia, Europe, North Amer-
ica, South America, Africa, and Oceania). Each submission was reviewed by at
least two reviewers, and on average 2.7 reviewers. Based on rigorous reviews
by the Program Committee members and reviewers, 105 high-quality papers
were selected for publication in this proceedings volume with an acceptance rate
of 53.03%. The papers are organized in 18 cohesive sections, 3 special sessions
and one competitive session, which cover all major topics of swarm intelligence
research and development.

As organizers of ICSI 2014, we would like to express sincere thanks to Univer-
sity of Science and Technology of China, Peking University, and Xi’an Jiaotong-
Liverpool University for their sponsorship, as well as to the IEEE Computational
Intelligence  Society, World Federation on Soft Computing, and
International Neural Network Society for their technical co-sponsorship. We ap-
preciate the Natural Science Foundation of China for its financial and logistic
support. We would also like to thank the members of the Advisory Committee
for their guidance, the members of the International Program Committee and
additional reviewers for reviewing the papers, and the members of the Publi-
cations Committee for checking the accepted papers in a short period of time.
Particularly, we are grateful to Springer for publishing the proceedings in the
prestigious series of Lecture Notes in Computer Science. Moreover, we wish to
express our heartfelt appreciation to the plenary speakers, session chairs, and
student helpers. In addition, there are still many more colleagues, associates,



VI Preface

friends, and supporters who helped us in immeasurable ways; we express our
sincere gratitude to them all. Last but not the least, we would like to thank all
the speakers, authors, and participants for their great contributions that made
ICSI 2014 successful and all the hard work worthwhile.

July 2014 Ying Tan
Yuhui Shi
Carlos A. Coello Coello
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Abstract. In this paper, we propose an ant evolutionary classification model,
which treats different classes as ant colonies to classify the unlabeled instances. In
our model, each ant colony sends its members to propagate its unique pheromone
on the unlabeled instances. The unlabeled instances are treated as unlabeled ants.
They are assigned to different ant colonies according to the pheromone that dif-
ferent colonies leave on it. Next, the natural selection is carried out to maintain
the history colony information as well as the scale of swarms. Theoretical anal-
ysis and experimental results show the effectiveness of our proposed model for
evolutionary data classification.

Keywords: Evolutionary classification, Ant colony, K-nearest neighbor.

1 Introduction

Evolutionary data comes from many application fields, such as topics in weblogs and
locations in GPS sensors. Evolutionary data mining can be classified into the two
categories, evolutionary clustering and evolutionary classification. Among them, evo-
Iutionary classification refers to the situation where some instances in the data flow
are attached with known labels, and the target is to classify the unlabeled data in the
real-time.

Various evolutionary classification methods [3]-[13] have been proposed from dif-
ferent aspects, including concept drifts, class distribution and temporal smoothness.
However, the assumption of entire labeled data availability is often violated in the real-
world problems, because labels may be scare or not readily available. As a result, semi-
supervised evolutionary learning methods have been recently put forward. Yangging
Jia et al. [14] proposed a semi-supervised classification algorithm for dynamic mail
post categorization. They carried out temporal smoothness assumption using temporal
regularizers defined in the Hilbert space, and then derived the online algorithm that
efficiently finds the closed-form solution to the target function. Later, H. Borchani et
al. [15] proposed a new semi-supervised learning approach for concept-drifting data
streams. They aim to take advantage of unlabeled data to detect possible concept drifts
and, if necessary, update the classifier over time even if only a few labeled data are
available. However, both the previous works assumes that at any time stamp, at least
one labeled instance for each class should be provided, which can be easily violated in
the real-world applications.

* Corresponding author.
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In this paper, we propose a semi-supervised ant evolutionary classification model,
which only require users to specify the number of labels and provide at least one labeled
sample in the beginning. In our work, we treat each data instance as an ant and each
class of labeled instances as an ant colony. The whole swarm, i.e., the whole dataset,
is composed of all the different colonies and the unlabeled ants. They evolve with time
based on the simulation of natural selection. Therefore, our proposed algorithm is "self-
training’ in nature. Compared to the previous research, our method can be applied to a
more generalized scenario, where the class distribution is arbitrary and the number of
labeled instances is unfixed (even down to 0) at each time step.

The rest of this paper is organized as follows: Section 2 describes our ant evolution-
ary classification model in detail. Section 3 presents some simulation results to demon-
strate its classification performance. Finally, Section 4 concludes the paper.

2 Ant Evolutionary Classification Model

In semi-supervised evolutionary classification, each data is associated with not only
a label y but also a time stamp ¢ € {1,...,T}. Given a set of data subsets X =
{X1, X% ..., XT}, where X! represents the data at time step ¢, X! = X! |J X!,
X}, = (#})i=1...|xz, is labeled, the corresponding label subset is Y,!, = (v} )i=1...|xz |»
and X! = (x)x¢ |+1..|x| is unlabeled, the goal is to predict the label of X, i.e.,

m

Y. = (y;)|xt |+1...| x¢|» in the real time.

To solve this problem, we propose an Ant Evolutionary Classification (AEC) model.
It treats each class as an ant colony, respectively denoted as A;—;. ., where c is the
number of classes or labels. Particularly, we let the unlabeled dataset X, form a special
colony with unknown class, represented by Ag = X,. The I*"* colony at time step ¢
is denoted as A!. The 7' member of A! is denoted by a!;, a!, is labeled if I > 0 and
unlabeled otherwise. Therefore, the swarm at time ¢ is composed by ¢ + 1 ant colonies,
e, At = {Af, AL, ... ALL

We assume that each ant colony possesses a unique pheromone. In order to expand
the territory, each colony has to recruit new ants by spreading its pheromone onto the
unlabeled ones. The new members joining the ant colony Af>0 is composed of two
groups: 1) the labeled data provided at time step ¢, 2) the unlabeled data assigned to
Aj. , at the time step ¢.

Instead of recording the pheromone left by each ant individual, we record the phero-
mone left each ant colony. We define the pheromone matrix at time step ¢ as a | X*| x ¢
matrix 7¢. Each column of 7* records the pheromone left by one colony on all the ants.
The element 7'(t JIX ) indicates the pheromone left by ants from colony A} on the ant

ap; at time step ¢. The matrix 7* is divided into two blocks. The first block with size
| X! | x crecords the pheromone left on the labeled ants, the second block with size
|XL] x ¢ records the pheromone left on the unlabeled ants. In this paper, we fix the
first block of 7* unchanged and only update its second block, whose element is 7;;. The
initial value of 7 at time step O is set T?j = 1 if and only if y; belongs to the j*" class,
otherwise 7;; = 0.
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Since labeled and unlabeled data is provided at each time, the pheromone matrix
needs to be updated accordingly. We define 7% as the pheromone matrix in the s**
iteration of the pheromone update at time step ¢. Without loss of generality, given an
ant a}; and a nest A!(l > 0), the updated pheromone intensity on af); is

IXE| IXE |
t
Tt ixe i < Z”z G+xe DT (jHX’ Nisa Z Mo Tr (1)

n" = (0i;)|x:|x|x¢| is the heuristic value matrix (or similarty matrix),
t —d,
Ny =€ 9 (2

‘th ‘th

dt is the distance between the ¢*” and 5" ants at time step ¢,

t t \T ty—1 t t :
(ay; — a0]2) (X7~ (aj; —ag;) ifl>0
t - .
dij — H%L2giojll if aéiaaéj c Af) 3)
00 otherwise

X! is the covariance matrix of the [*" colony at time step ¢, and o is a spread parameter.

Note that we define the distance between labeled and unlabeled ants as Mahalanobis
distance so as to utilize the prior class distribution of labeled data, and define the dis-
tance among unlabeled ants as Euclidean distance due to the lack of class information.
Similar to the partition of 7¢, we also divide 7! into two parts. The first block with size
|XE| x | XL,| records the similarity between unlabeled ants and labeled ants, and the
second block with size | X | x | X! | records the similarity among unlabeled ants.
To interprete eq. (1), we view as two parts, corresponding to the two blocks of n?

and 7¢. In the first term, 77,( j+|xt |) Tepresents the similarity between the it" and jth

unlabeled ant, 7'¢ e is the pheromone on the j** unlabeled ant left by the [*"

( i+ Xt
colony in the s*" iteration at time step t. Therefore, the first term computes the sum of
pheromone indirectly propagated from the labeled ants via the unlabeled ants. In the
second term, 7!, is the similarity between the i'" ant and the k" labeled ant, 77, is
the initial pheromone on the k*" labeled ant. Hence the second term computes the sum
of the pheromone directly propagated from the labeled ants. The reason for using T}i?
instead of T]if is because we keep the pheromone on the labeled ants unchanged to avoid
concept drifting.

After the convergence of the pheromone matrix 7¢ = 7%=, we predict the label of
each unlabeled ant af,; according to the amount of pheromone that different ant colonies
leave on it.
yl = arg max 5 4)

To determine whether an unlabeled data should be included in its predicted ant
colony, we need to further evaluate its fitness to the colony. Given a colony A} at time
step ¢, we define the fitness of afi € Al as

1 _
fitness(af) = Y eCehal) (D k)

! aUEA‘ i#j

&)
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where |A!| is the size of A}, X} is the covariance matrix of A}. Based on the fitness
evaluation, the evolution of ant colonies are composed of two steps. 1) Member Addi-
tion. For each unlabeled ant, if its fitness to its predicted class is higher than a thresh-
old 8 € (0, 1], then it will be included in the target colony, used as the training set
for the label prediction at next time step. 2) Member Deletion. To avoid class im-
balance and allow member change, we set a maximum for the size of an ant colony
(MazColonySize). Once this maximum is reached, the members with the lowest fit-
ness in that colony will be removed.

3 Experiments

We test our algorithm on three datasets, whose details are summarized in Table 1.
Twomoons is a synthetic dataset including two classes of intertwining moons. Mush-
room and Hyperplane datasets from the UCI repository are used to simulate the concept
drift problem.

Table 1. Summarization of the test datasets

Dataset #Size #Attributes #Classes
Twomoons 2000 2 2
Mushroom 8124 22 2
Hyperplane 10000 10 2

3.1 Synthetic Dataset

We first test our algorithm on the synthetic dataset Twomoons dataset for illustration. At
first, the dataset is divided into 7" = 100 time intervals. Fig. 1 shows the the evolutionary
classification process in five ascending time steps. The red crosses and blue circles
respectively denote the two different classes of data, and the black dots represent the
unlabeled instance. The subfigures at the left side depict the input data including the
previous classification result, while the subfigures at the right side depict the predicted
labels of those black dots in the left subfigures. As we can see, when ¢ = 1, only two
labeled instances are provided and we cannot recognize the intrinsic structure of the
input data. Later, after more instances are provided, our algorithm gradually assigns
labels to the unlabeled data points and then discovers the manifold structure of two
moons.

3.2 Real-World Dataset

We use the 1% labeled ratio to generate the training data and randomly distribute them
into 7" = 100 time blocks. Therefore, the provided labeled data may vary with different
times blocks, and even maybe absent. For the evaluation of evolutionary classification
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Fig. 2. Average block accuracy with different MaxzColonySize on two real-world datasets

Table 2. Average overall accuracy with different MaxColonySize

50 100 150 200 500
Mushroom 92.76 95.01 96.26 96.7 96.6
Hyperplane 74.41 75.50 75.65 74.86 75.19

performance, we adopt both overall classification accuracy and local classification ac-
curacy, which refers to the classification accuracy within each time block. To give a
reliable result, 50 runs of random simulation are carried out to produce an average
overall classification accuracy.

In our algorithm, we set a ceiling for the size of ant colonies, i.e., M axColonySize.
We adopt five values (50, 100, 150, 200, 500) as the max colony size. Fig. 2 illustrates
the relationship between the block accuracy and parameter M axzColonySize on the
two real-world datasets. We can see that M axColonySize exerts obvious influence on
Mushroom dataset.

In Table 2, each row shows the average overall accuracy on one dataset with five dif-
ferent M axColonySize values. We note that Twomoons and Hyperplane datasets per-
form best at size 150. It indicates that 150 might be a good choice for M axColonySize.
In addition, the setting of this parameter should also take into account of the physical
memory and the runtime cost.

4 Conclusion

In this paper, we present an ant classification model for dynamic semi-supervised clas-
sification. It simulates a swarm containing varied ant colonies that will evolve with time
under the rule of natural selection. Meanwhile, each generation of unlabeled instances
are classified into these colonies using our proposed swarm classification method. Ex-
perimental results on a synthetic dataset demonstrate the effectiveness of our method. In
the future work, we will investigate AEC and compare it with other classifiers on real-
world datasets. Another interesting future line of research is to consider the scenario
where labeled and unlabeled data possibly come from different distributions.
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Abstract. A major problem in medical science is attaining the correct diagnosis
of disease in precedence of its treatment. For the ultimate diagnosis, many tests
are generally involved. Too many tests could complicate the main diagnosis
process so that even the medical experts might have difficulty in obtaining the
end results from those tests. A well-designed computerized diagnosis system
could be used to directly attain the ultimate diagnosis with the aid of artificial
intelligent algorithms and hybrid system which perform roles as classifiers. In
this paper, we describe a Ensemble model which uses MLP, RBF, LVQ models
that could be efficiently solve the above stated problem. The use of the
approach has fast learning time, smaller requirement for storage space during
classification and faster classification with added possibility of incremental
learning. The system was comparatively evaluated using different ensemble
integration methods for breast cancer diagnosis namely weighted averaging,
product, minimum and maximum integration techniques which integrate the
results obtained by modules of ensemble, in this case MLP, RBF and LVQ.
These models run in parallel and results obtained will be integrated to give final
output. The best accuracy, sensitivity and specificity measures are achieved
while using minimum integration technique.

Keywords: Breast Cancer, Medical Diagnostics, Pattern Recognition,
Ensemble Approach, Neural Networks, MLP, Multilayer perceptron, RBF,
Radial Basis Function Network, LVQ, Learning Vector Quantization.

1 Introduction

Many real life applications are so complex that they cannot be solved by the
application of a single algorithm. This necessitated the need for development of
algorithms by mixing two or more of the studied algorithms. The choice of algorithms
depends upon the needs and characteristics of the problem. This further helps in
solving the problem to a reasonably good extent and achieving higher performances.

* Corresponding author.
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In this paper, we have concentrated our efforts towards solving the problem of breast
cancer diagnosis. Every year in many countries, number of woman died from breast
cancer is increasing. Breast cancer is the most common cancer in women in many
countries in the world. One out of eight women wills diagnosis and prognosis of breast
cancer in this country. Early detection is one of the best defenses against cancer [1].

The database used in analysis of the system has been taken from Wisconsin
Diagnostic Breast Cancer (WDBC) from UCI Machine Learning Repository, which
comprises of data vectors from 569 patients. Then, this data is divided into training
and testing data by taking 398 vectors as training data set (about 70% of the total data
set) and rest as testing data set (about 30% of the total data set).

This paper is organized as follows. Section 2 reviews related work done in the
concerned field. Section 3 gives the methodology used in tackling the problem.
Experimental results are presented in Section 4. Conclusion and future work are given
in the last section.

2 Related Work

A classification system is one that actually maps input vectors to a specific class.
Hence, classification is basically the job of learning the procedure that maps the input
data [2]. This has, in turn, has enthused researchers to replicate this success in the
field of medical diagnostics. Their efforts have bore significant gains through the
application of several standards and techniques of pattern recognition to the said
problem [3]. Also it is the most widespread form of cancer among women in the
world. Early detection is one of the best defenses against cancer. According to the
American Cancer Society (ACS), after every thirteen minutes, four American women
develop breast cancer, and one woman dies from breast cancer [1, 4-6].

Yao and Liu et.al described neural network based approaches to breast cancer
diagnosis, which had displayed good generalization. The approach was based on
artificial neural networks. In this approach, a feed forward neural network was
evolved using BP algorithm [12]. Fogel et al. were first to derive technique to model
neural networks for solving breast cancer classification [13].

Rahul et al. used multilayer perceptron neural networks (MLPNNs), radial basis
function network (RBFN), competitive learning network (CL), learning vector
quantization network(LVQ), combined neural networks (CNNs), probabilistic neural
networks(PNNs), and recurrent neural networks (RNNs) for breast cancer diagnosis [14].

The artificial immune system with the GA in one hybrid algorithm which is the clonal
selection algorithm was inspired from the clonal selection principle and affinity
maturation of the human immune responses by hybridizing it with the crossover operator,
which is imported from GAs to increase the exploration of the search space. [13].

Contrary to neural networks, clustering, rule induction and many other machine
learning approaches, Genetic Algorithms (GAs) provide a means to encode and
evolve rule antecedent aggregation operators, different rule semantics, rule base
aggregation operators and defuzzification methods. Therefore, GAs remain today as
one of the few and, in some sense, optimize fuzzy systems with respect to the design
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decisions, allowing decision makers to decide what components are fixed and which
ones evolve according to the performance measures [14]. Carlos Andres Pena-Reyes
et.al proposed a fuzzy-genetic approach produces systems exhibiting two prime
characteristics: first they attain high classification performance and second the
resulting systems involve a few simple rules and gave 97.50 % classification accuracy
[15]. The goal of Fuzzy CoCo model was to evolve a fuzzy model that describes the
diagnostic decision and the classification performance was 98.98%. [16].

F A good collection of methods and applications can be found in the books by
Mellin and Castillo [10], and Bunke and Kendel [11, 12].

3 Methodology

Pattern Recognition and Machine Learning field have established research work on
the combination of multiple classifiers (also known as ensemble of classifiers,
Mixture of experts). Overall predictive accuracy can be increased by the use of
multiple classifiers instead of a single classifier. The ensemble procedure constitute
two steps mainly module formation and then integration of results of modules. Firstly
we need to formulate the number of modules to be used, that constitute the entire
ensemble architecture. Decision towards the model and architectural parameters of
each of the module is made. All the networks may be initialized in this mechanism.
Next the entire ensemble needs to be trained, which means the training up of the
individual models making up the ensemble.

Each of the modules is trained independently and in-parallel by all the training data
present in the system.

The ANNs with BPA still have some shortcomings. It is quite likely that BPA
results in some local minima in place of global minima. Also we need to specify the
initial parameters before the learning starts. These pose restrictions on the use of
ANNs. The GA on the other hand is known for its ability of optimization. In this
section we will fuse this capability of the GA along with the ANNS to train the ANN.

This solution overcomes much of the problems with the ANN training.

The block diagram of the proposed system for breast cancer diagnosis is shown in
Figure 1.

. | Evolutiona .

Testing v ]\1/1” P Y Integration
Data - - Techniques

1. Polling Output

Patient Data Evolutionary i >
Collection > MLP 2. Maximum
3. Minimum
Training 4. Product
Data
Evolutionary
MLP

Fig. 1. Block Diagram of the Proposed System for Breast Cancer Diagnosis
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In this paper, we have used the ensemble approach for classifying the inputs as
malignant or benign which has 3 modules. Here, each module has evolutionary ANN
and the difference between them is change in hidden neurons.

Here the GA is supposed to fix the values and the various weights as well as biases
that exist in the neural networks. The GA in other words optimizes the network
parameters for better performance. An ANN is a collection of various neurons. These
neurons are arranged in a layered manner. Any ANN model being used in real life
application normally uses a single hidden layer. The hidden layer has a specified
number of neurons in it. In a fully connectionist approach, every neuron of a forward
layer is connected to every neuron of the forward layer i+1 by some weight. The
hidden and output neuron further have weight is adjusted during training. Besides
every neuron has some bias associated with it. Now we would study the application of
GA in this problem for training. Some biases that need to be optimally set.

The first task is problem encoding. The problem encoding consists of these
parameters in a linear array. This is the phenotype problem representation. The
population may be represented using any of double vector or a bit string
representation. The Genetic Operators include Selection, Crossover, Eliticism,
Mutation, etc. The Genetic Operators ensured creation of good individuals from one
population to the other. Let us assume that there was a single hidden layer consisting
of H neurons. The input and output layers have I an O neurons respectively. In this
system, it may easily be seen that there are I x H weights between the input layer and
the hidden layer and H x O weights between the hidden layer and the output layer,
this makes the total number of weights as W=I x H + H x O. Further the number of
biases is equal to the number of neurons. The total number of biases is H + O. This
means that for a single layer ANN there would be I x H + H x O + H + O parameters
to be optimized.

The fitness of any individual in the population is measured with the help of fitness
function. The fitness function consists of the ANN along with its training data set. In
the fitness function we initialize the ANN by the various parameters that are
generated by GA. These parameters were extracted from the individual and used to
set the weights and biases of the ANN. Then the training data set is passed through
the ANN. The performance of the ANN against this data set is measured. This
performance is the net fitness value of the GA that needs to be maximized (or the
negative performance need to be minimized).Hence every time that the GA demands
the measurement of fitness value of some individual, the ANN is created and the
value is measured by the performance. This interfaces the GA and the ANN while
training.

The neural training by GA possesses a very complex fitness landscape. Hence it is
wise to use a local search strategy that places any ANN or genetic individual at the
closest minima, before its fitness value is reported. This local search strategy assists
the GA in the search or optimization process. In this algorithm we use Back
Propagation Algorithm as the local search method. The epochs, momentum, and
learning rate are kept low as per the requirements of local search.

Once the GA reaches its optimal state and terminates as per the stopping criterion,
we get the final values of the weights and the biases. Then we create the ANN with
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these weights and bias values and this is regarded as the most optimal ANN as a result
of the ANN training. We can then use this for the testing purposes. It may be seen
here that validation data is not necessarily required in this type of training.

The net fitness may hence be given by equation

Fit (N)=P(N)-a C(N)

Here N is the genetic individual or ANN, a is the penalty constant, Fit() is the
fitness function, P() is the performance function, C() is the number of connections.

Methods for Response Integration

Here, we use different integration schemes including polling, maximum, minimum,
weighed average. These schemes are used to integrate the outputs from each of the
four networks separately and the resulting detection accuracies measured. In polling
scheme, each network returns the class that it considers the one to which the input
belongs. After taking these classes, voting takes place between the network modules.
The class with the highest votes is taken as the winner. In weighted average scheme,
mean of matching scores of all the networks is taken.

The integrator receives all the probability vectors and does the task of deciding the
final output of the system. For this if probability is greater than 0.5 it is marked as
malignant, otherwise as benign.

4 Simulation Results

Wisconsin Diagnostic Breast Cancer (WDBC) database of UCI Machine Learning
Repository is used for the experimentation of our model. The goal is to classify a
tumor as either benign or malignant based on cell descriptions gathered by FNA
image test. The Breast Cancer data set has vectors with a total of 30 input attributes.
This database contains information about 569 patients with 212 out of 569 having
malignant tumors. Attributes used here are radius mean of distances from center to
points on the perimeter, texture means standard deviation of gray-scale values,
smoothness means local variation in radius lengths, perimeter, area, smoothness (local
variation in radius lengths), compactness (perimeter2 / area - 1.0), concavity (severity
of concave portions of the contour), concave points (number of concave portions of
the contour), symmetry and fractal dimension (coastline approximation - 1).They are
measured for a total of 3 cells. The various integration methods are compared with
respect to their ability to train, learn and generalize the data. One with the best
generalizing capacity will give the best detection efficiency.

First we divide the data set into training and testing sets at 70% and 30% by taking
398 vectors as training data set and rest as testing data set. Then data set is used to
train and the test the ensemble model.

The results are measured against the TP (true positive), TN(true negative), FP(false
positive) and FN (false negative). The various performance measures are summarized
in the table 1.
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Table 1. Diagnostic performance measures Breast cancer

Cancer Test Present Absent Total
Positive True Positive [ TP] False Positive [FP] [TP +FP ]
Negative False Negative [FN] True negative [TN] [FN+TN ]

( TP + FN+ TN
Total (TP + FN) (TN + FP) +FP )
Sensitivity TP/ (TP + FN)
Specificity TN/ (TN + FP)
Accuracy (TP + TN) / (TP + TN + FP + FN)

We run the Evolutionary ANN modules to obtain optimum weights for ANN. We
applied GA for the parameter optimization. The weight matrix consisted of 30*x
weights between input and hidden layer, x*1 between the hidden and the output layer
and a total of 18, 20, 25 hidden layer biases and 1 output layer bias. This made the
total number of variables for the GA as 30*x + x*1 + x + 1. We use 18, 20, 25 hidden
neurons for each module respectively.

In GA, the double vector method of population representation was used. The total
number of individuals in the population was 50. A uniform creation function, rank
based scaling function and stochastic uniform selection methods were used. The elite
count was 2. Single point crossover was used. The program was executed till 100
generations. The crossover rate was 0.7, Best fitness is 98.78 and mean fitness is
96.61.The best performance in terms of sensitivity, specificity, accuracy, false
negative and false positive are 98.70% 97.42%, 98.24%, 4.6% and 0.65% for testing
respectively.

Here the results of GA are exported which are optimized weights and bias of ANN
and ANN is run for 10,000 epochs. The result of this is passed through various
integrators.

We then experiment ensemble model with various integration methods to find an
optimized parameter which gives best performance. After getting the optimized
parameter, the detection procedure is run 20 times for the same configuration. After
this, the mean and standard deviation are computed. The mean is taken as the
performance accuracy of the system for training and testing dataset.

The results show that the maximum accuracy was achieved when using maximum
integrator with Accuracy of 99.07% along with sensitivity, specificity, FPR and FNR
values as 98.79, 99.01%, 1.23%, 0.65% respectively. Figure 2 shows the spread of
values of Evolutionary ANN module.
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Fig. 2. Performance of Evolutionary ANN module

Table 2. Diagnostic performance of various integration techniques

Integration S (%) Sp (%) A (%) FPR (%) | FNR (%)
Techniques
Maximum 98.79 99.01 99.07 1.23 0.65
Minimum 98.46 99.01 98.79 1.53 0.98
Polling 99.00 96.47 97.36 4.9 1.56
Sum 98.70 97.42 98.24 5.0 0.65

Now we compare our model performance with Ensemble architecture with same
ANN model in all the modules. The only difference in the modules is number of
hidden layers. Table 3 is given with the best results of ensemble with same modules
on various integration techniques.

Here we used hidden layer of 18, 20, 25 for the 3 modules of ensemble while
keeping other parameters same as that in our proposed model. Figure 3 shows the
comparative analysis.

Table 3. Diagnostic performance of various integration techniques

ANN Models | Integration Testing performances (%)

Techniques S (%) Sp (%) A (%)
MLP Minimum 99.00 96.47 97.36
RBF Maximum 97.01 98.05 97.17
LVQ Polling 93.22 96.04 95.00
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Fig. 3. Comparison of Multi Model ANN with Same ANN ensemble with different integrators

From the experimental results we can show that our proposed method performs
better than that of ensemble of ANN with same ANN modules.

5 Conclusion and Future Work

In this paper we saw the working of different ensemble integration methods with three
modules of Evolutionary ANN model using MLP model for detection of Breast
Cancer. In all the cases we were able to solve the problem with fine accuracies using
the different ensemble integration methods. The results show that, Maximum
integration gives the most favorable performance when compared with other
integration methods.

References

1. American Cancer Society, Cancer Facts and Figures (2011-2012)

2. Weiss, S.I., Kulikowski, C.: Computer Systems That Learn: Classification and Prediction
Methods from Statistics, Neural Networks, Machine Learning and Expert Systems.
Morgan Kaufmann Publishers (1991)

3. Coleman, T.F., Li, Y.: Large Scale Numerical optimization. In: Proceedings of Workshop
on Large Scale Numerical Optimization, Cornell University, New York (1989)

4. Andolina, V.F., Lille, S.L., Willison, K.M.: Mammographic Imaging: A Practical Guide,
New York (1992)

5. Antani, S., Lee, DJ., Long, L.R., Thoma, G.R.: Evaluation of shape similarity
measurement methods for spine X-ray images. Journal of Visual Communication & Image
Representation 15, 285-302 (2004)

6. Clemen, R.: Combining forecasts: A review and annotated bibliography. International
Journal of Forecasting, 559-583 (1989)

7. Yao, X., Liu, Y.: Neural networks for breast cancer diagnosis. In: Proceedings of the
Congress on Evolutionary Computation, vol. 3, pp. 1767-1773 (August 2002)

8. Fogel, D.B., Wasson, E.C., Boughton, E.M., Porto, V.W., Angeline, P.J.: Linear and
neural models for classifying breast masses. IEEE Transactions on Medical Imaging 17(3),
485-488 (1998)



16

10.

11.

12.

13.

14.

15.

16.

R.R. Janghel et al.

Rahul, K., Anupam, S., Ritu, T., Janghel, R.R.: Breast cancer diagnostic system using
artificial neural networks model. In: International Conference on Information Sciences and
Interaction Sciences (ICIS), pp. 89-94 (2010)

Melin, P., Castillo, O.: Hybrid Intelligent Systems for Pattern Recognition Using Soft
Computing. STUDFUZZ, vol. 172. Springer, Heidelberg (2005)

Bunke, H., Kandel, A. (eds.): Hybrid Methods in Pattern Recognition. World Scientific
(2002)

Sivanandan, S.N., Deepa, S.N.: Principle of soft computing. Wiley India Private Limited
(2007)

Nabil, E., Badr, A., Farag, .. An Immuno-Genetic Hybrid Algorithm. Int. Journal of
Computers, Communications & Control IV(4), 374-385 (2009)

Alcala, R., Nojima, Y.: Special issue on genetic fuzzy systems: new advances.
Evolutionary Intelligence 2, 1-3 (2009)

Pena-Reyes, C.A., Sipper, M.: A fuzzy-genetic approach to breast cancer diagnosis.
Artificial Intelligence in Medicine, 131-155 (1999)

Pefia Reyes, C.A.: Breast Cancer Diagnosis by Fuzzy CoCo. In: Pefia Reyes, C.A. (ed.)
Coevolutionary Fuzzy Modeling. LNCS, vol. 3204, pp. 71-87. Springer, Heidelberg
(2004)



Empirical Analysis of Assessments Metrics
for Multi-class Imbalance Learning
on the Back-Propagation Context*

Juan Pablo Sanchez-Crisostomo', Roberto Alejo', Erika Lépez-Gonzélez!,
Rosa Marfa Valdovinos?, and J. Horacio Pacheco-Sénchez?

! Tecnolégico de Estudios Superiores de Jocotitlan, Carretera Toluca-Atlacomulco KM. 44.8,
Col. Ejido de San Juan y San Agustin, 50700 Jocotitlan, México
2 Faculty of Engineering, Universidad Auténoma del Estado de México Cerro de Coatepec s/n,
Ciudad Universitaria C.P. 50100, Toluca, Estado de México
3 TInstituto Tecnolégico de Toluca
Av. Tecnolédgico s/n Ex-Rancho La Virgen, 52140, Metepec, México

Abstract. In this paper we study some of the most common assessment metrics
employed to measure the classifier performance on the multi-class imbalanced
problems. The goal of this paper is empirically analyzing the behavior of these
metrics on scenarios where the dataset contains multiple minority and multiple
majority classes. The experimental results presented in this paper indicate that the
studied metrics might be not appropriate in situations where multiple minority
and multiple majority classes exist.

Keywords: Metrics, Multi-class Imbalance, Multiple Minority and Majority
Classes.

1 Introduction

Class imbalance problems have drawn growing interest recently because of their classi-
fication difficulty caused by the imbalanced class distributions [8]. So, it has been into
the 10 challenging problems identified in data mining research [9]. The class imbalance
problem appears when in a training data set the number of instances in at least one class
is much less than the samples in another class or classes [6]. Much work has been done
in addressing the class imbalance problem [4] but, while two-class imbalance prob-
lem has been widely studied the multi-class imbalance problem has been relatively less
investigated [8].

The multi-class imbalance problems pose new challenges, for instance, in task of
assessments classifier performance it is necessary to apply different metrics than those
used in traditional two-class classification problems [7]. On two-class imbalance prob-
lems, sometimes it is possible to provide more appropriate assessments metrics to
measure the classifier performance, but in the multi-class imbalance problems, it is
extremely difficult to provide realistic assessments of the relative severity of the classi-
fication performance [3].

* This work has been partially supported under grants of: PROMEP/103.5/12/4783 from the
Mexican SEP and SDMAIA-010 of the TESJO.

Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 17-23, 2014.
(© Springer International Publishing Switzerland 2014
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Often in research where the multi-class imbalance is the focus of study, the authors
use metrics that have been extended from two-class imbalance scenarios to compare
the classifier performance, for example the geometric mean, F-measure or measures of
the area under curve family [2]. However, this situation presents an interesting research
question: The proposed metrics to assessment the classifier performance are appropriate
on scenarios where exist multiple minority and multiple majority classes?.

We are interested in this question, so, in this paper we study the behavior of seven
the most common multi-class assessment metrics on real multi-class databases with
minority and majority multiple classes.

2 Assessments Metrics for Multi-class Imbalance Learning

The most studied metrics for assessment the classifier performing in class imbalance
domains have been focused a two class imbalance problems and some of them have
been modified to accommodate them at the multi-class imbalanced learning problems
[4]. In this section we present some of the most common two-class imbalance metrics
adapted at multi-class imbalance scenarios.

Macro Average Geometric (MAvG): This is defined as the geometric average of the
partial accuracy of each class.

J
MAWG = ([ AcCy) s, ()

where ACC; = ( correctly classified of class j)/( total of samples of classyj),
i.e., the accuracy on the class j. J is the number of classes.

Mean F-measure (MFM): This measure has been widely employed in information
retrieval

2 - recall(j) - precision(j)

2

F—
measure(j) = recall(j) + precision(j)

where recall(j) = (correctly classified positives)/(total positives) and precision
(j) = (correctly classified positives)/(total predicted as positives); j is the in-
dex of the class considered as positive. Finally, mean F'-measure is defined for multi-
class in Reference [2] as follow:

EJ: Measure ) 3)

Macro Average Arithmetic (MAvA): This is defined as the arithmetic average of the
partial accuracies of each class.

J
1 ACC;
2t ACGH 4)

One the most widely used techniques for the evaluation of binary classifiers in imbal-
anced domains is the Receiver Operating Characteristic curve (ROC), which is a tool

MAvA =
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for visualizing, organizing and selecting classifiers based on their trade-offs between
true positive rates and false positive rates. Furthermore, a quantitative representation of
a ROC curve is the area under it, which is known as AUC [1]. The AUC measure has
been adapted at multi-class problems [2] and can be defined as follow.

AUC of each class against each other, using the uniform class distribution (AU1U):

2
AULU = AUCR(ji, jx) (5)
-1 2=,
where AUCR(J;, jk) is the AUC for each pair of classes j; and jy.

AUC of each class against each other, using the a priori class distribution (AU1P):

2
AULP = p())AUCR(Ji, jr) - (6)
1 - 1 2 POAVCRie i)
where p(j) is a priori class distribution.

AUC of each class against the rest, using the uniform class distribution (AUNU):

1
AUNU = ; > AUCk(j, rest;) (7)
jeJ
where rest; gathers together all classes different from class j, i.e., the area under the
ROC curve is computed in the approach one against all.

AUC of each class against the rest, using the a priori class distribution (AUNP):

1
AUNP = > " p(j)AUCR(j, rest;) , ®)
J jedJ

this measure takes into account the prior probability of each class (p(7)).

3 Experimental Protocols

3.1 Database Description

In this section we describe briefly the two databases (92AV3C and ALL-DATA) used in
our experimentation. 92AV3C corresponds to a hyperspectral image (145 = 145 pixels)
taken over Northwestern Indianas Indian Pines by the AVIRIS sensor!. For simplicity,
in this paper we use only 38 attributes from the 220 attributes of the original dataset.
The attributes were selected using a common features selection algorithm (Best-First
Search [5] implemented in WEKA

ALL-DATA consists of the reflectance values of image pixels that were taken by
the Compact Airborne Spectrographic Imager (CASI) and the Airborne Hyper-spectral
Scanner (AHS) sensors. Corresponding chlorophyll measurements for these pixels were

! engineering.purdue.edu/biehl/MultiSpec/hyperspectral.html
2 www.cs.waikato.ac.nz/ml/weka/
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also performed. CASI set consists of the reflectance values of image pixels that were
taken by the CASI sensor. Corresponding thermal measurements for these pixels were
also made. The CASI sensor reflectance curves are formed by 144 bands between 370
and 1049 nm. AHS images consist of 63 bands between 455 and 2492 nm. Therefore,
the input dimensionality of this dataset is 207 (the sum of the bands corresponding to
the CASI and AHS sensors).

Table 1. The class distribution of the 92AV3C and ALL-DATA datasets is presented in this table.
Size represents the number of samples on each class.

Database Class  Size Database Class  Size
0 95 1 8258
1 489 2 4588
2 834 3 11346
3 968 4 4751
4 54 5 1123
5 614 6 5762
6 497 ALL-DATA 7 3020
7 1294 8 7013

92AV3C 8 380 9 15
9 26 10 79
10 234 12 82
11 20 13 222
12 1434 14 1733
13 2468 15 3628
14 747 - -
15 212 - -
16 10659 - -

In order to study the multi-class assessment metrics behavior in domains of multiple
minority classes and multiple majority classes we split the original datasets (92AV3C
and ALL-DATA) in subsets (S¢, Ai and B1).

For 92AV3C dataset the Si subsets were integrated in the following way: the first
subset (S1) contains the four more minority classes (3, 7, 12 and 13) and the most
majority class (16) of the original dataset. The next subset (S2) was integrated with the
union of S1 with the next minority class (not used before, class 2). This process finishes
when all minority have been integrated at one subset.

The ALL-DATA was split in subsets as follow: the first subset A1 was integrated
by the more minority classes (9, 10, 12 and 13) of ALL-DATA dataset, the next subset
(A2) corresponds to join of Al with the class 1, i.e., A1Ul. The rest of subsets were
made of the same way.

The Bi subsets were integrated as follow: B1 contains eight majority classes (1-8)
of ALL-DATA dataset, B2 = B1 U with the next minority class (class 9), and the rest
of Bi subsets were integrated using this process. The Table 2 shows a brief summary of
the integration of Si, A7 and Bi subsets.
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In 92AV3C subsets (S7) the 10-fold cross—validation was applied. The datasets were
divided into ten equal parts, using nine folds as training set and the remaining block test
set. ALL-DATA subsets (A7 and B7) were split in disjoints subsets: training (50% of the
samples) and test (50% of the samples).

Table 2. Classes that ingrate the S¢, A¢ and B4 subsets

Subset S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11  S12 S13
Classes 3,7,12,13,16 S1U2 S2U14 S3U5 S4U6 S5U1 S6U8 S7U10 S8UIS S9UO S10U4 S11U9 S12U11

Subset Al A2 A3 A4 AS A6 A7 A8 A9 - - - -
Classes 9,10,12,13 AlU 1 A2U2 A3U3 A4U4 A5U5 A6U6 ATU7 A8U8 - - - -

Subset Bl B2 B3 B4 B5 - - - - - - — _
Classes 1,2,3,4,5,6,7,8 B1U9 B2U10 B3U12 B4U13 - - - - - - — _

3.2 Neural Network Configuration

In the experimental phase we use the MLP trained with the standard back-propagation
in sequential mode. For each training data set, MLP was initialized ten times with dif-
ferent weights, i.e., the MLP was run ten times with the same training dataset. The
results here included correspond to the average of those accomplished ten different
initialization and of ten partitions for 92AV3C, and only the average of ten different
initializations for ALL-DATA. The learning rate (1) was set at 0.1 and only one hid-
den layer was used. The stop criterion was established at 5000 epoch or an MSE below
to 0.001. The number of neurons (n) for the hidden layer was fixed as n = number of
classes +1, because our goal it is not to find the optimal MLP configuration but to study
the assessment metrics behavior.

4 Experimental Results

In order to assessment the multi-class imbalance metrics: M AvG, AUNP, AU1P,
MFM, AUNU, MAvA and AU1U (see section 2), we have carried out an exper-
imental comparison over twenty seven datasets with multiple minority and multiple
majority classes (see Table 2).

The tables 3 and 4 present the experimental results. The first column represents the
dataset used (S7, A7 or Bi), the next columns exhibit the metrics used and at least one
the number of minority classes do not classified, i.e., ignored by the classifier. The rows
show the values obtained from different metrics on each dataset.

Tables 3 and 4 show an interesting behavior. Observe that in some datasets all metrics
(except M AvG) present very similar results but, in these datasets the classifier does not
classify or ignored different minority classes in each dataset. For example, in Table 3 the
values the AU N P for the S10 and S11 datasets are 0.717557 and 0.718413 respectively,
i.e., they are very similar values. However, in S10 the classifier does not classify two
minority classes and S11 does not classify one class. In other words, the values the
AUNP for S10 and S11 are very similar but in S10 the classifier ignored more classes



22 J.P. Sanchez-Crisostomo et al.

Table 3. Classification performance of the subsets (S¢) obtained from 92AV3C dataset (see Table
2) measured by the metrics: M AvG, M AvA, AU1U, AU1P, AUNU, MFM and AUNP

No. of classes
Metric M AvG AUNP  AU1P MFM AUNU MAvA AU1U  ignored by the

classifier
S1 0.000000  0.680849  0.680849  0.296549 0.606591  0.349023  0.349023 3
S2 0.000000 0.864575 0.864575 0.298384 0.637522 0.373081 0.373082 2
S3 0.000000 0.843382 0.843382 0.326805 0.700919 0.524812 0.524812 1
S4 0.000000 0.775310 0.775310  0.272290  0.627219  0.442667 0.442667 1
S5 0.000000  0.763563  0.763564 0.260260 0.624413  0.448988  0.448988 1
S6 0.000000  0.755563  0.755563  0.245079 0.645932  0.500241 0.500241 2
S7 0.000000 0.745715 0.745714 0.227627 0.628405 0.478391 0.478391 2
S8 0.000000  0.738600 0.738599 0.212890 0.626571 0.486770 0.486770 3
S9 0.000000 0.731669 0.731668 0.197799  0.628791  0.499175 0.499175 1
S10 0.000000  0.737835  0.737835 0.193418 0.655136  0.549927  0.549927 2
S11 0.000000  0.717557 0.717558 0.170630 0.615831 0.487472 0.487472 2
S12 0.000000 0.718413 0.718413 0.162070  0.626332  0.509208  0.509208 1

Table 4. Classification performance of ALL-DATA dataset measured by the metrics: M AvG,
MAvA, AU1U, AU1P, AUNU and AUNP

No. of classes
Metric MAvG AUNP AU1P MFM AUNU MAvA AU1U  ignored by the

classifier
Al 0.995583  0.995543  0.995543 0.984598 0.995823  0.995625 0.995625 0
A2 0.601254  0.915319 0915319 0.300290 0.844969 0.796271 0.796271 0
A3 0.408697  0.775386  0.775386 0.271673 0.752187 0.760755 0.760755 0
A4 0.000000 0.747106 0.747106  0.289039 0.716155 0.682684 0.682684 1
A5 0.000000 0.803038 0.803038 0.336305 0.751786 0.699337  0.699337 1
A6 0.000000 0.833518 0.833518 0.350768 0.741196 0.649088  0.649088 1
A7 0.000000 0.734872  0.734872  0.263121 0.659345 0.580251 0.580251 2
A8 0.000000 0.708736 0.708736  0.234921  0.629486  0.546548  0.546549 2
A9 0.000000 0.706589 0.706589 0.230379 0.596762 0.483704 0.483704 3
Bl 0.648743  0.750903  0.750903 0.391792 0.748725 0.744061 0.744061 0
B2 0.000000 0.730440 0.730440 0.320462 0.676222 0.618496 0.618496 1
B3 0.000000 0.735042 0.735042 0.301764 0.667699 0.598593  0.598593 2
B4 0.000000 0.708683 0.708683 0.246963  0.609454  0.506425 0.506425 2
B5 0.000000 0.706589 0.706589 0.230379 0.596762 0.483704 0.483704 3

than S11. Similar situations were observed in AU 1P with S8 and S10, M F'M with S1
and S2, AU NU with S4 and S8, M AvA with S8 and S11, and AU1U with S8 and S11
(see Table 3). On Table 4 this behavior was observed in AUNU and AU1P with B4
and B5. AUNU with A3 and AS.

A dramatic situation was noticed in Table 4, we observe that in some datasets the
classifier presents better results when does not classify one or more classes that when it
classify all classes. For example, the values for A3 and A6 with AUN P are 0.775386
and 0.833518, respectively, i.e., the result the A6 is better than the A3 result, but in A6
one class is ignored for the classifier meanwhile that in A3 all classes are identified for
it. This behavior was adviced too in the metrics AU1P and M F' M for these datasets
(A3 and A0).

On the other hand, the M AvG could be more appropriate in classification problems
with multiple majority classes and multiple minority classes, because it notice when the
classifier ignores any class (see Table 4).
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5 Conclusions

In this paper we study some of the most common metrics employed to measure the
classifier performance on the multi-class imbalanced problems. We focused in problems
with multiple minority classes and multiple majority classes. So, some experiments
have been carried out over twenty seven real data sets using a multilayer perceptron
trained with the back-propagation algorithm.

From the analysis of the experimental results in this work, we might suggest that
the main problem of the assessment metrics studied in this paper (except M AvG), is
that they were designed to provide an average performance of the pairs of classes, so
this metrics, in some cases, do not provide information when one or more classes are
ignored for the classifier.

We think, therefore, that they might not be appropriate when the dataset contains
multiple minority classes and multiple majority classes, in other words these metrics
might not be appropriate in muti-class imbalance context as the accuracy was in two-
class imbalance problems. However, the M AvG could be more appropriate in this sce-
nario because it notice when the classifier ignores any class.

The assessment metrics were developed with different proposes and goals, never-
theless, in the literature the researchers use they to compare the classifier performance,
for this reason we consider is necessary a deeper study about of this problem than the
previous one.
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Abstract. With the purpose of finding the minimal reduct, this paper proposes a
novel feature selection algorithm based on artificial fish swarm algorithm
(AFSA) hybrid with rough set (AFSARS). The proposed algorithm searches the
minimal reduct in an efficient way to observe the change of the significance of
feature subsets and the number of selected features, which is experimentally
compared with the quick reduct and other hybrid rough set methods such as
genetic algorithm (GA), ant colony optimization (ACO), particle swarm
optimization (PSO) and chaotic binary particle swarm optimization (CBPSO).
Experiments demonstrate that the proposed algorithm could achieve the
minimal reduct more efficiently than the other methods.

Keywords: feature selection, rough set, fish swarm algorithm, ant colony
optimization, chaotic binary particle swarm optimization.

1 Introduction

Feature selection is the process of choosing a good subset of relevant features and
eliminating redundant ones from an original feature set, which can be perceived as a
principal pre-processing tool for solving the classification problem [1]. The main
objective of feature selection is to find a minimal feature subset from a set of features
with high performance in representing the original features [2]. In classification
problems, feature selection is a necessary step due to lots of irrelevant or redundancy
features. By eliminating these features, the dimensionality of feature can be reduced
and the predictive performance can be improved for classification. Feature selection
methods are dimensionality reduction methods often associated to data mining tasks
of classification [3], which provide a reduced subset of the original features while
preserving the representative power of the original features.

Rough set (RS) was proposed by Pawlak, which provides a valid tool that can be
applied for both feature selection and knowledge discovery. It has been proved to be
an effective feature selection approach, which can select a subset of features while
preserving the meaning of the features, therefore it can predict the classification
accuracy as well as the original feature set. The essence of rough set to feature
selection are to find a minimal subset of the original features with the most
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informative features and remove all other attributes from the feature set with minimal
information loss [4]. Rough set is a powerful mathematical tool to reduce the number
of features based on the degree of dependency between condition attributes and
decision attributes, which has been widely applied in many fields such as machine
learning and data mining. Though rough set has been used as a feature selection
method with much success, it is inadequate at finding optimal reduct because of no
perfect search techniques.

In order to find the optimal reduct and improve the performance, a variety of
search techniques hybrid with rough set are introduced to address feature selection
problems such as genetic algorithm (GA), ant colony optimization (ACO), particle
swarm optimization (PSO). These swarm intelligence based algorithms such as
particle swarm and ant colony optimization have been proved to be competitive in
rough set attribute reduction fields. However, these algorithms have some
disadvantages such as premature convergence in PSO and the performance of the
reduct depending on initial parameters in ACO. In this paper, we propose a novel
feature selection algorithm based on artificial fish swarm algorithm hybrid with rough
set, which is not sensitive to initial parameters, has a strong robustness and has the
faster convergence speed to find the minimal reduct subset.

2 Rough Set Theory

Rough set theory is an extension of traditional set theory that provides approximations
in decision making, in which attribute reduction provides a valid method to extract
knowledge from feature set in a concise way. In this paper, we adopt some relevant
concepts of rough set theory related to our attribute reduction approach in [5] such as
equivalence relation, lower approximation, positive region, and degree of dependency.

Definition of Core. The elements of feature core are those features that cannot be
eliminated. In this paper, the algorithm for finding feature core is as follows:

initialize Core = & ; for every attribute ae C, if /4, (D) < (D), then attribute a is
one element of feature core, namely Core = Core U{a}. Where u.(D) represents the

degree of dependency between condition attributes C and decision attribute D.

The quick reduct (QR) algorithm proposed in [6], attempts to obtain a reduct
without exhaustively generating all possible subsets. It starts from an empty set, adds
one attribute at a time until it generates its maximum value for the dataset.

3 Swarm Intelligence Based Rough Set Reduct Algorithm

3.1 Ant Colony Optimization Based Reduct Algorithm (ACORS)

ACO is considered a new meta-heuristic algorithm that is used successfully to solve
many NP-hard combinatorial optimization problems [7]. In ACO, a swarm of artificial
ants cooperate for finding good solutions to optimization problems. Every ant
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searches for optimal solutions in the problem space, which has a start state and one or
more end conditions. The next move is determined by a probabilistic transition rule
that is a function of locally available pheromone trails. Once ant has constructed a
solution, then it updates the pheromone trial values which depend on the quality of
solutions constructed by the ants. Finally, the ant constructs the optimal solution with
the higher amount of pheromone trails. The algorithm stops iterating when an end
condition is satisfied. The search for the optimal feature subset is a traversal through
the graph where a minimal number of nodes are visited and the end conditions are
satisfied [8]. This algorithm performs as follow: All ants start from feature core, each
ant builds a solution and then the pheromone trials for every ant are updated.

Pheromone Trials and Heuristic Information. In the step, each edge is assigned a
pheromone trail and heuristic information. Firstly, the initial pheromone trial on each
edge is initialized to equal amount of pheromone. Secondly, each ant constructs a
solution; after that, the pheromone of each edge in this solution is updated. In
ACORS, the heuristic information is on the basis of the degree of dependency
between the two attributes and decision attribute. The value of heuristic information #
is limited in this paper, If n(a,b) <&, then n(a,b)=¢, where ¢ is set to 0.001.

Formally, for any two attributes a,b € C , the heuristic information is defined as

B |POSW (D)|

77(0»19) - |U| (1)

Where |U | is the cardinality of set U and the POS,, (D), called positive region,
is defined in [5].

Construction of Feasible Solution. When constructing a solution, each ant should
start from the feature core. Firstly, the ant selects randomly a feature, after that, it
probabilistically selects the second attribute from those unselected attributes. That

probability is calculated by
(0] [n,]

o] {n]

Where ¢ and k represent the number of iterations and ants, respectively, J represents

AOE )

the set of unvisited features of ant k, 7); is heuristic information of choosing feature j
when at feature i, 7,(f)is the amount of pheromone between feature i and feature j at
iteration #. In addition, a and f are two parameters corresponding to the importance
of the pheromone trail and heuristic information. When u,(D)=pu.(D) , the

construction process stops, where R is the current solution constructed by an ant.

Pheromone Update. After each ant has constructed its own solution, the pheromone
of only edges along the path visited by the ant is updated as
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T, (t+) =pr;(D+q/ L, 3

While for other edges, the pheromone trails are updated according to the following
equation.

T, (t+1) = pr, (1) “4)
Where p is a decay constant used to simulate the evaporation of pheromone, ¢ is

a given constant and L, is the minimal feature reduct at iteration . In ACORS, if the

maximum iteration is reached, then the algorithm terminates and outputs the minimal
reduct encountered. If not, then the pheromone is updated, a new colony of ants are

created and the process iterates once more.

3.2  Particle Swarm Optimization Based Reduct Algorithm (PSORS)

PSO is an efficient evolutionary computation technique based on swarm intelligence
and originates from the simulation of social behaviors such as birds in a flock or
fishes in a school. In PSO, a particle represents a candidate solution to the problem,
which has its own velocity and position in a given search space. PSO starts with the
stochastic initialization of a population of particles which move in the search space to
find the optimal solution by updating the position of each particle by using its own
experience and its companion’s experience [9]. Assume a swarm includes N particles
which move around in a D-dimensional search space. The velocity of the ith particle
in different space can be represented by v, = (v,,v.,,--,v,,) , and the position for the

ith particle in different space can be noted asx;, = (x,;,x,, ",

x,,) . The positions and
velocities of the particles are restricted to a predefined range, respectively. The
personal best position recording the previous best position of the particle is called

pbest and the best position achieved by all individual is denoted the global best
position and called gbest . Based on pbest and gbest , the velocity and position of

each particle are updated to search for the optimal solutions. When BPSO is applied
to solve the feature selection problem, a binary digit is employed to stand for a
feature, where the bit values 1 and O stand for selected and non-selected features,
respectively. The velocity of each particle is updated using (5), while the position of
each particle is updated using (6). The position and velocity of each particle are
updated according to the following equations:

Vit = wx vl +¢, XrIX(pbest — x.,) +c, Xr2X(gbest — x.,) )
17 lf‘ r< S(V.d) 1

L= u S V== 6

i {0, otherwise (Vld) 1+e ( )

Where ¢ represents the iteration counter, r/ and r2 are random numbers between 0
and 1, ¢ and c,are learning factors that control how far a particle moves in a single

generation, w is called the inertia weight, and the function S(v,)is a sigmoid
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limiting transformation which is introduced to transform v,, to the range of (0, 1), r

is random number selected from a uniform distribution between 0 and 1.

In BPSO, the inertia weight w is the modulus that controls the influence of
previous velocity on the present one, thus balancing the global exploration and local
search ability. It means the appropriate control of inertia weight value is imperative to
search for the optimum solution efficiently and precisely. In this paper, chaos theory
and BPSO are combined into a method called CBPSO to avoid this early
convergence, then CBPSO based RS reduct algorithm (CBPSORS) could be achieved
to find superior reduct. Since logistic maps are the most frequently used chaotic
behavior maps and chaotic sequences have been proven easy and fast to generate and
store, as there is no need for storage of long sequences [10], so logistic map is used to
determine the inertia weight value. The inertia weight value is substituted by
sequences generated by the logistic map according to the following (7).

w(t+1)=uxw()xA-w)) w()e (0,1) @)

Where 1 is a control parameter, which cannot be bigger than 4. When the inertia

weight value is close to 0, CBPSO promotes the local search ability. For inertia
weight values near 1, CBPSO strengthens the global search ability.

During the search process, each individual is evaluated using the fitness.
According to the definition of RS reduct, the reduction solution must ensure that the
decision ability is the same as the original decision table and the number of features in
the feasible solution is kept as less as possible. Therefore, classification quality and
the number of selected features are the two pivotal factors used to design a fitness
function which is used to evaluate each individual. The fitness function is defined as

Fitness:/l*,uR(D)+é‘*M ®

€]

Where u, (D) represents the classification quality of selected condition attributes R
relative to decision D; |R| denotes the number of selected feature subset; |C | denotes

the number of the original feature set; A and are two parameters which determine
the relative importance of classification quality and the number of features, Ae [0,1]

and A+&=1.

4 Artificial Fish Swarm Based Reduct Algorithm (AFSARS)

AFSA is a swarm-intelligence based optimization algorithm that simulates the fish
swarm behaviors such as praying, swarming and following with local search of fish
individual for obtaining the global optimum, which was successfully applied to solve
several combinatorial problems. It is a stochastic and parallel search algorithm.
What’s more, it does not need to know the concrete information of problems; instead
it only needs to compare disadvantages and advantages of the solutions of the
problems [11], then the final global optimum will be displayed in the population
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through artificial fish individual behaviors of local optimization, which has strong
robustness, fast speed of convergence and being non-sensitive to initial parameters.
The AFSA has been proved to be an effective global optimization algorithm using the
swarm intelligence in the solution of the combinatorial problem [12].

Due to these characteristics of the AFSA, it is introduced to solve feature selection
problems. Assume a fish swarm includes n particles which move around in a D-
dimensional search space. The artificial fish swarm is represented
asF ={f,f,,--, f,}, where f, is an artificial fish (AF). An AF can represent a subset
of features, and a subset of features can be a binary vector: X ={x,,x,,"--,x,},
x,€{0,1},i=1,2,---,D, where X is the current state of AF, D is the number of
features and the bit values 1 and O stand for selected and non-selected features
respectively. LetY stand for the food concentration, namely the objective function
value; the visual scope of AF is represented as visual distance. The Hamming distance
is used to calculate the visual distance in AFSARS. The Hamming distance of two
points of equal bits length is the number of positions at which the corresponding bits
are different. S, is the moving step length, trynumber is the try number and ¢ is the

crowd factor. The representative behavior is described as follows:

Following Behavior. In the following behavior, when the AF current state is X, , it
will judge the food concentration of all its neighborhood partners. Then it will find the
state X ; in the current neighborhood, which has the greatest food concentration Y;. Let

n, represent the number of its neighbors in the current neighborhood and n represent

n, .
the total number of AF. If ¥ < Y] and —L < 6, it denotes the state X i has more food
n

and is not crowded, it will moves a step toward the state X_,-. Otherwise, it performs

the swarming behavior.
Swarming Behavior. In the swarming behavior, when the AF current state is X, it
will assemble in groups naturally in the moving process. Let X _represent the center

. . . . . n N . ..
position in its visual scope. If Y, <Y, and—_ < § , it denotes the center position has
n

higher food concentration and is not crowded. It moves a step toward the center
position. Otherwise, it performs the preying behavior. The center position X_of m

fishes is defined as

L Y X0 z%

X, ()= = i=1,273,.D 9)
0. Yxm<Z
= 2

Preying Behavior. In the preying behavior, when the AF current state is X, it needs

to select a state ¥;randomly in its visual scope. If ¥; <Y}, it moves forward a step in
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this direction. Otherwise, it selects randomly a state X i again in its visual distance,

and it judges whether the forward condition is satisfied. If it can satisfy before
trynumber times, it moves a step toward the state X, otherwise, it moves a step
randomly. When the AF selects to go forward a step in this direction, the mutation
operation of genetic algorithm is adopted in the proposed AFSARS. One position

mutation is used to create a trial point. If the AF will go forward a step from the
state X, to the state X_]., then the number of different bits n, is calculated. Here, if
n,>S, , then § =3, otherwise, S, =n,. Randomly generate a digit n, which
represents the number of mutations, where n_is between 1 and S, . Here, some

indexes of the positions of mutation are selected and then the bits of selected positions
are changed from O to 1 or vice versa.

( Artificial fish swarm algorithm based rough set reduct algorithm (AFSARS) )

(1) Initialize the parameters for AFSARS;
(2) Compute the feature core of feature set;
(3) Randomly initialize the population F, the length of AF equals the number of feature in C-core ;
(4) Initial the global optimum Best=0;
(5) Do
a) Initial the local optimum besty=0;
b) Execute the following behavior, if the following behavior succeed,
return the current feature subset, otherwise go to c);
¢) Execute the swarming behavior, if the swarming behavior succeed,
return the current feature subset, otherwise go to d);
d) Execute the preying behavior, if the preying behavior succeed,
return the current feature subset, otherwise go to e);
e) Execute the random behavior, return the current feature subset;
f) Evaluate the current feature subset ;
g) Memorize the local and global optimal feature subset;
(6) Repeat until the total iteration number is reached.

Fig. 1. Artificial fish swarm algorithm based rough set reduct algorithm

Random Behavior. If the other fish behaviors are not executed, the AF performs the
random behavior. This behavior is related with a random movement for a better
position. The behavior is similar to preying behavior, but the different point is the
position of mutation which can be any position of the state X,. The pseudo-code of

our proposed method is illustrated in Fig.1.

5 Experiments and Results

5.1 Datasets and Parameters Setting

To evaluate the usefulness of the proposed algorithms, we carry out experiments on
six datasets of the UCI machine learning repository. In Dermatology (Der) dataset,
some samples are missed in age feature, so it is removed. In the experiments, the five
algorithms require additional parameter settings for their operations. The parameters
of GA are set as follows: population size P = 20, maximum iteration T = 500, the
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default parameters of crossover and mutation are adopted in matlab 7.0. The
parameters of ACORS are set as follows: a=1,=0.01,p=09, g=0.land the

initial pheromone is set to 0.5, the number of ants is half the number of features and
the maximum iteration equals 50. The parameters of PSORS are set as follows: the
inertia weight decreases along with the iterations, varying from 1.4 to 0.4 according to
the reference [9], acceleration constants ¢, =c, =2.0 , population size P = 20,

=4V

min

maximum iteration 7 = 500, velocity V.

max

CBPSORS are set as follows: the inertia weight w(0) =0.48, u =4, acceleration

=-4 . The parameters of

constants ¢, =c¢, =2.0 , population size P = 20, maximum iteration 7 = 500,
=4,V

min

velocity V.

max

=—4. These parameters are chosen based on the literature [10].

The parameters of AFSARS are set as follows: population size P = 50, maximum
iteration 7 = 50, trynumber=20, maximum step S, =3, the visual distance of fish is

half the number of features, crowd factor ¢ =0.618. The parameter 4 of the fitness is
set to 0.9 and & =0.1 according to the reference [5]. The fitness function of GARS,
PSORS, CBPSORS and AFSARS are defined as the equation (9). In CBPSORS, the
core of feature set needs to compute, after that the population is initialized, and the
operation is the same as AFSARS. The results achieved from 3 independent runs are
employed in terms of the number of the evolved feature subsets in this paper.

5.2  Results and Analysis

Table 1 shows the reduct results of the various methods on the 6 UCI datasets.
According to the experimental results, we find that AFSARS, CBPSORS and PSORS
have similar efficiency and they are more effective than ACORS and GARS when
dealing with datasets having less than 30 features. However, when dealing with
datasets with over 30 features, PSORS is easy to fall into premature convergence,
which means PSORS is not suitable to find the optimal reduct in most cases.
Comparing with PSORS, AFSARS and ACORS become much effective and find
successfully the global optimum in limited number of iterations on datasets with over
30 features. For those datasets having many features such as Dermatology and Lung,
AFSARS and ACORS are more effective than PSORS and CBPSORS. Furthermore,
PSORS hardly finds the optimal reduction until the maximum iteration is reached
when it deals with datasets with many features. The performances of PSORS and
CBPSORS are not improved after we change their generations to 1000. Apart from
these, we find that the performance of CBPSORS is similar to the performance of
PSORS when the maximum generation is 500, but when we run the two methods
many times, we find that the result of CBPSO is more stable and better. On the whole,
it seems to be the case that AFSARS outperforms the other methods in terms of the
number of the minimal reducts. But compared to the other methods, AFSARS spends
more time to find the optimum reducts.
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Table 1. The experimental results of the different algorithms

Dataset #Features QR GARS ACORS PSORS CBPSORS AFSARS

Momkl 6 4 3 3 3 3 3
Tic-tac 9 8 8 8 7 7 7
Z00 16 5 6-7 5 5 5 5
Vote 16 10  8-10 9 8 8 8
Der 33 10  11-12  9-10 10 9-10 9
Lung 56 5 12-13 5 9-10 9 5

6 Conclusion

This paper starts with the concepts of rough set theory and the QR algorithm, but this
technique often fails to find optimal reducts because of no perfect search strategy.
Therefore, the swarm intelligence methods have been introduced to guide RS method
to find the minimal reducts. Here, we have discussed four different computational
intelligence based reducts: GARS, ACORS, PSORS and CBPSORS. These methods
perform well on some datasets, but sometimes they cannot find the optimal solution in
the limited number of iteration. In this paper, we propose a novel feature selection
algorithm based on artificial fish swarm algorithm hybrid with rough set (AFSARS),
which is non-sensitive to initial values, has a strong robustness and has the faster
convergence speed to find the minimal reducts. Experimental results on real datasets
have demonstrate our proposed method can provide competitive solutions in
generating short reducts more efficiently than the other methods.
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Abstract. The hand gesture shape is the most remarkable feature for gesture
recognition system. Since hand gesture is diversity, polysemy, complex
deformation and spatio-temporal difference, the hand gesture shape descriptor
is a challenging problem for gesture recognition. This paper presents a hand
gesture shape describing method based on energy-ratio and normalized Fourier
descriptors. Firstly, the hand gesture contour of the input image is extracted by
YCb'Cr' ellipse skin color model. Secondly, the Fourier coefficients of the
contour are calculated to transform the point sequence of the contour to
frequency domain. Then the Fourier coefficients are normalized to meet the
rotation, translation, scaling and curve origin point invariance. Finally, the
items of normalized Fourier coefficients are selected by calculating energy-ratio
information as the hand shape descriptors. For validating the shape descriptors
performance, the hand gestures 1-10 are recognized with the template matching
method and the shape descriptor method, respectively. The experiment results
show that the method can well describe the hand shape information and
are higher recognition rate.

Keywords: Hand gesture, Shape descriptor, Fourier descriptors, Skin color.

1 Introduction

Since hand gesture has the characteristics of diversity, polysemy, complex
deformation and spatio-temporal difference, hand gesture recognition is one of the
current topics of new generation human-computer interaction techniques. Hand
gesture recognition system based machine vision recognizes gestures by segmentation
and feature extraction from 2D image sequences from camera. This hand gesture
recognition system has many good performances such as simple inputs, low device
requirement, freedom from interference and so on[l]. The goal of hand gesture
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segmentation is to seperate hand region from complex background and to retain
gestures in foregrounds. Because the independent from data gloves or color
landmarks, naturally interact and fast detect, the skin color-based model has become
the most mature method at present[2-3]. Gesture feature extraction is the key
recognition procedure, in which shape information is the most remarkable features
and proper information of gesture recognition system[4-5].

Shape is defined as a function describing position, direction, and surrounded region
of a closed curve in 2D image space. Regular descriptors originate from point
coordinates on closed curve of corresponding target outline. According to the
expression methods, shape descriptors are commonly divided into two classes:
region-expression and outline-expression. Region descriptor focuses on global
geometry features, including area, perimeter, axis directions, compactness, solid
degrees and so on[6]. Usually several global geometry features are adopted in shape
matching and recognition, which is slow in descripting calculating complex shapes
and loses information seriously in feature extraction. These defects lead to low
resolution to express shape inaccurately. Besides, the region descriptors use inter-
target texture distribution statistics, such as the 7 invariant moment[7]. Contour
descriptor includes skeleton-based morphology[8], neural network[9], fractal
method[10], which usually requires complex geometry relevant function to meet the
invariance limits in translation, rotation and zoom, leading to complex calculation.
Fourier descriptor is proposed by Zhan C T and Roskies R Z[11], and improved by
Persoon[12]. The method regards contour as a closed curve formed by a sequence of
end-to-end discrete points, and transforms the point sequence to frequency domain.
The Fourier coefficients are defined as Fourier descriptor. The high-frequency
components of Fourier transformation corresponds to detail information and the low-
frequency components corresponds to overall shape, thus the low-frequency
components could be selected to descript object's shape information. Meanwhile,
Fourier inverse transform is able to restore the shape information expressed by the
descriptor, which is unable by other descriptors. However, the Fourier transformation
coefficients are concerned with target's scale, direction curve origin. So the classical
Fourier transformation method is difficult to express object's shape invariance
accurately. Besides, Fourier coefficients corresponds with contour sequence point
number, which is usually numerous. Thus, if the whole coefficients are calculated, the
heavy burden for gesture classifiers and low recognition rate would be lead to.

On the basis of the gesture region and contour extraction method in the our
previous work, this paper presents an accurate and effective gesture shape expression
method based on energy-ratio and normalized Fourier descriptors, focusing on shape
invariance and effective coefficients selection of the descriptors.

2 Contour of Hand Gesture Extraction

Hand gesture segmentation is the first step of the hand contour extraction. This means
segmenting the region of gestures from a complex background, leaving them alone in
the foreground. Skin color is so good clustering property to be able to separate
‘complexion’ and ‘non-complexion’ region.
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Hsu R L proposed a way to use ellipse model to describe the skin color distribution
nonlinearly transformed to YCb'Cr' in the Cb'Cr’ region, and apply it to face detection,
obtaining better result[14]. Hsu R L put forward that color values always have
nonlinear dependence relation to the luminance value Y in YCbCr color space.

Just through the calculation that whether the pixel is in the ellipse can we detect
whether it belongs to the skin color. So it has a fast computing speed and high
detection accuracy. But it may not describe accurately for the particular imaging
equipment. This skin model easily leads to some non-skin color point being included
to cause skin point over detection. Meanwhile, the model may not include all color
regions, causing the skin color detection incomplete.

Aim at this problem, we presents a YCb'Cr' space ellipse fitting under the skin
modeling method based on the specific statistical properties of the color distribution
to segment hand gesture[15]. So the hand regions are segmented by the method in this
work. Then the contours of hand gestures are easily extracted by 8-neighbourhood
tracing algorithm.

3 Shape Descriptor of Hand Gesture

3.1 Normalized Fourier Transform Coefficients

Let gesture contour be a closed curve represented by coordinate sequence
s(k)=[x(k), y(k)], in which [x(k), y(k)] donates the coordinate pairs starting

from (x,,y,) and going contour clockwise along the curve. The complex number is
p(D)=x(D)+ jy(), (=0,1,---,n—1), j=~/—1, whose discrete Fourier coefficient

is expressed as:
n—1 27k

) =23 plbe )

=0

where (k=0,1---,n—1), z(k) is the Fourier transformation of p(/) and the
expression of point sequence in frequency domain. z(k) correlates with object’s
shape. After the transformation in Eq(1), the object’s contour is simplified from 2D
to 1D space. The high-frequency Fourier coefficients are able to describe contour
details and low-frequency ones identify overall shape information. As a result, the
low-frequency Fourier coefficients could be selected to express object’s shape

information. The inverse Fourier transformation z(k) is defined as:

2rlk
J

ph= zkye’ ®

Object’s shape information could be restored with the inverse transform from Eq
(2). Table.1 is the properties of Fourier descriptor of contour sequence p(I) for

rotation, translation, zooming and origin moving procedures[16], where A, is
defined to be A, =(Ax+ jAy) = (x, + j¥,).
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The Fourier descriptors got by Eq(1) transformed were concerned with shape’s
scale, direction and curve origin point, thus the descriptor should be processed to meet
the requirement of shape characteristic invariance. For the transformation property of
translation, only the k=0 becomes impulse function and other properties are no
changes. So the z(0) only change the centroid position of the object and don’t
change the object’s shape. The z(0) can be set as O for the shape descriptors. The
Eq(9) could be derived from Eq(1) expressed as[17]:

27kl
olee’ z(k)
"(k k
d“*=2%w= = =Klﬂ ©
alle’®e " z(1)

The Eq(3) shows the change of Fourier coefficients of module and phase of
object’s rotation, scaling and origin position. The d(k) in Eq(3) is called

normalized Fourier descriptor, k= (2,-'-,11—1) , which conforms the rotation,

scaling, translation and origin position invariance.

3.2  Fourier Coefficients Selection Based on Energy-Ratio

Usually the high-frequency Fourier coefficients could explain shape details well, but
the low-frequency ones decide object’s overall shape. Thus partial low-frequency
Fourier coefficients could be selected to express gesture shape information. However,
the coefficients are few selected, the corresponding details will be lost so that the
shape information will be difficult to express accurately. So it is important to select
proper descriptor numbers for the gesture shape description.

Assume the first p Fourier coefficients express gesture shape information but not

all the ones, so k> p—1,z(k)=0 inEq(1), and the other ones remain unchanged,

the curve p(l) will be defined as:
2k

B =3 2kye @

where, [=(0,1---,n—1) . Though p Fourier coefficients could obtain each
components ﬁ(l) the range of [ is still from O to n-1. That is to say, similar

boundaries have the same numbers of points, but these needn’t to be so much Fourier
coefficients.

Thus the Fourier descriptors are defined as each item coefficient, and the descriptor
numbers selection corresponds with Fourier coefficient items. Fourier transformation
could translate gesture shape from spatial to frequency domain, and the frequency
corresponds to energy information with amplitude values. The energy information
shows corresponding coefficient ratio in shape expression. Thus the Fourier
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coefficients are selected by calculating Fourier coefficients energy-ratio information.
The Fourier coefficient energy E(I) of curve p(l) could be expressed as follows:

ED) =Y |z (5)

The energy ratio of the first p Fourier coefficient is:

3 k
el
ENEC]

From Eq(l), the Fourier transformation in translation is converted to impulse
function when k=0, that is, the value of z(0) varies a lot, which make significant

e(p)= (6)

influence of the calculation of e(p). Thus, the coefficient energy of z(0) is
ignored in this paper and only the energy ration information is calculated of
[=(---,n—=1). e(p) is iteratively calculated by increasing the value of p, when

e(p) is greater than a threshold or the difference between e(p) and e(p+1) is
relatively small, the p is regarded as the final Fourier coefficient number. The
normalized Fourier descriptor d(k—1), k=(2---,p), is the descriptor of
gesture shape.

4 Experiments and Discussion

To verify the shape descriptor and the items selecting method of the Fourier coefficient,
the four gesture images are adopted in this work(Fig.1). The contour of gestures is
extracted by the method in section 2 and is expressed with red line in Fig.1. Fig.2(a-d)
shows the amplitude scattergram of the Fourier transformation coefficient
corresponding of these gesture contours. To analyze accurately, Fig.2(a-d) retained the
coefficient of z(0). It is shown that the amplitude of z(0) had a greater difference
with other coefficients, which is as same as the analysis in section 3.2. When the
coefficient number was bigger than 15, the amplitude varied little. The energy ratio
information of different Fourier items were calculated as Eq(6) and shown in Fig.2(e).

To verify the Fourier coefficients selection method in this paper, the results of the
coefficient numbers from 9 to 15 are compared. Fig.3 is the experiment results of
hand gesture 1-8, in which the green lines express the contour curves through Fourier
inverse transform. The Fourier descriptor details lose seriously of gesture 3,4,5,6,8
from the figure and could not express the whole shape information with 9 coefficient
numbers. And the contour boundary information could be basically expressed by 13
items; and the contour boundary information of 15 descriptors is as same as 13
descriptors. According to the energy-ratio of the Fourier descriptors and analyzing
dimensions and detail lose situations, the 13 item Fourier coefficients were adopted to
express shape characters in this paper. The shape descriptors d(k-1) is calculated as
Eq(3), where k =12. Because the z(0)=0, so there are 11 items of Fourier coefficient
as hand gesture shape descriptors in this work.
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Fig. 1. The test hand gesture: (a) hand gesture 1; (b) hand gesture 2; (c) hand gesture 4; (d)
hand gesture 5

(a) (b}

&

Farrrer-

(c) (d) 5

Fig. 2. Amplitude of Fourier coefficient of hand gesture contour: (a) hand gesture 1; (b) hand
gesture 2; (c) hand gesture 4; (d) hand gesture 5; (e) energy ratio map of Fourier coefficient

Fig.3. Comparison of the reconstruction outlines with Fourier descriptors: (al-hl) items 9; (a2-
h2) items 11; (a3-h3) items 13; (a4-h4) items 15.

The hand gestures 1-10 are recognized with the shape descriptor method in this
paper to verify the descriptor validity. The template matching method is a common
target recognition method, which is widely applied in pattern recognition system. For
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identification accuracy-ratio and time performance, the template matching method
and this work are compared in this paper. In order to compare the consistency of the
results of two methods, the Euclidean distance method is adopted to recognize the
gesture categories. Table 1 is the recognition results of the two methods. The results
show that the average recognition rate of the template matching method and our
method is 79% and 90%, respectively.

Table 1. Recognition results of hand gesture with template matching method and this method

Template matching method  This method

Hand gesture Correct Recognition  Correct Recognition
number rate number rate
Gesture 1 35 87.50% 37 92.50%
Gesture 2 36 90.00% 34 85.00%
Gesture 3 32 80.00% 35 87.50%
Gesture 4 30 75.00% 36 90.00%
Gesture 5 29 72.50% 38 95.00%
Gesture 6 35 87.50% 39 97.50%
Gesture 7 27 67.50% 34 85.00%
Gesture 8 34 85.00% 38 95.00%
Gesture 9 28 70.00% 33 82.50%
Gesture 10 30 75.00% 36 90.00%

5 Conclusions

The hand gesture shape expression methods based on energy-ratio and normalized
Fourier descriptor is presented in this work. The hand gesture contour is the input data
for the shape descriptor, which is extracted by our previous work. Then the Fourier
coefficients of the hand contour are transformed to express the point sequence of hand
gesture contour in frequency domain. For meeting the rotation, translation, zooming
and curve origin point invariance, the Fourier coefficients are normalized. The items
of Fourier coefficients are selected by calculating energy-ratio information. Finally, to
verify the shape descriptors and selection items method of the Fourier coefficients, the
hand gestures 1-10 are recognized with the shape descriptor method in this paper. The
experiment results show that the method can well describe the hand shape information
and access higher recognition rate.
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Abstract. In this paper, we present a bacterial foraging optimization (BFO)
based support vector machine (SVM) classifier, termed as BFO_SVM, and it is
applied successfully to Parkinson’s disease (PD) diagnosis. In the proposed
BFO-SVM, the issue of parameter optimization in SVM is tackled using the
BFO technique. The effectiveness of BFO-SVM has been rigorously evaluated
against the PD Dataset. The experimental results demonstrate that the proposed
approach outperforms the other two counterparts via 10-fold cross validation
analysis. In addition, compared to the existing methods in previous studies, the
proposed system can also be regarded as a promising success with the excellent
classification accuracy of 96.89%.

Keywords: Support vector machines, Parameter optimization, Bacterial
foraging optimization, Parkinson’s disease diagnosis, Medical diagnosis.

1 Introduction

As a primary machine learning technique, support vector machines (SVM) [1] is rooted
in the Vapnik-Chervonenkis theory and structural risk minimization principle. Thanks to
its good properties, SVM has found it’s applications in a wide range of classification
tasks. In particular, SVM has demonstrated excellent performance on many medical
diagnosis tasks. However, there is still much room for improvement of the SVM
classifier. Because it has been proved that proper model parameters setting can improve
the SVM classification accuracy substantially [2]. Values of parameters such as penalty
parameter and the kernel parameter of the kernel function should be carefully chosen in
advance when SVM is applied to the practical problems. Traditionally, these parameters
were handled by the grid-search method and the gradient descent method. However, one
common drawback of theses methods is that they are vulnerable to local optimum.
Recently, biologically inspired metaheuristics such as genetic algorithm and particle
swarm optimization (PSO) have been considered to have a better chance of finding the
global optimum solution than the traditional aforementioned methods. As a relatively
new member of the swarm-intelligence algorithms, BFO has been found to be a
promising technique for real-world optimization problems such as optimal controller
design [3], learning of artificial neural networks [4] and active power filter design [5].
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This study attempts to employ BFO to handle the parameter optimization of SVM and
applied the resultant effective model BFO-SVM for effective detection of Parkinson's
disease (PD). The main objective of this study is to explore the maximum generalization
capability of SVM and apply it to PD diagnosis to distinguish patients with PD from the
healthy ones.

The remainder of this paper is organized as follows. The related works on detection
of PD is presented in Section 2. In section 3 the detailed implementation of the BFO-
SVM diagnostic system is presented. Section 4 describes the experimental design.
The experimental results and discussion of the proposed approach are presented in
Section 5. Finally, Conclusions and recommendations for future work are summarized
in Section 6.

2 Related Works on Detection of PD

PD is one kind of degenerative diseases of the nervous system, which is characterized
by a group of conditions called motor system disorders because of the loss of
dopamine-producing brain cells. Till now, the cause of PD is still unknown, however,
it is possible to alleviate symptoms significantly at the onset of the illness in the early
stage [6]. It is claimed that approximately 90% of the patients with PD show vocal
impairment [7], the patients with PD typically exhibit a group of vocal impairment
symptoms, which is known as dysphonia. The dysphonic indicators of PD make
speech measurements an important part of diagnosis. Recently, dysphonic measures
have been proposed as a reliable tool to detect and monitor PD [§].

Various researchers have studied the PD diagnosis problem. Little et al. [8]
conducted a remarkable study about PD identification, they employed an SVM
classifier with Gaussian radial basis kernel functions to predict PD, and also
performed feature selection to select the optimal subset of features from the whole
feature space, and the best accuracy rate of 91.4% was obtained by the best model.
Das [9] presented a comparative study of using Neural Networks (ANN), DMneural,
Regression and Decision Tree for effective diagnosis of PD, the experimental results
have shown that the ANN classifier yielded the best results, the overall classification
score of 92.9% was achieved. Recently, Ozcift et al. [10] combined the correlation
based feature selection (CFS) algorithm with the rotation forest (RF) ensemble
classifiers of 30 machine learning algorithms to identify PD, and the best
classification accuracy of 87.13% was achieved by the proposed CFS-RF model.
Chen et al. [11] employed the fuzzy k-nearest neighbor (FKNN) approach in
combination with the principle component analysis (PCA-FKNN) to diagnose PD,
and the best classification accuracy of 96.07% was obtained by the proposed
diagnosis system.

3 The Proposed BFO-SVM Model

This study proposes a novel BFO-SVM model for parameter optimization problem of
SVM. In the proposed model, the parameter optimization for SVM are dynamically
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conducted by implementing BFO algorithm, then the obtained optimal parameters are
taken by the SVM model to perform the classification task. The proposed model is
comprised of two main evaluation procedures:
1) Inner Parameter Optimization procedure: Evaluate the performance of each
candidate parameters;
2)  Outer_Performance_Estimation procedure: Evaluate the overall performance
of the SVM classifier with the optimal parameter values obtained;
In the Inner Parameter Optimization procedure, the parameters C and y are
dynamically optimized by implementing BFO algorithm. The classification accuracy
is taken into account in designing the fitness:

f =avgACC = (ZE testACC) [k . @

where variable avgACC in the function f represents the average test accuracy achieved
by the SVM classifier via k-fold CV, where k = 5. Note that here the 5-fold CV is
employed to do the model selection that is different from the outer loop of 10-fold
CV, which is used to do the performance estimation. The pseudo-code of this
procedure is given bellow:

Pseudo-code for the Inner_Parameter_Optimization procedure
step 1. Initialize parameters p, S, Nc, Ns, Nre, Ned, Ped, ¢
where
p: number of dimension of the search space,
S: swarm size of the population,
Nc: number of chemotactic steps,
Ns: swimming length,
Nre: the number of reproduction steps,
Ned: the number of elimination-dispersal events,
Ped: elimination-dispersal probability, and
C(i): the size of step taken in the random direction specified by the tumble.
step 2. Elimination-dispersal loop: I=/+1.
step 3. Reproduction loop: k=k+1.
step 4. Chemotaxis loop: j=j+1.
(a) For i=1,2,...,S, take a chemotactic step for bacterium 7 as follows.
(b) Train SVM and compute the fitness J(i, j, k, )
Let, J(i, j, k, 1)=J(i, j, k, [)+J,(6) where J,, is defined in Eq. (8).
(c) Let Jlast=J(i, j, k, I) to save this value since we may find a better cost
via a run.
(d) Tumble: generate a random vector 4(i) € R” with each element
A,(i),m=1,2,...,p, a uniformly distributed random number on [-1, 1].
(f) Move: let

¢ (j+1k.1.di)=6 (j,k,l,di)+C(i)%

(g) Train SVM and compute the fitness J(i,j+1,k,[), and let
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J(i,j+1,k1)=J(i, j, k, 1)+Jar(6).
(h) Swim.
1) Let n=0,
ii) While n<Ns
iii) Let n=n+1;
iv) If J(i,j+ 1,k 1)<Jlast, let Jlast=J(i,j+1,k,1) and let

O (j+1k,1,di)=6' (j,k,l,di)+C(i)&
A" (i)A(7)
and use this Hi(j+l,k,l) to train SVM, and then compute the
new fitness
J(i, j+1,k, 1) as did in (g);
v) Else, let n =Ns.
(i) Go to next bacterium (i+1) if i Z=S.

step 5. If j<Nc, go to step 4.
step 6. Reproduction:

Rank all of the individuals according to the sum of the evaluation results
in this period, and then removes out the last half individuals and duplicates
one copy for each of the rest half.

step 7. If k<Nre, go to step 3.
step 8. Elimination-dispersal:

For i=1,2,...,.S with probability Ped, eliminate and disperse each
bacterium.

If I<Ned, then go to step 2; otherwise end.

In the Outer_Performance_Estimation procedure, SVM model performs the

classification tasks using the obtained optimal parameters via 10-fold CV analysis.
The pseudo-code of this procedure is given bellow:

Pseudo-code for the Outer_Performance_Estimation procedure
/*performance estimation by using k-fold CV where k = 10%#/
Begin

Forj=1:k

Training set = k-1 subsets;

Testing set = remaining subset;

Train the SVM classifier on the training set using the parameters and feature

subsets obtained from Inner_Parameter_Optimization procedure;

Test it on the testing set;

End For;

Return the average classification accuracy rates of SVM over j testing set;

End.
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4 Experimental Setup

In this study, we have performed our conduction on the Parkinson’s data set taken
from UCI machine learning repository.

The BFO-SVM, PSO-SVM and Grid-SVM classification models were
implemented using MATLAB platform. For SVM, LIBSVM implementation was
utilized, which was originally developed by Chang and Lin [12]. We implemented the
BFO, PSO and grid search algorithm from scratch. The computational analysis was
conducted on Windows 7 operating system with AMD Athlon 64 X2 Dual Core
Processor 5000+ (2.6 GHz) and 4GB of RAM. Normalization is firstly employed
before classification, in order to avoid feature values in greater numerical ranges
dominating those in smaller numerical ranges, as well as to avoid the numerical
difficulties during the calculation. In order to guarantee the valid results, the k-fold
CV was employed to evaluate the classification accuracy.

In this study, we designed our experiment using a two-loop scheme, which also
was used in [13]. The detailed parameter setting for BFO-SVM is shown in Table 1.
For PSO-SVM, the number of the iterations and particles are set to 250 and 8,
respectively. v,,,. is set about 60% of the dynamic range of the variable on each
dimension for the continuous type of dimensions, ¢; = 2, ¢, = 2, w,,,, and w,,;, are set
to 0.9 and 0.4, respectively. The searching ranges of Ce€[2”(=5),2”(15)] and

y€ [27(=5),2” (15)] for BFO-SVM, PSO-SVM and Grid-SVM were set as the same.

Table 1. Common parameter setup for BFO

S Nc | Ns | Ned | Nre | ped | datt | watt | wrepe | hrepe | C(i)
8 100 | 20 1 4 025 | 0.1 0.2 10 0.1 0.1

Classification accuracy, sensitivity and specificity were used to test the
performance of the proposed BFO-SVM model.

5 Experimental Results and Discussions

In BFO, the parameter chemotaxis step size C(7) plays an important role in controlling
the search ability of BFO. Thus, we firstly present results from our investigations on
the impacts of C(i) and assign initial values for it. C(i) can be initialized with
biologically motivated values, but a biologically motivated value may not be the best
for specific application [3]. In Table 2, we illustrate the relationship between the
different values of C(i) and the performance of BFO-SVM. The average results are
presented with the standard deviation described in the parenthesis. From the table we
can see that BFO-SVM reaches the best performance at C(i) = 0.1 in terms of
accuracy, sensitivity and specificity. Therefore, we select 0.1 as the parameter value
of C(i) for the proposed BFO-SVM to implement the coming tasks.
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Table 2. The detailed results of BFO-SVM with different C(i) on the PD data set

Chemotactic BFO-SVM
step size . e
i Accuracy (%) Sensitivity (%) Specificity (%)

parameter C(i)
0.05 94.84(6.43) 97.41(6.11) 88.00(17.79)
0.1 96.90(4.34) 98.75(3.95) 90.83(16.87)
0.15 95.39(4.53) 97.44(4.33) 90.42(10.77)
0.2 94.42(4.97) 97.57(4.19) 85.50(13.17)
0.25 93.40(6.28) 96.08(5.48) 87.71(17.36)
0.3 94.47(4.97) 96.02(4.82) 90.64(12.32)

To evaluate the effectiveness of the proposed BFO-SVM system for PD, we
conducted experiments on the PD database. Table 3 shows the classification accuracy,
sensitivity, specificity, and optimal pairs of (C, y) for each fold obtained by BFO-
SVM. The comparison among PSO-SVM, Grid-SVM and BFO-SVM is shown in
Figure 1.

Table 3. The detailed results of BFO-SVM on the PD data set

Fold BFO-SVM

No. | Accuracy | Sensitivity Specificity C (x10% Y
1 0.8947 0.8750 1.0000 1.4250 3.7726
2 1.0000 1.0000 0.8333 2.2658 3.3197
3 0.9474 1.0000 1.0000 2.2930 3.1821
4 1.0000 1.0000 0.7500 1.2372 4.6147
5 1.0000 1.0000 1.0000 2.8519 3.5251
6 0.9000 1.0000 1.0000 1.4252 3.8452
7 1.0000 1.0000 0.5000 2.0478 3.2553
8 1.0000 1.0000 1.0000 0.1331 3.7350
9 1.0000 1.0000 1.0000 2.2390 3.7168
10 0.9689 1.0000 1.0000 0.8046 4.9414

Avg. 0.0434 0.9875 0.9083 1.6723 3.7908
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Fig. 1. The cross-validation accuracy obtained for each fold by PSO-SVM, Grid-SVM and
BFO-SVM

As shown in Figure 1, we can see that BFO-SVM has dominated PSO-SVM and
Grid-SVM in most folds in the process of the 10-fold CV, namely, BFO-SVM has
achieved the high classification accuracy equal to or better than that of the other two
models obtained for 7 folds in the whole 10 folds. The average classification accuracy
of BFO-SVM is 96.89%, while the average classification accuracy of PSO-SVM and
Grid-SVM are 94.89% and 93.87%, respectively.

6 Conclusions and Future Work

This work has explored a new diagnostic system, BFO-SVM, for detection of PD.
The main novelty of this paper lies in the proposed BFO-based approach, which aims
at maximizing the generalization capability of the SVM classifier by exploring the
new swarm intelligence technique for optimal parameter tuning for PD diagnosis. The
empirical experiments on the PD database have demonstrated the superiority of the
proposed BFO-SVM over PSO-SVM and Grid-SVM in terms of classification
accuracy. It indicates that the proposed BFO-SVM system can be used as a viable
alternative solution to PD diagnosis.
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Abstract. This paper addresses the problem of association rules min-
ing with large scale data sets using bees behaviors. The bees swarm op-
timization method have been successfully running on small and medium
data size. Nevertheless, when dealing with large benchmark, it is bluntly
blocked. Additionally, graphic processor units are massively threaded
providing highly intensive computing and very usable by the optimiza-
tion research community. The parallelization of such method on GPU
architecture can be deal large data sets as the case of WebDocs in real
time. In this paper, the evaluation process of the solutions is parallelized.
Experimental results reveal that the suggested method outperforms the
sequential version at the order of x70 in most data sets, furthermore,
the WebDocs benchmark is handled with less than forty hours.

Keywords: bees swarm optimization, association rule mining, parallel
algorithms, GPU architecture.

1 Introduction

Association Rules Mining (ARM) is one of the most important and well studied
techniques of data mining tasks [1]. It aims at extracting frequent patterns,
associations or causal structures among sets of items from a given transactional
database. Formally, the association rule problem is as follows: let T" be a set of
transactions {¢1,ta,...,t,} representing a transactional database, and I be a
set of m different items or attributes {i1,i2,...,4m}, an association rule is an
implication of the form X — Y where X C I, Y C I, and X NY = (. The
itemset X is called antecedent while the itemset Y is called consequent and the
rule means X implies Y.

Many exacts algorithms have been developed for solving ARM problem. Apri-
ori [2] and FPgrowth [3] are the most used algorithms, Nonetheless, the exacts
algorithms are high time consuming for large data sets.

Swarm intelligence algorithms have been successfully applied for association
rules mining problem like: PSOARM [4], ACOg [7], HBSO-TS [6], and BSO-
ARM [5]. The experiments reveal that the bees swarm optimization outperforms
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ACO and PSO in terms of rules quality. However, when dealing with large in-
stances like WebDocs (the huge benchmark among the web), the complexity
time still expensive. In fact, the main challenge in sequential ARM algorithms
is to handle massive data-sets. ARM problem has been parallelized in different
ways. On each approach, the authors took advantage of the used parallel hard-
ware like: CD, DD algorithms for distributed memory system [8], CCPD and
PCCD for shared memory system [9]. However, All these algorithms have been
implemented for traditional parallel architectures (supercomputers, clusters ..)
which are still expensive and not always accessible for every one.

Motivating by the forcefully of graphic processors units, in this paper, we
propose a parallel GPU-based approach for association rules mining problem. It
is an extended version of the bees swarm optimization algorithm. The genera-
tion of solutions and the search process are done on CPU. However, to benefit
from the massive GPU threaded, the evaluation process of the solutions have
been performed concurrently on GPU. The results show the effectiveness of the
parallel approach compared to the sequential one.

The rest of the paper is organized as follows: Section 2 relates the state of the
art of ARM algorithms followed by a brief explanation of BSO-ARM algorithm.
In section 4, we present the proposed algorithm PMES. Section 5 shows the
results of our algorithm using several data sets. In section 6, we conclude by
some remarks and futures perspective of the present work.

2 Related Works

ARM community is many investigating on GPU architecture, for this many
algorithms based on GPU have been developed. The parallel ARM on GPU was
first introduced by Wenbin et al. in [10]. They proposed two parallel versions
of Apriori called PBI (Pure Bitmap Implementation) and TBI (Trie Bitmap
Implementation) respectively. In PBI, the transactions datasets and the itemsets
are represented by a bitmap data structure. Indeed, the itemset structure is a
bitmap (n * m) where n is the number of k itemsets and m is the number of its
items. In this representation, bit (4, j) = 1 if itemsets ¢ contains item j otherwise
0. Similarly, a transaction structure is a bitmap (n*m) where n is the number of
itemsets and m is the number of transactions. Here bit (¢,5) = 1 if transaction
J contains itemsets ¢, 0 otherwise.

In [11], a new algorithm called GPU-FPM is developed. It is based on Apriori-
Like algorithm and uses a vertical representation of the data set because of the
limitation of the memory size in the GPU. The speed up reached during the
reported experimentations varies from x10 to x15.

Syed et al. in [12] proposed a new Apriori algorithm for GPU architecture which
performs on two steps. In the first step, the generation of itemsets is done on GPU
host where each thread block computes the support of a set of itemsets. In the sec-
ond step, the generated itemsets are sent back to the CPU in order to generate the
rules corresponding to each itemset and to determine the confidence of each rule.
The main drawback of this algorithm is the cost of the CPU/GPU communications.
The speed up of this algorithm reaches x20 with a large data set.
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Another Cuda-Apriori algorithm is proposed in [13]. First, the transactional
dataset is divided among different threads. Then, k-candidate itemsets are gen-
erated and allocated on global memory. Each thread handles one candidate using
only the portion of the dataset assigned to its block. In each iteration, a syn-
chronization between blocks is done in order to compute the global support of
each candidate. In [14], a GPApriori algorithm is proposed using two data struc-
tures in order to accelerate the itemsets counting. For small size datasets this
algorithm reaches a speed up of (x100). Nevertheless, the speed up is reduced
when the number of transactions increases du to thread divergence.

In [15] another work for maximal frequent itemsets mining on GPU is re-
ported. This work is based on the main proprieties of GPU which are data
parallelism and data independence. A tree structure is used to store the fre-
quent itemsets where each node contains an itemsets, its support and a bitmap
of each itemset. A bitmap is a boolean structure that represents all transactions
containing a given itemset. This algorithm works well on large datasets. Nev-
ertheless, it requires a high space memory and many pointer links which are
difficult to manage on GPU architecture.

3 BSO-ARM Algorithm

In [5], we proposed BSO-ARM algorithm. The aim of this algorithm is to find one
part of association rules respecting minimum support and minimum confidence
constraints with reasonable time. Each rule is considered as one solution in the
search space, each of which is represented by a vector S of N bits and their
positions are defined as follows:

1. S[i] =0 if the item 4 is not in the solution S.
2. S[i] =1 if the item ¢ belongs to the antecedent part of the solution S.
3. S[i] = 2 if the item ¢ belongs to the consequent part of the solution S.

The algorithm can be decomposed into four steps (Neighborhood Search Com-
putation, Search Area Determination, Fitness computing and Dancing Step).

Neighborhood Search Computation. The neighborhood search is obtained
by changing from a given solution S one bit in random way. Based on this
simple operation, N neighborhoods are created. Notice that this operation does
not generate non admissible solutions.

Ezxample 1

Consider the given solution: S = {1,0,0,1,2}

change the first bit in S : S1 ={0,0,0, 1,2}
change the second bit in S: S2 = {1,2,0,1,2}
change the third bit in S:53 = {1,0,1, 1,2}
change the fourth bit S: S4 = {1,0,0,0,2}
change the fifth bit S: S5 ={1,0,0,1,0}

Gt =
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Search Area Determination. It determines K search spaces, each one is as-
sociated to a bee. The 5" bee builds its own search area by changing successively
in the solution Sref the bits j + i x Flip where i € [0.N — 1], j € [1..K] and
Flip is a given parameter. This strategy can be used if and only if K < Fjl\gp. If
the distance between solutions is the number of different bits, then the distance
between the bees and the solution reference is equal to F]lvip.

Fitness Computing. In this step for each generated solution (rule), the entire
transactional database should be scanned. The solution fitness is based on the
support and the confidence measures as:

Fitness(s) = a x conf(s) + 8 x sup(s) (1)

This function should be maximized. For each invalid solution s where Sup(s) <
Minsup or Conf(s) < MinConf, the Fitness(s) is set to —1 and the solution
is rejected.

Dancing Step. Each bee puts in the dance table the best rule found among its
search. The communication between bees is done in order to find the best dance
(the best rule) which becomes the reference solution for the next pass.

The general functioning of the algorithm is as follows: First, the solution
reference (Sref) is initialized randomly so that each element of Sref belongs to
{0,1,2}.

After that, except the Fitness Computing which is applied for each generated
solution, the other steps are repeated in the order until IMAX is reached.

4 Parallel Single Evaluation of Solution Algorithm

The proposed algorithm parallel single evaluation of solution (PSES for short)
is based on the master/slave paradigm. The master is executed on CPU and the
slave is offloaded to the GPU. First, The master initializes randomly the solution
reference. After that, it determines regions of the whole bees by generating the
neighbors of each bee. Unlike BSO-ARM, single solution is evaluated on GPU
in parallel. After, the master receives back the fitness of all rules, each bee
calculates sequentially the best rule and puts it in the table dance. The best
rule of the dance table become the solution reference for the next iteration.
This combined CPU/GPU process is repeated until the maximum number of
iterations is reached. We opted for a mapping in which all threads are mapped
to one rule. Threads of the same block are launched to calculate collaboratively
the fitness of a single rule with one packet of transactions. Therefore, we have
as many threads as transactions. The transactions are subdivided into subsets
and each subset set; is assigned to one bloc so that each thread calculates only
one transaction. After that a sum reduction is applied to aggregate the fitness
value.
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Such a strategy allows us to benefit from the massively parallel power of
GPU by launching a large number of threads per rule. Indeed, in PSES, only
the threads must synchronize after each iteration to process sum reduction tech-
nique, thus N x K x IM AX synchronization during all the lifetime of the algo-
rithm. The general algorithm of the GPU kernel is given in Algorithm 1.

Algorithm 1. The GPU kernel
Input: Sol: Single solution
Freq[] Array of integer
recuperate Sol from CPU
initialize Freq to zero
idt = blockldx.x x blockDim.x + threadldx.x.
for i=0 to nb transactions do
if Sol€ t;4; then

freq[idt][i]=1.
else
freq[idt][i]=0.
end if
end for

Evaluation(Sol)=Sum Reduction(freq).
cudaMemcpy ( Evaluation(Sol), cudaMemcpyDeviceToHost).

First, GPU recuperates the single sol containing the set of solutions generated
on CPU. It initializes freq by zero. Then, each thread evaluates one solution with
one transaction.

5 Performance Evaluation

To evaluate the performance of the proposed approach PSES, several data sets
of different size are considered. The data sets are the well-known scientific
databases that are frequently used in data mining community (Frequent and
Mining Dataset Repository [17] and Bilkent University Function Approximation
Repository|[16].

From the smallest benchmark (Bolts data set) to the largest one (WebDocs
data set), the used data sets are divided according to the number of transactions
into three categories (small, average, large). The description of the different used
data sets are presented in Table 1. Notice that the data sets differ according to
the average size of items. On one hand, there are big data sets with a few number
of items per transaction. On the other hand, there are other small data sets
with a significant number of items per transaction. For instance, the number
of transactions on the Connect data set is 100000 and the average items per
transaction is only 10. Whereas, in the IBM data set the number of transactions
is only 1000 and the number of items per transaction is 20.
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Table 1. Data sets description

Data Set Data set Name Transactions Item Average

Type Size  Size Size
Bolts 40 8 8
Sleep 56 8 8
Basket ball 96 5 5
Small IBM Quest Std. 1000 40 20
Quake 2178 4 4
Chess 3196 75 37
Mushroom 8124 119 23
Pumbs star 40385 7116 50
BMS-WebView-1 59602 497 2.5
Average BMS-WebView-2 77512 3340 5
Korasak 80769 7116 50
retail 88162 16469 10
Connect 100000 999 10
Large BMP POS 515597 1657 2.5
WebDocs 1692082 526765 -

Table 2. Runtime of the proposed approach with different data sets (in Sec)

Data Set Data set BSO-ARM PSES
Type Name
Bolts 9 25
Sleep 15 5
Pollution 22 6
Basket ball 35 12
Small IBM Q.S. 618 50
Quake 80 20
Chess 149956 125
Mushroom 28815 350
Pumbs star 144120 1550
BMS-W.V.-1 180524 6200
Average BMS-W.V.-2 249985 1850
Korasak 258451 1948
Retail 299658 2185
Connect 300985 4485

Large  BMP POS Stopped After
15 Days 22565

WebDocs Stopped After
15 Days 45965
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The suggested approach has been implemented using C-CUDA 4.0 and the
experiments have been carried out using a CPU host coupled with a GPU device.
The CPU host is a 64-bit quad-core Intel Xeon E5520 having a clock speed of
2.27GHz. The GPU device is an Nvidia Tesla C2075 with 448 CUDA cores (14
multiprocessors with 32 cores each), a clock speed of 1.15GHz, a 2.8GB global
memory, a 49.15KB shared memory, and a warp size of 32. Both the CPU and
GPU are used in single precision.

Table 2 presents the execution time of the sequential and parallel version of
BSO-ARM. In order to well exploring the search space, the number of bees K,
respectively the number of iterations IMAX are set to 20, respectively 100.

The parallel version outperforms the sequential one in all cases. Furthermore,
the GPU-based parallelization allowed us to solve two challenging large data sets
(BMP POS and Web Docs) containing more than 1.5 millions of transactions
and more than 0.5 million of items. To the best of our knowledge, these these
two data sets have newer been solved before in the literature. Indeed, BSO-ARM
blocked after 12 days whereas it takes only few hours using PSES.

6 Conclusion

In this paper, we proposed a new algorithm for association rules mining on GPU
architecture. It is based on the bees behaviors, we first generate the solutions on
CPU, then, the evaluation of each solution is performed in parallel using GPU
threaded. The intensive multi-threaded provided on GPU conduct us to perform
the single evaluation of solution at the same time. In fact, each thread is mapped
with one transaction, this permits to accelerate the process of the evaluation.
The experiments show that the parallel approach outperforms the sequential one
in terms of the execution time. The results also reveal that using the massive
threaded in GPU and the intelligent bees, the largest transactions base on the
web is mined in real time.
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Abstract. To improve the simulation of ripple on a personal workstation, a
novel vector algebra model based on Graphic Process Unit (GPU) is proposed.
First, the data structures and rules for data operation are established to meet the
needs of vector algebra model. Second, the physical equation governing ripple
motion is transformed discretely for vector multiplication, which will be solved
by the Conjugate Gradient Method. Finally, the simulation of ripple is achieved
from the height map providing normal information used by the calculation of
light reflection and refraction in real time. Experiment results show that the
method is robust and efficient to achieve real-time ripple simulation by making
full use of the excellent computation power of programmable GPU.

Keywords: Ripple simulation, GPU, Vector algebra operation, Conjugate
Gradient Method.

1 Introduction

As one of the most intriguing problems in computer graphics, the simulation of ripple
has drawn the attention of a great sum of researchers. Ripples are everywhere in the
nature, ranging from the streams to the rivers, from the pools to the oceans. In the
applications of computer games and virtual reality, it is necessary to immerse players
into plausible virtual worlds, which shall be constructed by the photorealistic
simulation of natural scenes, such as ripple, smoke, and so on. Also, animators can
also benefit from ripple simulation to achieve realistic effects in real time and
improve the product efficiency of cartoon. With developing computer graphics, there
exist many models that attempt to fake fluid-like effects. However, it is not easy to
mimic the complexities and subtleties of ripple motion in a convincing manner on a
graphic workstation in real time.

In this paper, a novel GPU based vector algebra operation model is proposed to
improve the simulation of ripple, which is physically described by the fluid equation.
First of all, the data structures and rules for data operation are established to meet the
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needs of vector algebra operation model. Then, the fluid dynamics equation governing
ripple is transformed discretely for vector multiplication, which is to be solved by
Conjugate Gradient Method. Finally, ripple rendering is achieved from the height map
providing normal information used by the calculation of light reflection and
refraction.

The rest of the paper is organized as follows. Related work is discussed in section
2. Section 3 introduces the GPU based vector algebra operation, including the data
structures and rules for data operation. Section 4 gives a description on the Conjugate
Gradient Method and the dynamics equation depicting water wave. Discretization of
the fluid equation for vector multiplication is also included in this section. Section 5
presents the experimental result of a running system instance. Conclusions are drawn
in section 6.

2 Related Work

In the graphics community, the early work for water phenomenon modeling placed
emphasis on representations of the water surface as a parametric function, which
could be animated over time to simulate wave transport[1-3]. But they are unable to
easily deal with complex three-dimensional behaviors such as flow around objects
and dynamically changing boundaries. To obtain water models which could be used
in a dynamic animation environment, researchers turned to use two-dimensional
approximations to the full 3D fluid equations[4]. Kass[5] approximated the 2D
shallow water equations to get a dynamic height field surface that interacted with a
static ground object. A pressure defined height field formulation was used by Chen[6]
in fluid simulations with moving obstacles. O’Brien[7] simulated splashing liquids by
combining a particle system and height field, while Miller[8] used viscous springs
between particles to achieve dynamic flow in 3D. Terzopoulos[9] simulated melting
deformable solids using a molecular dynamics approach to simulate the particles in
the liquid phase. The simulation of complex water effects using the full 3D Navier-
Stokes equations has been based upon the large amount of research done by the
computational fluid dynamics community over the past 60 years. Foster[10]
developed a 3D Navier-Stokes methodology for the realistic animation of liquids.
Stam[11] replaced their finite difference scheme with a semi-Lagrangian method to
achieve significant performance improvements at the cost of increased rotational
damping. Foster[12] made significant contributions to the simulation and control of
three dimensional fluid simulations through the introduction of a hybrid liquid volume
model combining implicit surfaces and massless marker particles, the formulation of
plausible boundary conditions for moving objects in a liquid, the use of an efficient
iterative method to solve for the pressure, and a time step subcycling scheme for the
particle and implicit surface evolution equations.

On the other hand, graphics hardware has undergone a true revolution in the past
ten years. It went from being a simple memory device to a configurable unit and a
fully programmable parallel processor. Although designed for fast polygon rendering,
graphics hardware has been extended to various applications of general-purpose
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computations[13-14]. Harris[15] have implemented on the GPU the coupled map
lattice, and have simulated cloud dynamics using partial differential equations.
Goodnight[16] have implemented the multi-grid method on the GPU, and have
applied it to heat transfer and modeling of fluid mechanics. Boltz[17] have also
developed a GPU-based multi-grid solver. In addition, a conjugate-gradient solver is
proposed on the GPU with a sparse matrix representation, which has been applied to
the Navier-Stokes equations. At the same time, Kruger[18] has presented the GPU
implementation of several linear algebra operators, which have been used to solve the
Navier-Stokes equations as well. In all the above works, the computation of fluid
dynamics is translated from the CPU to the GPU.

3 Vector Algebra Operation

As a main problem in the field of applied mathematics, the numerical solution for
differential equations has been of prime importance in many applications of physical
simulation and image procession. Transformed discretely to be linear, the differential
equations are now widely used by 3D graphics applications for natural phenomena
simulation. To solve the linear equations on GPU, the model of vector algebra
operation is proposed to be composed of data structures and rules for data operation,
both of which can be implemented by object-oriented program and extended freely.

3.1 Data Structures

The proposed model consists of three data types: float, vector and matrix. With the
improvement of architecture in these years, the current GPU have been good at
texture access, making it proper to define a float as a texture with the size of 1Xx1. A
vector can be considered as either a one dimension (1D) texture or a two dimension
(2D) texture. The latter is preferable in our model, for it has a better GPU support
than the former. In practice, most of the current GPU set a limit to the total of 1D
texture, namely 4096, which is not applicable for the complex numerical solution of
differential equation. Furthermore, during the course of linear equation solving, the
median is usually defined as vector, which is to be rendered as 2D texture to achieve
high performance. In most computer graphics applications, matrix is usually
considered as 2D texture, resulting in a high texture usage. As many matrices may be
composed of a great majority of zero values and few non-zero values, it is necessary
to define the matrix according to its attribute. The dense matrix can be divided into a
set of vectors, which shall be considered as 2D textures. In the band matrix, the non-
zero values have a distribution of band, which is considered to be a vector denoted by
2D texture as well. As to the sparse matrix, the non-zero values are distributed
randomly, making it improper to be described by texture. To make full use of the
parallelization operation of GPU, the sparse matrix is defined by a vertex buffer as
figure 1.

Following their priority order in the sparse matrix, all the elements are inputted to
the vertex buffer in turn. Each vertex will be provided with 4 non-zero values. The
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rows of sparse matrix are indexed by the vertex coordination, which can be adjusted
by program parameter input. The texture coordination of each matrix element shall be
the same as the final vertex coordination acquired by the procession of model
transformation, view transformation and projection. Obviously, it can be seen from
the above structure that each vertex is equipped with 6 texture coordination values,
where (tu_0, tv_0), (tu_1, tv_1), (tu_2, tv_2), (tu_3, tv_4) are used as indexes for the
4 elements, (val0O, vall, val2, val3) for their values, and (posX, posY) for index of the
output. This definition is helpful for the multiplication between matrix and vector.

struct SPARSEMATRIXVERTEX

{
FLOAT x,y,z;
FLOAT tu_0,tv_0;
FLOAT tu_1,tv_1;
FLOAT tu_2,tv_2;
FLOAT tu_3,tv_3;
FLOAT valO,vall,val2,val3;
FLOAT posX,posY;
static const DWORD FVF;

Fig. 1. Data structures

3.2  Data Operation

The common data operation in the proposed model includes vector operation, vector
reduction and multiplication of matrix and vector. To achieve vector addition, the
following sequence of steps is performed: (1) a view frustum is set to cover a number
of pixels, which is equal to the number of vector elements, and the target vector is set
as Render Target; (2) a quad is rendered to cover the entire view port; (3) rasterization
is implemented by the vertex program, and a mapping relationship is established
between the vector elements and pixels, which can be accessed by the fragment
program via texture coordination; (4) parallel processing of all the pixels by GPU is
accomplished by fragment program, whose output is the target texture. The other
vector operations, such as vector subtraction, multiplication between vector and scalar,
and etc. can be implemented in the same way.

The operation of vector reduction is to count all the element values. Given a vector
defined as a texture of 7 Xn, reduction can be implemented in 10g(7) rendering

cycles. In the fragment program, the mean value of 4 neighboring texels is calculated
and written into the Render Target, which is considered as input for the next rendering
cycle. The above operation will repeat till the completion of reduction, as shown in
figure 2.
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Fig. 2. Data operation

4 Ripple Rendering

The motion of ripple is controlled by 2D wave equation, which is of prime importance
for the vivid simulation of wave animation. The numerical solution for this physical
equation is as follows: (1) the equation is transformed to be linear by discretization;
(2) the linear equation is solved by the Conjugate Gradient Method, which is
completely based on the proposed vector algebra operation model accelerated by
GPU.

4.1  Conjugate Gradient Method
As an applicable iteration process for solving linear equations, the Conjugate Gradient
Method mainly deals with the cases with symmetric positive definite coefficient

matrix. Given the linear equations as Ax=5b , where A€ R™ , the vector
sequences of iteration and remainder are constructed, and the search directions are
updated. These operations shall be iterated to achieve the ideal computation precision.

The procedure for Conjugate Gradient Method includes a pre-computation and a
main cycle. In the course of pre-computation, the following steps shall be performed:

(1) given Vx,€ R"; (2) 1,=b—Ax,; 3) p,=1,; (4) a threshold constant &€
isset,and k=0.

4.2 Wave Equation

The inherent relationship between wave height and velocity, time and space can be
described by the physical dynamics equation, which is defined as following.

o’y 9%y, _9d%
ox*  9z7° ot?

c*(

):
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where x-z is the water surface, y is height, t is time and c is wave velocity. To achieve
the numerical solution for wave equation, it shall be transformed to algebraic equation
by Taylor series and Centre Differentia Method, which can be defined as follows.

f(x)=f(x+Ah)+ f'(x+ Ah)X Ah+ Q(Ah)

YViv,j — Vi) +O(Ah)
Ah

dy Yij 7 Vi
= ()., =3¢ —=———2+0(Ah
(ah b Ah (&h)
Yirj = Vi) +O(Ah)2
2Ah
2 =2y 4y
:>(a 'Z)l = y1+1,] yz,j2 yl—l,] +O(Ah)2
ox> " (Ah)

Finally, the 2D discrete wave equation can be denoted as follows, where

B= c*(At)?

(A
yit:rjl - 2)’5,_; + yl'tjjl _ (32( yit+1,_j - 2)’5,_; + yz‘t—l,j + yit,_j+1 - 2)’,‘[,_,' + yit,_j—l )
(Ar)? (Ax)’ (Az)?
R T N T U VT VR i
A 2 =c ( 2 + 2 )
(A1) (Ah) (Ah)

t+1

= Vi zﬂ(yitﬂ,j + yit—l,j + yit,j+1 + yit,j—l)+(2_4ﬂ)yit,j - ytt,_jl

5 Experiment

Based on the proposed method, an applicable implemented with C++ computer
program, DirectX 9.0 and the hardware rendering program of HLSL is shown as
figure 3. Furthermore, figure 4 gives a convincing representation of ripple on the
workstation with NVIDIA Quadro Fx540. In this case, the 2D wave surface is
presented discretely as meshes of 512X512, and simulated in real-time with the frame
rate of 16fps.

In order to demonstrate the performance of the proposed model, two common-used
GPU have been employed in the test, including NVIDIA Quadro FX 540 (with the
memory of 256M) and NVIDIA FX 8800 (with the memory of 640M). The resultant
data of table 1-2 show the efficiency and robustness of our method.
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Press F1 for help

Fig. 3. Instance of system implementation

Fig. 4. The real-time ripple simulation

Table 1. Test result of NVIDIA Quadro FX 540.

Image Resolution
512x 512 | 512x256 256 x 256
Vector Reduction(ms) 1.00 0.71 0.62
Vector Addition(ms) 1.44 0.61 0.12
Frame Rate(fps) 17 32 64
Table 2. Test result of NVIDIA FX 8800.
Image Resolution
512x512 | 512x256 256 x 256
Vector Reduction(ms) 0.10295 0.10076 0.09052
Vector Addition(ms) 0.01404 0.0139 0.0126
Frame Rate(fps) 295 423 440

6 Conclusion

In this paper, a novel GPU based vector algebra operation model is proposed to
improve the simulation of water surface. The data structures and rules for data
operation are established to meet the needs of vector algebra operation model, and the
fluid dynamics equation governing ripple is transformed discretely for vector
multiplication. Experimental results show the robustness and efficiency of the
proposed method for the real-time simulation of water surface on GPU.
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Abstract. Benchmarking is key for developing and comparing optimiza-
tion algorithms. In this paper, a GPU-based test suit for real-parameter
optimization, dubbed cuROB, is introduced. Test functions of diverse
properties are included within cuROB and implemented efficiently with
CUDA. Speedup of one order of magnitude can be achieved in compari-
son with CPU-based benchmark of CEC’14.

Keywords: Optimization Methods, Optimization Benchmark, GPU,
CUDA.

1 Introduction

Proposed algorithms are usually tested on benchmark for comparing both per-
formance and efficiency. However, as it can be a very tedious task to select and
implement test functions rigorously. Thanks to GPUs’ massive parallelism, a
GPU-based optimization function suit will be beneficial to test and compare
optimization algorithms.

Based on the well known CPU-based benchmarks presented in [1,2,3], we
proposed a CUDA-based real parameter optimization test suit, called cuROB,
targeting on GPUs. We think cuROB can be helpful for assessing GPU-based
optimization algorithms, and hopefully, conventional CPU-based algorithms can
benefit from cuROB'’s fast execution.

Considering the fact that research on the single objective optimization algo-
rithms is the basis of the research on the more complex optimization algorithms
such as constrained optimization algorithms, multi-objective optimizations al-
gorithms and so forth, in this first release of cuROB a suit of single objective
real-parameter optimization function are defined and implemented.

The test functions are selected according to the following criteria: 1) the func-
tions should be scalable in dimension so that algorithms can be tested under
various complexity; 2) the expressions of the functions should be with good
parallelism, thus efficient implementation is possible on GPUs; 3) the functions
should be comprehensible such that algorithm behaviours can be analysed in

* To whom the correspondence should be addressed.

Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 66-78, 2014.
© Springer International Publishing Switzerland 2014
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the topological context; 4) last but most important, the test suit should cover
functions of various properties in order to get a systematic evaluation of the
optimization algorithms.

The source code and a sample can be download from code.google.com/
p/curob/.

1.1 Symbol Conventions and Definitions

Symbols and definitions used in the report are described in the following. By
default, all vectors refer to column vectors, and are depicted by lowercase letter
and typeset in bold.

[[] indicates the nearest integer value
|-] indicates the largest integer less than or equal to

— x; denotes i-th element of vector x

f(), g() and G(-) multi-variable functions

— fopt optimal (minimal) value of function f
— x°P! optimal solution vector, such that f(x°P') = fout

R normalized orthogonal matrix for rotation
D dimension
1=(1,...,1)7 all one vector

1.2 General Setup

The general setup of the test suit is presented as follows.

Dimensions The test suit is scalable in terms of dimension. Within the
hardware limit, any dimension D > 2 works. However, to construct a real
hybrid function, D should be at least 10.

Search Space All functions are defined and can be evaluated over RP,
while the actual search domain is given as [—100,100]7.

fopt All functions, by definition, have a minimal value of 0, a bias (fopt)
can be added to each function. The selection can be arbitrary, fo,+ for each
function in the test suit is listed in Tab. 1.

x°P! The optimum point of each function is located at original. x°P* which
is randomly distributed in [~70,70]P, is selected as the new optimum.
Rotation Matrix To derive non-separable functions from separable ones,
the search space is rotated by a normalized orthogonal matrix R. For a given
function in one dimension, a different R is used. Variables are divided into
three (almost) equal-sized subcomponents randomly. The rotation matrix for
each subcomponent is generated from standard normally distributed entries
by Gram-Schmidt orthonormalization. Then, these matrices consist of the
R actually used.

1.3 CUDA Interface and Implementation

A simple description of the interface and implementation is given in the following.
For detail, see the source code and the accompanied readme file.
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Interface. Only benchmark.h need to be included to access the test func-
tions, and the CUDA file benchmark.cu need be compiled and linked. Before
the compiling start, two macro, DIM and MAX CONCURRENCY should be
modified accordingly. DIM defines the dimension of the test suit to used while
MAX CONCURRENCY controls the most function evaluations be invoked con-
currently. As memory needed to be pre-allocated, limited by the hardware, don’t
set MAX CONCURRENCY greater than actually used.

Host interface function initialize () accomplish all initialization tasks, so must
be called before any test function can be evaluated. Allocated resource is released
by host interface function dispose ().

Both double precision and single precision are supported through
func evaluate () and func evaluatef () respectively. Take note that device pointers
should be passed to these two functions. For the convenience of CPU code, C in-
terfaces are provided, with h func evaluate for double precision and
h func evaluatef for single precision. (In fact, they are just wrappers of the GPU
interfaces.)

Efficiency Concerns. When configuration of the suit, some should be taken
care for the sake of efficiency. It is better to evaluation a batch of vectors than
many smaller. Dimension is a fold of 32 (the warp size) can more efficient. For
example, dimension of 96 is much more efficient than 100, even though 100 is
little greater than 96.

1.4 Test Suite Summary

The test functions fall into four categories: unimodal functions, basic multi-
modal functions, hybrid functions and composition functions. The summary of
the suit is listed in Tab. 1. Detailed information of each function will given in
the following sections.

2 Speedup

Under different hardware, various speedups can be achieved. 30 functions are
the same as CEC’14 benchmark. We test the cuROB’s speedup with these 30
functions under the following settings: Windows 7 SP1 x64 running on Intel
i5-2310 CPU with NVIDIA 560 Ti, the CUDA version is 5.5. 50 evaluations
were performed concurrently and repeated 1000 runs. The evaluation data were
generated randomly from uniform distribution.

The speedups with respect to different dimension are listed by Tab.2 (sin-
gle precision) and Tab. 3 (double precision). Notice that the corresponding di-
mensions of cuROB are 10, 32, 64 and 96 respectively and the numbers are as
in Tab. 1

Fig. 1 demonstrates the overall speedup for each dimension. On average,
cuROB is never slower than its CPU-base CEC’14 benchmark, and speedup of
one order of magnitude can be achieved when dimension is high. Single precision
is more efficient than double precision as far as execution time is concerned.
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Unimodal
Functions

Basic
Multi-modal
Functions

Hybrid
Functions

Composition
Functions

Z
°

0~ Uk W = O

32

Table 1. Summary of cuROB’s Test Functions

Functions

Rotated Sphere

Rotated Ellipsoid
Rotated Elliptic

Rotated Discus

Rotated Bent Cigar
Rotated Different Powers
Rotated Sharp Valley

Rotated Step

Rotated Weierstrass

Rotated Griewank

Rastrigin

Rotated Rastrigin

Rotated Schaffer’s F7

Rotated Expanded Griewank plus Rosenbrock
Rotated Rosenbrock

Modified Schwefel

Rotated Modified Schwefel
Rotated Katsuura

Rotated Lunacek bi-Rastrigin
Rotated Ackley

Rotated HappyCat

Rotated HGBat

Rotated Expanded Schaffer’s F6

Hybrid Function 1
Hybrid Function 2
Hybrid Function 3
Hybrid Function 4
Hybrid Function 5
Hybrid Function 6

Composition Function 1
Composition Function 2
Composition Function 3
Composition Function 4
Composition Function 5
Composition Function 6
Composition Function 7
Composition Function 8

1D

SPHERE
ELLIPSOID
ELLIPTIC
DISCUS
CIGAR
POWERS
SHARPV

STEP
WEIERSTRASS
GRIEWANK
RARSTRIGIN U
RARSTRIGIN
SCHAFFERSF7
GRIE ROSEN
ROSENBROCK
SCHWEFEL U
SCHWEFEL
KATSUURA
LUNACEK
ACKLEY
HAPPYCAT
HGBAT
SCHAFFERSF6

HYBRID1
HYBRID2
HYBRID3
HYBRID4
HYBRID5
HYBRID6

COMPOSITION1
COMPOSITION2
COMPOSITION3
COMPOSITION4
COMPOSITIONS
COMPOSITIONG
COMPOSITION7
COMPOSITIONS

Search Space: [—100,100]”, fop: = 100

69

Description

Optimum easy
to track

Optimum hard
to track

With
adepuate
global
structure

With

weak

global
structure

With different
properties for
different variables
subcomponents

Properties similar
to particular
sub-function

when approaching

the corresponding
optimum
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Table 2. Speedup (single Precision)

D NO.3 NO4 NO.5 NO.8 NO.9 NO.10 NO.11 NO.13 NO.14 NO.15

10
32
64
94

D

10
32
64
96

D

10
32
64
96

D

10
32
64
96

D

10
32
64
96

D

10
32
64
96

0.59 0.20 0.18 1223 049 028 031 0.32 0.14 0.77
3.82 242 2.00 47.19 3.54 167 383 5.09 206 3.54
4.67 272 229 50.17 356 0.93 3.06 288 220 3.39
13.40 10.10 8.50 84.31 11.13 1.82 9.98 9.66 8.75 6.73

NO.16 NO.17 NO.19 NO.20 NO.21 NO.22 NO.23 NO.24 NO.25 NO.26
0.80 3.25 036 020 026 045 063 044 280 0.52
5.57 10.04 3.46 1.22 142 644 395 343 1147 3.36
545 13.19 3.27 2.10 227 381 4.62 3.07 14.17 3.34

14.38 23.68 11.32 8.26 8.49 11.60 13.67 10.64 30.11 10.71

NO.27 NO.28 NO.29 NO.30 NO.31 NO.32 NO.33 NO.34 NO.35 NO.36
0.65 0.72 0.70 0.55 0.71 349 350 084 128 0.70
2.73 3.09 3.63 3.10 4.10 1239 1251 525 519 3.33
3.86 4.01 3.21 267 3.38 12.68 12.63 3.80 527 3.13

12.04 11.32 815 6.27 8.49 23.67 23.64 9.50 11.79 7.93

Table 3. Speedup (Double Precision)

NO.3 NO.4 NO.5 NO.8 NO.9 NO.10 NO.11 NO.13 NO.14 NO.15
0.56 0.19 0.17 9.04 043 026 029 030 0.14 0.75
3.78 243 1.80 3337 3.09 159 352 481 197 3.53
434 249 193 30.82 3.15 092 287 274 211 3.29

12.27  9.24 6.95 46.01 9.72 1.78 9.62 874 7.87 592

NO.16 NO.17 NO.19 NO.20 NO.21 NO.22 NO.23 NO.24 NO.25 NO.26
0.79 232 034 0.18 026 045 059 043 197 0.52
5.10 6.79 328 1.13 129 6.10 3.63 3.14 815 3.23
475 829 3.06 199 218 332 4.02 2.77 9.80 2.92

11.91 13.81 9.75 737 7.78 10.24 11.55 9.57 20.81 9.40

NO.27 NO.28 NO.29 NO.30 NO.31 NO.32 NO.33 NO.34 NO.35 NO.36
0.79 232 034 0.18 026 045 059 043 197 0.52
5.10 6.79 328 1.13 129 6.10 3.63 3.14 815 3.23
475 829 3.06 199 218 332 4.02 2.77 9.80 2.92

11.91 13.81 9.75 737 7.78 10.24 11.55 9.57 20.81 9.40
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Fig. 1. Overall Speedup

3 Unimodal Functions

3.1 Shifted and Rotated Sphere Function

D
filx) = ZZS + fopt
i=1

where z = R(x — x°P!).

Properties

— Unimodal
— Non-separable
— Highly symmetric, in particular rotationally invariant

3.2 Shifted and Rotated Ellipsoid Function

D
f4(X) = ZZ . Z? + .fopt
=1

where z = R(x — x°P%).

Properties

— Unimodal
— Non-separable

71
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3.3 Shifted and Rotated High Conditioned Elliptic Function

D

Fa(x) = 3 (10%) 070 22 + fop (3)

i=1
where z = R(x — x°P!).

Properties

— Unimodal

— Non-separable

— Quadratic ill-conditioned
— Smooth local irregularities

3.4 Shifted and Rotated Discus Function

D
fo(x) =10° 27 + ) 27 + fop (4)
i=2
where z = R(x — x°P!).

Properties

— Unimodal

— Non-separable

— Smooth local irregularities
— With One sensitive direction

3.5 Shifted and Rotated Bent Cigar Function

D
fo(x) =23 +10°- > 22 + fopr (5)
i=2
where z = R(x — x°P!).

Properties
— Unimodal

— Non-separable
— Optimum located in a smooth but very narrow valley

3.6 Shifted and Rotated Different Powers Function

D -
Fa(0) = 4| D |2l o+ fope (6)
=1

where z = R(0.01(x — x°P)).
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Properties

— Unimodal
— Non-separable
— Sensitivities of the z;-variables are different

3.7 Shifted and Rotated Sharp Valley Function

D
fa(x) = 22 4+ 100 - sz + fopt
i=2
where z = R(x — x°P!).

Properties

— Unimodal
— Non-separable
— Global optimum located in a sharp (non-differentiable) ridge

4 Basic Multi-modal Functions

4.1 Shifted and Rotated Step Function

D

fa(x) =D |2 +0.5]% + fope

i=1

where z = R(x — x°P")

Properties

— Many Plateaus of different sizes
— Non-separable

4.2 Shifted and Rotated Weierstrass Function

73

Emaz kmax
fo(x) = Z (Z a® cos (27mb* (z; + 0.5))> -D. Z a® cos (270%-0.5) + fopr (9)

=1 k=0 k=0

where a = 0.5, b = 3, kmaz = 20,z = R(0005 . (X — Xopt)).

Properties

— Multi-modal
— Non-separable
— Continuous everywhere but only differentiable on a set of points
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4.3 Shifted and Rotated Griewank Function

2
z?
60 - Iﬁl cos( , )+ 1+ fopt

Mc

flO 40

=1

where z = R(6 - (x — x°P!)).

Properties

— Multi-modal
— Non-separable
— With many regularly distributed local optima

4.4 Shifted Rastrigin Function

Mo

fi1(x z — 10 cos(27z; )) +10- D+ fopt

i=1
where z = 0.0512 - (x — x°P").

Properties

— Multi-modal
— Separable
— With many regularly distributed local optima

4.5 Shifted and Rotated Rastrigin Function

D
Sfi2(x Z z — 10 cos(27z;) + 10) + fopt

where z = R(0.0512 - (x — XOpt)).

Properties

— Multi-modal
— Non-separable
— With many regularly distributed local optima

4.6 Shifted Rotated Schaffer’s F7 Function

D—-1

(12)

fir(x) = (Dl Z ((1 +sin*(50 - wi2)) - \/wi)> + fopt (13)

i=1

L 2 2 _ _ opt
wherewzf\/zi+zi+1,z7R(x x°PY).
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Properties

— Multi-modal
— Non-separable

4.7 Expanded Griewank plus Rosenbrock Function

Rosenbrock Function: ga(x,y) = 100(z? — 3)? + (z — 1)?
Griewank Function: g3(x) = 22/4000 — cos(z) + 1

D—-1

Fis(x) =" g3(92(2i, 2i41)) + 93(92(2D, 21)) + fopr (14)
i=1

where z = R(0.05 - (x — x°P")) + 1.

Properties

— Multi-modal
— Non-separable

4.8 Shifted and Rotated Rosenbrock Function

o]

fr(x) = ’_ (100 (27 — zi+1)* + (20 — 1)) + fopt (15)

where z = R(0.02048 - (x — x°P")) + 1.

Properties

— Multi-modal

— Non-separable

— With a long, narrow, parabolic shaped flat valley from local optima to global
optima

4.9 Shifted Modified Schwefel Function

D
fra(x) = 418.9820 x D—> " g1(w;), w; = z; 4+ 420.9687462275036 (16)
i=1
w; - sin(y/|wi]) if jw,;| < 500
g1(w;) = { (500 — mod(w;, 500)) - sin (/500 — mod (w;, 500) ) — (wi ~500)2 if w; > 500
(mod(~w,500) = 500) - sin (/500 — mod (~wi,500) ) — (Wit800)2 i W < —500

(1)
where z = 10 - (x — x°P*).
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Properties

— Multi-modal

— Separable

— Having many local optima with the second better local optima far from the
global optima

4.10 Shifted Rotated Modified Schwefel Function

D
fra(x) = 418.9820 x D= Y g1(w,), Wi = z; +420.9687462275036 (18)
i=1
where z = R(10 - (x — x°P*)) and g¢;(-) is defined as Eq. 17.

Properties

— Multi-modal

— Non-separable

— Having many local optima with the second better local optima far from the
global optima

4.11 Shifted Rotated Katsuura Function

D 32 |, ;
10 . |2] cZ; — [2] ZH 10_ 10
fis(x) = D2 H(l J”Z Z 9j otz — A fopt (19)
i=1 j=1
where z = R(0.05 - (x — x°P)).

Properties

— Multi-modal
— Non-separable
— Continuous everywhere but differentiable nowhere

4.12 Shifted and Rotated Lunacek bi-Rastrigin Function

D D D
f12(x) = min (Z(zl — )%, dD +s Z(zi — u2)2)> +10- (D — Zcos(Zﬂ-(zi —p1))) + fopt (20)
i=1 i=1 i=1

i=

where z = R(0.1- (x —xP") +2.5% 1), ug = 2.5, po = —2.5,d =1, s =0.9.

Properties

— Multi-modal
— Non-separable
— With two funnel around p;1 and pol
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4.13 Shifted and Rotated Ackley Function

D D
1 1
fs(x) =—20-exp [ —0.2 D ;_1 x2 | —exp (D ig_l cos(27rxi)> +20+ e+ fop

(21)
where z = R(x — x°P!).

Properties

— Multi-modal

— Non-separable

— Having many local optima with the global optima located in a very small
basin

4.14 Shifted Rotated HappyCat Function

D

D D
f16(x) = |;zg ,D|o‘zs+(; ;z§+zzj)/D+o.5+fom (22)
1= =

j=1
where z = R(0.05 - (x — x°P")) — 1.
Properties

— Multi-modal
— Non-separable
— Global optima located in curved narrow valley

4.15 Shifted Rotated HGBat Function

D D 1 D D
frx) =1 2 = () 5+ (D2 + Y )/ D+ 05+ fop (23)
i=1 j=1

j=1 j=1
where z = R(0.05 - (x — x°*)) — 1.
Properties

— Multi-modal
— Non-separable
— Global optima located in curved narrow valley

4.16 Expanded Schaffer’s F6 Function

sin?(y/22 +y2) — 0.5

0.5
(1+0.001 - (22 + y2))2 *

Schaffer’s F6 Function: g4(z,y) =

D—1
Fro(x) =" ga(2i,2i41) + 94(2D,21) + fopr (24)

i=1
where z = R(x — x°P!).



78 K. Ding and Y. Tan

Properties

— Multi-modal
— Non-separable

5 Hybrid and Composition Functions

Hybrid functions are constructed according to [3]. For each hybrid function, the
variables are randomly divided into subcomponents and different basic functions
(unimodal and multi-modal) are used for different subcomponents.

Composition functions are constructed in the same manner as in [2,3]. The
constructed functions are multi-modal and non-separable and merge the proper-
ties of the sub-functions better and maintains continuity around the global/local
optima. The local optimum which has the smallest bias value is the global op-
timum. The optimum of the third basic function is set to the origin as a trip
in order to test the algorithms’ tendency to converge to the search center. Note
that, the landscape is not only changes along with the selection of basic function,
but the optima, ¢ and A can effect it greatly.

The detailed specifications of hybrid and composition functions can be found
in the extended version of this paper!, along with illustrations for all 2-D func-
tions except hybrid functions.
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Abstract. Task scheduling in Cloud computing is a challenging aspect
due to the conflicting requirements of end users of cloud and the Cloud
Service Provider (CSP). The challenge at the CSP’s end is to schedule
tasks submitted by the cloud users in an optimal way such that it should
meet the quality of service (QoS) requirements of the user at one end and
the running costs of the infrastructure to a minimum level at the other
end for better profit. The focus is on two objectives, makespan and cost,
to be optimized simultaneously using meta heuristic search techniques
for scheduling independent tasks. A new variant of continuous Particle
Swarm Optimization (PSO) algorithm, named Integer-PSO, is proposed
to solve the bi-objective task scheduling problem in cloud which out
performs the smallest position value (SPV) rule based PSO technique.

Keywords: Cloud Computing, Task Scheduling, Particle Swarm Opti-
mization, Integer-PSO.

1 Introduction

Recently, cloud computing has emerged as an attractive platform for
entrepreneurs as well as researchers in various domains. Cloud computing refers
to leasing computing resources over the Internet. Benefits of using such a set
up include reduced infrastructure cost, reduced overhead and pay only for the
components he has used for the given amount of time. There are many task
scheduling models available in literature for heterogeneous distributed systems
but these models aim at the improvement of specific performance metrics like
throughput and storage. For a cloud computing platform, apart from theses con-
siderations, user satisfaction in terms of QoS and CSP’s profit is to be considered
while scheduling tasks. In this work, we consider the scheduling of large set of
independent tasks of different size. The conflicting objectives of performance op-
timization considered are the overall execution time (makespan) of all the tasks
and the cost of service. The cost include computation cost, communication cost
and over all maintenance cost as well as power consumption cost.

Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 79-86, 2014.
© Springer International Publishing Switzerland 2014
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Most of the existing task scheduling research in cloud computing addresses
any one factor, namely makespan as done in [5] or cost as seen in [11] and tries
to find an optimal schedule based on that factor alone. But single objective
optimization solutions will try to optimize one objective making another key
factor to worse. In the proposed work, we have used weighted sum approach for
pareto-optimality and uses Particle swarm algorithm to solve the same.

The rest of the paper is organized as follows. In Section 2, we present Re-
lated Work in the domain and Section 3 describes the Mathematical Model and
formally states the optimization problem. Section 4 details Particle Swarm Op-
timization Technique and the proposed Integer-PSO algorithm. Experimental
Results are presented in Section 5 and Section 6 gives the Conclusion.

2 Related Work

Most of the research in computational grids and cloud systems for scheduling
independent tasks to be executed in parallel tries to optimize a single objec-
tive function where the parameters are any one of makespan, profit earned, cost
of service, QoS, energy consumption and average response time. Meta heuristic
search techniques has been tried by many to solve the same. L.Zhu and J. Wu [15]
uses PSO technique combined with Simulated annealing to solve task schedul-
ing problem in a general scenario. M.F.Tasgetiren et al. [8] proposed Smallest
Position Value (SPV) rule based PSO algorithm to solve Single Machine Total
Weighted Tardiness Problem and has used a local search technique to intense
the search. Lei Zhang et al. [14] used this technique to solve task scheduling
problem in grid environment and has given a comparative study on the applica-
tion of PSO technique with Genetic algorithm for achieving minimal completion
time. PSO algorithm has also been used in solving task allocation / scheduling
problems in work flows in cloud [1], [13], [7].

Multi-objective optimization for resource allocation in cloud computing has
been addressed by Feng et al. [3] and uses PSO algorithm to solve the problem.
They have considered total execution time, resource reservation and QoS of each
task as their optimization objective and uses pareto domination mechanism to
find optimal solutions. Lizheng Guo [4] addresses task assignment problem in
cloud computing considering makespan and cost. They use smallest position
value based PSO algorithm for finding an optimal schedule.

Our proposed method can be used to schedule tasks in pubic cloud or in pri-
vate cloud for independent tasks. Our approach is unique because, to the best
our knowledge, pareto optimal task scheduling using particle swarm optimiza-
tion technique has not been addressed in the case of private or public cloud with
independent tasks to be scheduled, but has been proposed for work flow schedul-
ing in hybrid cloud[2]. Our work also proposes a new variant of PSO algorithm
namely Integer - PSO.
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3 Mathematical Model

Assume an application consists of N independent tasks, n out of N are scheduled
at each time window, where the value of n is limited by the number of available
VMs m and k = ]Z similar epochs are needed to complete the execution of all
tasks. For each type of VM instance I = fvery small, small, medium, large, extra
large, super], the associated cost of usage and the computing power are different.
Let Pf; represent the processing power of j* VM instance type where j ranges
from 1 to |I| and C; represents its cost for unit time. The task length of each
task TASK; is precomputed and represented as T;, the time needed to execute
each task in 'very small’ type VM. The optimization objectives for N tasks are :

k. n
Minimize Makespanfn = Z ZTi « Pfj*xxz;; for some jelI (1)
p=1i=1
kK n
Minimize Costfn = Z Z C;«T;* Pf;xx;; for some jeI (2)
p=1i=1

where x;; is a decision variable, denoting TASK; is scheduled on VM; and n
tasks are there in an epoch. subject to the following constraints:

n<m (3)

1 if TASK; scheduledto V M;
Tij = (4)

0 otherwise

and
n

Y. wy=m (5)

i=1

3.1 Pareto Optimality

A multi objective optimization problem consists of optimizing a vector of nq;
where the objective function F(z) = (fi(x), f2(x),..., fa.,; (z)). The problem
here is to find an optimal task schedule considering both the objectives. i.e.,cost
and makespan. We have used weighted sum approach[9], [12] for solving the
bi-objective optimization problem, which in essence convert a multi-objective
optimization problem to a single objective one with weights representing prefer-
ences among objectives by the decision maker. This approach is easy to solve and
produce a single solution to the problem. Hence our bi-objective optimization
problem can now be represented using the formula:

Minimize 0 xCostfn+ (1 —0)* Makespanfn (6)

where 6 represents the relative weight or preference of one objective over the
other, in the range [0, 1]. When 6 = 0, the optimization problem becomes that
of minimizing Makespanfn and when 8 = 1, the problem becomes minimizing

Costfn.
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4 Particle Swarm Optimization Technique

Finding an optimal schedule meeting the constraints of a bi-objective optimiza-
tion problem are well-known problems in N P hard category, hence one of the
heuristic techniques, Particle Swarm Optimization[6] is applied to obtain a fea-
sible solution in reasonable time. Initially, the PSO algorithm generates a set of
N solutions called particles, randomly in the D dimensional search space. Each
particle is represented by a D-dimensional vector X; where i ranges from 1 to d
which stands for its location (z;1, %2, ..., ¥iq4) in space. Velocity of each particle
v is constrained by vy, and vmg, and its position z is updated according to
the following equations:

ol = w kvl + c1 x randy * (pbestly — aty) + c2 * rands * (gbestly — aty)  (7)
n+l _ . n n+1

Tig = Tig T Vg (8)

where i = 1,2,...,N ; n = 1,2,...,itermqz, the maximum iteration number,

w, the inertia weight; ¢; and ¢y are two positive constants called acceleration
coefficients and rand; and rands are two uniformly distributed random numbers
in the interval [0, 1]. Each particle maintains its position and its velocity. It also
remembers the best fitness value it has achieved thus far during the search
(individual best fitness) and the candidate solution that achieved this fitness
(individual best position (pbest)). Also, the PSO algorithm maintains the best
fitness value achieved among all particles in the swarm (global best fitness) and
the candidate solution that achieved this fitness (global best position (gbest)).
Equations (7) and (8) enable the particles to search around its individual best
position pbest and update global best position gbest. This technique was initially
proposed for solving problems in the continuous domain through the velocity
updating rule. Since our problem work in the discrete domain, it has to be
modified to suit the discrete domain. The Smallest Position Value rule based PSO
(PSO-SPV) algorithm [8] is widely used for the same. This technique performs
poor when there exist high variance in the length of the tasks submitted by end-
users and when high variance exists in computational speed of resources[10]. We

Algorithm 1. Abstract of Particle Swarm Optimization Algorithm
1: P+ Initial Population

2: Evaluate (P)

3: Initialize pbest and gbest

4: while termination criterion not met do

5 Update Velocity (P) as indicated in equation (7)
6: Update Position (P) as indicated in equation (8)
7 Evaluate (P)

8 Find pbest and gbest

9: end while

10:  Output gbest
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too observed that the same technique is not able to converge to near optimal
solution with bi-objective optimization of task scheduling in cloud computing.
Hence a new method for generating discrete permutations is proposed, namely
integer-PSO. Here permutation encoding technique is used where every VM is
assigned a number from 1 to n and a solution sequence (5, 2, 1, 3, 4) means assign
Task 1 to VM 5, Task 2 to VM 2 and so on. Initial populations are randomly
generated. Each solution is evaluated to find its fitness based on equation (6) on
different values of 6.

4.1 Integer — PSO

An update in the position of the particle based on equations (7) and (8) should
result in new task assignment for a scheduling problem, but they produce floating
point values in the continuous domain. Many discrete versions of PSO rounds-off
the floating point position values and stores the discrete integer value for the
particle’s position. To preserve the stochastic nature of the continuous PSO, we
have modified equation (8) in our algorithm, as shown below:

o = ceil (e} + vy * B) where 8= 10 (9)

Positt = (Y1) mod m (10)

LCigq

ntl _ Pos™if Pos™t > 0
m otherwise

Table 1. Integer-PSO Example

Task J 1 2 3 4 5
zl 4 5 1 3 2

vt -0.6015 -0.2413 0.0327 -0.0352 -0.8544

1,

YEFL 33985 47587 10327 29648 11456

Posit 0 2 2 3 1
x5 2 2 3 1
ah 5 4 2 3 1

New variables Y, and POS?dJrl are introduced to store the continuous value as
an integer of required accuracy and the temporary task assignment respectively.
This method may create more than one task assignment to some of the VMs
and may not assign any task to some other VMs. which need to be handled
separately. The procedure is as shown in Table 1, assuming m = 5 and k=4.
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5 Results and Discussion

The algorithm has been simulated 10 times on the same data set with § = 0.9,
0 = 0 and § = 1 and the average value is taken to find an estimate on best
convergences, on a laptop PC with PIV processor of 3 GHz clock frequency and
8GB RAM. We have tested the algorithm on a task set of 99 tasks, setting the
population size (|P|) as 5 and other PSO parameters as w = 0.6, c1 = ¢2 = 0.2,
Umaz = 4 and vy, = —4. A suitable value of 6 is found through trial and error as
0.9. Assumptions regarding the capacity of each VM in terms of speed and cost
of usage per unit time and the task length are given as vectors. The algorithm
runs for 500 generations per task set and is repeated 11 times. The results are
shown in Figure 1(a).

For 6 = 0.9, the proposed algorithm (Integer-PSO) finds optimal cost in 90
percentage of time, but SPV-PSO has not converged to optimal or near optimal
cost value on any value of 8, shown in Figure 1(b). When the algorithm is applied
to single objective optimization scenario, for 90 percentage of time, the Integer-
PSO algorithm converges to optimal value. A detailed performance analysis of
both the approaches were done with different number of tasks, different number
of VMs and different types of VMs and are shown in Figure 1(c) to 1(e).

6 Conclusion

Scheduling tasks in the cloud is a challenging one as the same involves many
factors such as cost and profit considerations, execution time, SLAs, Quality
of service parameters requested by the end user and committed by the CSP
and power considerations. Also the task arrival rate is highly unpredictable and
dynamic in nature. We have modelled the problem as a constraint bi-objective
optimization problem, where the objectives are makespan and cost and have used
Particle Swarm Optimization algorithm to solve the same, where the pareto op-
timality is achieved through weighted sum approach. A variant of PSO technique
is proposed (Integer-PSO) whose results are promising.
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Abstract. In this paper, a Harmony Search-based Hyper-heuristic (HSHH) ap-
proach is proposed for tackling examination timetabling problems. In this ap-
proach, the harmony search algorithm will operate as a high level of abstraction
which intelligently evolves a sequence of low level heuristics. This sequence is
a combination of improvement heuristics which consist of neighborhood struc-
ture strategies. The proposed approach is tested using the examination timetabl-
ing tracks in Second International Timetabling Competition (ITC-2007)
benchmarks. Experimentally, the HSHH approach can achieve comparable re-
sults with the comparative methods in the literature.

Keywords: Examination Timetabling, Harmony Search, Hyper-heuristic.

1 Introduction

Examination timetabling is the process of scheduling a set of exams to a set of time-
slots and rooms, subject to hard and soft constraints. It becomes extremely difficult
when it involves a large number of events (could be hundreds or thousands) to be
scheduled in limited resources in accordance with a wide variety of constraints, which
need to be satisfied [1]. The hard constraints are mandatory to fulfill while the soft
constraints are desired but not absolutely necessary. The solution that satisfied all the
hard constraints is called feasible. Conventionally, the soft constraints play a major
role in measuring the quality of the solution. The main target is to find an examination
timetabling solution that satisfies all hard constraints and minimize the violation of
soft constraints as much as possible.

Several optimization techniques have been introduced to solve examination time-
tabling problems such as sequential techniques, constraints based techniques, local
search-based techniques, population-based techniques, and many others as surveyed
in [1]. But recently, the attention of the researches in the operation research and the
artificial intelligence fields has shifted to be concerned with a more general approach
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© Springer International Publishing Switzerland 2014



88 K. Anwar et al.

as hyper-heuristic. Hyper-heuristics (HH) have a higher level heuristic to choose from
a set of heuristics that are applicable for the problem in hand. The main difference
between the hyper-heuristics and meta-heuristics is that hyper-heuristics explore the
heuristic search space while meta-heuristics explore the solution search space [2].

There are several hyper-heuristics to solve the examination timetabling problems.
Sabar et al.[3] investigated a new graph coloring constructive hyper-heuristic
(GCCHH) for solving examination timetabling problems using ITC-2007 dataset. The
results demonstrate that GCCHH produces good results and outperforms other ap-
proaches on some of the benchmark instances. In another study, Pillay and Banzhaf
[4] used genetic programming (GP) for the evolution on hyper-heuristics framework
to solve uncapacitated examination timetabling problems. From the research, it shows
that the genetic programming system was comparable to the other search algorithm,
and in some cases it can produce better quality timetables.

In our previous work [5], Harmony search algorithm (HSA) has been employed in
a hyper-heuristic framework as a high-level heuristic where some move heuristics (i.e.
move and swap) have been employed as low-level heuristics. HSA is a population-
based algorithm developed by Geem et al.[6]. HSA is a stochastic search mechanism,
simple in concept, and no derivation information is required in the initial search [6]. It
has been successfully applied to a wide range of optimization and scheduling prob-
lems such as course timetabling problem [7], nurse scheduling problem [8, 9], as well
as examination timetabling problem [10] and many others as reported in [11].

Evidently, the initial employment produced an impressive result for the initial in-
vestigation, with a chance to improve the results by modifying the proposed method.
In this research, the new low-level heuristics strategies and the pitch adjustment pro-
cedure are modified to enhance the proposed method. For purposes of evaluation,
the dataset of examination timetabling tracks established in the Second International
Timetabling Competition (ITC-2007) is used. The results produced by new HSHH
outperformed those produced by previous versions of HSHH and comparable to the
results of the ITC-2007 comparative methods.

This paper is organized as follows: Section 2 discusses the examination timetabling
problem (ETP) and benchmark dataset of ITC-2007 for examination track. The de-
scription of harmony search hyper-heuristic (HSHH) algorithm is presented in Section
3. Section 4 discusses the experimental setup and the computational results. Finally,
the conclusion and future works are provided in Section 5.

2 Examination Timetabling

In this research, we used ITC-2007 [12] examination version as a benchmark to
evaluate the proposed method. ITC-2007 provides a capacitated examination time-
tabling dataset which contains eight instances and four hidden ones. For this research
we experimented with the eight instances. This dataset consists of five hard con-
straints (i.e., H1-H5) and seven soft constraints (i.e., S1-S7) as shown in Table 1.
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Table 1. ITC-2007 Hard and Soft constraints

Key Constraints

H1 No student sits for more than one examination at the same time.

H2 The capacity of individual rooms is not exceeded at any time throughout the exami-
nation session.

H3 Period Lengths are not violated.

H4 Satisfaction of period related hard constraints (e.g., exam B must be scheduled after
exam A).

HS5 Satisfaction of room related hard constraints (e.g., exam A exclusively scheduled in
room X).

S1 Two exams in a row.

S2 Two exams in a day.

S3 Specified spread of examinations.

S4 Mixed duration of examinations within individual periods.

S5 Larger examinations appearing later in the timetable.

S6 Period related soft constraints — some period has an associated penalty.

S7 Room related soft constraints — some room has an associated penalty.

The objective function to summarize the ITC-2007 dataset is formalized in equa-
tion (1) and the details’ explanations is provided in [12].

min  f(x) = Z(WZRCSZR + w2l C2P + wPSCES) + wNMPCNMD 4 FLCFL 4 cP 4 CR

SES

ey

where x is a complete timetabling solution; S refers to a set of students while w refers
to the institutional penalty for each constraint except for period and room related soft
constraint (i.e., C" and C®). Table 2 shows the detail notation of the variables used in
equation (1).

Table 2. List of abbreviations given to the ITC-2007 soft constraint [12]

Math Symbol Description
C ER “two exam in row” penalty for student s.
C 5" “two exam in day” penalty for student s.
c f s “period spread” penalty for student s

c\MD “No mixed duration” penalty

cft “Front load” penalty
c? “Period” penalty
CR “Room” penalty
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3 Harmony Search Hyper-heuristic for ITC-2007

In previous work of Harmony Search Hyper-Heuristic (HSHH) [5], the pitch adjust-
ment operator is deactivated in the improvisation step, and two neighborhood struc-
tures are utilized as low-level heuristics. In this study, the pitch adjustment operator is
added during the improvisation step, and seven different neighborhood structures have
been utilized as low level heuristics. They can be summarized as follows:

e hlI: Move Exam. Select one exam at random and move to a new randomly se-
lected feasible timeslot.

e h2: Swap Timeslot. Select two exams at random and swap their timeslots.

e h3: Swap Exam. Select two timeslots randomly and exchange all exams between
them.

e h4: Swap Period. Select two periods and swap the exams between the periods.

e h5: Select two timeslots (e.g. ¢/ and #2) randomly and move some exams from the
timeslot ¢/ to 2 and vice versa.

e h6: This heuristic similar to 43 but it only swaps the conflicting exams in two
distinct timeslots. This heuristic is similar to kempe chain method in (Al-Betar et
al.,[10]).

e h7: do nothing.

Basically, HSHH has five main steps as follows:

Step 1: Initialization. The HSHH begins by setting the harmony search parameters:
harmony memory size (HMS), harmony memory consideration rate (HMCR), number
of iterations (NI) and Harmony Memory Length (HML) which represents the length of
heuristic vector. Furthermore, the Pitch Adjustment Rate (PAR) parameter also will be
set. Initially, the largest degree (LD) heuristic is used to construct the initial feasible
solution (x’**™*"*). If the solution is not feasible, then the repair procedure as used in [7]
will be triggered to maintain the feasibility of the solution.

Step 2: Initializing Harmony Memory. HSHH consists of two complemented search
spaces (heuristic search space and solution search space), each represented in a har-
mony memory: Heuristics Harmony Memory (HHM) and Solutions Harmony Memory
(SHM). HHM contains sets of heuristic vectors determined by HMS where every vec-
tor is a heuristics sequence. The length of the vector is determined by HML. Similarly,
SHM contains sets of solution vectors and the length is determined by the number of
exam, N.

In initializing HHM and SHM, the HSHH, firstly, generates the new heuristics vec-
tor (h’) randomly and apply this vector to the initial feasible solution (x"*“*’*) to pro-
duce the new solution (x’). The new solution will be evaluated using the objective
function as in equation (1). If the new solution (x’) is better than the initial solution
(x/*“™!¢) " then the new solution (x’) will be saved in the SHM and the new heuristic
vector (h’) will be saved in the HHM. This process will be repeated until HHM and
SHM are filled (see equations (2) and (3)). After completing the process, HSHH will
retain the worst solution (x "”*") and the best solution (x **") in SHM.
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Step 3: Improvise a new heuristic sequence. In this step, a new heuristics vector b’ =
(hi,h}, ... hyy.) is generated from scratch, based on three HSA operators: memory
consideration, random consideration and pitch adjustment.

i i i
hy hy e By x X Xy
HHM= | k¥ kK - h,, | Q) SHM= | x} x3 - x;
HMS  p HMS HMS HMS _HMS HMS
h hy gy X X Xy

A3)

Note that N refers to the number of examinations. In memory consideration opera-
tor, the new heuristic index of h; in the new heuristic vector (k) is randomly selected
from the historical indexes (e.g. h},h?, ..... hl"MS), stored in the heuristic harmony
memory with probability of HMCR, where HMCR € [0, 1] .

For Random consideration operator, the new heuristic index is randomly assigned
from the set of heuristics hj € {hi, h2, h3, h4, h5, h6, h7} with probability of (1-
HMCR) as in equation (4).

W e { {n}, h2, ... hIMS} w.p. HMCR
i

4
{h1,h2,h3,h4,h5,h6,h7} w.p. (1 — HMCR) “)

In Pitch Adjustment operator, a simple adjustment is used. The new index of h;
will be added/subtracted by 1 with a probability of PAR where 0 < PAR <1 as in
equation (5).

Y .p. PAR
Pitch adjust for h; = {No es W.p.W ?1 — PAR) (5)

In case the decision of PAR is yes, the index of h; will be recalculated as follows:
hi=h;+1 ©)

Note that if the index is out of range, it will remain the same. Then the new harmony
of  heuristic vector h’ will be applied to a solution (e.g.
xrand = yrand yrand | yrand ) where x7%"¢ is randomly selected from the solu-
tion search space or SHM. The HSHH used random selection to select the solution
from the SHM to avoid the local optima. In this process, the heuristic in &’ will be
executed sequentially to the selected solution (x7%"%). The process will continue until
all the heuristics in &’ have been executed, and a new solution (x’) will be produced.
Pseudo-code for improvisation step is shown in the Algorithm 1.

Step 4: Update HHM and SHM. In hyper-heuristic environment, this step is called a
move acceptance step. HSHH will decide either to accept or neglect the new heuristic
vector k’. In this process, the new solution (x’) will be evaluated using the objective
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function. The new solution must be complete and feasible. If the new solution is bet-
ter than the worst solution in solution harmony memory (SHM), the new A’ and x’
will be saved in the memory (A’ in HHM and x’ in SHM) and the worst heuristic vec-
tor and solution will be excluded from the memory (i.e., HHM and SHM).

Step 5: Check the stop criterion. Step 3 and step 4 in this approach are repeated until
the stop criterion (i.e., NI) is met.

Algorithm 1: Pseudo-code for selecting and generating heuristic vector during the
improvisation process in step 3.
h’=0; //heuristic vector
for/=0,.... HML do
if (U(0,1) < HMCR) then
h; € {h},h?, .....hf™S} ; //Memory consideration;
if (U(0,1) <PAR) then
h; = hj + 1 ; //Pitch adjustment;

else
hi e {hl, h2, h3, h4, h5, h6, h7}; //Random consideration;
end if
end for
x4 e (x1,x2, ..., x"#M5); //Select random solution from SHM;

rand

x’ =apply h’ to x";

4 Experiments and Results

In this section, Harmony Search Hyper-heuristic is evaluated using the real world
problem dataset (ITC-2007) for university examination timetabling problem. The
proposed method is coded in Microsoft Visual C++ 6 under Windows 7 on Intel pro-
cessor with 2G RAM. We chose to test the proposed method with each problem in-
stances in ITC-2007.

The characteristics of the ITC-2007 dataset are provided in Table 3. This table in-
cludes information such as number of students (Infol), actual number of students
(Info2), number of exams (Info3), number of timeslots (info4), and number of rooms
(Info5). We ran each experiment 10 times for each problem due to the stochastic na-
ture of the method [13]. The Harmony Search Hyper-Heuristic (HSHH) parameters
are set as HMS=10, HML=10, PAR=0.1 HMCR=0.95, and N1=100000, where these
parameter settings are used based on some experiments carried out previously.

Experimentally, the HSHH is able to find a feasible solution for seven out of eight
instances in ITC-2007 dataset. Table 4 provides the comparative results of the HSHH
and the other comparative methods that are working using the same dataset. The dif-
ferent comparative methods are provided as shown in Table 5. The numbers in table 4
referred to the penalty value of the soft constraint violations. The best results are hig-
hlighted in bold. The indicator ‘x% inf” indicates that the percentage of such algo-
rithm could not find a feasible solution.
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Table 3. The Characteristics of ITC-2007 Examination Timetabling Dataset

Dataset Infol Info2 Info3 Info4 Info5
Examl 7891 7833 607 54 7
Exam?2 12743 12484 870 40 49
Exam3 16439 16365 934 36 48
Exam4 5045 4421 273 21 1
Exam5 9253 8719 1018 42 3
Exam6 7909 7909 242 16 8
Exam7 14676 13795 1096 80 15
Exam8 7718 7718 598 80 8

Table 4. Comparison with previous HSHH and other methods

Dataset HSHH 2 HSHH 1 M1 M2 M3 M4 M5 M6 M7 M8 M9
Examl 9885 11823 8559 6235 6234 4775 4370 4633 6582 4368 12035
Exam2 393 976 830 2974 395 385 385 405 1517 390 3074
Exam3 19931 26770 11576 15832 13002 8996 9378 9064 11912 9830 15917
Exam4. 100% inf 100% inf 21901 35106 17940 16204 15368 15663 19657 17251 23582
Exam5 4065 6772 3969 4873 3900 2929 2988 3042 17659 3022 6860
Exam6 29935 30980 28340 31756 27000 25740 26365 25880 26905 25995 32250
Exam7 8801 11762 8167 11562 6214 4087 4138 4037 6840 4067 17666
Exam8 12145 16286 12658 20994 8552 7777 7516 7461 11464 7519 16184

Table 5. The comparison methods for ITC-2007 Examination Timetabling Dataset

Key Method

HSHH 1 Harmony Search hyper-heuristic [5].
M1 Evolutionary Algorithm hyper-heuristic [14].
M2 Hybrid Approach hyper-heuristic[15].
M3 Graph Coloring Constructive hyper-heuristic[3].
M4 An improved multi-staged algorithmic[16].
M5 A Three phase constraint-based approach[17]
Mo An extended great deluge algorithm [18].
M7 Artificial Bee Colony algorithm [19] .
M8 Hybrid approach within great deluge algorithm[20].
M9 Developmental Approach [21].

As shown in Table 4, the performance of the new HSHH (i.e. HSHH 2) is much
better than the performance of the previous version of HSHH (i.e. HSHH 1). Figure 1
shows the comparison between the HSHH 1 and HSHH 2 in terms of convergence
behavior. Experimental results show that HSHH is able to produce good results and
one of these datasets (i.e. Exam2) has achieved comparable result as shown in Table
4. Furthermore, the proposed method has also been able to obtain better results com-
pared to the several other approaches. As compared with hybrid approach hyper-
heuristic (M2), HSHH are able to produce better results in five problem instances
(i.e., Exam2, Exam5, Exam6, Exam7 and Exam8) and six problem instances (i.e.,
Examl, Exam2, Exam5, Exam6, Exam7 and Exam8) compared to the developmental
approach (M9).
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Exam 6 Exam8

56000

= o HSHH | e HSHH 11 = HSHH |

HSHH 11

Fig. 1. Comparison of Convergence behavior between HSHH I and HSHH 11

5 Conclusion and Future Work

This paper presented Harmony search-based hyper-heuristics (HSHH) for solving
examination timetabling problems using the ITC-2007 dataset. The harmony search is
utilized at the high-level to evolve a sequence of improvement low level heuristics.
In order to evaluate HSHH, problem instances of ITC-2007 dataset have been used.
The experimental result shows that HSHH is able to solve examination timetabling
problems. Although, the results produced by HSHH in this study have not reached the
best known results, they seem comparable or even better in some cases when com-
pared to the previous approaches using ITC-2007. Utilizing several low-level heuris-
tics in the HSHH framework is a very promising extension to the hyper-heuristic
domain in general. This is because each low-level heuristic can deal with a region of
the search and touching several regions in the search space might increase the chance
of improvements.

The main objective behind proposing the HSHH is to suggest an applicable frame-
work that is general enough to be re-implemented for other types of scheduling or
combinatorial optimization problems. Therefore, we plan to apply the proposed ap-
proach to solve the nurse rostering problem using INRC2010 dataset. For future re-
search, we plan to adapt learning mechanism within the HSHH algorithm in order to
improve the heuristic selection and to enhance the speed of convergence.
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Abstract. Pigeon-inspired optimization (PIO) is a new bio-inspired
optimization algorithm. This algorithm searches for global optimum through
two models: map and compass operator model is presented based on magnetic
field and sun, while landmark operator model is designed based on landmarks.
In this paper, a novel Predator-prey pigeon-inspired optimization (PPPIO) is
proposed to solve the three-dimensional path planning problem of unmanned
aerial vehicles (UAVs), which is a key aspect of UAV autonomy. To enhance
the global convergence of the PIO algorithm, the concept of predator-prey is
adopted to improve global best properties and enhance the convergence speed.
The comparative simulation results show that our proposed PPPIO algorithm is
more efficient than the basic PIO and particle swarm optimization (PSO) in
solving UAV three-dimensional path planning problems.

Keywords: pigeon-inspired optimization (PIO), unmanned aerial vehicle
(UAV), path planning, predator-prey.

1 Introduction

Three-dimensional path planner is an essential element of the unmanned aerial vehicle
(UAV) autonomous control module [1]. It allows the UAV to compute the best path
from a start point to an end point autonomously [2, 3]. Whereas commercial airlines
fly constant prescribed trajectories, UAVs in operational areas have to travel
constantly changing trajectories that depend on the particular terrain and conditions
prevailing at the time of their flight.

Pigeon-inspired optimization (PIO), which is a new swarm intelligence optimizer
based on the movement of pigeons, was firstly invented by Duan in 2014 [4]. Homing
pigeons can easily find their homes by using three homing tools: magnetic field, sun and
landmarks. In the optimization, map and compass model is presented based on magnetic
field and sun, while landmark operator model is presented based on landmarks.

In this paper, we propose a predator-prey pigeon-inspired optimization (PPPIO)
method, integrating the concept of predator-prey into PIO in order to improve its
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Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 96-105, 2014.
© Springer International Publishing Switzerland 2014
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capability of finding satisfactory solutions and increasing the diversity of the
population. We also solve the UAV three-dimensional path planning problem by
PPPIO. Simulation results and comparisons verified the feasibility and effectiveness
of our proposed algorithm.

The rest of the paper is organized as follows: Section 2 provides the representation
and the cost function we developed to evaluate the quality of candidate trajectories.
Section 3 describes the principle of basic PIO algorithm. Section 4 shows the
implementation procedure of our proposed predator-prey PIO algorithm. Finally, we
compare the quality of the trajectories produced by the PIO, particle swarm
optimization (PSO) and the PPPIO in Section 5.

2 Problem Formulation

The first step of three-dimensional path planning is to discretize the world space into
a representation that will be meaningful to the path planning algorithm. In this work,
we use a formula to indicate the terrain environment. The mathematical function is of
the form [5]:

2(x,y) =sin(x/5+1)+sin(y/5) +cos(as/ x> + y* ) +sin(be/x* + y*) (1)

where z indicate the altitude of a certain point, and a, b are constants experimentally
defined. Our representation of cylindrical danger zones (or no-fly zones) to be in a

separate matrix where each row represents the coordinates (X,,y;) and the radius 7,

of the ith cylinder as shown in Eq. (2). Complex no-fly zone can be built by partially
juxtaposing multiple cylinders

XNk
X, y, T
2 2 2
danger zones = @)
X Yo T

The three-dimensional trajectories generated by the algorithm are composed of line
segments and (X,,y;,Z;) represents the coordinates of the ith way point. The

trajectories are flown at constant speed.

In the situation of UAV path planning, the optimal path is complex and includes
many different characteristics. To take into account these desired characteristics, a
cost function is used and the path planning algorithm becomes a for a path that will
minimize the cost function. We define our cost function as follows [6]:

Fcosl = Clenglh + C + Cdanger zones + Cpower + Ccollision + Cfuel (3)

In the cost function, the term associated with the length of a path is defined as

follows:

altitude

=1- (ﬂ) (@]

Clenglh € [0’1] (5)

C

length
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where Lplpz is the length of the straight line connecting the starting point Pl and
the end point P2 and L

traj

is the actual length of the trajectory.

The term associated with the altitude of the path is defined as follows:

-7
altitude — M (6)
Zmax _Zmin
Caltitude € [O’ 1] (7)
where Z is the upper limit of the elevation in our search space, Z . is the

lower limit and A

raj is the average altitude of the actual trajectory. Z__

and Z .

are respectively set to be slightly above the highest and lowest point of the terrain.
The term associated with the violation of the danger zones is defined as follows:

X

l’m:i e d.z.
danger zones = % (8)
2.4
i=1
C €[0,1] )

danger zones

where 71 is the total number of danger zones, Lmside dz.

is the total length of the

subsections of the trajectory which go through danger zones and d; is the diameter

of the danger zone i.
The term associated with a required power higher than the available power of the
UAV is defined as follows:

O’ ot feasible — O
Cpower = P+ an feasible , an feasible > 0 (10)
Ltraj
Crover € OULP,P+1] (11)
where L .pe 1S the sum of the lengths of the line segments forming the trajectory

which require more power than the available power of the UAV, lej is the total

length of the trajectory and P is the penalty constant. This constant must be higher
than the cost of the worst feasible trajectory which would have, based on our cost
function, a cost of 3. By adding this penalty P, we separate nonfeasible solutions
from the feasible ones.

The term associated with ground collisions is defined as follows:
0, L =0

under terrain

c. = L (12)
collision der terrai
P+ B ’ Lunder terrain > 0

L

‘traj
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C e OU[P,P+1] (13)

is the total length of the subsections of the trajectory which travels

collision

where L

‘under terrain

below the ground level and L,raj is the total length of the trajectory.

The term associated with an insufficient quantity of fuel available is defined as
follows:

O, Ftraj s F;“it
L (14)
fuel P+1 _(hJ, Ftrzlj > F‘i“i‘
traj
Chal € ou[P, P+1] "

where Fj,p, is the quantity of fuel required to fly the imaginary straight segment

connection the starting point Pl to the end point P2, F__ is the actual amount of

traj

fuel needed to fly the trajectory, F:

mie 1S the initial quantity of fuel on board the UAV.

The search engine will be adopted to find a solution, which can minimize the cost
function during the optimization phase of our path planner algorithm. This can also be
explained as to find a trajectory that best satisfies all the qualities represented by this
cost function. Our cost function demonstrates a specific scenario where the optimal
path minimizes the distance travelled, the average altitude (to increase the stealthiness
of the UAV) and avoids danger zones, while respecting the UAV performance
characteristics. This cost function is highly complex and demonstrates the power of
our path planning algorithm. However, this cost function could easily be modified and

applied to a different scenario.

3 Principle of Basic PIO

PIO is a novel swam intelligence optimizer for solving global optimization problems.
It is based on natural pigeon behavior. Studies show that the species seem to have a
system in which signals from magnetite particles are carried from the nose to the
brain by the trigeminal nerve [4, 7]. Evidence that the sun is also involved in pigeon
navigation has been interpreted, either partly or entirely, in terms of the pigeon’s
ability to distinguish differences in altitude between the Sun at the home base and at
the point of release [8]. Recent researches on pigeons’ behaviors also show that the
pigeon can follow some landmarks, such as main roads, railways and rivers rather
than head for their destination directly. The migration of pigeons is summarized as
two mathematical models. One is map and compass operator, and the other is
landmark operator.

3.1 Map and Compass Operator

In PIO model, virtual pigeons are used. In the map and compass operator, the rules are
defined with the position X, and the velocity V, of pigeon i, and the positions and
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velocities in a D-dimension search space are updated in each iteration.
The new position X, and velocity V, of pigeon i at the t-th iteration can be

calculated with the follows [3]:
V()=V,t=1)-e™ +rand - (X, — X, (t—1)) (16)
X.()=X,t-)+V.() 17)
where R is the map and compass factor, rand is a random number, and X ¢ is the

current global best position, and which can be obtained by comparing all the positions
among all the pigeons.

3.2 Landmark Operator

In the landmark operator, half of the number of pigeons is decreased by N » in every
generation. However, the pigeons are still far from the destination, and they are
unfamiliar the landmarks. Let X _(f) be the center of some pigeons’ position at the

t-th iteration, and suppose every pigeon can fly straight to the destination. The
position updating rule for pigeon i at t-th iteration can be given by:

N, (¢
Ny =20 as)
Xm_meﬁWMxm) o
o N, fitness(X,(1)) @
X.)=X.(t-D+rand- (X, (t)-X,;t-1)) (20)
where fitness is the quality of the pigeon individual. For the minimum optimization
1 .

problems, we can choose fimess X.(t))=———— for maximum

( ) f (X ; (t))+€

optimization problems, we can choose fitness (X, (1)) = f (X,(1))-

4 PPPIO for Three-Dimensional Path Planning

4.1 Predator-Prey Concept

Predatory behavior is one of the most common phenomena in nature, and many
optimization algorithms are inspired by the predator-prey strategy from ecology [9].
In nature, predators hunt prey to guarantee their own survival, while the preys need to
be able to run away from predators. On the other hand, predators help to control the
prey population while creating pressure in the prey population. In this model, an
individual in predator population or prey population represents a solution, each prey
in the population can expand or get killed by predators based on its fitness value, and
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a predator always tries to kill preys with least fitness in its neighborhood, which
represents removing bad solutions in the population. In this paper, the concept of
predator-prey is used to increase the diversity of the population, and the predators are
modeled based on the worst solutions which are demonstrated as follows:

Ppredator = Pworst + p(l -1 / tmax ) (21)
where Pp edator 18 the predator (a possible solution), P, is the worst solution in

the population, ¢ is the current iteration, while 7 is the maximum number of
iterations and O 1is the hunting rate. To model the interactions between predator and

prey, the solutions to maintain a distance of the prey from the predator is showed as
follows:

R, =P +pe’, a0
P =R —pel, d<0

where d is the distance between the solution and the predator, and k is the current
iteration.

(22)

4.2  Parallelization of the Map and Compass Operations and the Landmark
Operations

In the basic model of PIO algorithm, the landmark operation is used after several
iterations of map and compass operation. For example, when the number of

generations /N is larger than the maximum number of generations of the map and

compass operation N The map and compass operator will stop and it the

cmaxl *
landmark operation will be start. During my experiment, we found it’s easy to fall into

a local best solution before the number of generations got to N Furthermore,

cmaxl *

half of the number of pigeons is decreased by Np in every generation on the

landmark operator. The population of pigeons is decreased too rapidly according to
formula (18), which would reach to zero after a small amount of iterations. The
landmark operator would make only a small impact on the pigeons’ position by this
way. So we make a small modification on the basic PIO algorithm. The map and
compass operation and the compass operation are used parallelly at each iteration. A
parameter @ is used to define the impaction of the landmark increase with a
smoothly path. And a constant parameter C is used to define the number of pigeons
that are in the landmark operator. Our new formula of landmark operator is as
follows:

N,()=c-N ce (0,1) 23)

P max

ZX,.(t) - fitness (X,(1)) 24)
N, fiess(X,(1))

X.(1)=
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w=s+(1-s)-t/ N se (0,1) (25)

cmax

X.()=X,(t=1)+w-rand - (X (t)— X, (1 1)) 26)

where s is a constant experimentally defined.

4.3 Proposed Predator-Prey PIO (PPPIO) Based Path Planner

In order to overcome the disadvantages of the classical PIO algorithm, such as the
tendency to converge to local best solutions, PPPIO, which integrates PIO with the
concept of predator-prey, was proposed in our work. After the mutation of each
generation, the predator-prey behavior is been conducted in order to choose better
solutions into next generation. In this way, our proposed algorithm takes the
advantage of the predator-prey concept to make the individuals of sub generations
distributed ergodically in the defined space and it can avoid from the premature of the
individuals, as well as to increase the speed of finding the optimal solution.

The implementation procedure of our proposed PIO approach to UAV path
planning can be described as follows:

Step 1: According to the environmental modeling in Section 2, initialize the
detailed information about the path planning task.

Step 2: Initialize the PIO parameters, such as solution space dimension D, the

population size N ,» Map and compass factor R, the number of iteration N _.

Step 3: Set each pigeon with a randomized velocity and path. Compare the fitness
of each pigeons, and find the current best path.

Step 4: Operate map and compass operator. Firstly, we update the velocity and path
of every pigeon by using Eqgs. (16) and (17).

Step 5: Rank all pigeons according their fitness values. Some of pigeons whose
fitness are low will follow those pigeons with high fitness according to Eq. (23). We
then find the center of all pigeons according to Eq. (24), and this center is the
desirable destination. All pigeons will fly to the destination by adjusting their flying
direction according to Eq. (26). Next, store the best solution parameters and the best
cost value.

Step 6: Model the predators based on the worst solution as Eq. (15) demonstrates.
Then, use Eq. (16) to provide the other solutions to maintain a distance between the
predator and the prey.

Step 7: If Nc>N stop the iteration, and output the results. If not, go to step 6.

cmax

5 Comparative Experimental Results

In order to evaluate the performance of our proposed PPPIO algorithm in this work,
series of experiments are conducted in Matlab2012a programing environment.
Coordinates of a starting point are set as (10, 16, 0), and the target point as (55, 100,
0). The initial parameters of PIO algorithm were set as: NP =150. The comparative



Predator-Prey Pigeon-Inspired Optimization for UAV Three-Dimensional Path Planning 103

results of PPPIO with PIO and PSO are showed as follows:
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Fig. 1. Comparative evolutionary curves of PPPIO, PIO and PSO
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Fig. 3. Comparative path planning results of PPPIO, PIO and PSO on 3D version

6 Conclusions

This paper proposed a novel PPPIO algorithm for solving the UAV three-dimensional
path planning problem in complex environments. The concept of predator-prey is
adopted to improve the performance of the basic PIO algorithm. Series of
comparative simulation results were given to show that our proposed PPPIO
algorithm is more efficient than basic PIO and PSO in solving UAV three-
dimensional path planning problems.
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Abstract. AUV mission planning route avoidance purpose is to be able to
successfully avoid the threat of a number of different levels of obstacles
between the start and end of the route , and plan the optimal route planning to
meet certain performance indicators. Through the differential evolution
algorithm analysis and description , the avoidance route mission planning
problem into a multi-dimensional function optimization problems, optimization
problems for AUV mission planning route avoidance functions , based on
differential evolution algorithm is proposed route obstacle avoidance task
planning methods and after a comprehensive analysis and simulation results
validate the differential evolution algorithm in high-dimensional function
optimization convergence and stability demonstrated good performance.

Keywords: Differential evolution algorithm, Autonomous Underwater Vehicle,
route avoidance, mission planning.

1 Introduction

Due to the complex undersea environment, (Autonomous Underwater Vehicle, AUV),
Also known as underwater robots, the need for obstructions on the route, torpedoes
and other potential threats to take evasive strategy. Josep et al proposed a low cost
computing underwater vehicle planning program, create a static or dynamic obstacle
avoidance optimization campaign mode [1]. Zouming Cheng et al use of electronic
navigation and positioning collision path planning , and application of artificial
intelligence ant colony optimization algorithm to construct collision model[2]. Cruz
made hydrodynamics based obstacle avoidance algorithm to determine the location of
obstacles and target drones by the harmonic function, thus avoiding local optimum|[3].
China Shipbuilding Industry Corporation710Research Institute, Yan Gang, who
proposed an improved genetic algorithm to improve search speed and path
optimization AUV levels[4]. AUV route avoidance is a key component of AUV
mission planning system. Differential evolution algorithm (Differential Evolution

Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 106113, 2014.
© Springer International Publishing Switzerland 2014
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Algorithm, DE) by the American scholar Storn and Price propose a heuristic
algorithm to solve optimization problems[5]. Differential evolution algorithm in
solving global optimization problems in complex environments and continuous
domain optimization problem, with outstanding advantages. Therefore, based on
differential evolution algorithm AUV route avoidance, the successful completion of
the task execution for AUV has important practical significance.

2 Differential Evolution Algorithm

Differential evolution algorithm remembers the evolution of individual groups and
groups in the optimal solution features internal information sharing, through
competition and cooperation between individuals within the group to achieve the
optimal solution. Assuming a population size of NP, m to the first generation of the

evolution of the population of X (72) ,The dimension of the solution space is
K nitial population X (0) ={x{", xJ,+,x3,} . Solutions of the i-th individual

o_[.0 0 0 .. .
X, = [xi’l 3 Xins s X k:l . Individual components of the formula:

0
X . =X

i,j J,min

+rand(x; . —X; ) )]

Jj.max

X upper bound for the solution space, X lower bound for the solution

Jj,max J,min

space. Differential evolution algorithm including mutation , crossover and selection of
three operating [6-9].

2.1 Mutation

Differential evolution algorithm mutation is the last generation of linear combinations
of multiple individuals in the population , the variability of individual difference
vector generation. Process variation follows the formula:

v.=x,+F-(x,-x,),i=12,---,NP 2)

From the previous generation arbitrary choice of three different populations of
individuals {x,,l,x,,z,xﬂ} , and 1, #r, #1, ,F constant factor between [0,2]
between, Also known as the scaling factor, Used to control the difference vector
(xr2 —xr3).(xr2 —xr3) smaller value of the difference vector, The smaller the

disturbance, That is closer to the optimal value group , the disturbance value is
automatically reduced.
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2.2 Crossover

Differential evolution algorithm is a variation vector crossover target vectors V,

and X; random reorganization , thereby increasing the diversity of the population of

individuals. Process crossover following formula:

Vijs randk <CR or j = randj;

U, = . 3)
" |x.,,randk > CRor j#rand ;

i=1,NP,j=1,--,NP

randk Ts a random variable [0,1],CRIs a constant [0,1]. CR The larger the value,
the greater the probability of crossover, CR=0 Cross probability 0.

2.3  Select Options

Differential evolution algorithm selection operation is to adapt to the new vector
values and objectives of the individual #; vector of individual fitness value X,

compare, When the value of u; is better than X, , replacing X,. The select

operation by the following formula :

141 w, f () < f(x;)
X = C))
x;,other

3 AUV Multiple Route Avoidance Model

AUV safe navigation area, Refers to the current position of the center AUV, R¢

radius of the circular area , And there is no obstacle in this circular area , the AUV
can be achieved without collision safe navigation. If there is an obstacle , then the
AUV be single or multiple route avoidance[10-11].

AUV route avoidance of multiple models , which means that AUV underwater
work space with the ability to meet multiple obstacle avoidance.
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Fig. 1. AUV safe navigation area

3.1 Single Obstacle Avoidance Route Model

AUV set maximum  safe radius r,o, Obstacle  radius r s
between (¢, ¢, ) € R" J(a,,a,)€ R" between the starting point A and the target

point B between (b,,b )€ R™ If the following conditions are met.

JA, ) +(Ac,)? > \[(Ab)? +(Ab,)? +r+1, 5)

A starting point is the presence of AUV through navigational path and destination
point B without a single obstacle collision avoidance.

3.2 Route Multiple Obstacles Avoidance Model

AUV set maximum safe radius of 7,, and set between the start and end of all
obstructions are located between. A starting point is between (a_ ,a y) € R" B target
point is between (c, cy) € R" and an n the obstacle underwater space. Assuming

the k the obstacleb(k) is located (by,,b,,)€ R", the radius of the obstacle is

7, . Then , if the following conditions.

J@B ) +(Ac)? > [(AB ) +(Ab, ) +1,,, +1,.5(b,.b, )€ O ©)
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A starting point is the presence of AUV through navigational path and destination
point B without collision avoidance multiple obstacles.

4 Experimental Verification

4.1 Problem Description

AUV obstacle avoidance task route planning is planning to meet the optimal route
planning based on certain performance indicators mission objectives. The route

mission planning problem into a k dimensional function optimization problems.

o = arcsin @ (7)
48]
x cosar sina) (x| (x
= . 1Tt (3)
y) \-sina cosar) |y ¥,

According to equation (7) and Equation (8) to the original coordinate system
conversion of the connection of the horizontal coordinate system for the new start and
end points.

o is a coordinate rotation angle. The new coordinate system X -axis is divided
into k segments, optimizing the corresponding y -coordinate.
After the conversion of the coordinates (X ,y ) connected in order to obtain a

path connecting the start and end points, Thereby converting the problem into a k
dimensional function route optimization problem.

4.2  Barriers Threat Level

AUV navigation path length L, j-The overall threat level barriers to the M,

obstacle

1, Yo

=I’ i dl )
0 FHlx—x)+(y—y)T

The AUV navigation pathinto X segments, If the obstruction to navigation path
segment from the threat within a radius of obstacles, the barrier is calculated as the
threat level.
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1 1 1

U Z%(

=) (10)

4 4 4 74 T
l()2k lO4k l()6k lOSk llOk
The length of the start and end points y z edge Lu O, obstacle to obstacle

threat level, lé »« Tepresents 1/5 the first pitch from the center of the k obstacle

edge L.

4.3  Program Flow

Steps are as follows :

Stepl Transformed coordinate system, the threat level obstacles to the rotating
coordinate system conversion, and the horizontal axis of rotation of the coordinate
system K aliquots.

Step2 Initialization K segment route , each route is calculated barriers threat level.

Step3 Iterative calculations.

Step4 For the population of feasible solutions consisting of K, perform mutation
operation.

Step5 Individual against individual variation generated with the original crossover
operation execution, generate new individuals.

Step6 Calculate the value of the cost function crossover operation to generate new
individuals, compared to individuals with newly generated target individuals choose
to perform the operation.

Step7 Iterations<maximum number of iterations, jump to Step3 iterative
calculation, otherwise exit the loop.

Step8 Coordinate inverse transform, output optimal route avoidance task planning
results.

4.4  Simulation

AUV starting point coordinates [10,10],End coordinates [55,100],Consideration
weights0.5. Set the initial parameters , population size NP=20,0Optimization

dimension K=20,The maximum number of iterations NC =200, Variability factor

F=0.5,Cross factor CR=0.9.

Table 1. AUV route barrier parameter

Obstacle radius Barriers threat Disorders Center
level
20 5 [45,50]
15 2 [12,40]
20 6 [32,48]
18 6 [36,26]
16 4 [22,40]

22

—_
(=}

[30,45]
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Conclusion

By differential evolution algorithm route planning AUV mission planning can
successfully avoid multiple obstacles, arrived in the end of the mission objectives.
Simulation results show the differential evolution algorithm solves the problem of
high-dimensional optimization , convergence speed and good performance.
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Abstract. Coverage control plays a significant role in wireless sensor network
(WSN) design. To meet a layout with a certain cover rate, movable nodes are
maintained in deployment which accomplish self-organization through moving
and changing topological structure. This paper proposes an improved discrete par-
ticle swarm optimization algorithm aimed at coverage control method of WSN,
and the optimization is implemented under two processes: deployment planning
and movement control. The method interpreted in this paper can be easily used
solving such problems and the experiment result shows its efficiency, which will
inspire new insights in this field.

Keywords: Wireless Sensor Network, Coverage Control, Discrete Particle
Swarm Optimization.

1 Introduction

Wireless sensor network (WSN) in complex environment has typical characteristics like
large-scale, self-organization, limited energy for nodes and inconstant topology struc-
ture, etc. Every node in the network contains a small volume, cheap, energy-saving,
multifunction sensor and each sensor has the ability of signal acquiring, data handling
and communicating with its neighbors. These features have made WSN topology con-
trol a challenging issue.

The quality of topology control influences directly on the lifetime and performance
of networks, while a good topology scheme relies on a complete evaluation method-
ology. Composing those characters and system features, three following indicators are
taken into major considerations[1] to evaluate the WSN topology control:

— Coverage: Coverage is a measure of WSN service quality, which is mainly focused
on the coverage rate of initial nodes deployment and whether these nodes can ac-
quire signals of the region of interest(ROI), completely and accurately.

— Connectivity: Sensor networks are usually of large scale, thus connectivity is an
assurance that data information obtained by sensor can be delivered to sink nodes.

* Corresponding author.

Y. Tan et al. (Eds.): ICSI 2014, Part II, LNCS 8795, pp. 114-124, 2014.
© Springer International Publishing Switzerland 2014
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— Network lifetime: Network lifetime is generally defined as the time duration from
the start to when the percentage of dead nodes comes to a threshold.

Coverage control, or deployment design, is the cornerstone of wireless sensor
networks. Node deployment can follow two trends: structured and randomized[2]. Struc-
tured method are suitable for small scope deployment where nodes positions are prede-
fined when planning, while randomized way are more pervasive. For supervisory region
with large scope which is hard to approach for humans, nodes are initialized (airdropped
usually) randomly and adjusted by topology control technology to achieve monitoring.
In such case, the mobility of nodes is rather crucial.

Aleksandra et al. stated a hexagonal repartition-based C? algorithm[3]. This algo-
rithm organizes the space to hexagonal grid, and chooses Cluster Heads (CHs) in the
center for each grid cell, using them to rearrange the nodes inside and adjacent to
the cells to improve the coverage ratio and connectivity. Zou et al. proposed a Vir-
tual Force-based deployment algorithm(VFA), dividing the nodes in the network into
clusters[4], where every cluster head node collects information of nodes inside the clus-
ter and computes their final positions and instructs the movement of nodes. Ma et al. put
forward an Adaptive Triangular Deployment Algorithm(ATRI) to deal with large-scope
situations[5]. This process adapts node deployments to regular triangles, and divide
node transmission range into six sector and thus nodes can be adjusted from view of its
neighbors from each sector.

The utilization of swarm intelligence has made the control processes more effective
and easier to implement. Liu[6] ef al. introduced Easidesign algorithm for WSN cover-
age control based on Ant Colony Optimization(ACO), which combines greedy strategy
and additional pheromone evaporation methods to satisfy network connectivity of dif-
ferent sink positions. A Virtual force co-evolutionary PSO(VFCPSO) was proposed by
Wang et al.[7] In this algorithm a node is moved several times by the virtual force from
other nodes, and the virtual force vectors come from the distance information, their
moving direction and other factors. This can also reach a higher coverage ratio. An-
other situation where mixing stationary and mobile nodes is solved by Li ed al. using
a novel particle swarm genetic optimization(PSGA), combining PSO and Genetic Al-
gorithm(GA) to repair network holes in [8]. In this method, positions of mobile nodes
(or robots) are adjusted to improve the quality-of-service(QoS'). This method imports
mutation and selection operators to PSO and implements some extra update methods,
which are proved to be well-performed.

This paper proposed a novel discrete PSO strategy and applied it to WSN coverage
control, to improve QoS stated in the following part. The rest of this paper is arranged as
follows: Section 2 describes the abstraction and modeling of coverage problem, Section
3 explains the basic concepts of PSO, and a new discrete strategy with redefined opera-
tors is presented in this section. Experiments are conducted and analysed in Section 4,
and conclusion shows up in Section 5.
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2 Problem Analyses

2.1 Problem Statement

In WSNs, every node has a certain length of sense radius Ry and communication radius
R.. Metrics of QoS include coverage rate, uniformity, time and distance[9], and we
mainly consider the coverage and distance problem in this paper.

Coverage. Measuring coverage rate is to detect the ratio of scope inside sense range to
the whole object range. Coverage scope is often interpreted as the amount of area. For
a node v;, its coverage scope COV; in the object region A equals to its sense range, and
the total amount of coverage range of the network is explained in formula (1):

cov, = Ut cov, (1)
thus coverage rate can be represented as (2):
C=COVuy/M (2)

where M is the area of object region.

Raster coverage is a meliorative strategy, where the ROI is meshing into a grid. The
grid points rather than the whole area are treated as the coverage object[10]. This strat-
egy is expanded as region-based point covering in [6]. In such a problem, some geo-
graphical points that can show the environment situation are chosen as covering points
(CPs), and the coverage object is to cover these CPs which are not necessarily grid dis-
tributed. Hence, coverage rate becomes the ratio of covered CPs. Typical applications
of such problems are Environmental Monitoring Systems and Targets Monitoring, etc.
For a node V, its coverage scope is the number of CPs inside its sense range, coverage
rate is also formulated as (1)(2), where M is the total number of CPs. Research in this
paper are expended based on raster coverage.

Distance. The distance a node travels in the movement process is related to the energy
limitation. Therefore, optimization strategies are taken to minimize the distance of a
node and the total distance of a network. Distance a node takes is regard as the moving
range from its initial position to the objective.

2.2 Problem Modeling

Nodes are deployed randomly at initial stage and after the position optimization, a
higher coverage rate is obtained. The goal of this process is to maximize the cover-
age rate and minimize moving distances as well, achieving the minimum energy cost.
In deployment design, object region are divided into a grid, and every grid point
acts as a candidate position of nodes. Deployment process contains two procedures,
deployment planning and movement control, which are explained as followings:

— For a determined region and CP distribution (showing in Fig.1), design the objective
deployment layout for a certain amount of nodes.
— Adjust the positions of randomly-deployed nodes to meet the objective layout.
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Formula (1) and (2) are detecting indicators in covering. As for moving process, whose
object sketch is shown in Fig.2, consider two sets, P = {pi,p2,...,pn} and
0 = {q1,92,...,qn}, where P is the set of stochastic positions generated preliminar-
ily, and Q is the objective position set, N is the number of nodes. The purpose is to pair
the vertexes from different set completely in an nonredundant way, that is to make a
vertex g; of Q the moving target of vertex p; in P, and at the same time, minimizing
total moving distance. This can be measured by (3),

N

F = Distance(qi, P pair with q;) &)
i=1

where F is the objective function to be minimized.
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3 Improved Particle Swarm Optimization for WSN Coverage
Control

The section gives a brief summary of basic Particle Swarm Optimization and puts for-
ward an improved method for discrete PSO.

3.1 Basic Principle of PSO

Particle Swarm Optimization (PSO) is a meta-heuristic algorithm that simulates the
action of bird folks, proposed by J. Kennedy and R.C. Eberhart, and has been wildly
used in solving NP-hard problems. Basic PSO method is:

vig(t + 1) = vig®) + c1 - rl - (pia() = xia(1)) + 2 - 12 - (pga(t) = xia(1)) (4

Xia(t + 1) = Xia(?) + via(t) (&)
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Assume that in a searching space of D-dimension, a population consists of m parti-
cles. Position of particle i in the population can be represented by a D-dimension vector:
Xi = {xi1, xp, -+, x;p}, its present velocity is expressed as V; = {vi1,vip,- -+, Vip}, and
its particle best position is recorded as P; = {p;1, pn, -, pip}, where i = 1,2,--- ,m.
During optimization, a fitness function is built to judge the quality of a particle position.

3.2 Typical Discrete Strategy

Three typical discrete particle swarm optimization(DPSO) will be introduced: Binary
Strategy, Integer Strategy[11] and DPSO aimed at TSP.

Binary PSO: In Binary PSO, each particle is made of binary decisions, valid values
are like O(False) and 1(True), and the probability of those values are modeled as[12]:

PXig=1) = f(Xia(t = 1), Vig(t = 1), pig, Pga) (6)

It’s proved that the probability for a dimension to choose 1/True of a particle is a mul-
tivariate function, depending on its previous position X;; and velocity(trend), which
are radically decided by the particle itself and the environment, i.e., pi; and pgq. Use

sigmoidal function (7)
1

sVia) = | | exp(—Via) (N

can educe the corresponding threshold determined by Vi, in the probability function P.
And

X)) = {1’ o randQ < sV (®)

0, otherwise

gives the value conditions of Xj;.
Integer PSO: Integer PSO comes out when solutions are constrained in only integer
space but not necessarily binary. This can be seemed as a constrained problem in con-
tinuous space, where optimal values are approximated to integers. Advantage of this
method is that, though solution space are truncated, algorithm performs still well[13].
DPSO for TSP: Clerc[14], Wang[15] et al., Shi[16] et al. all proposed novel DPSOs
when solving traveling salesman problem(TSP). Basic thoughts of DPSO for TSP is like:
particle X;(¥) = {x;1, X, -, Xx;p} stands for a traveling routine. Start from city x;;, go
through x5, x;3...,reach x;p. In this kind of DPSO, velocity are defined as a swap table.
That’s to say, (74, 77p;) means to swap city mr,; and 7y , vij = (Wait, Thit)s s (Mains Thin)),
for example. For the velocity above, |v;;| = n, vector length equals to the number of swap
items. Therefore, velocity here contains no repeated item.

3.3 Proposed DPSO for WSN

Based on those existed DPSOs, this paper proposed an improved discrete strategy aimed
at WSN coverage problem.

For PSO basic updating formulas (4)(5), there are elements like: position information
(such as X, P), velocity information (V), weighting coefficients (w, ¢ * rand()). In this
discrete algorithm, the information are defined as follows:
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Position Information: A multi-dimension vector that contains no repeated element,
it stands for the spatial situation of a particle and is a sequential list.

Velocity Information: A multi-dimension vector in which elements may repeat, and
is the difference of two positions.

Weighting Coefficient: A float number in [0.0, 1.0] that shows the weight of a certain
element among all the elements.

Updating method for velocity and position are redefined as:

VED = Ww) @ VP o Wieir) ® (Py © XP) o W(cars) ® (Pea © X) (9)

XD =x0 e v = (x0 + A e 0, . v (10)

where W is a normalizing function to produce weighting coefficient. Assume there are
k factors in all (k = 3 in (9)) for a formula, then W is built as:

W(factor;) = kf actor; (11)

>, factor;
i=0

Operators are defined as follows:

® Multiplication operator for coefficient and velocity: The result is a vector contain-
ing null values. Retain a certain number (round of coef ficient X |vector|) of dimensions
using some strategy (randomly, for example) and set other dimensions to null value and
composes a resultant vector. Indexes of retained items should be unique among all the
vectors to be added.

o Addition operator for two velocities: Merge to a new vector according to the item
indexes. For example, {v;;, vip, null, va} o {null, null, v;3, null} = {v;;, vip, viz, va}. Ac-
cording to (11) and multiple method above, all the sub-vectors will be merged to exact
one complete vector.

© Subtraction operator for two positions: This operation results in a velocity vector.
Define operate mode for each dimension as follow:

pas if rand() >«
Pa© Xa ={Xa+y(pa—xa), if a>rand()>p (12)
X4, otherwise

where 0 <y < 1,8 < a < 1,rand() € [0, 1], and (B, @) is the probability interval of
interference factor, which is optional.

®Addition operator for a velocity and a position: This will produce a new position.
Here, assume that velocity and position vectors are of the same dimension. Operation
for each dimension are defined as:

ve, if rand()>a
Xg®Vvy=3xg+Y (g —x5), if & >rand()>p (13)

X4, otherwise
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THEN do x; <« x; where x;i==2x;®vy

where 0 <y < 1,8 <« < 1,rand() € [0, 1], and (8, @) is the probability interval
of interference factor which is optional. This operation has two steps: calculate x; ® v,
and swap the result with x, inside the vector.

4 Experiment Results and Analyses

4.1 Deployment Planning

While implementing PSO algorithm, every particle is a candidate solution maintaining
the coordinates of all the nodes, i.e., a deployment layout. Thus, for N nodes in the two-
dimensional space, every particle is a 2N-dimensional vector searching those discrete
vertexes in the space, i.e., the grid points. For particle i, X; = {x;1, xi2, ..., Xon}-

CPs are chosen in the space as Fig.1, and N nodes are placed randomly. Appropri-
ate decision of N can be different, but it should usually be more than needed to face
unexpected conditions. Algorithm 1 and 2 deal with this situation. Use PSO process
(algorithm 1) for elementary optimization. LocalBest version of PSO using ring topol-
ogy [11] is adopted in this process. In particular, this is a constraint problem that the
position of a node should stay in a certain scale and should have neighbor nodes near
around which it can deliver message to. For a node n;, define NC; as the set of neighbor
nodes which are inside the communication range of n;.

NC; = {njldistance(nj,n;) < R.} # 0 (14)

Then the position update formula (5) can be strengthened as update-method 2.

UPDATE-METHOD 2

1 1 1 1 1
1tempP™ = PO 4 v = (D D D1y
2 if xf’”) > threshold
3 then x"""=threshold
. I 1
4 judge "V, 2"V,
5 obtain NC{"*"
6if NC!"™" #null
7 then Pgm) = temprHl)
8 else P'*D = p\”

Result of algorithm 1 is shown in Fig.3. This algorithm is aimed at single-cover con-
dition, and some CPs in this region are covered more than once. When multi-coverage is
not required, nodes are said to be of no coverage benefit where CPs inside its coverage
range are all covered by other nodes already. These nodes will be chosen as dormant
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ALGORITHM 1: Pso PrROCESS

1 Initialize D randomly particles, P(lo), cee, Pg)
2 fori=1toD
3 Set Pbestsgo)zPEO)
Judge quality of P; and set Lbests®
fori=1toD
Update P; value by (4) and Update-Method?2
Judge quality of P;
Update Pbests and Lbests
if a terminal condition is met
10 then go to step 5
11 else go back to step 12
12 Stop and output the best solution

O 00 3 ON L B

nodes and adapted to sleep mode. Algorithm 2 using a traverse accomplished this job,
reducing the number of working nodes to a smaller quantity.

Object deployment layout is like Fig.4 after the optimization, which reached a high
coverage rate with a smaller number of nodes for single-cover case, and the connectivity
of this network can then be achieved overtly. Flexibility is a significant advantage of this
deployment method, since some extra nodes will be awaiting inside the region, a new
layout will comes up quickly without external aid once environment changes occur or
working nodes get problem. In such case the coverage rate C > 98%.

220
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180
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120F
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80F

60

40F

201

Fig. 3. Elementary Coverage Result Fig. 4. Adapt Dormant Nodes
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ALGORITHM 2: TRAVERSE METHOD

1 Nodes are represented as {x, x2, ..., Xy}
2 fori=1toN

3 j=1i

4 Mark all the unmarked CPs in the sense range of x;,
the amount is denoted as n

5 ifn=0

6 then pick x; into dormant set

7 Letj=(+ 1D)%N,if j+i

8 then go back to step 4

9 else go to step 10

10 Get plan;
11 plan = min{plany, ..., plany}

4.2 Movement Control

Geographical positions of nodes are stochastically initialized and will be changed to
specific ones. Since movement consumes energy and reduces life cycle, a shortest mov-
ing plan is expected. Assume that every two vertexes in the region can be connected
with one straight path (no obstacle between).

Improved DPSO proposed in this paper is the solver. P is the initial position set and
Q is the object set, which are taken as sequences. Purpose of this algorithm is to realign
PtoP = {p'] , p’2, p}v}, as to let p;. pair with g;, making up the moving plan. This plan
are illustrated in Fig.5.
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Fig. 5. Moving Plan Sketch Generated by DPSO
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Parameters in formulas (9)(12)(13) are set as following: w = 0.6,c; = 2.2,¢5 =
1.4,0=06,8=04,y=0.6,a =0.7,8 =0.7,9 =0.6.

Besides PSO, Ant Colony Optimization (ACO) also has dominant performance solv-
ing discrete problems[17]. Comparisons are made between ACO with MMAS strategy
and DPSO proposed in this paper. Fig.6 shows when area scope is 200 x 200, perfor-
mance difference with different node amount. Solid line indicates DPSO performance
while dotted line is for ACO. Fig.7 represents the coverage quality for different object
area scope with a certain amount of nodes (N = 45). Figures stand for the average result
of decades runs of the algorithms.

As can be seen, discrete strategy put forward in this paper performs dominantly
within a certain range. A lower total distance in the figures claims a better performance.
While the node amount is within a threshold(around 100), a lower energy is obtained,
and so is the result when the ROI scale is less than 450. This signifies that when imple-
mented in a relatively small scale (of node amount and scale), DPSO proposed in this
paper can provide a faster and easier way to a solution. What should be noticed is about
the parameters adopted above. Adjustment to those parameters may be needed when
situations changes, such as different sensing range and irregular shape of ROI. In such
situations, actual concrete data of algorithm may also be different.

1600, 1200
1100
1400
1000
1200
900

1000 800

Total Distance

800

Total Distance

600

600
500

—— DPSO
— — ACO

20 30 40 50 60 70 80 90 100 110 120 100 150 200 250
Node Amount

400| 40

300 350 400 450 500
Area Scale

Fig. 6. Performance Comparison with Fig.7. Performance Comparison with
Different Node Amount Difterent Area Scope

5 Conclusion

Coverage control for WSN includes many aspects. Besides coverage rate and connec-
tivity, multi-dimensional environments in real world with obstacles and change still
need more considerations. This paper mainly discusses application of PSO to two-
dimension coverage problem and improved traditional DPSO based on characteristics
of WSN coverage control. Results illustrate that in movement control, the improved
DPSO which is easy to handle, is of high performance which is no less than traditional
discrete problem solver. Successive research in multi-dimension covering problem is to
be conducted with further applications of improved DPSO. Multi-objective problems
on network uniformity and life-cycling are also crucial points following up.
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Abstract. The limited and non-replenishable energy supply is the main
character of Wireless Sensor Networks (WSNs). Hence, maximizing the
lifetime of WSNs becomes a critical issue in sensor networks. Clustering
is one of the most effective means to extend the lifetime of the whole
network. In this paper, an energy-aware cluster heads selection method,
based on binary particle swarm optimization (BPSO) and K-means, is
presented to prolong the network lifetime. We apply the BPSO and make
it suitable for this issue. The selection criteria of the objective cost func-
tion are based on minimizing the intra-cluster distance as well as the
distance between cluster heads and base station, and optimizing the en-
ergy consumption of the whole network. In addition, the sensor nodes
are divided into several clusters based on K-means algorithm at the be-
ginning, which can reduce the complexity of the whole algorithm. The
performance of our technique is compared with the well-known cluster-
based sensor network protocols, LEACH-C and PSO-C respectively. The
simulation results demonstrate that our proposed work can achieve bet-
ter network lifetime over its comparatives.

Keywords: Wireless Sensor Networks, Binary Particle Swarm
Optimization, Energy-aware Cluster, K-means Algorithm.

1 Introduction

Wireless sensor network is a kind of wireless network composed of a large number
of sensor nodes [1][2]. These tiny nodes are usually scattered in a sensor field
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and each of these scattered sensors is equipped with a capability to collect data
and route data back to the sink, base station (BS). Recent advancement in
wireless communication and electronics enable the development of the WSNs.
The network has a wide range of applications such as health, military and home.
However, sensor node, usually powered by batteries, is limited in energy supply.
Therefore, energy efficiency should be considered as the critical design objective.
Prolonging lifetime of the WSNs becomes a key issue.

Clustering is one of the most popular methods to prolong the lifetime of the
WSNs. One of the well-known clustering protocols is called LEACH [3], which
uses randomized rotation of cluster heads to evenly distribute the energy load
among the sensors in the network. LEACH-C (LEACH Centralized) [4] is the
extension to LEACH. In LEACH-C, BS finds the optimal cluster heads among
sensor nodes whose energy are above average, using the simulated annealing
algorithm [5].

Particle swarm optimization (PSO) [6][7] is a popular optimization technique,
simulating the social behavior of a flock of birds flying to the food. PSO algo-
rithm is applied to find cluster heads and produces better results [8]. A popular
clustering algorithm based on PSO is PSO-C [9], which selects cluster heads
considering both energy available to nodes and distances between the nodes and
their cluster heads.

In this paper, we develop an energy-aware cluster heads selection method
based on binary particle swarm optimization (BPSO) [10] and K-means [11]
(BPSO-K). Our proposed method selects the high-energy nodes as the clus-
ter heads and evenly distributes the energy load among nodes in the network.
The main idea of our protocol is selecting cluster heads that can minimize the
intra-cluster distance as well as the distance between cluster heads and BS, and
optimize the energy consumption of the whole network. K-means algorithm is
utilized at the beginning to divide the nodes into several initial clusters. The
rest of this paper is organized as follows: the network and energy models are
described in section II. The detailed description of our proposed energy-aware
cluster heads selection method for WSNs based on K-means and BPSO is out-
lined in section III. In section IV, we discuss the simulation study of the proposed
protocol. Finally, the concluding remarks appear in section V.

2 The System Model
2.1 Network Model

We assume the network model similar to those used in paper [4] and [9], with
the following properties.

1. Sensor nodes are scattered in a field at random and all nodes are static.

2. All sensor nodes are energy constrained, generally powered by batteries.

3. A BS is fixed inside or outside of the sensor filed.

4. Each sensor node has capabilities of processing data and sending data to the
BS.

5. Each node can compute its own location and energy level, and send them to
the BS.
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2.2 Energy Model

The energy model of our protocol is based on the classical model used in paper [3].
The radio hardware energy dissipation of this model is that the transmitter dis-
sipates energy to run the radio electronics and power amplifier, and the receiver
dissipates energy to run the radio electronics. Both free space and multipath
fading channel model are used according to the distance between transmitter
and receiver. Free space model with d? is used, if the distance is less than a
threshold dg. Otherwise, the multipath model with d* is applied. Thus, in order
to transmit an [-bit message over a distance d, the radio energy extended is given
in the equation (1).

| Eolec + legsd?, it d < do

1
lEelec + lﬁmpd4, lf d Z dO ( )

Er(l,d) = {

And to receive an [-bit message, the energy expended by the radio is given as
equation (2).
Erx(l) = [ Eeec- (2)

where Feje. denotes the electronics energy, depending on the energy dissipated
per bit to run the transmitter or the receiver. The amplifier energy erd? and
empd* depend on the distance between transmitter and receiver.

3 Method Description

3.1 Binary Particle Swarm Optimization

PSO [6][12] is a simple, effective, and computationally efficient optimization
algorithm for continuous optimization [14][15]. Binary PSO (BPSO) [16] is an
extension of PSO based on the binary coding scheme, proposed by Kennedy
and Eberhart. BPSO consists of a swarm of S particles. An individual possible
solution of a problem is presented by a D-dimensional particle. A particle ¢ has a
coordinates ;4 and a velocity v;4 in the dth dimension, 1 <¢ < Sand1 <d < D.
The velocity is defined as changes of probabilities that decide bits of coordinate
in one state or the other. Thus, each dimension of a particle moves to a state
restricted to 0 or 1 depending on velocity. Each bit v;q of velocity represents
the probability of bit x;4 taking value 1. Velocity of a particle is determined by
equation (3).

via(t + 1) = via(t) + c1r1(Pia — Tia) + c2r2(Pgd — Tid)- (3)

where ¢; and cg are positive numbers, 1 and r5 are two random numbers between
0 and 1 with uniform distribution, and p;q, pga denote particle’s and global best
position respectively.

Since v;4 is a probability, it must be constrained in the interval of [0,1]. Sigmoid
function is used to normalization velocity v;q based on equation (4).

1
1+ e via’

(4)

s(vig) =
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where s(v;q) denotes the velocity after normalization.
The position of a particle is defined as equation (5).

I 1, ifrand() < s(viq)
L 0, otherwise

3.2 Proposed Method of Initialization Using K-means

In the process of establishing clusters, the nodes of location proximity are easier
to be assigned to a cluster, mainly because of lower energy for transmission
among location closer nodes. Hence, we propose a method of initialization to
divide sensor nodes into several initial clusters [13] according to location of nodes.

K-means [17] as a classical clustering algorithm can get different K groups
which are described by their centroid of nodes. Besides, the number of clusters
is determined by user. The algorithm of initialization is given as algorithm 1 in
detail.

Algorithm 1. Initialization using K-means
1: function K-MEANS(Array, K, N)

2: for j=1— K do

3: C[j] « random(1, N)

4 end for

5: repeat

6: for j =0— K do

T QLI =0

8: end for

9: fori=1— N do

10: MinDist < oo

11: for j=1— K do

12: if Distance(Arraylt], C[j]) < MinDist then
13: MinDist < Distance(Arrayli], C[j]);
14: MinNode «+ j

15: end if

16: end for

17: Q[MinNode] < @Q[MinNode| + ¢

18: end for

19: C + Updata(Q)

20: until Cfj] not changed for j=1— K
21: return
22: end function

We divide sensor nodes into K initial clusters based on K-means algorithm
before the operation of the network and ensure that K < M, where M denotes
the predetermined number of cluster heads. The proposed method of initializa-
tion will reduce the complexity of the whole algorithm with slight influence of
lifetime.
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3.3 Proposed Cluster Heads Selection Method Based on BPSO

Our proposed method is a centralized clustering algorithm to form clusters by
dispersing the cluster heads throughout the network. The selection process of
our method is working on the BS. The operation is divided into rounds. Each
round begins with a set-up phase when the clusters are formed, followed by a
steady-state phase when data are transmitted to cluster heads and to the BS
[3]. During the set-up phase, each node sends information about current location
and energy level to the BS. Based on these statistics, BS computes the average
energy of the network. To evenly distribute energy among the whole network,
only the nodes with an energy level above the average can be possible cluster
heads for current round [18][19]. BS selects M cluster heads using BPSO, where
M is the optimizing number of cluster heads for the network.

In the cluster heads selection method based on BPSO [14], a D-dimensional
particle represents a selection of cluster heads, where D denotes the number of
the possible cluster heads with sufficient energy in current round. The position
x;q represents the state of the possible cluster head d, where 1 < d < D. If x4
is restrained to 0, that means the possible cluster head d is not selected as a
cluster head in this particle. Otherwise, the value of x;4 is 1, in this particle,
possible cluster head d is chosen as head node. The protocol should ensure each
D-bit particle of the flock has exactly M; bits restrained to 1 and the values of
other bits are 0, where M;(j = 1,2,..., K) represents the optimizing number of
cluster heads for initial cluster j and also ensure Zﬁil M; = M. To do this, we
can adjust the value of z; with normalized velocity s(v;). If the number of bits
whose value is 1 in a particle is more than M, we select the nodes with larger
normalized velocity as cluster heads. On the other hand, when the number is less
than M;, we obtain other cluster heads from remaining possible cluster heads
according to larger s(v;).

BS determines M; cluster heads that suit the cost function best. The main
objective of cost function is to optimize the combined influences of distance and
energy [20]. Thus, we define the function depending on the following factors.

(1)The longest average distance between nodes and their cluster heads, defined
by equation (6).

Cji
> d(CMji,, CHjyi)
o =1
distj; = izlfgq;{Mj on . (6)

where M; and Cj; denote the number of initial clusters and nodes in cluster i
of the initial cluster j respectively, d(C'M;;,, CHj;) is distance between nodes
CMj;;, and its cluster head C'Hj;.

(2)The longest distance between cluster heads and BS, given as equation (7).

dZ.SthZ‘ max {d(CHﬂ,BS)} (7)

=1,2,---,
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(3)Energy consumption of whole network, represented as Ejsum. We can get
it based on the system model.

All these three factors should be considered in an integrated manner. However,
data for each of them has difference in dimension and magnitude between others.
To eliminate such effects, we introduce a normalized function to these three
factors, given as equation (8).

y = fr tanh(z). (8)

where y is the normalized data of x.
Combining three factors mentioned above, the cost function, represented as
f;, is specified in the equation (9).

fj = Oédisttjl + 6di$ttj2 + 'YEtjsum~ (9)

where distij1, distyjo and Eyjsum are the normalized data of dist;i, distjp and
Ejsum, o, B, v are positive factors determining the priority weighting of dist;1,
distyjo and Eyjsum, with o + 8 4+ v = 1. In this paper, we assume distj; and
distyjo have identical impact on the cost function and FEijsum has a bit higher
influence due to energy often being considered as a main factor of WSNs. Hence,
we set « =0.3,5=0.3,7v=04.

For a wireless sensor network with N nodes and M predetermined cluster
heads, the clusters formed in each round is given as algorithm 2.

Algorithm 2. Cluster heads selection method using BPSO-K
1: Q + K-means(Arrary, K, N)

2: repeat

3: for j=1— K do

4: repeat

5: Select M; cluster heads among candidates of Q;
6: fori=1— M; do

7 Plj,i <0

8: end for

9: for i =1 - NumO fNode[j] do

10: ClosestHead < the closest cluster head from node 7
11: PJj, ClosestHead] < P[j, ClosestHead] + ¢
12: end for

13: Calculate cost function

14: Update(Local Best)

15: Update(Global Best)
16: Update(v, z)
17: until reach the set number of iteration
18: end for

19: until the network is dead

After selecting cluster heads of the network and each nodes is decided which
cluster it belongs to, the cluster heads act as local control centers to coordinate
the data transmissions in their cluster and send the fused data to the BS.
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4 Simulations and Analysis

The proposed cluster heads selection method is simulated to evaluate its per-
formance. We define that a wireless sensor node is dead when it runs out of
energy and the network is dead at the moment the first node dies. We ran the
simulation for 100 nodes in a 200m x 200m network area with both equal and
unequal initial energy of nodes. Paraments used in energy model are similar to
paper [4], Ecec = 0.5nJ/bit, e = 10pJ/bit/m?, €y, = 0.0013pJ/bit/m?. The
number of clusters is set to be 5 percent [9] of the nodes M = 5. The initial
clusters divided by K-means is set as K = 5. For the paraments of BPSO, we
use S = 30 particles and ¢; = ¢z = 2. In addition, BS is set at location (0,200)
and the data message size is fixed at [ = 4000bit. The performance of our pro-
posed method is compared with the well-known cluster-based sensor network
protocols, LEACH-C and PSO-C.

Fig.1 illustrates the system lifetime, defined by the time of the first node died.
It also shows the performance of our proposed method compared with LEACH-
C and PSO-C with equal initial energy of nodes. We set the total nodes have
0.5J of initial energy. Fig.2 shows the performance with unequal initial energy of
nodes set from 0.3J to 0.7J randomly. The results shown in Fig.1 and Fig.2 are
selected randomly from our experiences, which are simulated 20 times for each.
We can find that when the first dead node occurs, the LEACH-C and PSO-C do
not run exceeding 50 rounds. Whereas the BPSO-K has run about 500 rounds
until the first node die.
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Fig. 1. Number of nodes alive with equal Fig.2. Number of nodes alive with un-
energy equal energy

Clearly our proposed protocol can prolong the lifetime of network significantly
compared to LEACH-C and PSO-C. It fairly assigns energy consumption to
each node in the field by selecting cluster heads periodically based on BPSO-K,
which is helpful to avoid some sensor nodes scattered in the field dying too early.
Besides, the cost function consist of both distance and energy also plays a critical
role in prolonging the lifetime of the WSNs.
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Fig.3 shows the clusters divided by K-means when K = 5. Wireless sensor
nodes are assigned to different clusters based on their location. The nodes of
location proximity are assigned to same cluster.

Fig.4 and 5 show the comparison of BPSO and BPSO-K with equal and un-
equal initial energy nodes. The results shown in Fig.4 and Fig.5 are selected
randomly from our experiences, which are simulated 20 times for each. The sim-
ulation results demonstrate K-means can reduce the complexion of the method
while having slight impact on the lifetime of the network.
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5 Conclusion

In this paper, we presented an improved energy-aware cluster heads selection
method for wireless sensor networks based on K-means and BPSO. We defined
a new cost function that takes into account the maximum of the intra-cluster
distance as well as the distance between cluster heads and BS, and the min-
imum of energy consumption. Results from the simulations indicate that the



An Improved Cluster Heads Selection Method for WSNs Based on BPSO-K 133

proposed protocol using BPSO and K-means algorithm gives a higher network
lifetime compared to LEACH-C and PSO-C. Furthermore, the proposed proto-
col produces better clustering by evenly allocating the cluster heads throughout
the network area. The extension of this work would be a further discussion of
the parameters setting to the BPSO-K and to prolong the lifetime of networks
consist of mobile nodes.
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Abstract. Population-Based Incremental Learning (PBIL) is a combination of
Genetic Algorithm with competitive learning derived from Artificial Neural
Network. It has recently received increasing attention due to its effectiveness,
easy implementation and robustness. Despite these strengths, it has been
reported recently that PBIL suffers from issues of loss of diversity in the
population. To deal with the issue of premature convergence, we propose in this
paper a parallel PBIL based on multi-population. In parallel PBIL, two
populations are used where both probability vectors (PVs) are initialized to 0.5.
The approach is used to design a power system controller for damping low-
frequency oscillations. To show the effectiveness of the approach, simulations
results are compared with the results obtained using standard PBIL and another
diversity increasing PBIL called herein as PBIL with Adapting learning rate
(APBIL). It is shown that Parallel PBIL approach performs better than the
standard PBIL and is as effective as APBIL.

Keywords: Adaptive learning rate, Low frequency oscillations, Population-
based incremental learning, Parallel PBIL.

1 Introduction

Recently, a novel type of Evolutionary Algorithm called Population-Based
Incremental Learning (PBIL) [1]-[2] has received increasing attention [3]-[6].
Population-Based Incremental Learning (PBIL) is a combination of Genetic
Algorithm with competitive learning derived from Artificial Neural Network. Like
other Evolutionary Algorithms such as GAs [7]-[9], Differential Evolution (DE) [10]-
[11], and variants such as Particle Swarm Optimization (PSO) [12]-[13], PBIL works
with a population of individuals rather than a single individual (e.g., point) [1], [2].
Over successive generations, the population “evolves” toward an optimal solution.
PBIL is simpler than Genetic Algorithms GAs, and yet more effective than GAs. In
PBIL, the crossover operator of GAs is abstracted away and the role of population is
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redefined [1]. PBIL works with a probability vector (PV) which controls the random
bit strings generated by PBIL and is used to create other individuals through learning.
Learning in PBIL consists of using the current probability vector (PV) to create N
individuals. The best individual is used to update the probability vector, increasing the
probability of producing solutions similar to the current best individuals [2], [3]. It has
been shown that PBIL outperforms standard GAs approaches on a variety of
optimization problems including commonly used benchmark problems [1], [2]. PBIL
has also been applied for controller design in power systems for small-signal stability
improvement. In [4], PBIL based power system stabilizers (PSSs) were compared
with GA based PSSs and were found to give better results GA based PSSs. In [5]-[6],
it was shown that PBIL based PSS performed as effectively as BGA based PSS.
However, there are still some issues related to PBIL [14]. It has been reported in [15]-
[17] that PBIL suffers from diversity loss making the algorithm to converge to local
optima. To cope with this problem, a PBIL with adaptive learning rate strategy was
proposed in [16]-[17]. In this paper, a new approach that can improve population
diversity in PBIL is presented. The idea of using parallel PBIL (PPBIL) based on
multi-population to improve population diversity is explored [18]-[19]. The proposed
approach is applied to a power system controller design in a multi-machine power
system. The effectiveness of the proposed approach is demonstrated by comparing it
to the Adaptive PBIL (APBIL) introduced in [16]-[17] and the standard PBIL
(SPBIL). Simulation results show that the parallel PBIL based on multi-population
performs better than the standard PBIL and is as effective as APBIL.

2 Overview of the Standard PBIL

Population—based incremental learning (PBIL) is a technique that combines aspects of
Genetic Algorithms and simple competitive learning derived from Artificial Neural
Networks [1], [2]. PBIL belongs to the family of Estimation of Distribution
Algorithms (EDAs), which use the probability (or prototype) vector to generate
sample solutions. Unlike GAs which performance depends on crossover operator,
PBIL performance depends on the learning process of the probability vector. The
probability vector guides the search, which produces the next sample point from
which learning takes place. The learning rate determines the speed at which the
probability vector is shifted to resemble the best (fittest) solution vector [3]. Initially,
the values of the probability vector are set to 0.5 to ensure that the probability of
generating 0 or 1 is equal. As the search progresses, these values are moved away
from 0.5, towards either 0.0 or 1.0.

Like in GA, mutation is also used in PBIL presented in this paper to maintain
diversity. In this paper, the mutation is performed on the probability vector; that is, a
forgetting factor is used to relax the probability vector toward a neutral value of 0.5
[3], [4]. The pseudocode for the standard PBIL is shown in Fig. 1, [1]-[4].
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If the learning rate is fixed during the run, it cannot provide the flexibility needed to
achieve a trade-off between exploration and exploitation. To achieve a trade-off
between exploration and exploitation, PBIL with adaptive learning rate strategy
presented in [16]-[17] could be used. However, the approach proposed here is to use
multi-population PBIL instead of a single population to achieve the same objective as
discussed in section 4

Begin

2:=0;

/Mnitialize probability vector

for i:=1to [, do PViO =0.5;

endfor;

while not termination condition do

generate sample S(g) from (PV(g) , pop.)

Evaluate samples S(g)

Select best solution B(g)

// update probability vector PV(g) toward best
solution according to (1)

//mutate PV(g)

Generate a set of new samples using the new
probability vector

g=g+1

end while // e.2.. e>G....

Fig. 1. Pseudocode for standard PBIL

3 Overview of Multi-Population PBIL

For the multi-population or Parallel PBIL (PPBIL), two populations are used with two
probability vectors (PV, and PV,). Each probability vector is initialized to 0.5 and
sampled to generate solutions independently from each other. The PVs are updated
independently according to the best solution generated by each. Initially, each
probability vector has equal sample solutions. That is, the total population is divided
into two populations and a PV is assigned to each population. As the run progresses,
the population of the probability vector (PV) that performs better is allowed to
increase its share of samples. The sample sizes of the probability vectors are slightly
adapted within the range [pop,,,  pop,,J] = [0.4¥pop  0.6*pop] according to their
relative performances. The probability that outperforms the other is increased by a
constant value A = LR*pop, where LR is the learning rate (which was selected as 0.1
in this paper). Fig. 2 shows the pseudocode of PPBIL.
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Begin

g=0;

//initialize probability vector

for i:=1to I, do PV;,* =PV,,’ = 0.5;

endfor;

// initialize the sizes of the probability vectors
such that: pop1= pop 2= pop/2

while not termination condition do

generate sample Si(g) from (PV,(g) , popl.)

generate sample S,(g) from (PV,(g) , pop2.)

Evaluate samples (S;(g), S»(g))

Select best solutions B;(g)and By(g)

/l update probability vectors PV (g) and PV,(g)
toward bests solution B;(g)and B,(g) according to (1)

I f(B/(8))> fiBa(g) )

then popi= min [(P0P1 + A) popmax]

I f(B,(8))< fiBaAg) )

then pop\=max [(pop; -A)  popuinl

POp2= pop-pop,

//mutate PV,(g) and PV,(g)

g=g+1

end while // e.2.. 2>G.....

Fig. 2. Pseudocode for parallel PBIL

400 MW

" 110km ¥ 110km

Fig. 3. Power system model
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4 Problem Description and Formulation

4.1 Problem Description

The controller to be designed is also known as Power System Stabilizer (PSS) and is
needed to damp low frequency oscillations ranging from 0.1 Hz to 2.5 Hz which
occur in overly stressed power systems or when power is transmitted over weak
transmission lines [20]-[21]. These oscillations are highly undesirable because they
can lead to fatigue of machine shafts and limit the ability of the system to transfer the
maximum power. It is therefore important that low-frequency oscillations are damped
quickly if the security of the system is to be maintained. The power system model
used in this paper is the IEEE 2-area system, 4-machine power system as shown in
Fig. 3. Each machine is represented by the detailed six order differential equations.
The machines are equipped with simple exciter systems. For more information on this
system, the reader is referred to [18], [20]. To design the controller, several operating
conditions have been considered. However, for simplicity only three operating
conditions are shown in Table 1. This Table also shows the eigenvalues and damping
ratios in brackets of the three operating conditions.

The system exhibits two local modes one in area 1 and the other in area 2 and one
inter-area mode. For the purpose of this study, only the inter-area modes are shown in
Table 1 since they are the most difficult to control.

Case 1 is the light load condition, where about 200 MW of real power is
transferred from area 1 to area 2. The system is stable for this case as can be seen by
the negative value of the real part of the eigenvalue. Case 2 is the nominal condition,
under this operating condition, there is a transfer of 400 MW power from area 1 to
area 2. The system is unstable for this case, since the real part of the eigenvalue is
positive. Case three is the heavy load condition where about 500 MW of power is
transferred from area 1 to area 2. This case is also unstable.

4.2  Problem Formulation and Objective Functions

The purpose of the design is to optimize the parameters of the generator excitation
controls (i.e., PSSs) simultaneously and in a coordinated and decentralized manner
such that adequate damping is provided to the system over a wide range of operating
conditions, while keeping the structure of the PSS as simple as possible. The structure
of the widely used conventional PSS was adopted here. The PBILs are applied to
optimize the parameters of a fixed structure (4@input) PSS of the form:

K(s)=K T,s 1+Tis | 1+T;s (1)
s)=
P+ T,s \1+T,s \1+T,s
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where, K, is the gain, T}-T, represent suitable time constants. 7T, is the washout time
constant needed to prevent steady-state offset of the voltage. The value of T7,, is not
critical for the PSS and has been set to Ssec. Therefore, five parameters are required
for the optimization.

Since most of oscillation modes considered in this paper are unstable and dominate
the time response of the system, it is expected that by maximizing the minimum
damping ratio, a set of system models could be simultaneously stabilized over a wide
range of operating conditions [10]-[12]. The following objective function was used to
design the PSSs.

J = max(min({ L )j | @

wherei=1,2...n,andj=1,2,...m

and é/ = + is the damping ratio of the i-th eigenvalue in the j-th
N ; to;

operating condition. ¢j; is the real part of the eigenvalue and the @), is the frequency. n
denotes the total number eigenvalues and m denotes the number of operating
conditions.

Table 1. Selected open-loop operating conditions including eigenvalues and damping ratios

Case P, [MW] Eigenvalue (§)

1 200 -0.35£3.92i (0.0889)

2 400 0.0096£3.84 i (-0.0025)
3 500 0.14843.09i (-0.0478)

4.3  Application of Standard PBIL to Controller Design

The configuration of the standard PBIL is as follows:
Length of chromosome: 15 bits

Trial solutions (population): 10

Generations: 400

Learning rate (LR): 0.1

Mutation (Forgetting factor-FF ): 0.005

4.4  Application of APBIL to Controller Design

The configuration of the APBIL is as follows:
Length of chromosome: 15 bits

Trial solutions (population): 10

Generations: 400

Initial Learning rate (LRy) = 0.0005



Comparison of Multi-population PBIL and Adaptive Learning Rate PBIL 141

Final Learning rate (LR,,,): 0.2
Mutation (Forgetting factor-FF): 0.005

4.5  Application of PPBIL to Controller Design

The configuration of the APBIL is as follows:
Length of chromosome: 15 bits
Trial solutions (population): 10
Initial population for PV,: 5
Initial population for PV,: 5
Generations: 400
Final Learning rate (LR): 0.1
Mutation (Forgetting factor-FF): 0.005
For all the controllers, the parameter domain is as follows:

0<K <30
0< T.T<1
0.010< T, T,<0.3

5 Simulation Results

5.1 Convergence Rate

Figs. 4-6 show the convergence rate of SPBIL, APBIL and PPBIL, respectively. It
can be seen that APBIL and PPBIL converge to higher fitness values of 0.514 and
0.502, respectively, compared to a value of 0.484 for SPBIL. From the simulation
results, it can be seen that APBIL has more diversity in the population at the middle
of the run between generation 100 and 200 than PPBIL and SPBIL. This can be
attributed to the small value of learning rate, at these generations. Small learning rate
increases the exploration of the algorithm and thereby introduces more diversity in the
population. Unlike SPBIL which diversity is much more concentrated at the
beginning of the run between generation 1 and generation 150, the diversity in PPBIL
is somehow spread across all generations. At generations 300 to 400 for example, the
SPBIL and APBIL have converged (i.e., almost no diversity). On the other hand,
PPBIL still has some diversity. Therefore, it can still explore the search space
although at a limited pace. Table 2 shows the comparison between the best, mean
and worst, fitness values. It can be seen that on average SPBIL and PPBIL have
practically the same fitness. The mean for PPBIL and SPBIL which is approximately
0.434 is higher than the mean of APBIL which is 0.383. The main reason for this is
that APBIL has much more spread, with the worst fitness value at 0.09 compared to
0.124 for PPBIL and 0.166 for SPBIL.
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In terms of the distance between the best and the worst fitness values, APBIL has
the highest distance (0.424), followed by PPBIL (0.378) and then SPBIL (0.318). This
suggests that both APBIL and PPBIL have more diversity in their populations than
SPBIL. Table 3 shows the number of functions evaluations for each algorithm before
the best fitness was found. It can be seen that that SPBIL has the lowest function
evaluations (3810) and APBIL has the highest function evaluations (15950). PPBIL is
somehow in the middle (10610). In terms of the speed in finding the best fitness
value, SPBIL is better and APBIL is the worst. However, the best value found by
SPBIL is lower than that found by APBIL and PPBIL. This suggests that although
SPBIL converges faster, it converges to local optima, which may not be appropriate.

5.2  Eigenvalue Analysis

Table 4 shows the eigenvalues and damping ratios in brackets of the closed-loop
systems with the three controllers. It can be seen that PPBIL and APBIL give better
performances (i.e., better damping ratios) than SPBIL. However, PPBIL provides
slightly a better damping than APBIL.

Best Fitness

. . . . . . .
0 50 100 150 200 250 300 350 400
Generation

Fig. 4. SPBIL convergence rate

Best Fitness

. . . . , . .
50 100 150 200 250 300 350 400
Generation

Fig. 5. APBIL convergence rate
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Fig. 6. PPBIL convergence rate

Table 2. Fitness Values

Fitness SPBIL APBIL PPBIL
Best 0.484 0.514 0.502
Mean 0.434 0.383 0.434
Worst  0.166 0.090 0.124
Table 3. Number of Function Evaluation

Controllers Evaluations

SPBIL 3810

PPBIL 10610

APBIL 15950

Table 4. Closed-system eigenvalues and damping ratio

Case  SPBIL APBIL PPBIL
1 1.13 £ 2.04 (0. 48) 1.54=j2.57 (0.50) 1.53+j2.53 (0.52)
2 -0.778 £j1.78 (0.44) -1.26 £j2.11 (0. 51) -1.26 £j2.08 (0. 52)

0582 +j1.25 (0.42)

115 +§1.52 (0.61)

-1.14 §1.54 (0.60)

143
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6 Conclusions

By using Parallel PBIL based on multi-population we have been able to increase the
diversity in the population. This is important to prevent premature convergence that is
inherent to the standard PBIL. The effectiveness of the proposed approach is
demonstrated by comparing it to the Adaptive PBIL (APBIL) and the standard PBIL
(SPBIL). Simulation results show that the performance of PPBIL in increasing the
population diversity is as effective as that of APBIL. Both the PPBIL-PSS and the
APBIL-PSS performed better than the standard SPBIL-PSS in terms of improving the
damping of the system.
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