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Abstract. In this work, we use SVM binary classifiers coupled with a binary 
classifier architecture, an unbalanced decision tree, for handwritten digit recog-
nition. According to input variables, two classifiers were trained and tested. 
One using digit characteristics and the other using the whole image as input var-
iables. Developed recently, the unbalanced decision tree architecture provides a 
simple structure for a multiclass classifier using binary classifiers. In this work, 
using the whole image as input, 100% handwritten digit recognition accuracy 
was obtained in the MNIST database. These are the best results published in the 
literature for the MNIST database.  
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1 Introduction 

In recent decades, character recognition technology has been driven by the increasing 
demand of converting an enormous amount of printed or handwritten information to a 
digital format [1]. This conversion from paper to computer in the past required human 
operators who processed billions of checks, mail correspondence, etc. This process 
was time consuming and error prone, motivating the development of optical character 
recognition (OCR), a technique for reading data and recognizing one character after 
another. OCR is an important pattern recognition technique. There are vast amounts 
of historical, technical and economic documents only in a printed form. An OCR 
system drastically reduces cost of digitalizing them. There are some successful  
techniques for OCR implementation applied in digitalization of handwritten and  
mechanical printed texts, and musical scores.  

Character recognition is a very difficult problem, due to the great variability in 
writing styles, in other words, wide interclass variability: the same character can be 
written in different sizes and orientation angles.      

As shown if Fig. 1, an OCR system is comprised of certain steps: image acquisition 
– a color, gray level or binary image is acquired; pre-processing – image processing 
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techniques are applied to improve image quality; layout analysis – the text structure is 
understood to facilitate text interpretation; word segmentation in characters; classifi-
cation – pattern recognition is employed for character recognition and post-processing 
– gather the recognized characters to obtain the original words (opposite for word 
segmentation).  

In this work we focused attention only on the classification step of digit recogni-
tion. Table 1 provides details about some digit recognition studies published in the 
literature. The columns of this table include: database, input data, classifier used and 
results.    

Concerning input characteristics, the studies can be divided into two main groups: 
the first group consists of studies using digit extracted characteristics as input data 
[5,6,9,10,11] and the second one consists of studies using the whole image as input 
data [2,3,4,7,8].   

Concerning the databases used, the studies shown in Table 1 can be divided into 
four groups: MNIST database, proprietary databases, CENPARMI database and 
NIST-SD19 database. 

For performance comparison between different studies it is necessary that a com-
mon database be used for all them. In this work the MNIST handwritten digits data-
base is adopted as the common database [12]. This database is suited for training and 
testing digit recognition algorithms and consists of 60,000 training patterns and 
10,000 testing patterns. The patterns were obtained from 250 different authors. One 
digit is centralized in a gray level figure with 20x20 pixel size. This database presents 
two advantages: the digits need not be pre-processed and it is extensively used in the 
literature, enabling a performance comparison between different algorithms.       

Consulting the web site of MNIST database, it can be verified that a total of 68 
classifiers have been used for digit recognition [12]. The most used are: SVM, MLP 
and neural networks using convolutional algorithms.   

In general, neural classifiers perform better than other classifiers. Convolutional 
algorithms have the best classifier performance. The best results for the accuracy in 
the classification step using convolutional algorithms, 99.73%, were obtained by 
Ciseran et al. [4]. In this study, the authors expanded the training and testing database, 
including elastic distortions.  Deng [13] concluded that the use of distortion to ex-
pand the database is necessary to obtain high accuracy in digit classification. Studies 
that do not use distortion obtained low accuracy rates, varying between 99.47% and 
99.65%.     

Concerning the MNIST database and Table 1, it should also be noted that classifi-
ers that use a whole image as input characteristics perform better than those that use 
digit characteristics as input.  

Although impressive results for digit recognition using the MNIST database have 
been reported in the literature, this work focuses on improving state-of-the-art digit 
recognition, investigating the use of SVM. 

In the literature, using SVM, the best results for digit recognition in the MNIST  
database, an accuracy of 99.44%, was obtained by Decoste and Scholkpf [2].  
The authors employed a multiclass SVM classifier associated with the support  
virtual-vectors technique.  
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In this work, we intend to use SVM binary classifiers associated with a multiclass 
binary architecture, the unbalanced decision tree. According to input variables, two 
classifiers were trained and tested. One of them used digit characteristics and the oth-
er used the whole image as input variables.   

 

 

Fig. 1. Block diagram of an optical character recognition system 

Table 1. A brief review of digit recognition 

Reference Database Input data Classifier Results (accuracy)

[2] MNIST Database Whole image SVM 99.44%

[3] MNIST Database Whole image
Combination of 
Convolutional 

Neural Networks 
99.73%

[4] MNIST Database Whole image
Combination of 
Convolutional 

Neural Networks 
99.77%

[5]
Proprietary 
Database

Fourier Descriptors 
+ Border Transition 

Technique
MLP 96%

[6]
Proprietary 
Database

Fourier Descriptors
MLP + Models 

Previously Defined 
90%

[7] MNIST Database Whole image Perceptron 99.37% 

[8]
Proprietary 
Database

Whole image MLP 90%

[9] Not cited Hough Transform
MLP + Dempster-

Shafer Theory 
Not cited

[10]
NIST-SD19 
Database

 Kirsch Masks and 
Elliptic Fourier 

Descriptors 

Combination of 
SVM Classifiers

98.55%

[11]
CENPARMI  

Database
Directional 
Distances 

Modular Neural 
Networks 

97.30%
 

2 Methods 

2.1 Multiclass Binary Architectures 

In both items 2.2 and 2.3, which address, respectively, the use SVM classifiers for 
digit recognition using digit characteristics and the whole image as input data, unbal-
anced decision trees, a type of multiclass binary architecture, is employed for digit 
recognition. So, in this item, we briefly review the different architectures of binary 
classifiers and, particularly, unbalanced decision trees. 

According to Hassan and Demper [14], there are four different multiclass architec-
tures using binary classifiers: one-against-rest, one-against-one, acyclic direct graph - 
ADG and unbalanced decision tree - UDT. Fig. 2 shows these architectures for a  
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special case of four classes. In each one of these architectures, the output is the  
selection of only one class.  

To distinguish between m classes, the architecture one-against-rest requires the 
training of m classifiers. Each classifier  is trained for recognizing class i.  re-
turns a 1 if a given sample belongs to class i and 0 if a given samples does not belong 
to class i. It is only necessary to train m classifiers. When the training set is highly 
unbalanced, the performance of this architecture can be seriously affected.  For a 
sample classification, m classifiers are used. 

The one-against-one architecture uses the major voting rule. One sample is defined 
as belonging to class i if there are more votes for this class than for the others. A total 
of 1 /2 binary classifiers are constructed, one for each different class pair. 
These classifiers are evaluated in parallel. Each classifier  is trained using only 
samples of classes i and j. If a sample x is recognized by classifier  as belonging to 
class i, a vote is assigned to class i. Otherwise, if it is recognized as belonging to class 
j, a vote is assigned to class j. After the sample is classified by all classifiers, the class 
that received more votes is considered the one to which the sample belongs. For a 
sample classification, 1 /2  classifiers are used.   

A set of binary classifiers can also be structured as an ADG. For this architecture, 1 /2 binary classifiers are also necessary. In the architecture shown in Fig. 2, 
it can be observed that if the output of a classifier  is class i, in the following node 
the class j is no longer considered a possible output class. This is why only 1  
classifiers are used for a pattern classification. Differing from the one-against-one 
architecture, only m-1 classifiers are evaluated to obtain a sample classification.   

UDT was proposed by Ramanan et al. [15]. In each node, a decision is made re-
garding the type one-against-rest. Comparing with the architecture one-against-rest 
previously presented, this architecture uses only m-1 classifiers. A sample classifica-
tion begins in the node located on the top of the tree, using the classifier . If the 
sample does not belong to class i, the decision process follows with the next right 
classifier of the tree. The classification process finishes when the sample is recog-
nized as belonging to class n, by classifier . As noted in Fig. 2, the lowest node of 
the tree decides only between two classes. According to Hassan & Damper [14], UDT 
follows a knockout strategy that, in the worst case, for a sample classification,  
requires 1   classifiers. For a sample classification, on average, 1 /2 
classifiers are used.  Table 2 summarizes the main information of the four multiclass 
binary architectures. As shown, the UDT classifiers require a smaller number of clas-
sifiers both for training and classification.  This is why in this paper we used SVM 
binary classifiers with a UDT multiclass architecture for digit recognition.   

2.2 Digit Recognition Using Multiclass Binary Architecture with SVM Binary 
Classifiers and Digit Characteristics as Input Data 

The block diagram of Fig. 3 shows a block diagram of the pattern recognition system 
used for digit recognition, using digit characteristics as inputs.   
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Fig. 2. Multiclass binary architectures: (a) one against rest; (b) one against one, (c) acyclic 
direct graph, (d) unbalanced decision tree 

Table 2. Summary binary classifier architectures 

Architecture
Number of 
classifiers

Classifiers used for a 
sample classification

one-versus-rest m m

one-versus-one (m*(m-1))/2 (m*(m-1))/2

acyclic direct graph (m*(m-1))/2 m-1

unbalanced  decision 
tree

m-1 (m-1)/2 *
 

           * Average value 

 

 

Fig. 3. Block diagram of a digit recognition system using multiclass binary architecture with 
SVM binary classifiers and digit characteristics as input data 

Digit Characteristic Extraction.  A set of 28 characteristics was used: twenty pa-
rameters corresponding to Fourier descriptors and eight parameters associated with 
border transition technique.  

The twenty Fourier descriptors selected were the low frequency ones. The higher 
frequencies coefficients were discarded because they have insignificant values.  

The border transition technique divides the digit image into four quadrants. For 
each quadrant, it calculates the transitions of pixel values from 0 to 1. In other words, 
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a summation of the first order gradient in vertical and horizontal directions is done, 
totaling 8 parameters. In this work this complementary technique was used associated 
with Fourier descriptors, because the latter is invariant with rotation and displace-
ment, impairing the distinction between ´6´and ´9´.         
 
Characteristic Selection. Not all the 20 Fourier descriptors were used for classifica-
tion. To select the best Fourier descriptors the scalar characteristic selection was used 
[16]. This is an “ad-hoc” technique that incorporates correlation information com-
bined with criteria tailored for scalar characteristics. The procedure is divided into 
three parts. The first part is devoted to selecting only the first characteristic. The se-
cond part is devoted to selecting the second characteristic and the third part is used to 
select the other characteristics. In the first part, a class separability measure is selected 
and its value is computed for all the available characteristics. These values are ranked 
in descending order and the characteristic with higher value is chosen. In this paper, 
for this first part, a Fisher´s Discriminant Ratio (FDR) was used.   

According to Theodoridis and Koutroumbas [16], FDR is sometimes used to quan-
tify the separability capabilities of individual characteristics in a two-class problem, 
as is the case in this paper (pixels belong to bacillus or to background). FDR is de-
fined as: 

   (1) 

Where µ1 and σ12 represent the mean value and standard deviation, respectively, of a 
characteristic in class ω1; µ2 and σ22  represent the mean value and standard devia-
tion, respectively, of the same characteristic in class ω2. 

In the second and third parts, two other separability class measures are used: the 
divergence separability measure and the cross-correlation coefficient. The divergence 
measure between two classes ωi and ωj, for a given characteristic with mean value and 
standard deviation µi and σi2 and µj and σj2, respectively, is defined as: 
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To define the cross-correlation coefficient between two characteristics, let xnk,  
n =1,2,….N and k=1,2,….m, be the kth  characteristic of the nth pattern. The cross-
correlation coefficient between any two characteristics is defined as [11]:  

   (3) 
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where α1 and α2 are weighting factors that determine the relative importance given to 
the two terms inside the brackets.  

The third part selects , k=3,...l, which 
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With this technique, sets with the best 18, 17, 16, 15, 14, 13, 12 ,11, 10 and 9 Fourier 
descriptors were selected.  

SVM Classifiers. Support vector machines (SVM) can be defined as binary learning 
machines used to separate data belonging to two classes using a hyperplane that  
maximizes the separation margin [17].    

According to Theodoridis and Koutroumbas [16], for separable classes, the param-
eters of the hyperplane that maximize the margin are calculated through the determi-
nation of weight vector w and polarization w0, such that expression (6) is minimized 
and the Karush-Kuhn-Tucker (KKT) conditions are satisfied. 

 2||||
2

1
)( ww ≡J  (6) 

For nonseparable classes, the same parameters can be calculated minimizing ex-
pression (7), where new variables ξi, known as slack variables, are introduced. The 
goal now is to make the margin as large as possible but at the same time to keep the 
number of points with ξ > 0 as small as possible [16]. 
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Parameter C in expression (7) is a constant positive that controls the tradeoff be-
tween the slack variable penalty and the margin. The value of the C parameter used in 
this work was 0.5.   

SVMs use kernels to map the characteristic vector into a high dimensional space to 
exploit the nonlinear power of this tool. In this work, radial base function kernels 
were used, as shown in expression (8).   

0,)||||exp(
2 >−− γγ dzx                             (8) 

3 Results 

For SVM binary classifiers with an UDT architecture and digit characteristics as input 
data, the best results were obtained using the set of the best nine Fourier descriptors 
selected with the scalar selection technique, with the eight parameters obtained with a 
border transition technique, totaling 16 input variables for the SVM classifier. The 
nine best Fourier descriptors were the ones corresponding to the nine lower frequen-
cies. For pattern classification, nine SVM binary classifiers were used with a UDT 
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architecture, as shown in Fig. 4. Fig. 5 shows the confusion matrix obtained with the 
ORL test set. With the ORL training set, the accuracy was 85.27%. Table 3 shows the 
accuracy obtained for the ten digit classification.    

 
 

 

Fig. 4. UDT architecture used with SVM classifiers , …  

 

 

Fig. 5. Confusion matrix for multiclass binary architecture with SVM binary classifiers and 
digit characteristics as input data 

For digit recognition using multiclass binary architecture with SVM binary classi-
fiers and the whole image as input data, the number of inputs of each SVM classifier 
used in the UDT architecture (shown if Fig. 4) was 400, which corresponds to the 
pixels of an image with 20x20 pixels. Fig. 6 shows the confusion matrix obtained 
with the ORL test set. As shown in Fig. 6 no classification error occurred. So the ob-
tained accuracy with the ORL test set was 100%. With the ORL training set, the accu-
racy was also 100%. 

For SVM binary classifiers with an UDT architecture and digit characteristics as 
input data, the training time was 25h, while the answer time is about 1s. For SVM 
binary classifiers with an UDT architecture and the whole image as input data, the 
training time was 6h, while the answer time is less than 1s. 
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