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Abstract. Social networks are widely used by all kinds of people to
express their opinions. Predicting election outcomes is now becoming a
compelling research issue. People express themselves spontaneously with
respect to the social events in their social networks. Real time prediction
on ongoing election events can provide feedback and trend analysis for
politicians and news analysts to make informed decisions. This paper
proposes an approach to predicting election results by incorporating sub-
event detection and sentiment analysis in social networks to analyse as
well as visualise political preferences revealed by those social network
users. Extensive experiments are conducted to evaluate the performance
of our approach based on a real-world Twitter dataset. Our experiments
show that the proposed approach can effectively predict the election
results over the given baselines.

Keywords: election prediction, event detection, sentiment analysis,
micro-blogs.

1 Introduction

Micro-blog services such as Twitter generate a large amount of messages carrying
event information and users’ opinions over a wide range of topics. The events
discussed on social networks can be associated with topics, locations, and time
periods. The events can be in a variety, such as celebrities or political affairs, local
social events, accidents, protests, or natural disasters. Messages are posted by
users after they have experienced or witnessed the events happening in the real
world and they want to share their experiences immediately. For a long-running
event like a nation-wide election which usually has fixed start and end times,
users may want to monitor sub-events (i.e., hierarchically nested events that
break down an event into more refined parts) such as the debate or campaign-
launch speech. Alternatively, policy-makers may want to know the feeling of users
during the course of an election. The new research in computer science, sociology
and political science shows that data extracted from social media platforms yield
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accurate measurements of public opinion. It turns out that what people say on
Twitter is a very good indicator of how they would vote in an election [1,2,3,4].

Existing studies have focused on counting of preferences or sentiment analysis
on a party or candidate. They neglect the fact that the voters’ attitudes and
opinions of people may be different depending on specific political topics and in
different geographic areas. Moreover, the same voters participating in different
discussions may have different political preferences. In this paper, we are inter-
ested in predicting the result of elections from micro-blog data by incorporating
sub-event detection and sentiment analysis to detect their political preferences
and predict the election results at a state as well as a national level.

The main contributions of this paper are as follows. (1) We present an ap-
proach to forecast the vote of a sample user based on the analysis of his/her
micro-blog messages and count the votes of users to predict the election results.
(2) Sub-event detection and sentiment analysis are incorporated to predict the
vote of users as different level of sub-events user engaged in the discussions will
affect the prediction results. We evaluate our proposed approach with a real-
world Twitter data posted by Australia-based users during the 2013 Australian
federal election.

The rest of the paper is organized as follows. First, we describe the related
work in Section 2. Second, the proposed approach is presented in Section 3.
Third, we present the experimental setup and results in Section 4. Finally, the
conclusions are given in Section 5.

2 Related Work

2.1 Election Prediction on Social Networks

Twitter is a micro-blog service that has been attracting growing attention from
researchers in Data Mining and Information Retrieval. Recently, extensive re-
search has been done on social networks in election prediction [1,2,3,4].

O’Connor et al. in [1] presented the feasibility of using Twitter data as a sub-
stitute and supplement for traditional polls. Subjectivity lexicon is used to de-
termine opinion scores (i.e., positive and negative scores) for each message in the
dataset. Then, the authors computed a sentiment score. Consumer confidence
and political opinion are analysed and found to be correlated with sentiment
word frequencies in Twitter data. However, they do not describe any prediction
method. Tumasjan et al. in [2] examined whether Twitter can be seen as a valid
real-time indicator of political sentiment. The authors also found that the mere
number of messages reflects the election result and comes close to traditional
election polls. Sang et al. in [3] analysed Twitter data regarding the 2011 Dutch
Senate elections. The authors presented that improving the quality of the docu-
ment collection and performing sentiment analysis can improve performance of
the prediction. However, the authors need to manually annotate political mes-
sages to compute sentiment weight and only the first message of every user is
taken into account. In addition, the method relies on polling data to correct for
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demographic bias. Makazhanov et al. in [4] proposed political preference pre-
diction models based on a variety of contextual and behavioural features. The
authors extract all interactions of the candidates, group them on a per-party ba-
sis, and build a feature vector for each group. Both a decision tree-based J48 and
Logistic regression classifiers are utilized for each party. However, this method
needs labelling of training examples for each user. The labelling of training set
based on a set of users whose political preferences are known based on the ex-
plicit statements (e.g., “I voted XXX today!”) made on the Election Day or soon
after. Moreover, it does not predict the election outcomes.

However, there are several works presented the problems on election prediction
using Twitter data. Jungherr et al. in [5] presented that a lack of well-grounded
rules for data collection and the choice of parties and the correct period in
particular can cause the problems. Metaxas et al. in [6] concluded that Twitter
data is only slightly better than chance when predicting elections. However,
the authors described three necessary standards for predicting elections using
Twitter data: (1) it should be a clearly defined algorithm, (2) it should take into
account the demographic differences between Twitter and the actual population,
and (3) black-box methods should be avoided. Gayo-Avello has criticized several
flaws in [7]. For example, there is not a commonly accepted way of counting votes
in Twitter. Sentiment analysis is applied as a black-box and demographics are
neglected. Nevertheless, the author has outlined some of the research lines for
future works in this topic. For example, researches need to clearly define which
are a vote and the ground truth; sentiment analysis is a core task and researches
should acknowledge demographic bias.

2.2 Sub-Event Detection from Social Networks

There are a few research works on search and retrieval of relevant information
from social networks [8,9]. Abel et al. in [8] introduced Twitcident, a framework
for filtering, searching and analysing information about real-world incidents or
crises. Given an incident, the system automatically collects and filters relevant
information from Twitter. However, this work focuses on how to enrich the se-
mantics of Twitter messages to improve the incident profiling and filtering rather
than detecting sub-events. A research which is similar to our work is presented
by Marcus et al. in [9]. A system for visualizing and summarizing events on Twit-
ter in real-time, namely TwitInfo, is proposed. The system detects sub-events
and provides an aggregate view of user sentiment. Sub-events are extracted by
identifying temporal peaks in message frequency and by using weighted mov-
ing average and variance to detect an outlier as a sub-event. The Näıve Bayes
classifier is used to analyse the sentiment of messages into positive and nega-
tive via unigram features. Training datasets are generated for the positive and
negative classes using messages with happy and sad emoticons. Emoticon is a
representation of a facial expression such as a smile or frown, formed by various
combinations of keyboard characters and used in electronic communications to
convey the writer’s feelings or intended tone.
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2.3 Sentiment Analysis on Social Networks

There are several research papers discussing sentiment analysis via lexicon-based
approaches [10,11]. Meng et al. in [10] presented an entity-centric topic-based
opinion summarization framework in Twitter. Topic is detected from hashtags –
human annotated tags for providing additional context and metadata to mes-
sages. Target-dependent sentiment classification is used to identify the sentiment
orientation of a message. Recent researches in the field of political sentiment
analysis are presented by Wang et al. in [11] and Ringsquandl et al. in [12]. A
similar work to our approach is introduced in [12]. This work studies the appli-
cation of the Pointwise Mutual Information measure to extract relevant topics
from Twitter messages. Unsupervised sentiment classification is proposed; the
semantic orientation of word is the most probable class (positive, negative, neu-
tral) of each opinion word according to synsets (i.e., synonym) in WordNet1.
The final aspect-level sentiment is determined by a simple aggregation function
which sums the semantic orientation of all words in the message that mentions
the specific aspect.

3 Proposed Approach

In order to understand whether the activity on Twitter can serve as a predictor
of the election results, we propose an approach to incorporate sub-event de-
tection and sentiment analysis for each sub-event for predicting user’s political
preference. The proposed approach consists of three main components: sub-event
detection, sentiment analysis and the prediction model. We collected the Twitter
messages related to the 2013 Australian federal election event to demonstrate
our approach. The following information provides details of each component.

3.1 Sub-Event Detection for a Particular Event

The notion of event detection was proposed in our recent work [13] for location-
based hotspot emerging events. However, the problem that we address in this
paper is how to group a set of micro-blog messages into a cluster (or sub-event)
for a particular longer-running event (i.e., an election). The user defines an event
by specifying a keyword query. For example, search keywords such as “election”,
“Kevin Rudd”, “Tony Abbott”, “#ausvote” and “#auspol” are used to collect
the data of the 2013 Australian federal election. In the following, we brief the
techniques for sub-event detection.

It has three steps as we are not consider the emergence of event. Firstly, the
pre-processing was designed to ignore common words that carry less important
meaning than keywords and to remove irrelevant data e.g., re-tweet keyword,
web address and message-mentioned username. Slang word and extensions like
“booooored” are replaced by proper English words. The stop words are removed

1 http://wordnet.princeton.edu
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and all words are stemmed by using Lucene 3.1.0 Java API 2. Message location
identification is conducted in order to understand users’ opinions in particular ar-
eas. We firstly extract message location from the geo-tagged (latitude/longitude)
information. If geo-tagged information is not available we extract user location
in the user profile to query the Australia Gazetteer database for acquiring the
location’s address. Then, if neither of them is available we set user location equal
to “Australia”.

Secondly, for clustering step, we consider a set of messages where each message
is associated with a sub-event. With the number of sub-events being unknown
in advance, we applied event detection using hierarchical clustering from our
previous work [13] with some modifications. We use a sliding window to divide
the messages. The size of the sliding window is defined in time intervals (i.e., one
day for our experiment). According to our experiment, the clustering method
performs well when using the augmented normalized term frequency and cosine
similarity function. The cosine similarity function is used to calculate the similar-
ity between the existing cluster and the new message. Every message is compared
with all previous cluster’s centroids. The algorithm creates a new cluster for the
message if there is no cluster whose similarity to the message is greater than
the threshold (α). In order to find the most suitable value for the threshold, we
conducted the clustering experiments with different threshold values. Our tests
show that when α = 0.30 it renders the best performance. The mean is used
to represent the centroid of the cluster, which trades memory use for speed of
clustering.

Finally, after the clustering is performed, all clusters cannot be assigned as
event clusters because they can be private conversations, advertisements or oth-
ers. A cluster can be considered as sub-event if there is strong correlation be-
tween the event location (i.e., location mentioned in the messages) and the user
location. For event location identification, we find all terms or phrases which ref-
erence geographic location (e.g., country, state and city) from message contents.
We simply extract the message-mentioned locations via Named Entity Recog-
nition (NER). We use the Stanford Named Entity Recognizer [14] to identify
locations within the messages. We also use the Part-of-Speech Tagging for Twit-
ter which is introduced in [15] to extract proper nouns. We use an extracted
terms query into the Gazetteer database to obtain candidate locations of the
event. We find the most probable location of the event using the frequency of
each location in the cluster. The location which has the highest frequency is as-
signed as the event location. In order to understand what the sub-event cluster is
about, we find the set of keywords to represent the sub-event topic. To extract the
set of co-occurring keywords, firstly we create a directed, edge-weighted graph.
We adopt the smoothed correlation weight function, to calculate the semantic
correlation weight between terms. We identify the sub-event topic by extracting
the Strongly Connected Components (SCCs) from the graph. The details of our
algorithm are presented in [13].

2 http://lucene.apache.org

http://lucene.apache.org
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3.2 Political Sentiment Analysis

In general, opinions can be expressed about anything, such as a product, ser-
vice, person, topic or event and by any person or organization. Entity is used
to denote the opinion target. For example, the targets/entities of messages likes
“As much as you dislike XXX please Australia...Hate YYY more! I beg you”
are “XXX” and “YYY”. Sentiment analysis can be a supervised approach or
an unsupervised approach or a combination of the two. In the supervised ap-
proach, the process of labelling training datasets requires considerable time and
effort. Collecting training datasets for all application domains is very time con-
suming and difficult. In this paper, we focus on a lexicon-based approach to
perform sentiment classification. However, spotting the target/entity in a micro-
blog message is not the focus of this paper. Our method has two steps. First,
an opinion lexicon is constructed and then, the opinion is classified, based on a
statistical calculation.

For sentiment analysis, the pre-processing is conducted. We performed the
part of speech (POS ) processing from the original messages. We use Twitter
NLP and Part-of-Speech Tagging proposed by Gimpel et al. in [15] for tagging
the messages. Moreover, the emoticons are extracted from the messages. Finally,
all messages after being tagged are stored in the database.

1) Opinion Lexicon: We used the lexicon dictionary which was introduced
in [16]. It consists of 4,783 negative and 2,006 positive, distinct words. However,
micro-blog messages are informally written and often contain slang words and
abbreviations. The traditional lexicon dictionary does not cover opinion words in
micro-blogs. In order to expand the lexicon dictionary, we manually annotated
the Internet slang dictionary, downloaded from http://www.noslang.com, into
262 positive and 903 negative slang words. Emoticons3 are also grouped into
happy and unhappy facial expressions.

2) Lexicon-based Algorithm:Our algorithm assigns the messages into pos-
itive, negative and neutral classes. Given a message, the tasks are divided into
three steps: word-level sentiment, aspect-level sentiment and sarcasm
identification.

Word-level sentiment: This step aims to mark all opinion words or phrases
in the message. Each positive word is assigned an opinion score of +1 while each
negative word is assigned the score of −1. We extracted adjectives, adverbs,
verbs, nouns, interjections and hashtags to assign the opinion score. Also, the
happy emoticon is assigned the opinion score of +1 and vice versa. In order to
detect a phrase, we applied natural language rules which are shown in Table 1.

In this step, it is important to deal with complex linguistic constructions, such
as negation, intensification, diminishes and modality because of their effect on
the emotional meaning of the text. Negation and modality are computed in the
same way. We defined the rules for negation and intensification as follows. For
negation (e.g., “no”, “not” and “never”), there are three cases to compute an
opinion score (OS) of a given phrase.

3 http://en.wikipedia.org/wiki/List_of_emoticons

http://en.wikipedia.org/wiki/List_of_emoticons
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Table 1. Natural language rules for phrase detection

Rule Example

Adverb + Adjective not good, very sad

Comparative Adverb + more offensive, more sincere
Adjective

Adverb + Verb not vote, never truth

Intensifier/Diminishes + really good, slightly nervous
Adverb

Modals Verb + Verb can’t promise, can’t believe

(1) Negation + Neg. e.g., “not bad”; OS = +1
(2) Negation + Pos. e.g., “not good”; OS = −1
(3) Negation + Neu. e.g., “not work”; OS = −1

Intensifiers (e.g., “very”, “really” and “extremely”) increase the semantic in-
tensity of a neighbouring lexical item, whereas diminishes (e.g., “quite”, “less”,
“slightly”) decrease it. The opinion score of a phrase is computed as follows.

(1) Intensifier + Neg. e.g., “very bad”; OS = −1.5
(2) Intensifier + Pos. e.g., “very good”; OS = 1.5
(3) Diminishes + Neg. e.g., “slightly mad”; OS = −0.5
(4) Diminishes + Pos. e.g., “quite good”; OS = 0.5

Aspect-Level Sentiment: In this step we aim to compute the opinion ori-
entation for each aspect/target. For the message likes “As much as you dislike
XXX please Australia...Hate YYY more! I beg you”, we want to extract a pair of
opinion word and the aspect such as {“dislike” and “XXX”} and {“hate” and
“YYY”} then we can calculate the aspect-level score. We applied an opinion
aggregation function to assign the final opinion orientation for each aspect in
the message. Each aspect has many names that refer to it, even within the same
message and clearly, across messages. For example, {“Tony Abbott”, “Abbott”
and “TonyAbbottMHR”} refer to the same person who is one of the candidates
of the 2013 Australian federal election. As extracting the aspect/target in micro-
blog messages is not the focus of this paper, we simply set the aspects of our
experiments to two sets of keywords as follows:

A1 = {“Tony Abbott”,“Abbott”,“TonyAbbottMHR”},
A2 = {“Kevin Rudd”, “Rudd”, “KRudd”, “KRuddPM”}

Every word opinion score is computed related to its distance to the aspect. The
number of words between the current word and the aspect (i.e., the matched
keywords in the aspect keyword set) is assigned as the distance of the current
word to the aspect. The aspect-level score is computed as:

asp score(m,A) =
∑

wi∈m

opinion scorewi

min(distance(wi, a)), a ∈ A
(1)

where m is the message, A is the set of aspect keywords, wi is the word in the
messages m and a is the aspect keyword in A. The aspect sentiment is positive
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Table 2. The statistical information of sarcasm messages

List Kevin Rudd Tony Abbott

No. of messages 1,481 3,254

No. of users 959 1,737

No. of users who posted sarcastic messages 48 114

% of users who posted negative sarcasm 100.00% 100.00%

% of users who have the same opinions 89.58% 92.98%
in every message for a given topic/event

% of users who have both positive and negative 10.42% 7.02%
messages for a given topic/event

if asp score(m,A) > 0, and is negative when asp score(m,A) < 0. Otherwise,
the aspect sentiment is neutral.

Sarcasm Identification: In addition, micro-blog messages also contain exten-
sive use of irony and sarcasm, which are particularly difficult for a machine to
detect [17]. Sarcasm transforms the polarity of the message into its opposite.
Negative sarcasm is a message that sounds positive but is intended to convey
a negative attitude. Positive sarcasm is a message that sounds negative but is
apparently intended to be understood as positive. Watching people’s faces while
they talk is a good way to pick up on sarcasm. However, it is very difficult to
detect sarcasm in writing due to lack of intonation and facial expressions.

In order to understand the sarcastic messages in micro-blogs, we conducted
statistical studies. We manually labelled 5,735 messages sent by users around
Australia related to one sub-event (i.e., the first debate of the 2013 Australian
federal election between Kevin Rudd and Tony Abbott on 11 August 2013 from
6pm to 9pm). There are 1,481 and 3,254 messages which discussed Kevin Rudd
and Tony Abbott, respectively. The messages are annotated with the polarity
being positive, negative or neutral and are also marked as sarcastic messages
where applicable. The statistical information for sarcasm is shown in Table 2.

As we can see from Table 2, most users hold negative views on sarcastic
messages. Our interest in this task is to mark off whether a message is intended to
be sarcastic and assign the polarity of the message. Considering a single message,
it is very difficult to classify sarcasm, even for humans. In general, a message
like “XXX: Road is the future of transport! Brilliant.” will be considered as a
positive opinion; however, some people in developed countries might think this
is a sarcastic message as they have too many roads now. Therefore, the message
itself cannot be effective to predict sarcastic message. The previously messaged
opinions of the author may help to classify whether the current message tends
to be sarcastic or not. However, some people may have different opinions on
different topics/sub-events. Based on our observation on sarcasm in micro-blogs
we found that most of the micro-blog users have only one opinion on a specific
topic or event (89.58% and 92.98% of messages related to Kevin Rudd and Tony
Abbott respectively).
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Fig. 1. A dashboard to display sub-event and sentiment of two specific candidates

Therefore, a reasonable ways to classify sarcastic messages are to consider a
specific facial expression (i.e., emoticon expression) and to compare them with
the author’s previous messages in the same topic or sub-event. To address this
issue, the emoticon expression will be compared with the message polarity. All
messages accompanied with an emoticon are computed as follows.

(1) Pos. message + Neg. emoticon; polarity = −1
(2) Neg. message + Pos. emoticon; polarity = +1

If there are no emoticons in the message, we compare the aspect opinion score of
the current message with the previous messages of the author in the same sub-
event and within the same interval of time (i.e., the size of the sliding window).
If the current message opinion differed from the overall opinions of previous
messages in the same sub-event (i.e., greater than 90%), we change the aspect
opinion score of the current message to the same as that for the previous mes-
sage’s opinion. However, if the opinions of the previous messages are divergent,
the current message opinion is not changed because it is surmised that this
author tends to have different opinions on the same sub-event.

For usability and understanding issues of visualizing the model, we designed
a dashboard to display sub-event and sentiment of two specific candidates. Sub-
events are presented via Annotated Time Line Chart as show in Figure 1 (left)
for each day (represented by letters A to Z). The sub-event name is represented
by a keywords list described in 3.1. Figure 1 (right) displays how people feel
about specific opinion targets for a given sub-event.

3.3 Election Prediction Model

In order to predict the election results, we learn from the professional pollsters.
Our prediction model can be divided into two parts; sampling process and user’s
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Table 3. Minimum sample size for prediction model

State Enrolment Twitter users Minimum
in our dataset sample size

New South Wales 4,816,991 13,471 349

Victoria 3,715,925 12,233 270

Queensland 2,840,091 5,360 206

Western Australia 1,452,272 2,630 105

South Australia 1,130,388 2,234 82

Tasmania 362,892 314 26

Australian Capital Territory 265,269 1,683 19

Northern Territory 128,971 268 10

Total 14,712,799 38,193 1,067

vote prediction. The messages since announce Election day (i.e., 4 August 2013)
until the day before Election day (i.e., 6 September 2013) were used for predict-
ing the results. Also, we decided to predict the two-party-preferred vote as in
Australian politics the candidates will be from the two major parties.

Sampling Process: Since no one can be sure that who will actually vote, the
prediction can be approximated by sampling those who will likely to vote. The
most important aspect of correct prediction is the selection of a representative.
We need to decide who is a particular sample of our prediction and how many
people we need to predict. Almost all surveys rely on sampling. This paper anal-
yses a sample of Twitter users in Australia. A user account which has username
contains the words “news” and “TV” is removed (e.g., “abcnews”, “abctv” and
etc.) as it is news media account. We compute our sample size by using Cochran’s
sample size formula [18]. We want to estimate sample size (ss) with 95% con-
fidence and the margin of error no larger than 3%. The formulas used in our
sample size calculator are shown as follows:

n =
Z2p(1− p)

e2
, ss =

n

1 + (n− 1)/P
(2)

where Z is Z − score corresponds to confidence level (Z = 1.96 for confidence
level 95%), p is the maximum possible proportion (50% is the most conservative
assumption), e is the acceptable margin of error (i.e., the amount of error that
you can tolerate) and P is the population size. The minimum sample size (ss) for
our experiments is 1,067 people. We randomly select the sample users according
to the numbers of enrolment by State4 as shown in Table 3. We only determine
the locations of users because Twitter users are not required to specify the age
and gender in their profile.

User’s Vote Prediction: According to the voters’ attitudes and opinion may
be different depending on the specific political topic and the voters participating

4 http://results.aec.gov.au/17496/Website/

GeneralEnrolmentByState-17496.htm

http://results.aec.gov.au/17496/Website/GeneralEnrolmentByState-17496.htm
http://results.aec.gov.au/17496/Website/GeneralEnrolmentByState-17496.htm
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in different discussion events may have different political preference, our pre-
dicting model were computed based on the significance of sub-event topics and
sentiment scores. The sub-event score is calculated to evaluate the significance
of each sub-event topic. The sub-event topic will have a high score if there is
a lot of a message of them and many users discussing about it. In this work,
sub-event score (SEe) for a given event topic (e) is defined as:

SEe =
NoOfMessagese

NoOfTotalMessages
× NoOfUserse

NoOfTotalUsers
(3)

All sub-events are ranked based on sub-event scores. In order to determine the
voter preference among the candidates, for a given user we compute sentiment
score for each candidate (i.e., “Abbott” and “Rudd”). For a given user, Aspect
Sentiment (AS) scores are defined as Eq. 4 and 5 for “Tony Abbott” and “Kevin
Rudd” respectively.

ASAbbott =

∑pos
m=1(asp score(m,Abbott)× SEm)∑neg
m=1(|asp score(m,Abbott)| × SEm)

× CAbbott

CAbbott + CRudd
(4)

ASRudd =

∑pos
m=1(asp score(m,Rudd)× SEm)∑neg
m=1(|asp score(m,Rudd)| × SEm)

× CRudd

CAbbott + CRudd
(5)

where asp score(m,A) is the aspect-level score of message m, pos is the number
of positive messages, neg is the number of negative messages, Cx is the number
of both positive and negative messages of aspect x. If a given user posts only
positive messages, we assign the summation of negative messages equal to 1. On
the other hand, we assign the summation of positive messages equals to 1 when a
user posts only negative messages. The voter preference is defined as the highest
score out of the two candidates. If the scores are equal, we randomly selected
the user vote. In addition, there is another possibility that people has negative
sentiment while he still favour to the candidate however it is very difficult to
identify.

UserV oteu =

⎧
⎨

⎩

“Abbott” if ASAbbott > ASRudd

“Rudd” if ASAbbott < ASRudd

Random(“Abbott”, “Rudd”) otherwise
(6)

4 Experiments and Evaluation

In this section, we firstly assess sub-event detection and sentiment analysis meth-
ods because both components may affect the final prediction results of our ap-
proach. Next, we evaluate our prediction results by computing the Mean Abso-
lute Error (MAE) between the actual and predicted outcomes.

4.1 Dataset and Experimental Setting

A collection of messages posted by Australia-based users (given latitude, longi-
tude and radius) via the Twitter Search API service from 4 August 2013 to 8
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September 2013 with 808,661 messages with the user’s initial event query is used
for our experiments. We define an event by specifying the keyword query (i.e.,
“#ausvotes13”, “#election2013”, “#AusVotes”, “#auspol”, “Kevin Rudd” and
“Tony Abbott”). We decided to choose this period because the election date is
announced on 4 August 2013 and people started to discuss about this event. Also,
we decided to choose the keywords related to the two candidates because as in
Australian politics the candidates will be from the two major parties. Therefore,
in this work we will predict the two-party-preferred vote.

For sub-event detection evaluation, we download the ground truth from
The Sydney Morning Herald website in Federal Politics section5. It contains 115
real-world events during 4 August 2013 to 8 September 2013.

For sentiment analysis evaluation, we manually labelled 5,735 messages
sent by users in Australia related to the first debate event of the 2013 Australian
federal election, between Kevin Rudd and Tony Abbott on 11 August 2013 from
6pm to 9pm. There are 1,481 messages related to Kevin Rudd and 3,254 mes-
sages referring to Tony Abbott. The messages are annotated with a polarity score
(positive, negative or neutral) and sarcasm by three local persons who have po-
litical knowledge. We assigned the message polarity score which was determined
by the majority view of the three annotators.

For prediction evaluation, the messages since announce election day (i.e.,
4 August 2013) until the day before election day (i.e., 6 September 2013) were
used for predicting the results. We download the election results from Australian
Electoral Commission website6. The two-party-preferred results for all states
and territories as a national summary are compared. The four different national
opinion polls are also compared with our results.

4.2 Baseline Approaches

In order to evaluate our approach for detecting sub-events in a collection of
tweets, we compare our approach performance with temporal peaks detection
approach in [9]. The authors bin the messages into a histogram by time (i.e., one
hour in this paper). Then, the authors calculate a historically weighted running
average of message rate and identify rates that are significantly higher than
the mean message rate. A window surrounding the local maximum is identified.
Finally, top five frequent terms are presented as event name of each peak.

To evaluate our sentiment analysis method, we compare the performance of
our method with aspect-based opinion summarization on Twitter data in the
domain of politics introduced by Ringsquandl et al. in [12] which is the most
similar work to ours. Researchers used the opinion lexicon which is presented in
[19]. Semantic orientation of a word is the most probable class (positive, negative,
neutral) of each opinion word according to synsets in WordNet. The final aspect-
level sentiment is determined by a simple aggregation function which sums the
semantic orientation of all words in the message that mentions the specific aspect.

5 http://www.smh.com.au/federal-politics/the-pulse-live
6 http://www.aec.gov.au/Elections/Federal_Elections/2013/

http://www.smh.com.au/federal-politics/the-pulse-live
http://www.aec.gov.au/Elections/Federal_Elections/2013/
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Table 4. The performance of sub-event detection

# of # of # of distinct
Method detected real-life real-life Precision Recall F1-Score

events events events (%) (%) (%)

Peak detection 19 14 14 73.68 12.17 20.89

Our approach 542 229 79 42.25 68.70 52.32

Table 5. The performance of sentiment analysis

No. of Baseline (%) Our approach (%)
Aspect Polarity Messages Prec. Rec. F1 Prec. Rec. F1

Positive 327 32.72 37.15 34.80 70.34 47.92 57.00
Kevin Rudd Negative 726 18.87 70.98 29.82 54.41 83.51 65.89
(ALP) Neutral 428 79.44 34.00 47.62 67.76 54.92 60.67

Positive 334 38.92 22.03 28.14 62.28 31.09 41.48
Tony Abbott Negative 1,624 22.84 72.89 34.79 59.05 74.75 65.98
(LNP/Coalition) Neutral 1,296 76.47 45.99 57.43 62.89 62.60 62.74

Finally, we evaluate our prediction by comparing the performance of our ap-
proach with counting-based approaches [2] for our first baseline. For a second
baseline, we adopt the idea from [3] by counting the number of tweets one week
before the election day and using only the first message of each user for the
prediction. However, we do not incorporate polls data in the second baseline.
The third baseline is based on sentiment analysis only. We use the same size of
our sample and the same algorithm of our sentiment analysis. We use the sum of
sentiment scores for each aspect to predict the user votes. The third baseline is
compared in order to see how well the combination between sub-event detection
and sentiment analysis improve our results.

4.3 Evaluation

In this section, we evaluate the performance of our sub-event detection, sentiment
analysis and the prediction approaches. For sub-event detection, we compare the
precision, recall and F1-score against the peak detection baseline.

Precisionevent =
#detect realworld events

#total detect events
, (7)

Recallevent =
#distinct detect realworld events

#total realworld events
(8)

There is more than one detected event can relate to the same real-world
event, then they are considered correct in terms of precision but only one event
is considered in counting recall. In order to evaluate the performance of our
sentiment analysis method, we compare the the Precision, Recall and F1-Score
of each polarity category against the aspect-based baseline.

Precisionopinion =
T

C
, Recallopinion =

T

L
(9)
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Table 6. MAE for comparing election results with three baselines (%)

State Election result Baseline1 Baseline2 Baseline3 Our method
ALP LNP ALP MAE ALP MAE ALP MAE ALP MAE

NSW 45.65 54.35 37.94 7.71 44.81 0.84 42.60 3.05 43.11 2.54

VIC 50.20 49.80 37.11 13.09 40.41 9.79 39.00 11.20 38.48 11.72

QLD 43.02 56.98 42.44 0.58 51.35 8.33 45.05 2.03 45.56 2.54

WA 41.72 58.28 37.11 4.61 44.80 3.08 41.38 0.34 41.02 0.70

SA 47.64 52.36 33.21 14.43 46.88 0.76 40.94 6.70 42.38 5.26

TAS 51.23 48.77 26.35 24.88 35.00 16.23 35.11 16.12 38.40 12.83

ACT 59.91 40.09 38.23 21.68 46.58 13.33 42.61 17.30 45.54 14.37

NT 49.65 50.35 35.11 14.54 58.06 8.41 38.08 11.57 42.74 6.91

Average 12.69 7.60 8.54 7.11

National 46.51 53.49 37.23 9.28 55.64 9.13 41.69 4.82 42.08 4.43

Table 7. MAE for comparing election results (National) with opinion polls (%)

Firm Date ALP LNP MAE Remark

Morgan (multi) [20] 4-6 Sep 2013 46.50 53.50 1.01

ReachTEL [21] 5 Sep 2013 47.00 53.00 0.49

Newspoll [22] 3-5 Sep 2013 46.00 54.00 0.51 excludes Northern Territory

Essential [23] 1-4 Sep 2013 48.00 52.00 1.49

Our approach 42.08 57.92 4.43

where T is the number of correct classified messages in one opinion category, C
is the number of messages classified in one opinion category and L represents
the number of the true labelled messages in one opinion category. Finally, we
evaluate our prediction results by computing the Mean Absolute Error (MAE)
between the actual and predicted outcomes.

Table 4 shows the Precision, Recall and F1-Score of the sub-event detec-
tion of our approach against the peak detection baseline. In Table 4, we can
observe that our approach can effectively detect real-world events which is sig-
nificantly larger than the baseline. The baseline can detect smaller number of
events because it considers only the temporal peaks in tweet frequency. Some
events might not be frequently posted on social networks. On the other hand, our
approach detects many duplicated events such as the first debate event. There
are many different topics discussed during the debate which can cause many
clusters when we perform the clustering process. However, our approach outper-
forms the baseline method by 31.43%. Table 5 represents the performance of the
sentiment analysis of our approach against the baseline. It can be seen that our
approach can effectively classify the micro-blog messages with a F1-Score which
is significantly higher than the baseline in the same domain of politics.

Table 6 illustrates the performance of our prediction method against the three
baselines. It can be seen that by incorporating sub-event detection and sentiment
analysis can effectively improve the prediction accuracy in both state and na-
tional levels. In addition, it can correctly predict five out of eight states and
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territories with smallest error and only 4.43% error for national level. Table 7
presents the performance of our approach against the four different national
opinion polls. It can observe that our method comes close to traditional polls
with the same trend.

In our study, the incorporating between sub-event detection and sentiment
analysis achieved better prediction results than the three baselines. It might
suggest that the discussions of sub-event topics that user had engaged in influ-
enced their voting. Also, it can be seen that Twitter is able to reflect underlying
trend in a political campaign. Even if people who use social media are not com-
pletely representative of the public, the amount of attention paid to an issue is
an indicator of what is happening in society. Our approach allows researchers to
surface user opinions of the social sphere at different time points to determine a
view of sentiment for a given event. Also, it turns out that what people say on
Twitter is a very good indicator of how they will vote.

5 Conclusions

In this paper, we studied a problem of predicting elections based on publicly
available data on social networks, like Twitter. An effective method of predicting
election results is proposed. An approach to detecting sub-events and performing
sentiment analysis over micro-blogs in order to predict user preferences is also
presented. Extensive experiments are conducted to have evaluated the perfor-
mance of our approach on a real-world Twitter dataset. The proposed approach
is effective in predicting election results against the given baselines and comes
close to the results of traditional polls. In future work, we will further consider
the sarcasm identification and analysis. More studies on the credibility will be
conducted in order to remove disinformation and spamming.

Acknowledgement. This paper is partially supported by the Australian Re-
search Council Discovery Project ARC DP140100104.
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