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Abstract. Industrial use of RDF triple stores is facing lack of supplementary 
functionality such as fine-grained access control, changes approval, triggers and 
versioning. We have faced industrial use case in which this functionality is es-
sential. The solution is the transparent proxy middleware implemented over 
SPARQL endpoint. It allows usage of the standard application interface, not re-
quiring any changes in third-party software working with the triple store. It pro-
vides all the required functionality by using metadata stored outside of the 
model, leaving triple store content intact. The general middleware algorithm 
and some particular workaround are described. Performance slowdown factor is 
reduced by implementing internal caching for frequently used queries. 

Keywords: Access control, SPARQL endpoint, RDF triple store, triggers, ver-
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1 Introduction 

Expressiveness of semantic models leads to an idea of replacement of relational data-
bases (RDBMS) by RDF triple stores as the data storage for corporate software. One 
of the most promising areas for such upgrade is the Master Data Management 
(MDM). Semantically expressed master data, available through SPARQL endpoint, 
are significantly richer by classification features, attributes model (including multiple 
values for each object/attribute pair), and methods of use, than any RDBMS-based 
MDM solution could be. 

However, most of the currently available RDF triple stores are lacking of func-
tionality which is standard for RDBMS: access control and triggers. This causes 
difficulties in implementation of such features as versioning and changes approval, 
required for MDM. We’ve enriched advantages of RDF triple stores by implement-
ing RDMBS-like features such as access control, triggers, changes approval  
and versioning, by building the middleware layer, serving as proxy for SPARQL 
queries. 

To proceed with discussion of our solution, let’s look first at the existing  
experience in triple store access control, triggers implementation and ontology 
versioning. 
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2 Related Work 

Since the functionality similar to GRANT/REVOKE SQL queries is not yet contained 
in SPARQL specification [15], we cannot expect the unified implementation of secu-
rity control at the endpoint level. Existing particular implementations have very li-
mited functionality. The very basic way of securing RDF triple stores is restricting 
access to specific named graphs [1]. 

The more flexible method, and as far as we know – the only native implementa-
tion, is used in Oracle Triple store. There are two ways of model security control. One 
of them is label-based: each triple is associated with security label. The same set of 
labels may be assigned to the user or session, and used for filtering ontology content. 
The other way of security control assigns security labels to the subjects and predi-
cates, which allows more pragmatic use; however, using this way is not recommended 
by Oracle [2]. 

Some specific approaches are developed for particular applications of semantic 
computing. For example, LiMDAC framework provides complex access rights con-
trol mechanism for medical data organized in cubes. However, this platform is gene-
rating SPARQL queries by itself, while user requests are formulated by other ways 
[3]. RAP framework stores access rules using special ontology, which allows very 
flexible rules definition, but it is also implemented as Web service having its own set 
of methods [4]. 

Finally, some authors propose not to develop custom (and non-standard) query in-
terface, but to perform security check over usual SPARQL queries and its results [5]. 
In this case, the proxy layer between end-user and actual SPARQL endpoint is im-
plemented. The end-user works with it using standard SPARQL endpoint interface, 
but it requires transfer of some authorization and/or context information along with 
query. These identification markers are used to determine appropriate access level. It 
is usual to rely on external authorization methods in this case, such as WebID [6]. 

An especially interesting and promising approach is proposed by S. Kirrane in 
[16]. Extrapolating the DAC concept which is accepted as a standard for relational 
databases, author presents a framework providing similar functionality for RDF data 
storages, including query language extension with GRANT/REVOKE-like operations. 
However, at the current implementation stage this framework processes only simple 
queries (no subqueries and aggregates support); also, the rights definition mechanism 
is extensive, but is not exactly suitable for our practical task. 

We might conclude that RDF/SPARQL access control engines could be classified by: 

─ The level of protection: only output filtration [7], output and INSERT/DELETE, 
or all methods including bulk graph import; 

─ Protection granularity: named graphs, whole triples, subjects, predicates; 
─ The way of implementation: built in SPARQL endpoint, framework with custom 

program interface (often Web-service), or SPARQL proxy; 
─ Rules evaluation type: use of ACL [8], or defining rules as SPARQL statements, 

evaluated using ASK query which involves user identification information [9]. 
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The task of ontology versioning is also may be resolved by implementing middleware 
[10]. In the case mentioned above, middleware combines versioning with access con-
trol functionality. Kiryakov and Ognyanov propose to perceive ontology evolution as 
a set of states, each of them characterized by an identifier and the full ontology image. 
In their practical implementation of KCS (Knowledge Control System) they propose 
to extend the schema of underlying database, over which RDF store is implemented. 
We cannot act this way in our case, not being bound with any particular triple store 
implementation, and being unable to do any changes at triple store level. 

It is useful to implement logical grouping of ontology changes, because a group of 
triple-level operations may refer to the single logical action, such as editing one object 
[11]. Some authors are considering Version Control system-like approach (SVN etc) 
applicable and useful for ontology versioning [12]. 

We should state that most researchers are focused on ontology comparison prob-
lem, rather of tracking versions of the one specific ontology. 

Some implementations of trigger-like functionality over RDF stores are developed, 
although there are a significantly lesser number of such solutions comparing to access 
control and versioning. A good example is OUL, a standalone application which al-
lows defining handlers for ontology update events [13]. However, in this case handlers 
can only perform cascading updates within the ontology. We are interested in handlers 
which could perform external actions, such as firing events to external applications. 

We have concluded that there is no single solution that can fulfill all of our func-
tional requirements “out of the box”; various implementations are having their strong 
and weak points, but none of them have the balance required for our use case. Espe-
cially, we’ve strongly needed the triggers implementation, while there is no single 
product offering this functionality at the satisfactory level, in conjunction with access 
control/versioning. The task of ontology changes approval/moderation isn’t resolved 
in the solutions we’ve reviewed. So we’ve chosen the way of creating our own im-
plementation from the scratch, keeping in mind the task of facilitating further devel-
opment and providing necessary level of functional flexibility of the solution. 

3 Motivation 

Our task is to implement all-in-one middleware covering all the tasks mentioned 
above. The main ideas of this middleware are: 

─ It should allow third-party software to work with the endpoint not being aware of 
proxy existence – that is, it should implement standard SPARQL interface. 

─ It should not affect the model itself. 

Our development has been conducted in the context of industrial Master Data Man-
agement system implementation. The Triple Store (Apache Jena / Fuseki) is consi-
dered as the master data storage. It is surrounded by a number of program components 
and interfaces providing master data query and update functionality. Ontology man-
agement software (Onto.pro, web-based ontology editor, which access ontology using 
SPARQL queries) is used by a number of users having different roles. Model update 
policies require that: 
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─ Users could be granted access for read, propose updates, or update without confir-
mation instances of particular classes, and/or classes and attributes definitions. 

─ Some users may approve or reject changes proposed by another, in case if they 
have sufficient rights to perform proposed change. 

─ Every change in the model should be registered in the log, which is accessible by 
third-party software in a programmatic way. 

─ Even accepted changes could be reviewed later and rolled back if necessary. 
─ A wide number of external program components should access the model by  

performing SPARQL queries over the endpoint, or by using special wrapper  
implemented as SOAP web-service. These programs might be granted rights for 
requesting instances of particular classes, and their properties. 

─ The master data storage should immediately notify external applications on ontolo-
gy elements update. Those applications might subscribe on notifications using list 
of classes of interest. 

All these policies have produced the following functional requirements: 

─ A middleware should be created to wrap the standard endpoint SPARQL interface 
to provide all the required functionality. 

─ Master data storage (triple store) should allow access control both for read and 
update, depending on rights defined for accessing user or program component. 

─ If user trying to perform some update has the right only to propose changes – the 
actual model should not be modified, but proposed change should be placed in the 
queue for review by the users who have approval rights. 

─ All the changes made in the model should be written in the log, which will allow to 
review and rollback every change. 

─ Trigger-like notification mechanism should be implemented. 
─ External applications not aware of accessing secure parts of the master data, or per-

forming updates, should work with the middleware without supplying any authori-
zation information and work with it like with standard SPARQL endpoint interface. 

4 Implementation 

We see the only way of implementation of all the mentioned requirements by devel-
oping a middleware which will rewrite SPARQL queries. List of the actions need to 
be performed on each type of query should look as shown in the table 1. 

Other query types were not considered due to conditions of particular use case. 
As we have mentioned, we’re assigning access rules for the user group / class 

pairs. It means that each rule is telling that the users of a particular group may (or may 
not) perform some operations with the objects belonging to some class. List of the 
operations is limited to: read, update with confirmation (moderation), update. As we 
have only one level of rights definition, the conflict resolution policy is simple: the 
strictest of the applicable rules is always selected. However, such a model of rights 
assignment is the result of our practical task conditions, not of some built-in restric-
tions, so it easily can be extended. 
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Table 1. Types of query 

Query type Query processing Results processing 

SELECT, 
ASK, 
CONSTRUCT 

 Filter results by removing 
information on all objects that 
cannot be accessed 

INSERT, 
DELETE, 
UPLOAD 

Check for URIs of objects 
that cannot be updated (at the 
subject position), reject query 
if found. Place proposed 
changes into queue for ap-
proval, if needed. Keep pre-
vious version of the data and 
log action. Send notifications 
on query complete. 

Notify application if query 
was not executed due to 
access rights restrictions. 

 
Filtering results of SELECT query is split into two parts: query and results processing. 
Query processing, at first glance, implies checking access rights to all the objects 
mentioned in it. The object rights checking, in its turn, is a process of finding all its 
classifications (including inferred ones), and checking limitations for the current user 
against these classes. If a prohibited object is found, the whole query has to be can-
celled. Subqueries are processed separately at the query processing stage: they are 
extracted at the first step, and processed recursively. 

Response processing includes filtering result set line-by-line, removing the objects 
which cannot be read, and then rebuilding the whole response structure. 

In some cases, filtering requires a special workaround. For example, the query re-
sult might not contain URI of prohibited object, but contain its properties. Consider 
the following query: 

SELECT ?prop WHERE { ?object <has_property_1> “some val-
ue”.  
      ?object <has_property_2> ?prop } 

Imagine that this pattern will match some prohibited object for the “object” variable. 
But in this case, URI of the prohibited object will not be contained in query nor result. 
We are rewriting such queries by setting the projection to all variables – it means 
replacing variables list with the *, so object URI will be present in the result acquired 
by middleware. After results filtering, the set of returning variables is reduced to the 
one defined in the query (the projection requested by the initial query). 

Similar workaround is applied for COUNT(*) queries. COUNT(*) is replaced 
with the *, returned rows are cleared, and the size of the resulting rows set is returned. 

All these algorithms are increasing the retrieved result set and thus reducing per-
formance, but this can be overrun in general only by simplifying the functional re-
quirements, which was unacceptable in our case. So we were trying to find another 
solution to compensate performance loss, which we will describe further. 
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Almost the same logic is applied for DELETE WHERE queries: such queries are 
first rewritten to extract all the triples going to be deleted, and if access check control 
does not pass for any of affected triples – the whole operation is rejected. We should 
note that data retrieve operations might be performed partially (the returned results are 
filtered), but ontology update operations are approved or rejected only in whole. More-
over, due to absence of UPDATE query in SPARQL 1.1 standard, model updates are 
always performed by the pairs of consequent DELETE / INSERT queries. These 
queries should be approved, placed for moderation or rejected only in pairs. Such 
paired queried needs to be identified and processed by other way than pure INSERT or 
DELETE operations. All these algorithms have been implemented in our middleware. 

To be able to control access rights, we need to identify user/application account. 
Non-identified user may access only elements of ontology for which access rules are 
not defined (non-secured objects). The application pretending to access secured ob-
jects should pass authentication information as session parameters. List of user ac-
counts, groups and applicable restrictions is stored in the meta-data database. 

Because middleware shouldn’t store metadata in the model, it will need additional 
data storage for it. We have used relational database for this purpose. The interface of 
Onto.pro, which becomes administration application for the middleware, was mod-
ified to work with this metadata (access rights and notifications settings, model 
changes approval, change log review and rollback). 

SPARQL queries rewrite is a challenging task in general [14], so it is useful to take 
some assumptions, which should decrease rewritten queries size and complexity, and 
simplify rewrite process to reduce computational cost. In our case, these assumptions 
are derived from the access rules definition logic. 

As our primary task was to control access to the instances of particular classes, 
access level calculation may be represented as the following simple algorithm: 

─ Identify all the classes that the processed object belongs to, including standard-
defined types such as owl:Class or owl:Property (restrictions might be de-
fined for these types too). List of classes should be built taking into account indi-
rect classifications caused by model rules (rdfs:subClassOf etc). 

─ Find the most strict access level for the classes of this list, and apply it to the re-
quested operation. 

One of pragmatic uses of notifications feature is connecting semantic MDM with the 
Enterprise Service Bus (ESB). In our use case, MDM should fire events to ESB on 
every update of the ontology, to notify applications that are possibly using changed 
objects. Implementation of this feature is rather obvious: when the INSERT or 
DELETE queue affecting the object of the monitored type is executed, the middleware 
is placing this event to the internal notifications queue. The paired DELETE+INSERT 
queries are recognized and merged into the single event. The separate notifications 
handler process is sending events from this queue as the data packages over the bus, 
or simply writes some information to the external RDBMS. The data package describ-
ing an event contains its type (create/update or delete), affected object identification 
and classification, assigned values of the attributes. The bus can then route this pack-
age according to the business rules. 
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The operations log is written to the RDBMS. It allows to quickly find out all the 
events affecting some object, and thus to display its changes history (including author 
of every change), and restore any of the previous states, if necessary. 

5 Benchmark 

Obviously, middleware layer is reducing performance. We have considered that 
slowdown of ontology update operations is not critical because of rare changes in the 
master data. But data retrieval speed, in general, should not be significantly affected 
by the middleware. To reduce middleware impact on the speed, we have performed 
frequency analysis of the queries performed over the model by the consuming appli-
cations. This analysis had shown that more than 50% of the queries are of two types: 
“A is subclass of B”, and “C is a member of class A”. This led us to the idea of  
implementing caching of those queries. Cache is used for both answering client appli-
cation’s queries, and for internal use by the access level computation algorithm.  
Necessary procedures for cache renewal on ontology or access rights update were 
developed. Caching has allowed to almost eliminate slowdown impact of the middle-
ware. It is interesting to compare middleware impact on queries execution speed both 
with and without caching. 

Because our middleware was created for the specific task and specific environ-
ment, our benchmarking program is closely related with the supposed way of its use. 
We have recorded actual query log for two most typical scenarios of our ontology 
usage: one for model update, and another for data retrieval by the average user ses-
sion. The update operation have consisted of several DELETE+INSERT queue pairs, 
reflecting the object editing operation in the Onto.pro editor. The SELECT operations 
were taken from the Wiki page generation procedure, which queries all the properties 
and classifications of the displayed object, and all the objects it is related to. The men-
tioned logs then were passed through the middleware several times to record execu-
tion time. 

The results are presented in the table 2. The cells are containing execution slow-
down, in percent relative to the direct SPARQL endpoint request. 

Table 2. Middleware layer performance 

Operation Using Middleware Using Middleware (caching is off) 
DELETE+INSERT +595% +750% 
SELECT +13% +115% 

 
We have not considered another query types in the experiment, but it is clear that 
ASK/CONSTRUCT queries will show the performance similar to the SELECT, as they 
are processed by the same code. 

The relative slowdown factor we’ve showed above does not significantly depends 
on the data set size, at least in the conditions of our tests (up to 100 000 triples). 
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Update operations are expectedly slowed down in several times, due to necessity of 
extensive security checks, logging, triggers firing and cache update. The interesting 
fact, however, is that the SELECT query performance is reduced only by 13%. Com-
parison to the right table column proves that introducing cache has allowed us to al-
most compensate impact of security check algorithm which is performed over each 
SELECT query. 

However, these results were obtained on the particular industrial ontology example 
with the use-case specific set of business rules. As the number and complexity of the 
rules are significant for security check duration, in the other cases performance may vary. 

6 Conclusions 

We have developed the middleware framework for transparent SPARQL queries 
processing. It provides functionality absent in current triple store implementations, 
but required by the business processes. The middleware does not place any metadata 
in the model storage, and does not require non-standard applications interface (if the 
application does not pretend accessing secured objects). Performance reduce for 
SELECT operations is almost eliminated by implementing caching of the most fre-
quently used queries, and those required for the access rights computation  algorithm. 

Further work includes improving performance of INSERT/DELETE operations, 
and extending access rights rules definition logic. 
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