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Preface

These proceedings contain the papers accepted to oral presentation at the 5th
Conference on Knowledge Engineering and Semantic Web (KESW 2014). The
conference was held in Kazan, Russia, during September 29 – October 1, 2014.

The principal mission of the KESW conference series is to provide a discus-
sion forum for the community of researchers currently under-represented at the
major International Semantic Web Conference (ISWC) and Extended Semantic
Web Conference (ESWC). This mostly includes researchers from Eastern and
Northern Europe, Russia and the former Soviet republics, as well as the Mid-
dle East. Another important part of the mission is to help this community get
used to the common international standards for academic conferences in order
to increase chances of publication at other top events. To this end KESW 2014,
as its last year’s predecessor, featured a rigorous reviewing process in which ev-
ery paper was reviewed by at least three members of the Program Committee.
The PC was truly international representing a range of EU countries, USA, and
Russia.

The strict reviewing policy resulted in only 18 (41%) full size research and
industry papers being accepted for publication in the proceedings. Additionally
we accepted 4 shorter system description papers which discuss practical issues of
using and implementing semantic technologies. The authors represent the EU,
various Russian regions, and even such distant countries as Ecuador, Oman, or
New Zealand.

Besides the paper presentations, the KESW program featured invited talks
by established researchers: Julia Taylor (Purdue University, USA), Stefan Dietze
(L3S Research Center, Germany), and Vladimir Gorodetski (SPIIRAN, Russia).
It also included posters and position paper presentations to help attendees, es-
pecially younger researchers, discuss immature ideas and possible PhD topics.

KESW 2014 could not have taken place without the hard work of a large
group of people, especially the local organizers from the Kazan Federal Univer-
sity: Ayrat Khasyanov, Vladimir Ivanov, Alik Kirillovich, and Darya Galeyeva.
We are also extremely grateful to our sponsors whose support cannot be over-
estimated: the Russian Foundation for Basic Research, the St. Petersburg State
University of Information Technologies, Mechanics and Optics, and STI Inter-
national. Special thanks are extended to our Web designer Maxim Kolchin for
his energy and willingness to help and Easychair for helping with preparation of
this volume.

July 2014 Pavel Klinov
Dmitry Mouromtsev
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Text Categorization for Generation

of a Historical Shipbuilding Ontology

Galina Artemova1, Kirill Boyarsky1, Dmitri Gouzévitch2, Natalia Gusarova1,
Natalia Dobrenko1, Eugeny Kanevsky3, and Daria Petrova1

1 Saint Petersburg National Research University of Information Technologies,
Mechanics and Optics (ITMO University), Saint Petersburg, Russia

2 Centre d’Etudes du Monde russe, caucasienne centre-européen, École des hautes
études en sciences sociales, Paris, France

3 Saint Petersburg Institute for Economics and Mathematics, Russian Academy of
Sciences, Saint Petersburg, Russia

Abstract. This paper deals with the task of developing a text corpus for
the automatic generation of a historical shipbuilding domain ontology.
Standard methods of analysis produce unsatisfactory results due to the
limited nomenclature of available texts and lexical evolution of language.
In this work, a parser developed by authors is used for lemmatization and
word-sense disambiguation. The parser is based on an external classifier
and provides the unambiguous relationship between each lexeme and
class. The documents are represented as vectors in the topic space. The
experiments show that the proposed method of categorization produces
results very close to the expert opinion and at the same time is sufficiently
resistant to the historical dynamics of the vocabulary.

Keywords: Text categorization, historical shipbuilding domain, onto-
logy, parsing, space of topics.

1 Introduction

Intensive introduction of ontologies in education and production is connected
with automation of their construction that found reflection in definition: “On-
tology Learning (also named ontology generation or ontology extraction) is a
knowledge acquisition activity that relies on (semi-) automatic methods to trans-
form unstructured (e.g. corpora), semi-structured (e.g. folksonomies, html pages,
etc.) and structured data sources (e.g. data bases) into conceptual structures (e.g.
T-Box)”.1

The given definitions, in essence, predetermine the statement of problems of
creating the ontologies as one of the variants of natural texts processing (NLP)
in a class of methods of mathematical statistics and machine learning. The var-
ious approaches of machine training used at the solution of NLP tasks have
an extensive bibliography. Text categorization (classification) [18,7,10,12,19,28],

1 http://semanticweb.org/wiki/Category:Topic_ontology_learning

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 1–14, 2014.
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text clustering [7,13,16], thematic modeling [3,14,26,11], and also various com-
bined options [10,12,23] are among these approaches. Specifics of use of the text
corpora as the solution of NLP tasks are considered in [2,29].

Key moments defining efficiency of procedures of machine learning are the
choice and formation of feature space. That is why before using machine learn-
ing algorithms text preprocessing is needed, such as text marking, normalization
and commenting. However the other important factor of machine learning effi-
ciency is the formation of training and control sets which are responsible for
training accuracy. Training and control in problems of NLP are carried out on
specially created text collections (text corpora). Such collections have to contain
the sufficient volume of the linguistic data supplied with expert interpretation,
which meets the requirements of a statistical representativeness [22].

Analysis carried out by the authors has shown that in the majority of the
published research the representativeness is interpreted as uniform distribution
of controlled linguistic units (words, word usage, lexemes) within all training
corpus. At the same time for concrete domains this interpretation can be insuf-
ficient, and sometimes even incorrect. In works [6,21] the problems arising at a
stage of text preprocessing of concrete domains are formulated as follows:

– Categorizations of units in formal ontology languages and in a natural lan-
guage are, as a rule, semantically various.

– In complex domains each step of classification can take in consideration some
new classification features and make them actual.

– Formal interpretation can’t be identified with encyclopedic definitions of
terms; that is why the use of the domains dictionaries for ontology formation
becomes complicated.

– In domains with complex structure there can be sections which are described
in different, but similar systems of concepts.

– Specifics of structure of a field of knowledge of the expert in concrete domain
(and, respectively, his view of domains ontology) depend on its experience
and specific features and amplify with growth of qualification of the expert.

The listed problems are especially characteristic for poorly formalized, butt
and high-dynamic domains which, as a rule, are objects of the greatest scientific,
economic and social interest. The historical shipbuilding (HS) which is the object
of this research, can be referred to such domains. HS is the construction of
models-copies of historical vessels of different eras. Today in Russia, as well as
around the world, the priority is given to the best quality models, characterized
by the maximum historical reliability.

A number of the ontologies connected with a perspective of shipbuilding is so
far developed (see for example [27]), however they are focused on modern vessels
and, respectively, are based on modern sources of information. At the same time
the development of design and technological documentation for the construction
of model-copies is carried out on the basis of the historical reconstruction which
are carried out on remained archival materials, pictures and documents of the
corresponding eras. It adds specifics of HS to the above listed problems:
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– considerable historical dynamics of terminology;
– quite small nomenclature of texts available to analysis, a great difference of

their lengths and heterogeneity.
– small frequency of occurrence of special terms (up to 12 in the single text);
– it is difficult for the expert to join basic Russian-speaking terminology with

a big flow of newly entering foreign-language terms.
– all above mentioned significantly complicates text categorization for building

of HS ontology.

Thus, there is a task – text corpus formation (texts clustering) for the auto-
mated building of HS ontology: besides traditional statement, there is the addi-
tional subtask – selection and structuring of an initial collection of documents
in order to form the processed text corpus from them.

In order to solve the problem of text categorization under consideration we
suggest to pass from the creation of model of the text “by words” to the model
“on topics” – that is to the integrated blocks of words with similar semantics.
We use semantic classes based on V. A. Tuzov qualifier [24] as such topics.

The rest of this paper is organized as follows. In Section 2 the short review
of approaches to a problem of text categorization is provided and possibilities of
their application to our objective are estimated. In Section 3 texts which can be
used for creation of ontology of HS are characterized. In Section 4 the results of
pilot research of their statistical properties are given. In Section 5 the approach
proposed in our work is reasoned, and experimental estimates of quality of text
categorization are given. In the conclusion the received results are summarized
and the directions of further researches are outlined.

2 Related Work

2.1 Construction of Text Corpuses for Machine Learning Purposes

In the majority of research on NLP the probabilistic model of generation of
the document [26] prevails as shows the analysis. Let W – a set of words w
(dictionary); D – set (corpus, collection) of text documents d; T – a set of topics
t, which can be compared to the document, and each word w in the document
d is connected with some (probably, not one) topics t. The probabilistic model
of generation of the document is defined as

p(w|d) =
∑
t∈T

p(w|d, t)p(t|d) =
∑
t∈T

p(w|t)p(t|d),

and works within standard hypotheses:

– order of words in the document and order of documents in a collection are
not important (a hypothesis of conditional independence) p(w|d, t) = p(w|t);

– all the words in different forms are considered as the same word (that means
that at a preprocessing stage text lemmatization, i.e. reduction to a form of
lemmas has been carried out);
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– the words met in the majority of texts as well as too rare words are not
important (that means that at the preprocessing stage stop words and too
rare words have been removed).

According to these hypotheses in practical research the frequency estimates
of conditional probabilities are used:

p̂(w|d) = ndw

nd
; p̂(w|t) = nwt

nt
; p̂(t|d) = ndt

nd

where ndw – number of occurrences of the term in the document; nwt – number
of the terms defining a topic; ndt – number of the topics compared to the docu-
ment; nd – document length; nt – “the topic length”; n – collection length. Such
model received the name of “bag of words”. It corresponds to the training set
formed on the basis of common lexicon corpora in which various periods, genres,
styles, authors, etc. are represented in proportion. This means that these words
are distributed evenly within all the collection according to the frequency of
their occurrence in real language. As a rule, it is various national or specialized
research corpora.

Limitation of “bag of words” model is overcome in much research by its para-
metrization [9], [12]. However, despite obvious complication of processing proce-
dures, overall performance of the qualifier remained rather low and significantly
depended on style features of the processed text.

One more direction of enrichment of the NLP models is their binding to ex-
ternal qualifiers (ontologies). In works [16], [17] text linkage with external bases
of knowledge like Wikipedia, Google, Tipster corpus is used for their categoriza-
tion. All in all the idea of external parametrization for NLP models adaptation
should be considered very perspective, but its practical application for special-
ized domains is limited. The developed and multilevel ontology of domain is
necessary for this purpose which we, actually, plan to construct.

2.2 Accounting for Historical Development of Domain Lexicon

Approaches applied here can be divided into two groups: using meta-information
about the text and allocation of characteristic structural units directly in the
text. As an example of the first approach we can take the work [15] in which
changes in a marking of New York Times articles corpus during 1987–2007 are
considered.

In work [25] the problem of creation of historical ontologies is considered in or-
der to simplify researchers access to historical documents and artifacts. For this
purpose each document is supplied with the most detailed meta-information,
which registers in the Attempto Controlled English language and can be auto-
matically processed with the first order logic. The same approach is realized in
the ontologic standard of historical heritage of CIDOC CRM [1]. However this
approach is focused mainly on preservation and search of information on arti-
facts of culture and historical heritage and does not assume automation of their
substantial structuring that represents the main interest in our work.
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Within the second approach it is possible to allocate work [12] in which the
episode concept is used. Dynamics of development of episodes is traced that
allows to reveal and include not taxonomical relations in domain ontology.

3 Statistical Properties of the Texts

Considering available sources it is advisable to build HS ontology as domain
ontology, but with possibility of expansion to ontology of tasks. [5] and [20]]
were used as the main text sources.

The book [5] of 544 pages is considered to be the encyclopedia of modern ship
modeling around the world. The book is available in public libraries.

The book [20] is one of the earliest printing editions about shipbuilding tech-
nology in Russia. The book consists of two parts of 542 and 355 pages respec-
tively. The book belongs to rare editions.

For research of statistical properties of the selected texts thematically relative
fragments were allocated from both books. During the selection it was revealed
that thematical estimates of separate structural components of books made by
experts not always coincide with books headings; in these cases the preference
was given to expert estimates of proximity. The fragments chosen for research
are presented in Table 1.

Table 1. Analyzed fragments of texts

Fragment
designation

Source Chapter Volume of a fragment
(word usage)

[F1] [43] Hull Construction 5400

[F2] [43] Hull Construction of Shipmodel 8700

[F3] [43] Sails 2400

[F4] [51] About Ship Plans 4100

[F5] [51] About Sails and Ropes 5800

Available texts in domain have small volume and are narrow in thematic, that
is why their statistical characteristics are far from normal, and any assumptions
of “accident” words emergence in the text are obviously unfair. For example, in
[F1] the word “vessel” (in all word forms) takes the fourth place on occurrence
frequency, conceding to only syntactic words “and”, “on”, “in” and advancing
all words of the general lexicon. Its frequency is about 103000 ipm (instances
per million words) that is 14 times higher than in the National Russian Corpus
and the frequency of the word ”frame” is 224 times higher.

Besides, these frequencies sharply change from chapter to chapter. The rela-
tion of frequencies of the word “vessel” determined by [F1] and [F2], is equal
1.5, and the words “frame” – 0.015. It predetermines the specifics of lexical and
statistical processing of the specified texts.
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For lemmatization and disambiguation the SemSin parser developed by the
authors [8] is used in work. The parser is constructed within the concept of
dependency parsing and implements the lexicalized model of the sentence anal-
ysis. The expanded and modified V. A. Tuzov dictionary [24] is used as a base,
containing about 190000 lexemes broken into 1600 semantic classes. Operation
of the parser is based on application of a set of production rules [4], the parser
makes the full syntax and semantic analysis for each sentence and builds a tree
of dependences.

Firstly, such text analysis allowed to solve the problem of a homonymy and,
secondly, to exclude from consideration not only the stop word, but also to
sharply narrow a circle of possible candidates for the terms of the domain already
at a preliminary stage. At the first stage of work as those only the nouns were
considered, however used technology allows changing structure of terms easily,
including groups of the words standing separately in text.

In further analysis for each analyzed fragment the list (frequency word book)
of nouns entering it ordered on frequency was received.

The analysis of the selected fragments was carried out. The frequency struc-
ture of three fragments for which the experts determined the general thematic
as “the hulls of the ships and their models” is given in Table 2. In the table it is
designated: a1 – number of words with relative number of occurrences more than
0.005; a2 – number of words with relative number of occurrences from 0.001 to
0.005; a3 – number of words with relative number of occurrences less than 0.001.

Table 2. Frequency structure of nouns of fragments of group ”cases of the ships and
their models”

Fragment a1 a2 a3

[F1] 31 (6.6%) 204 (43.4%) 235 (50.0%)

[F2] 11 (2.3%) 142 (29.1%) 335 (68.6%)

[F4] 39 (17.0%) 81 (35.4%) 109 (47.6%)

Despite the fact that only nouns are used in the analysis, statistical charac-
teristics of the text do not change significantly. So, the Zipf’s law (the return
proportionality of frequency and quantity of the lexemes entering the text with
this frequency) is carried out.

Table 3 characterizes total sample of 10 most frequent words from each frag-
ment: frequencies of their occurrence are specified as a percentage; the nor-
malized vectors are constructed which components of di were determined by a
formula

di =
p(wi)√∑
i p(wi)2

where pi is the frequency of emergence of i-th word in this fragment.
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Table 3. Statistics of the most frequency words of fragments of “the hulls of the ships
and their models” group”

[F1] [F2] [F4]

lexeme frequency vector frequency vector frequency vector

1 vessel 0.063 0.685 0 0 0 0

2 hull 0.024 0.254 0.072 0.686 0 0

3 frame 0.025 0.277 0.043 0.406 0.037 0.319

4 planking 0.030 0.328 0.022 0.213 0 0

5 model 0 0 0.034 0.324 0 0

6 deck 0.024 0.260 0.021 0.201 0 0

7 plank 0.019 0.204 0.024 0.228 0 0

8 part 0.023 0.249 0 0 0 0

9 keel 0.018 0.198 0.015 0.146 0 0

10 sickness 0 0 0.021 0.198 0 0

11 lap 0 0 0.019 0.181 0 0

12 beam 0.017 0.181 0 0 0 0

13 stern 0.013 0.141 0 0 0 0

14 cut section 0 0 0.018 0.169 0 0

15 plane 0 0 0 0 0.047 0.412

16 ribband 0 0 0.017 0.160 0.046 0.397

17 wood 0 0 0.015 0.149 0.039 0.341

18 point 0 0 0 0 0.037 0.326

19 lines 0 0 0.015 0.143 0.033 0.284

20 figure 0 0 0.013 0.128 0.033 0.284

21 line 0 0 0.012 0.114 0.032 0.277

22 mould 0 0 0.011 0.108 0.028 0.241

23 projection 0 0 0.011 0.108 0.026 0.227

The hypothesis that the frequency structure of the dictionary defines a mea-
sure of thematic proximity of texts is checked. As an integrated assessment of
texts similarity cosine measure is taken:

sim(di, dj) = cos(� (di, dj) =
∑

k dikdjk√∑
k d

2
ik

√∑
k d

2
jk

On the basis of tab. 3 data we received for fragments [F1] and [F2] cosϕ = 0.48,
and for fragments [F1] and [F4] of cosϕ = 0.09, i.e. the thematic similarity of
fragments practically is absent that, certainly, is not true.

The same analysis is made for fragments [F3] and [F5] for which the experts
determined “sails” thematic. The most frequency lexemes covering 45% of all
word usage are selected. For [F3] these are 26 lexemes with rate 7 and above,
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Table 4. Statistics of the most frequency words of fragments of parusa (“sails”) group

[F3] [F5]

lexeme number of
entrances

frequency vector lexeme number of
entrances

frequency vector

sail 116 0.284 0.872 sail 111 0.144 0.585

vessel 27 0.066 0.203 block 70 0.091 0.369

yard 24 0.059 0.180 fig. 50 0.065 0.263

jib 22 0.054 0.165 rope 48 0.062 0.253

bolt rope 20 0.049 0.150 angle 48 0.062 0.253

angle 17 0.042 0.128 end 46 0.060 0.242

canvas 15 0.037 0.113 leech rope 41 0.053 0.216

mizen 14 0.034 0.105 eyelet hole 37 0.048 0.195

side 12 0.029 0.090 leech 36 0.046 0.119

mast 11 0.027 0.083 length 24 0.031 0.126

sails 10 0.024 0.075 bolt rope 23 0.030 0.121

stay sail 10 0.024 0.075 main sail 20 0.026 0.105

edge 9 0.022 0.068 part 20 0.026 0.105

form 9 0.022 0.068 bolt 19 0.024 0.100

bowline 8 0.020 0.060 cloth 19 0.024 0.100

detail 8 0.020 0.060 cordage 19 0.024 0.100

end 8 0.020 0.060 sheet 19 0.024 0.100

man rope 8 0.020 0.060 ship 17 0.022 0.090

leech rope 8 0.020 0.060 image 16 0.021 0.084

topsail 8 0.020 0.060 lap 16 0.021 0.084

reef 8 0.020 0.060 hight 15 0.019 0.079

reef hole 8 0.020 0.060 tack 15 0.019 0.079

main sail 7 0.017 0.052 strand 15 0.019 0.079

eyelet hole 7 0.017 0.052 nock 14 0.018 0.074

reef becket 7 0.017 0.052 middle 14 0.018 0.074

bridle 7 0.017 0.052

for [F5] – 25 lexemes with rate 14 and higher (see Table 4). It appears that from
the selected lexemes only 7 are met in both selections.

On the selected lexemes (tab. 4) vectors (3) are constructed and the thematic
proximity (4) fragments of [F3], [F5] is calculated. The value of cosϕ = 0.63 is
received and, excluding “sail” lemma, cosϕ = 0.25. In other words, the calcu-
lation shows some similarity between the chosen fragments, but actually it is
based only on one word. Similarity calculated using other lexicon is very low.

On the example of a fragment [F5] the frequency of occurrence of special
terms (names of sails) within analyzed texts is estimated (see Table 5). It is
visible that in a fragment [F5] among 15 names of sails only 1 (main sail) gets
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to the selection described above and only 4 have rate higher than three (tab. 4).
Many special terms have small frequency (to 1–2 on a fragment).

Table 5. Names of sails and their rate in the text

name of sail rate name of sail rate

main sail 17 main under studding sail 2

studding sail 10 stay sail 2

main top sail 9 mizen 1

top sail 6 main royal sail 1

topgalant sail 3 topgalant studding sail 1

main top studding sail 3 main sail 1

topgalant sail 2 studding boom 1

4 The Text Clustering Approach

The results presented in the Section 4 allow to formulate the problems arising
at the text categorization of considered domain:

– Even among lexemes with a big weight there are those which hardly can
become terms (water, foot, crossing).

– Some special terms have small frequency (to 1–2 on a fragment). At the
same time among low-frequency lexemes there are as obvious candidates in
terms of subject domain (fore mast, the boat cutter, sail vessel), and casual
words (barbarian, time). That complicates selection even more. As a result
the candidates in terms remain imperceptible among lexical noise.

– The condition of uniform distribution of lexemes on the text isn’t satisfied.

For overcoming of these problems it is offered to turn from vector representa-
tion of documents in space of words into vector representation in space of topics,
having reduced thereby dimension of vectors. But then there is a new problem –
how to correlate the word and a topic. To solve this problem in completely au-
tomatic mode semantic classes of the V.A. Tuzov qualifier are used. In this case
together with sentence analysis and creation of a tree of dependences correlation
of each lexeme with any class is made.

In order to check the efficiency of the offered thematic allocation of lexemes
we used the same groups of text fragments, as in Section 4: [F1], [F2] and [F4]
– thematic “the hulls of the ships and their models”, [F3] and [F5] – “sail”
thematic.

The results of thematic group of lexemes in texts of the first group and the
corresponding vectors calculated from the formula (3), are given in Table 6.
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Table 6. Results of thematic group of lexemes in group texts “the hulls of the ships
and their models”

[F1] [F2] [F3]

classes words vector words vector words vector

Floating boats (vessel, corvette) 140 0.261 42 0.079 26 0.134

Parts of vessels (bowsprit, keel, stern) 498 0.929 402 0.755 102 0.525

Rooms (cabins, powder-room) 73 0.136 4 0.007 1 0.005

Part of room (planking, bulkhead) 44 0.082 26 0.049 12 0.062

Details (rivet, strut) 53 0.099 188 0.353 4 0.020

Hatch (hatch, hole) 45 0.084 51 0.096 0 0

Building materials (rail-post, whetstone) 84 0.156 162 0.304 69 0.355

Drawing tools (pencil, curve) 4 0.007 16 0.030 46 0.237

Borders (edge, leech) 12 0.022 17 0.032 50 0.257

Figures (plane, half ring) 17 0.032 138 0.259 118 0.608

Contour (contour) 1 0.002 11 0.020 40 0.206

Wood (wood, oak) 13 0.024 16 0.030 39 0.201

Hull (hull, base) 16 0.030 150 0.282 2 0.010

Model (model) 0 00 111 0.208 2 0.010

Table 7 shows the estimation of similarity between the fragments in the group.
In both cases we calculated the cosine measure of the similarity (4), however
compared vectors of di were received in the first case by frequency allocation of
lexemes (Table 3), and in the second case – by thematic allocation of lexemes
(Table 5).

Table 7 shows that the measure of similarity is significantly higher while using
thematic allocation of lexemes, than using frequency allocation. This means that
the thematic allocation of lexemes closer corresponds to expert opinion, than
frequency allocation.

Similar check was performed on a group of text fragments with “sail” the-
matic. The results of the thematic allocation of lexemes in texts of “sail” group
and the vectors constructed by the formula (3), are shown in table 8.

Table 7. Similarity estimates between fragments in-group

By topics
By Words

[F1] [F2] [F4]

[F1] — 0.57 0.87

[F2] 0.48 — 0.76

[F4] 0.10 0.40 —
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Table 8. Results of thematic allocation of lexemes in texts of “sail” group

[F3] [F5]

classes words vector words vector

Sails 262 0.837 175 0.441

Parts of vessels 161 0.514 322 0.812

Position 0 0 48 0.121

Floating boats 38 0.121 0 0

Cordage 28 0.089 104 0.262

Figures 26 0.083 68 0.171

Side 0 0 47 0.118

Blocks 0 0 54 0.136

Fabrick 20 0.064 0 0

The thematic proximity (4) of fragments [F3] and [F5] was calculated using
the results of tab. 8. The value cosϕ = 0.83 is received and excluding a lemma
“sail”, cosϕ = 0.81. Comparing these values to the similar data obtained above
on the basis of tab. 4, it is possible to see that the use of thematic allocation
of lexemes significantly increases the stability of results and characterizes the
cumulative semantic similarity of texts and not only their coincidence by one
word.

5 Conclusion

The problem of construction of text corpus (text categorization) for the creation
of domain ontology of historical shipbuilding was solved in this work.

As shown in the work, the texts on scope of historical shipbuilding are diffi-
cult objects for processing by methods of computational linguistics and machine
learning. They greatly vary in length (from 1–2 phrases to 1600 pages of the
full-scale book text), and also in frequency of occurrence of special lexicon.

As it was experimentally shown in this work, traditional methods of texts
categorization, based on the ranging of lexemes on the frequency of occurrence
and the comparison of the corresponding vectors, provide unsatisfactory results
for the domain “Historical Shipbuilding”. These failures can be understood. Over
the decades separating the dates of creation the texts on identical topics, the
authors lexicon has changed dramatically. Besides, due to the domain specifics
the total volume available for the analysis of texts is limited, and it does not
allow to apply the traditional methods of regularization for machine learning
that give excellent results on large text corpora.

Thus, it is necessary to have a formal method of texts categorization on statis-
tically uniform areas. To do this it is suggested in this work to turn from vector
representation of the documents in space of lexemes into vector representation
in space of topics (thus significantly reducing vectors dimension).
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Results of using of the SemSin parser on texts of historical shipbuilding do-
main were quite satisfactory. Thus, the accuracy of definition of lemmas was not
worse than 97% even on historical texts. The accuracy of identification of nouns,
which first of all are considered as candidates in terms, was approximately the
same order.

The efficiency of the offered method of a clustering of texts was checked ex-
perimentally. For this purpose based on an expert opinion (substantially) the
groups of texts forming the general category were allocated, and categorization
quality was compared in each of groups using two methods – traditional (fre-
quency allocation of lexemes) and offered (thematic allocation of lexemes). As
experiments showed, in all cases the offered method yielded the results that were
much closer to expert opinion, than the traditional method.

Thus, the application of the method of texts categorization offered by the
authors for creation of domain ontology provides a number of advantages:

– the texts (be detected)come to light characterized by cumulative semantic
similarity, instead of simple coincidence on separate, though very frequency,
terms;

– the stability of categorization significantly increases; it allows adding easily
new text fragments to already created categories, expanding this way the
base for ontology creation;

– the processed fragments contain not only almost all candidates for terms,
but also very small amount of noise in the form of foreign words;

– there aren’t basic difficulties in order to extent the list of terms to two- and
three-word combinations received from a tree of dependences. It significantly
facilitates a problem of further creation of ontology;

– for more exact allocation of the fragments belonging to one category, on long
texts it is possible to use “a sliding window” that is the direction of further
researches of authors.
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27. de Vries, G., Malaisé, V., van Someren, M., Adriaans, P., Chreiber, G.: Semi-
automatic ontology extension in the maritime domain. In: Proceedings of the Twen-
tieth Belgian-Dutch Conference on Artificial Intelligence, University of Twente,
Faculty of Electrical Engineering, Mathematics and Computer Science, pp. 265–272
(2008), http://dare.uva.nl/en/record/315959

28. Yang, J., Liu, Y., Zhu, X., Liu, Z., Zhang, X.: A new feature selection based
on comprehensive measurement both in inter-category and intra-category for text
categorization. Information Processing and Management 48, 741–754 (2012)

29. Zagidulin, I.: Methods and means of an automatic text categorization (2008),
http://www.cv.imm.uran.ru/uploads/f1/s/0/299/basic/7/858/Metodyi_i_

sredstva_TK.pdf

http://dare.uva.nl/en/record/315959
http://www.cv.imm.uran.ru/uploads/f1/s/0/299/basic/7/858/Metodyi_i_sredstva_TK.pdf
http://www.cv.imm.uran.ru/uploads/f1/s/0/299/basic/7/858/Metodyi_i_sredstva_TK.pdf


 

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 15–28, 2014. 
© Springer International Publishing Switzerland 2014  

Domain Categorization of Open Educational Resources 
Based on Linked Data  

Janneth Chicaiza1, Nelson Piedra1, Jorge Lopez-Vargas1, and Edmundo Tovar-Caro2 

1 Departamento de Ciencias de la Computación  
Universidad Técnica Particular de Loja 

1101608 San Cayetano Alto S/N (Loja-Ecuador) 
{jachicaiza,nopiedra,jalopez2}@utpl.edu.ec 

2 Dpto. Lenguajes y Sistemas Informáticos e Ingeniería 
Universidad Politécnica de Madrid 
edmundo.tovar@upm.es 

Abstract. One of the main objectives of open knowledge, and specifically of 
Open Educational Resource movement, is to allow people to access the re-
sources they need for learning. The first step to that a learner starts this process 
is to find information and resources according to his/her needs. One of the rea-
sons why OERs could stay hidden and therefore to be underutilized is that each 
institution and producer of this kind of resources, labels them using tags or in-
formal and heterogeneous knowledge schemes. This issue was identified in the 
Open Education Consortium (until recently called OpenCourseWare Consor-
tium) study, where respondents noted that one way to improve the courses is to 
make a “major better categorization of courses according to subject areas”. In 
previous works, the authors present the Linked OpenCourseWare Data project, 
which published metadata of courses coming from different open educational 
datasets. So far there are over 7000 indexed courses associated to 626 topic 
names or knowledge fields, however, appear different names meaning similar 
areas or they are written in different languages and also correspond to different 
detail level. The semantic lack in the relations between areas and subjects make 
it difficult to find associations between topics and to list recommendations 
about resources for learners. In this work, authors present a process to support 
semi-automatic classification of Open Educational Resources, taking advantage 
from linked data available in the Web through systems made by people who can 
converge to a formal knowledge organization system. 

Keywords: OCW, linked data, classification, knowledge area, discovery of re-
sources, web of data, thesaurus, DBPedia. 

1 Introduction 

In the last years, the amount of Open Educational Resources (OER) on the Web has 
increased dramatically, especially thanks to initiatives like OpenCourseWare (OCW) 
and Massive Online Open Course (MOOC).  

In e-leaning there are a huge amount of educational resources to be used; however, 
in most cases it is very difficult and cumbersome for users (teachers, students and 
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self-learners) find or explore these resources, among other reasons due to the diversity 
of data and repositories, and partly by the reduced use of agreed metadata schemas 
and knowledge organization systems. 

In [1, 4], the problem of the access to OER repositories is analysed. In 2013, by 
scrappy techniques we extracted the metadata of the available resources in OCW 
sites. From the review of the extracted data, it was possible to check that each institu-
tion and producer of this kind of resources labels them using tags or informal and 
heterogeneous knowledge schemes or academic subjects. 

In that case, there are over 7000 indexed courses associated to 626 unique category 
names or knowledge fields, many names correspond to similar areas written in differ-
ent ways or different languages and also correspond to different detail level. The  
semantic lack in the relations between areas and subjects make it difficult to find  
associations between topics and to list recommendations about courses for self-
learners. This issue was identified in the Open Education Consortium (until recently 
called OpenCourseWare Consortium) study [2], where respondents noted that one 
way to improve the OCW is to make a “major better categorization of courses accord-
ing to subject areas”.  

With the aim of improve the OERs localization, the use of thesauri and semantic 
models provide a controlled source of terms or concepts, it is an essential pre-
condition to guarantee quality in document indexing and retrieval [3]. In this work, 
the authors propose to categorize OERs according to the organization capacity of the 
formal classification systems, and the data enrichment capacity that could be provided 
by open vocabularies and repositories created socially. 

Continuing with the paper, in section 2 appears: the systems of knowledge organi-
zation, as controlled or formal ones as open and social ones, and the current  
approaches for the classification of resources. Later, in the section 3  describes our 
proposal based on Linked Data to characterize Open Educational Resources. A proof 
of concept, it is explained in the section 4. Finally, in the section 5 the conclusions 
and future works appear.  

2 Theoretical Background 

Tasks associated with Information Retrieval (IR) are experimenting with processes 
that integrate linked data available in the Web and that are codified by means of se-
mantic technologies. This is the main approach used in this work. 

Semantic Web technologies and Linked Data are changing the way information is 
stored, described and exploited. The term “Linked Data” refers to a set of best prac-
tices for publishing and connecting structured data on the Web [5]. In summary, the 
Linked Data Design Issues, outlined by Tim Berners-Lee back in 2006, provide 
guidelines on how to use standardized Web technologies to set data-level links be-
tween data from different sources [6].  

In Web Semantic, the resources are described according to a metadata schema 
called vocabulary or ontology. Each resource and property are identified by a unique 
resource identifier (URI) with a dereferencing option. Resources descriptions and 
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relations are encoded in RDF language (Resource Description Framework) and are 
stored in a repository. Finally, a query language is used to retrieve data. Thus, through 
the life cycle of Linked Data can be enrich, disambiguate, connect and retrieve data 
from heterogeneous domains, repositories or systems.  

Then, we describe the potential use of knowledge organizational systems and 
linked data in order to classify the Web resources according to a domain. 

2.1 Knowledge Organization Systems 

2.1.1 Traditional Systems 
Knowledge Organization Systems, such as thesauri, have traditionally been used to 
improve the organization and retrieval of documents. In the academic field, there are 
some thesauri to classify knowledge, which listed in Table 1. 

Table 1. Thesauri  

System name  Language  Last year of update Context of use  

Dewey Decimal Classifi-

cation (DDC)  

Over 35  2011  Libraries  

Universal Decimal Clas-

sification (UDC)  

Over 40  In English, 2005  Libraries, bibliographic, 

documentation and 

information services 

UNESCO Nomenclature  English, Spanish, 

French and Russian 

2008  Retrieval of documents 

and publications in 

several fields  

Joint Academic Coding 

System (JACS)  

English  2012-2013  Higher Education in 

United Kingdom  

European Training The-

saurus (EuroVoc) 

Over 22   European legislation and 

other legal texts  

 
The DDC decimal system and UDC are of the most widely used in libraries; however, 
they are proprietary schemas. JACS is one of the most complete thesaurus and up-
dated, though it is available only in English and its adoption has been restricted to the 
United Kingdom. Finally, EuroVoc and UNESCO thesauri are multilingual and mul-
tidisciplinary systems, however, the first one covers the activities of the European 
Parliament and the second one is more popular.  

It is not an aim of this work analyses which of the knowledge organization systems 
is the best, since the decision will depend on the context and of the criteria of selec-
tion that are considered; nevertheless, as it will explain here in after, nomenclature 
UNESCO has been considered as case of implementation.  

2.1.2 Semantic Approach for Knowledge Organisation 
In Semantic Web, SKOS (Simple Knowledge Organization System) is used for repre-
senting mapping relationships among systems [15]. It provides a standard way to 
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In [7] are described some of the features of social data sources when organizing 
knowledge: i) they are the largest repositories built in a collaborative way, ii) provide 
an up-to-date channel of information and knowledge on a large number of topics. 
Thus, one should expect a high coverage of subjects that are emergent [8]. 

If in the Social Web, the Wikipedia is one of the major cases of success; in the Se-
mantic Web, DBPedia is the most popular structured Web data sources.  

The DBPedia ontology enables a broad coverage of entities in the world, and al-
lows entities to bear multiple overlapping types; it includes RDF data derived from 
Wikipedia; each resource is harvested from a Wikipedia article (which content is 
maintained by thousands of editors and it broad and multilingual) [7]. In addition 
DBPedia resources are linked to other data sources and ontologies such as Geonames, 
YAGO, OpenCyc, and WordNet, providing more semantic information in the form of 
relations such as typeOf and sameAs. [9] 

In some works the use of DBPedia is addressed to annotate, to enrich and to clas-
sify content; in the following point, some approaches are outlined in this area.  

2.2 Current Techniques to Categorization in Subject Areas 

Identifying the main topics and concepts associated with a document is a task com-
mon to many applications including classification, retrieval and recommendation. [10]  

One of the basic approaches that can be applied to classification of an information 
objects into domains is to identify and to group the entities that are mentioned in his 
content. That is to say, this activity implies the use of i) methods for the processing 
text, ii) lexical data sources or mechanisms for identification of entities in the text, 
and iii) techniques for grouping the entities found. The text pre-processing is not cov-
ered in this paper. Next, proposals to address the points ii) and iii) are highlighted. 

To perform the entity recognition, traditionally have been used approaches based 
on Natural Language Processing, lexical databases such as WordNet, and domain 
ontologies. In an open platform as the Web, the effectiveness of these methods can be 
reduced and the complexity can increase because there may be high topical diversity 
and irregular and ill-formed words [7]. In conclusion, this task is time consuming and 
error prone. [8]  

With respect to techniques used for grouping entities, the most popular ones are 
based-on: i) learning machine: Bayesian Network and Semantic Vector Model (SVM) 
to classify or k-means to clustering and ii) probabilistic: Latent Dirichlet Analysis 
(LDA), Latent Semantic Analysis (LSA) and Latent Semantic Indexing (LSI). We can 
also quote the Hierarchical Relational Models, which are based on text analysis in 
order to identify topics from the words of a document [16]. In [8] and [9] some of 
these approaches are analysed.  

Thanks to the growth of the open linked data, new methods based on this paradigm 
are emerging; then, some works are outlined.  

In [7], the structured knowledge of DBPedia and Freebase are used for the contex-
tual enrichment of a Tweet’s entities by providing information that can help to disam-
biguate the role of a given entity in a particular context. This enrichment is based on a 
developed technique for deriving semantic meta-graphs from different sources.  
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To identifying the topics in posts published in social media [9] presents a method 
that combines NLP (natural language processing), tag-based and semantic-based 
techniques, and unsupervised method, which learns from Wikipedia corpus avoiding 
the need of training data that is difficult to gather in environments such as the social 
web where the vocabulary is in constant change.  

A proposal with a similar objective to the previous one is presented in [8]. It classi-
fies blog posts by topics with supervised learning machine techniques (distance su-
pervision and Network Bayesians). To obtain training data for the classifier, this work 
uses Wikipedia articles labelled with Freebase domains.  

However, if a supervised approach is adopted, a considerable training effort can be 
required. To avoid this problem, in [11] a method to categorize blogs using a domain 
dictionary is proposed, it there is not used the machine learning.  Authors of [11] find 
their classification method to be up to 99% accurate. 

Finally, [10] uses Wikipedia articles and categories, and article link graphs to pre-
dict concepts common to a set of documents. In this work, uses spreading activation 
technique to predict a very generalized category.  

In summary, all the mentioned works are based on a social data source as the 
Wikipedia or on sources structured as DBPedia or Freebase. Nevertheless, these 
works, except [10], do not take advantage of the hierarchic relations between catego-
ries of concepts and resources.  

Unlike the traditional methods of classification, in this work we propose the use of 
an algorithm to exploitation of graph structures and semantic relations between enti-
ties. The experimentation result of [10], which uses this approach, supports our 
method.  

Probably the method that is proposes in [10] is similar the method that we propose 
in this paper, though they differs in the intention and [10] does not include a phase of 
enrichment of a thesaurus based on a source of social knowledge.  

2.3 Use of Spreading Activation to Traverse a Graph 

Spreading activation method is a class of iterative algorithms for relevancy propaga-
tion, local search, relationship/association search, and computing of dynamic local 
ranking. [12]  

The main idea of spreading activation is that it is possible to retrieve relevant re-
sources if they are associated with other resources by means of some type of connec-
tion [10]. For this reason, it is one of the approaches used for recommendation in 
graph-based systems.  

The spreading activation algorithm is based on the breadth first expansion from 
seed nodes in the graph data structure. It employs iterative steps where activation is 
propagated between neighbour nodes. [12] 

In Figure 2, there appear two forms of spread of the algorithm: i) from a seed node 
crosses the graph to activate other nodes and to find related entities, and ii) from sev-
eral seed nodes, the nodes that are directly related are activated until come together in 
one or more top level nodes. 
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During the creation of links between entities it must face key challenges as: name 
variation, entity ambiguity or absence of data [14]. For the first case, a previous task of 
pre-processing text is needed; to solve ambiguity issues, it will be necessary to obtain 
or to provide additional information. As for the third aspect, it can happen due to the 
fact that some sub-disciplines of the chosen thesaurus it has lost force, therefore, it 
does not produce major impact, if it is not possible to find the equivalent resource.  

Considering this problematic, the main objective there is not automate this activity, 
rather, a semi-automatic system could support to expert who realize this work.  

As mentioned earlier, in this work it has been chosen the system of 6-digit of the 
nomenclature UNESCO. Since 2013, there is an implementation of this thesaurus 
according to SKOS, which groups the different categories of the nomenclature in a 
only scheme of concepts (skos:ConceptScheme). On the other hand, the selected 
target scheme is DBPedia; an approach of multiple sources to enrich, disambiguate 
and get better results can be adopted. [7] 

From the found associations, semantic relations must be created and stored in a 
semantic repository. In the future these equivalences will be used to categorize re-
sources. 

SKOS defines certain properties in order to define mappings between SKOS con-
cepts from different concept schemes, where the links are inherent in the meaning of 
the linked concepts. In an academic environment, we propose to use the 
skos:exactMatch transitive property to link two concepts (formal-to-open), it indi-
cates a high degree of confidence that the concepts can be used interchangeably 
across a wide range of information retrieval applications [15]. 

3.1.2 Entity Expansion 
In order to find entities related to each of the sub-disciplines of the formal system, the 
spreading activation method is applied. Of recursive form, the graph of the social and 
structured repository is traversing; with each iteration, the nodes related to the active 
node are visited. In this point, relevant relations that link the nodes should be chosen.  

Also for purposes of categorization, we propose to associate a weight to each se-
mantic relationship so that the nodes can be sorted. To finish this task, descriptive 
attributes of every entity (as label, abstract and comment in several languages) could 
be recover them. All this information is stored in the knowledge repository. 

Moreover, data obtained in this stage have been used to annotate and connect digi-
tal resources that will be offered for the learning of self-learners. The recognized enti-
ties on the text of the educational resource are stored in the knowledge repository for 
a later query on the part of the services oriented to final user. 

3.2 Categorization Layer  

At this point, the goal is organize the OERs according to at least 4 categories: i) 
knowledge area according to a formal classification system, ii) proficiency level that 
allow achieve, iii) type of resource, and iv) rights for use and reuse. In Table 2, it can 
be seen a set of possible values that can take each of these categories.  
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Table 2.    Categories for OER organization  

Category  Range of possible values 

Knowledge area Each field of the chosen thesaurus 

Proficiency level Introductory 

Intermediate 

Advanced 

OER type Activity 

Coursework 

Lecture Note 

Syllabus 

Learning Guide 

… 

Rights for use and reuse According to the specification of Creative 

Commons Licenses
4
:  

Share: copy and redistribute the material in any 

medium or format. 

Adapt: remix, transform, and build upon the 

material. 

For any purpose, even commercially. 

 
As it explains in the following section, OERs' categorization of agreement to areas of 
knowledge is possible using linked data. As shown in the following rule, from the 
subjects related to an entity recognized in the OER content, it is possible to converge 
to more general concepts, such as the disciplines or fields of a knowledge organisa-
tion system. 

forall(?R) 
[rdfs:Resource(?r) AND skos:Concept(?c1) AND 
skos:Concept(?c2)  
AND dcterms:subject(?r, ?c1) AND skos:broader(?c1, ?c2) 
]->  
  [dcterms:subject(?r, ?c1)] 
As for the categories: license, type of resource and proficiency level, the range of 
values is more limited, therefore, an approach based on technologies of natural proc-
essing and supervised learning can be cash. In the LOCWD repository, we analyze the 
value space of each metadata and identify patterns to create groups as indicated in 
Table 1. Next, a subset of the possible values for the category "Activity" of the meta-
data OER type is indicated. 

domain(Activity) = {"Assignment"@en | "Ejercicio"@es | 
"Exam"@en | "Exercise"@en | "Práctica"@es | "Prueba"@es | 
"Project"@en | "Assignment"@en | "Examen"@es | ...} 
                                                           
4 http://creativecommons.org/licenses/by/4.0/ 
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After to this stage, some services that allow locating relevant educational resources 
can be implemented. Currently, we are building applications, orientated for the final 
users, based on services Web that maximizes the reutilization of components and 
sharing of data. 

4 Proof of Concept 

A proof of concept of the proposed method is presented below. The test scenario in-
cludes: i) type of categorization: according to a UNESCO nomenclature, specifically, 
the Computer Science field, ii) DBPedia as open repository and iii) corpus of OERs: a 
subset of resources collected on LOCWD project. 

4.1 Data Processing 

4.1.1 Data Collection 
The nomenclature UNESCO in SKOS format is accessible in http://skos.um.es/ 
sparql/. A script implemented in Python has allowed recovering information of every 
subject. The following query was executed to retrieve data from external dataset. <%s> 
represents each of the properties of a SKOS concept. 

PREFIX u: <http://www.w3.org/2004/02/skos/core#> 
SELECT DISTINCT ?concept ?label 
WHERE { 
GRAPH <http://skos.um.es/unesco6> 
{ ?concept a u:Concept. 
  ?concept <%s> ?label 
} 
} 
 

On the basis of the following query we have recovered: 17480 units of RDF informa-
tion (tripletes), 5 SKOS properties for every concept (prefLabel, i.e, prefered name 
of each area in three different languages, narrower that links a discipline to a top 
field, broader inverse relation of narrower and the properties notation, in-
Schema), and 2504 UNESCO categories.  

From the categories’ titles, the service Sem4tags5 was used to choose the DBPe-
dia semantic entity that better defines each concept. Applying this method of the 27 
sub-disciplines of the Computer Science field, 16 were found based on similarity of 
titles between the two sources, 10 were mapped manually using Wikipedia and 
Google to find the best candidates, in one case no equivalent category was found in 
DBPedia (Sensors systems design), finally, the general category "Other (specify)" 
was not considered.  

                                                           
5 http://grafias.dia.fi.upm.es/Sem4Tags/ 
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4.1.2 Entity Expansion 
Then, to find entities (topics, tags, people) related to each of the sub-disciplines of 
Computer Science, the scripting language Gremlin6 was used to traverse DBPedia 
according to spreading activation method. 

Applying this method, the categories with more related resources were: Artificial 
Intelligence (1215), Data Banks (1416) and Hybrid Computing (4205). By contrast, 
the categories for which fewer resources were found are: Accounting (20), Automated 
manufacturing systems (36), and Computer and software (39). 

For the “Programming language” category, 437 entities were found belonging to 
different types of resources. Table 3 enlists the entities that reached the top ten. 

Table 3. Top ten entities recommended for the “Programming Language” sub-discipline 

DBPedia URI  Position  

http://dbpedia.org/resource/Category:Programming_language_topics 1 

http://dbpedia.org/resource/Category:Procedural_programming_languages 2  

http://dbpedia.org/resource/Category:Computer_programming 3 

http://dbpedia.org/resource/Category:Computer_languages 4 

http://dbpedia.org/resource/Category:Academic_programming_languages 5  

http://dbpedia.org/resource/Category:Multi-paradigm_programming_languages 6 

http://dbpedia.org/resource/Category:Programming_language_theory 7 

http://dbpedia.org/resource/Category:Data-structured_programming_languages 8 

http://dbpedia.org/resource/Category:Object-based_programming_languages 9 

http://dbpedia.org/resource/Category:Dependently_typed_languages 10 

4.2 Categorization According a Sub-discipline 

A set of OERs indexed by search engine Serendipity was annotated through KIM 
platform, which was customized to recognize the DBPedia entities extracted in the 
previous step. 

To illustrate the principle of categorization using the spreading activation  
algorithm, we expose a case of a resource entitled " Connecting Java and  
Matlab". Through the process of annotation, were found as main entities: Java [http:// 
dbpedia.org/resource/Java_(programming_language)] and MatLab [http://dbpedia. 
org/resource/MATLAB]. From these two resources recognized in the content of the 
resource starts the traversing through the hierarchical relationships that link resources. 
The iterative process should end when it is found a DBPedia category equivalent to a 
UNESCO sub-discipline. Fig. 5 shows the path between annotated entities and the 
goal category "Programming Language". 

After the preliminary results obtained, we continue by testing and improving the 
defined activities. Later, authors hope to share with the community the implemented 
code.    

                                                           
6 https://github.com/tinkerpop/gremlin/wiki 
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5 Conclusion 

For an Open Educational Resource (OER) to be used as learning strategy into a for-
mal or informal learning process must have specific characteristics and pedagogical 
information, in order to supply their discovery of searching tools and their use for 
people. In this work, four forms are proposed to organize OERs; concretely, we have 
proposed a method to categorize resources in a specific domain.  

Through a concrete case, we tried to demonstrate that is possible to find semantic 
relationships between a formal knowledge organisation system and a social knowl-
edge source. Creating links between these two systems is done with the aim of  
expanding the network of concepts of a formal and static system, by means of the 
spontaneous categories and dynamic that occurs in social systems like Wikipedia and 
DBPedia.  

Moreover, this work demonstrate that it is possible to support semi-automatic clas-
sification of OCW courses, taking advantage from linked data available in the Web 
through systems made by people who can converge to a formal knowledge fields 
classification system. The representation of areas or subjects and their relationships 
through semantic technologies, will help the discovery of such kind of resources for 
students and self-learners at worldwide.  

Different systems or applications could make inference on subject demanded by a 
learner and could display recommendations to get more relevant resources to support 
learning. In order to deliver more relevant results to the learners, we are currently 
designing a recommendation service that will use the categories defined for a resource 
and the top-concepts encountered during the expansion phase. 
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Abstract. Cloud application platforms with their numerous deployed
applications, platform and third-party services are becoming increas-
ingly complex, dynamic and data-intensive, and require novel intelligent
approaches to be applied in order to maintain them at an operational
level. By treating cloud application platforms as distributed networks
of software sensors and utilising techniques from the Semantic Sensor
Web area, we have developed a monitoring framework which allows
us to detect, diagnose and react to emerging critical situations in
complex environments of cloud application platforms in a dynamic
manner. In this paper, we focus on our use of a Sensor Cloud Ontology
to: (i) represent cloud-based logical software sensors; (ii) homogenise
monitored sensor data in the form of RDF streams; and (iii) apply
stream and static reasoning to these monitored values in order to detect
critical situations. We also explain how utilisation of Linked Data
principles can help achieve a more flexible and extensible architecture
to define diagnosis and adaptation policies. We discuss benefits associ-
ated with our approach, as well as potential shortcomings and challenges.

Keywords: Cloud Computing, Autonomic Computing, Semantic Sen-
sor Web, SSN Ontology, Linked Sensor Data.

1 Introduction and Motivation

Since its emergence nearly 15 years ago [3,4], the Semantic Web stack has devel-
oped into a wide range of solutions and technologies whose purpose is no longer
limited to providing computer-readable meaning to the Web, but now encom-
passes a range of problem domains, not necessarily related to the Semantic Web,
where existing challenges dictate a need for novel intelligent approaches.

One such area is the domain of Cloud Application Platforms (CAPs). These
are a group of Platform-as-a-Service (PaaS) cloud offerings, characterised by
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extensive customer support for developing, testing, deploying and maintaining
software. CAPs not only provision their customers with an operating system
and run-time execution environment, but additionally offer a range of generic,
reliable, composable and reusable services, following the principles of Service-
Oriented Computing (SOC) [22,27]. For example, Google App Engine1 currently
offers 41 services (or “features”), Microsoft Windows Azure2 provides 17 built-in
services and 46 add-ons (i.e., third-party services registered with the platform),
and Heroku3 offers over 100 add-on services.

However, such a flexible model for application development, in which com-
plex application systems are assembled from existing components, has its pit-
falls. Cloud platform providers increasingly find themselves in a situation where
the ever-growing complexity of resulting environments poses new challenges as
to how large volumes of actively streaming, heterogeneous and uncertain data
should be dynamically analysed to support situation assessment and run-time
adaptations. Accordingly, our research focuses on how Semantic Web technolo-
gies (specifically, OWL ontologies, SWRL rules, RDF streams and continuous
SPARQL query languages) can be utilised to define semantic streams of mon-
itored data which will then be queried and reasoned over in order to perform
situation assessment and suggest further adaptation strategies. Using these tech-
nologies has allowed us to develop a small-scale prototype self-adaptation frame-
work which enables dynamic monitoring and intelligent analysis of flowing data
within CAPs to support run-time adaptations.

The rest of the paper is organised as follows. Section 2 is dedicated to back-
ground information, outlining both the context of the research presented in this
paper, and some of our earlier findings. It briefs the reader on: (a) our approach
to treating CAPs as distributed networks of software sensors; and (b) the self-
adaptation framework for CAPs. In Section 3 we study existing ontologies for
modelling cloud environments and sensor-enabled domains, and position our
work at the intersection of these two domains. Section 4 describes the Cloud
Sensor Ontology which lies at the core of our self-adaptation framework, and
illustrates its role in the definition of RDF streams, C-SPARQL queries and
SWRL rules using an example based on Heroku add-on services. In Section 5 we
elaborate on the presented semantic approach and explain how it can be further
extended utilising Linked Data principles. Section 6 concludes the paper.

2 Background

2.1 Cloud Application Platforms as Sensor Networks

A fundamental underpinning of our approach is our interpretation of CAPs as
distributed networks of “software sensors” – that is, services, deployed applica-
tions, platform components, etc., which constantly emit raw heterogeneous data

1 https://cloud.google.com/products/app-engine/
2 http://azure.microsoft.com/
3 https://heroku.com

https://cloud.google.com/products/app-engine/
http://azure.microsoft.com/
https://heroku.com
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which has to be monitored and analysed to support run-time situation assess-
ment.4 This enables us to apply existing solutions developed by the Semantic
Sensor Web (SSW) community, which address the requirements of Sensor Web
Enablement [8] by combining ideas from two research areas, the Semantic Web
and the Sensor Web; this combination enables situation awareness by providing
enhanced meaning for sensor observations [28]. In particular, we were inspired by
the Semantic Sensor Networks (SSN) approach to express heterogeneous sensor
values in terms of RDF triples using a common ontological vocabulary, and have
created our own Cloud Sensor Ontology (CSO) to act as the core element of a
self-adaptation framework for CAPs.

2.2 Self-adaptation Framework for CAPs

Fig. 1 demonstrates a high-level architecture of the self-adaptation framework,
taking the established MAPE-K model [21] as an underlying model for self-
adaptation. In order to support both self-awareness and context-awareness of
the managed elements (i.e., software sensors within CAPs), we needed to de-
velop certain modeling techniques to define the adaptation-relevant knowledge
of the cloud environment (e.g., platform components, available resources, con-
nections between them, entry-points for monitoring and execution, adaptation
and diagnosis policies, etc.). In particular, we wanted to ensure:

– separation of concerns;
– the ability to make flexible modifications through declarative definitions;
– enhanced reuse capabilities, automation and reliability (as opposed to tra-

ditional hard-coded approaches).

Fig. 1. High-level architecture of the self-adaptation framework

Our solution was to develop a Cloud Sensor Ontology, which also serves as
a common vocabulary of terms, shared across the whole managed system, and

4 For a more detailed overview of our approach we refer interested readers to [12].
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corresponds to the Knowledge component of the MAPE-K model. Accordingly,
our ontological classes and properties serve as “building blocks” for creating
RDF streams, C-SPARQL [2] queries and SWRL rules. By annotating moni-
tored values with semantic descriptions, we enabled the framework to combine
observation streams with static ontological knowledge and perform run-time for-
mal reasoning. This work in turn opened promising opportunities for performing
run-time analysis, problem diagnosis, and suggesting further adaptation actions
[14]. In this paper we focus on the Semantic Web aspects of our approach.

3 Related Work

There has been a considerable amount of research efforts in the direction of con-
ceptually modelling cloud environments with ontologies and thus benefit from
declarative definitions, human-readability, built-in reasoning capabilities, stan-
dardised languages, interoperability, easy accessibility, etc. [35]. In [1] Androcec
et al. provide a holistic view on the existing works and presents a systematic
review of 24 cloud ontologies. According to this review, the whole body of work
can be classified into four main categories:

– Cloud resources and services description – studies in this category describe
cloud delivery models (i.e., IaaS, PaaS, SaaS), resources and services, pric-
ing models, etc. Examples of ontologies belonging to this category include
[7,15,24,33,37]. However, broadly speaking, all cloud ontologies can be clas-
sified under this categor et al.y, since they all describe cloud resources to
certain extend.

– Cloud security – this category of ontologies looks at clouds from a perspec-
tive of modelling security- and privacy-related aspects. For example, in [32]
Takahashi et al. devised an ontology based on cyber-security operational in-
formation of cloud systems, and developed the Countermeasure Knowledge
Base – a set of assessment rules with scoring methodologies and check-lists.

– Cloud interoperability – studies in this category use ontologies to achieve
interoperability among various cloud providers, their services and APIs (of-
ten based on existing standards and proposals for software interoperability),
and thus minimise the so-called “lock-in” effect. A notable example in this
category is the cloud ontology, which was derived in the frame of the mO-
SAIC project [25] and aims at providing a transparent and simple access
to heterogeneous cloud resources and avoid locked-in proprietary solutions.
Other examples also include [5] and [18].

– Cloud services discovery and selection – this category consists of ontologies
which facilitate the process of discovery and selection of best cloud services.
Typically, an ontology serves as a unified common benchmark against which
the comparison of various heterogeneous services is performed. Examples of
such ontologies include [11,17,19,20,31,38].

Another cluster of related research efforts comprises studies which utilise on-
tologies to formally describe sensor-enabled domains, collectively referred to as
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Semantic Sensor Web (SSW) [28]. Compton et al. [9] provide a survey of 12 SSW
ontologies, which provide vocabularies of concepts, relationships between those
concepts and built-in reasoning techniques to facilitate semantic interoperability,
and compare these ontologies with respect to such criteria as main purpose of
use, expressive power, underlying technology, etc.

In this light, a particularly notable and representative example of an ontology
used to model sensor networks of any complexity via a common and standardised
vocabulary is the Semantic Sensor Network (SSN) ontology, developed by the
SSW community. It is a product of careful analysis and comparison of existing
sensor ontologies by a group of established researchers and experts in the field
[36]. The SSN ontology comprises ten modules, and includes 41 concepts and
39 object properties, which describe sensors, the accuracy and capabilities of
such sensors, observations and methods used for sensing, as well as other related
concepts [10]. Despite this coverage, the ontology remains domain-independent,
as it does not describe domain concepts – these are intended to be defined
separately, and included from other linked resources. Such domain independence
allows for potential applications of the ontology to a wide range of sensor-enabled
domains (for example, the emerging area Internet of Things [29]), and is exploited
in the work described in this paper.

Nevertheless, none of the existing cloud ontologies features the sensor-related
dimension, and none of the existing sensor ontologies captures the “logical” sen-
sors of CAPS (albeit they offer ways of extending them with relevant concepts).
Given this situation, we have developed our own Cloud Sensor Ontology5 (CSO),
which combines the two aforementioned domains, and in the next section we ex-
plain how it can be used to express software sensors within CAPs.

4 Cloud Sensor Ontology (CSO)

The principles underpinning the development of the CSO reflected existing in-
sights, best practices, and recommendations as to how sensor-enabled domains
should be modeled using ontologies (apart from the SSN ontology, which was the
main point of reference in our work, other important influences were OntoSensor
[16] and Ontonym [34]). Moreover, when developing the CSO, we tried to follow
established ontology engineering principles [26,30], such as clarity, coherence,
consistency, extensibility and adoption of naming conventions.

Having outlined some of the key structures defined within CSO, we demon-
strate by example how the resulting ontology can be used to define RDF streams,
C-SPARQL queries and SWRL rules, thereby helping to detect excessive num-
bers of client connections to Heroku’s Postgres database add-on service.

4.1 Structure of the CSO

When shifting focus from the conventional physical sensor devices of the Sensor
Web domain to the “logical software sensors” of CAPs, many of the concepts

5 Available at http://seerc.org/ikm/docs/cso.owl.

http://seerc.org/ikm/docs/cso.owl
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defined in existing sensor ontologies become irrelevant and may be omitted.
Mainly, these are the concepts related to the physical placement and environment
of sensor devices. Additionally, since existing ontologies primarily target sensor
observations, they do not include concepts related to situation assessment and
adaptations, and this was another challenge for us when developing the CSO.

Logically, CSO can be divided into an upper (i.e., platform-independent) and
a lower (i.e., platform-specific) level. The former contains high-level concepts
which are potentially reusable across multiple CAPs, whereas the latter con-
tains domain-specific knowledge, such as actual cloud service names and their
properties. Accordingly, as far as the principle of ontology completeness is con-
cerned, our work on these levels is still ongoing: we are investigating various case
studies (one of which will be demonstrated below) with a view to extending and
optimising both the upper and the lower parts of the ontology, e.g., to capture
concepts relevant to a specific CAP and its services.

The upper ontology includes 5 modules:

– Sensor (Fig. 2) – this is the main class used to describe sensors within
CAPs, and includes such subclasses as Service, PlatformComponent,
Application, User, etc.

– Property (Fig. 3) – this class describes various qualities of soft-
ware sensors to be observed, such as Size (further sub-classed
into DatabaseSize, QueueSize, etc.); Time (further sub-classed into
ExecutionTime, QueuingTime, StartingTime, FinishTime, etc.); and
NumberOfConnections. The Property class is related to Sensor through
the hasProperty object property, which is further sub-classed into hasTime,
hasSize, hasNumberOfConnections, etc. In adopting this structure we have
followed the Sensor-Observes-Property pattern adopted by the SSN, On-
toSensor and Ontonym ontologies. This pattern facilitates conciseness and

Fig. 2. Upper ontology: the Sensor module
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Fig. 3. Upper ontology: the Property module

Fig. 4. Upper ontology: the Situation module

enables defining the upper concepts (i.e., Sensor, hasProperty, Property)
first, and then extending them with required subclasses and sub-properties,
thus avoiding redundancy and repetitions.

– Situation (Fig. 4) – this class contains the subclasses CriticalSituation
and OrdinarySituation, which are used to classify observations as either
requiring or not requiring adaptation actions. CriticalSituation includes
such subclasses as Crash, Overload, and ClientConnectionViolation.

– Adaptation (Fig. 5) – this class defines possible adaptation actions in
response to detected critical situations, and includes such subclasses as
ResourceProvisioning, ResourceDeprovisioning, and Substitution.

– Object (Fig. 6) – this is an auxiliary class to model all other entities within
CAPs which should not necessarily be modeled as Sensors.
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Fig. 5. Upper ontology: the Adaptation module

Fig. 6. Upper ontology: the Object module

4.2 Example: The Role of the CSO in a Sample Adaptation Loop

We now illustrate how the CSO can be used with RDF sensor streams, C-
SPARQL queries and SWRL policies to address existing potential shortcomings
of Heroku and its add-on services. For this example, we focus on the Postgres
database service6, one of several data storage services offered by Heroku.

Heroku’s pricing model offers customers a range of subscription plans, each
offering a different level of service. In particular, a typical metric relating to
data storage services is the number of simultaneous client connections. However,
customers are not currently notified in advance when the number of active con-
nections is reaching ‘danger levels’, and this can result in further connection
requests being unexpectedly rejected. Accordingly, our goal in this case study
was to equip data storage services with sensing capabilities, so that application
providers can be notified in advance whenever a threshold is approaching, allow-
ing them to take appropriate preemptive actions – for example, by closing down
low-priority connections or by automatically upgrading their subscription plan.

Using our framework we manually annotated sensor data (in this case, the
current pool of client connections and the current state of the database backup

6 https://www.heroku.com/postgres

https://www.heroku.com/postgres
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process) with semantic descriptions defined in the CSO to generate a homo-
geneous data representation, and then streamed these RDF values to the C-
SPARQL querying engine.7 The following RDF stream captures the situation
when the number of client connections increased from 15 to 18 (the connection
limit is 20 for the initial subscription plan), and no backup process is running –
this is important because the backup process establishes two client connections
to the database, but typically lasts for less than a minute, and therefore should
not be considered as a threat.

cso:postgres-service-10 rdf:type cso:StorageService

cso:postgres-service-10 cso:hasNumberOfConnections

cso:number-of-connections-122

cso:number-of-connections-122 rdf:type cso:NumberOfConnections

cso:number-of-connections-122 cso:hasValue "15"^^xsd:int

cso:postgres-service-10 rdf:type cso:StorageService

cso:postgres-service-10 cso:hasNumberOfConnections

cso:number-of-connections-122

cso:number-of-connections-122 rdf:type cso:NumberOfConnections

cso:number-of-connections-122 cso:hasValue "16"^^xsd:int

cso:backup-service-8 rdf:type cso:BackupService

cso:backup-service-8 cso:accesses cso:postgres-service-10

cso:backup-service-8 rdf:isActive "false"^^xsd:boolean

cso:postgres-service-10 rdf:type cso:StorageService

cso:postgres-service-10 cso:hasNumberOfConnections

cso:number-of-connections-122

cso:number-of-connections-122 rdf:type cso:NumberOfConnections

cso:number-of-connections-122 cso:hasValue "18"^^xsd:int

In order to assess current situation and detect violations we registered a stand-
ing C-SPARQL query, which is evaluated every second and triggered whenever
the number of client connections during the previous minute reaches the thresh-
old of 18, provided there is no backup process running – that is, there are indeed
18 client connections, and there is a potential threat to the application stability.

REGISTER QUERY PostgresClientConnectionViolation

AS PREFIX cso:<http://seerc.org/ontology.owl#>

SELECT ?service1, ?noc

FROM STREAM <http://seerc.org/stream> [RANGE 1m STEP 1s]

WHERE { ?service1 rdf:type cso:HerokuPostgresService .

?service1 cso:hasNumberOfConnections ?noc .

?noc cso:hasValue ?v . FILTER (?v >= 18) .

7 To extract these metrics from the Postgres service we relied on standard mechanisms
offered by this database. See [13].
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?service2 rdf:type cso:PGBackupService .

?service2 cso:accesses ?service1.

?service2 cso:isActive "false"^^xsd:boolean }

Once the C-SPARQL query is triggered, the corresponding critical values
are instantiated in the CSO as instances of HerokuPostgresService and
CriticalNumberOfConnections, and reasoning over SWRL rules is applied. The
following two rules define that: (a) a situation when a Postgres service has a
critical number of client connections should be classified as critical under the
ClientConnectionViolation class; and (b) such a critical situation requires an
adaptation – in this case a subscription plan upgrade.

HerokuPostgresService(?ser), CriticalNumberOfConnections(?noc),

hasNumberOfConnections(?ser, ?noc), Situation(?sit)

-> ClientConnectionViolation(?sit)

HerokuPostgresService(?ser), ClientConnectionViolation(?sit),

isInSituation(?ser, ?sit)

-> needsSubscriptionPlanUpgrade(?ser, true)

5 Next Steps: Linked Data

Our original motivation to employ the Semantic Web technology stack was to
move away from rigid, hard-coded approaches and introduce a flexible, easily
maintainable, and platform-independent way of expressing diagnosis and adap-
tation policies for the domain of CAPs. Our self-adaptation framework offers
CAP providers an opportunity to define policies in a declarative and human-
readable manner by using the underlying Cloud Sensor Ontology as a common
vocabulary of terms.

However, as illustrated in the Postgres example above, this approach implies
that cloud providers are responsible for maintaining adaptation-related knowl-
edge which concerns not only the internal platform components, but also third-
party services, which are registered with the given CAP. In reality, however, this
is not necessarily the case. Typically, third-party service providers, having de-
ployed their software on a cloud and exposing the API to the users, take on the
responsibility to maintain the software and associated resources, and provide cus-
tomers with required support. This means that CAP providers treat third-party
services as black boxes and need not be aware of their internal architecture and
organisation. Accordingly, this may result in situations where adaptation policies
are incomplete, imprecise, or even invalid, which in turn may lead to incorrect
adaptations, non-optimised resource consumption, and even system failures.

As a potential solution to this problem we are currently investigating how
Linked Data principles can be utilised in this context. The primary goal of Linked
Data is to enable discovery and sharing of semantically-enriched data over the
Web using standardised technologies, such as URIs and RDF [6]. In other words,
Linked Data implies the ubiquitous re-use of existing distributed data, which is
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exactly what we need in order to separate various pieces of adaptation policies
between CAP owners and third-party service providers.

Accordingly, we believe that using Linked Data principles will enable us to
create a distributed two-level ontological framework, which would consist of:

– Platform Adaptation Ontology: a core OWL ontology containing all the nec-
essary concepts, relations and default SWRL rules needed to define the de-
fault adaptation-related behaviours of platform components and services.

– Extension Adaptation Ontologies : a set of linked OWL ontologies and SWRL
rules developed by third-party service providers and deployed on the Web,
which specify diagnosis and adaptation policies for respective services reg-
istered with a CAP. These ontologies may either extend or overwrite the
default behaviour specified in the core Platform Adaptation Ontology.8

The main benefits of Linked (Open) Data are that it is sharable, extensible,
and easily re-usable. In the context of a distributed ontological framework for
adaptation policies, we also postulate the following additional benefits:

– Linked extensions are distributed and easily accessible over the Web by
means of URIs and/or SPARQL endpoints. In this sense, software services
become “self-contained” as they inform the autonomic manager about their
diagnosis/adaptation policies by providing a link to the corresponding poli-
cies. The autonomic management system need not know about them in ad-
vance, but can access them at run-time using Linked Data principles.

– Linked extensions are easily modifiable. Since third-party service providers
have full control over their segment of policies, they can seamlessly change
them so as to reflect ongoing changes.

– Linked extensions are potentially re-usable across multiple CAPs. Indeed, it
is quite common for third-party service providers to offer their services on
several CAPs. For example, CloudAMQP9 – a messaging queue service – is
offered on 10 different CAPs (including Amazon Web Services10, Heroku,
Google Cloud Platform11, etc.). Accordingly, under certain assumptions one
and the same policy definition can be re-used across all of those CAPs.

Moreover, there is no need to restrict oneself to exposing as Linked Data
only the schemas. In the future we may consider publishing historical CAP
sensor observations (as homogenised RDF triples) in public repositories. Indeed,
we already record these datasets for the purposes of post-mortem analysis, in

8 It should be perhaps noted that typically the term “Linked Data” refers to published
RDF datasets (or “instance data”), rather than to OWL, RDFS and SWRL vocab-
ularies. Nevertheless, there is ongoing research aimed specifically at linking, sharing
and re-using the underlying schemas, not just the datasets themselves. See, for ex-
ample, Linked Open Vocabularies - LOV (http://lov.okfn.org/dataset/lov/) for
a representative example of this research initiative.

9 http://www.cloudamqp.com/
10 https://aws.amazon.com/
11 https://cloud.google.com/

http://lov.okfn.org/dataset/lov/
http://www.cloudamqp.com/
https://aws.amazon.com/
https://cloud.google.com/
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order to identify critical failures or suboptimal behaviours. We are also planning
to apply machine learning techniques so as to detect underlying trends and
patterns, which will hopefully lead to more precise and accurate diagnosis, and
more efficient adaptation policies. Exposing this information as Linked Data
will, we believe, provide access to real-world performance measurements, and
will have the potential to facilitate comparison between different CAPs.

6 Summary and Conclusions

In this paper we have presented our Cloud Sensor Ontology (CSO), and illus-
trated how it lies at the core of our semantic self-adaptation framework for cloud
application platforms. Having Despite thoroughly studied studying related on-
tologies in the domains of SSW and cloud computing, we were unable to find
one, which would satisfy our the requirements of sensor-enabled cloud applica-
tion platforms “out of the box”, and therefore opted to define our own. Taking
the established SSN ontology as a reference, we developed this ontology by treat-
ing CAPs as networks of distributed “logical” software sensors. We employed the
CSO as an underlying semantic architecture model of cloud environments as well
as a shared vocabulary of terms for defining RDF sensor streams, C-SPARQL
continuous queries for performing situation assessment, and SWRL rules for the
final diagnosing and adaptation planning. We have argued that this approach
allows us to benefit from an extensible architecture to introduce new software
services, flexible and declarative declaration of adaptation policies, and powerful
reasoning capabilities to analyse critical situations and suggest possible adap-
tation strategies. Accordingly, we believe that the CSO might be of interest to
academic or industrial researchers willing to ontologically model complex soft-
ware environments as networks of distributed logical sensors.

On the other hand, we can also identify potential shortcomings of the ap-
proach. These include the general scalability issue of formal reasoning, which
in presence of large amounts of monitored data within CAPs needs to be prop-
erly addressed [23]. We are planning to perform a more formal evaluation of the
CSO with respect to its scalability and “queriability” – that is, how the shape
of the ontology affects the performance, and whether potential downgrades can
be tolerated in favour of increased analytical and reasoning capabilities of the
described approach.

We are also planning to experiment with another CAP to prove flexibility and
agility of our approach. In these circumstances, another issue to be considered is
the proprietary software standards, which may restrict us from inserting probes
into applications to extract monitoring data.

To address the potential shortcoming associated with CAP providers being
not necessarily in a position to define policies concerning a particular third-
party service registered with the given CAP, we also proposed utilising Linked
Data principles so as to decouple semantic knowledge concerning the CAP per
se from knowledge concerning external services. This approach has the potential
to create an open extensible architecture where a cloud sensor network consists
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of independent self-contained sensors (i.e., platform components and services),
described by a two-tier distributed set of interacting ontologies.
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Abstract. As the amount of information available on the Internet is
growing very rapidly (including Linked Data, in particular Linked Open
Data), creation of customized tools for knowledge management is be-
coming increasingly important. The paper proposes an approach to con-
struction of personalized information services that can be customized
to the needs of different users. The approach is based on two models:
model of user’s information needs and information environment model
(types of data sources). An implementation of the approach is consid-
ered on the example of system which is intended for concrete category
of users: researchers in the area of the Semantic Web. Three basic types
of users queries have been identified: news, general and analytical. De-
signing the personalized service is considered from the standpoint of the
main stages of the queries lifecycle: its construction and execution. Two
types of ontologies are used for initial query constructing: basic ontol-
ogy of research activity and the domain ontology. Query execution al-
gorithms include obtaining data from different types of sources (HTML,
HTML+RDFa, RSS, SPARQL endpoints) and its processing depending
on the features of the query. In addition the design pattern for effective
building of queries management module is proposed. In conclusion future
directions of prototype improvement are discussed.

Keywords: Personalized information services, queries to semantic data
sources, information services for researchers.

1 Introduction

Currently the volumes of information available on the Internet and a variety of
data representation formats preserve the tendency to rise. In this environment
effective knowledge management is possible by means of personalization of in-
formation services. To do this, services should take into account individual user
requests and be able to handle different types of sources, including semantic
ones. It is especially important for researchers, who spend lots of time searching
and processing information to stay up to date in their area of interest.

In [1] the following definition of personalized information service is given:
“A personalized information service is a service towards a customer comprising
(a) filtering of information out of former gathered and qualified information
regarding users textual interest (b) presentation of this information using a user
defined time schedule and media appropriate with recent user environment”.

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 44–56, 2014.
c© Springer International Publishing Switzerland 2014
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2 Related Work

To help researchers to follow the news in their area (new publications, disser-
tations, upcoming conferences,etc.) social networks for researchers are designed,
such as Academia.edu [2], Researchgate [3], Mendeley [4] etc. Since the main
function is communication and search of researchers with similar interests, such
systems have limited options for customizing news notifications and support
a small number of predefined formats (text formats, no support for semantic
sources). Search is focused on internal databases (also available in a fixed num-
ber of external ones), new sources for updates tracking cannot be added.

At present a number of approaches to semantic data aggregation are pro-
posed. In particular, “Sigma” system [5] provides an automatic search for sources
(pages with embedded RDF, RDFa, Microdata and Microformats), an integra-
tion of data from different types of sources, removing repeated data, ranking
results and presenting them to user who may refine the results by adding or
removing sources. ECSSE (Entity Centric Semantic Search Engine) [6] provides
mashups from sources that contain structured data using large scale Semantic
web indexing, logic reasoning, data aggregation heuristics and other methods.
In [7,8] an aggregators of public professional events are described. The first one
utilizes microblogs (e.g. Twitter) as data sources. The second one collects and
integrates data in XML and utilizes RDF data model as a repository.

Some aspects of the research and development of a prototype of personalized
service for researchers (including review of existing systems, the general archi-
tecture, agent-based approach to service construction) have been described in
previous papers of authors [9,10,11]. Compared with other systems, the main
purpose of the construction of described prototype is personalization for a par-
ticular user, the ability to extend the functionality and customization for the
required information environment. This paper discusses aspects of queries prepa-
ration (on the example of news and general queries) and data collection from
different types of sources, including semantic ones.

3 User Information Needs

The first step towards building a personalized service which would help to im-
prove the efficiency of searching and processing information is to find out the
information needs of users. Since different categories of users have different needs
let us consider researchers as an example.

There are several human-centered models of information seeking [12], includ-
ing anomalous states of knowledge model [13] in which the information needed
to solve a problem are not clearly understood by a seeker. In this paper we focus
on professional events to help researchers stay relevant in their area of research
and plan their activities (e.g., upcoming conferences, new publications, projects,
etc.), for this reason searching for answers in some specific domain is omitted. In
that case users realize their information needs which in context of our prototype
may be represented as a set of information queries:
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IN = {IQj}, (1)

where IN - information needs and IQj - j-th information query.

3.1 Basic Model of User Information Needs

The second step is to identify possible categories of queries and its features.
The initial motivation of our project was to improve the efficiency of scientific
research and educational process at the Department of Computer Engineering
of SPbETU “LETI” within masters’ program “Distributed Intelligent Systems”.
Therefore, the basic set of information needs were identified and structured based
on a survey of graduate and postgraduate students and professors of the depart-
ment, working in the field of Semantic web and multi-agent systems. Based on
the analysis of the survey three basic categories of information queries were
identified:

1. News - report about new events significant for a user. For example, an an-
nouncement of a new conference, new publication, etc;

2. General - find the set of entities with specified properties. For example, “Re-
searchers in the field of descriptive logic”, “Projects related to the Semantic
Web technologies over the last 3 years”, “Conferences on Artificial Intelli-
gence in 2013”;

3. Analytical - related to statistical parameters measurement (“Distribution,
i.e. number of researchers, interested in the Semantic Web in the EU coun-
tries”) or the dynamics (“Increase in the number of publications about the
LOD for the last 5 years”).

Considering selected categories user’s information needs may be presented as:

IN = IQi = {NQj} ∪ {GQk} ∪ {AQl} (2)

where NQ - news query, GQ - general query and AQ - analytical query.
News and general queries are similar, they only differ in a set of contained

entities, in a set of properties (the determining factor in this case is a date) and
a method of determining if the requested data is new for the user. Analytical
queries do not directly contain the required data but it can be obtained by
executing special operations.

3.2 Query Life Cycle

The life cycle (LC) of a user query, in general case, includes three phases:

1. query preparation (construction);
2. query execution (processing);

3. query results presentation to a user.
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The life cycle phases are important for refinement of requirements to software
and on the design phase.

On the query preparation phase, a user constructs a query in accordance with
the selected category and sets modes of its processing. In details the preparation
of a query includes:

– selection of query category;
– construction of the query;
– choosing and setting a set of external sources of data;
– setting the query processing modes (frequency and method of activation,

methods of extraction / processing of required data, etc.);
– specifying form of results presentation to a user.

When constructing the query a user should specify its attributes. A news
query may be generally characterized by two main attributes:

– type of a new event for user (such as the announcement of a conference, a
competition, publication of a monograph, etc).

– subject (theme, topic) of event (e.g., the Semantic web, multi-agent systems).

Thus, a news query can be presented as:

NQj =< ETj , ESj >, (3)

where ETj - event type and ESj - event subject.
When preparing the general query, the user must specify the basic entity of

the query (e.g. person, project, publication etc.), the topic (descriptive logic,
linked data etc.), and perhaps some additional constraints (time, location, etc.).
Thus, a general query can be formally presented as:

GQj =< BEj , QTj, ACj >, (4)

where BEj - basic entity of general query,QTj - query topic and ACj - additional
constraints.

Furthermore, on the step of query construction user forms a list of sources to
be processed at each cycle of query implementation.

On the query execution step it is processed in accordance with the specified
execution mode. Query processing generally includes:

– collection of information from sources;
– selection of required facts from sources;
– further processing according to the query type.

On the last step the query result is presented to a user.

3.3 Model of the Information Environment for the Personalized
Service

To provide flexible customization of the service to the dynamically updated global
information environment it is necessary todetermine themodel of the environment.
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This model should describe the properties of the environment, such as types of
sources, protocols to access them, formats of queried data, etc. The Internet
contains a huge number of distributed heterogeneous sources and the way they
may be collected depends on their type. In our project the following types of
sources are selected for consideration:

1. News RSS feeds.
2. SPARQL-endpoints.
3. Pure HTML web pages (without microformats, microdata or RDFa).
4. HTML + RDFa (or with microformats or microdata).

Thus, basic data for general or news query are:

– a query;
– a list of external sources.

A number of popular sources of scientific information, in particular [14,15,16],
provide the opportunity to proactively inform users in accordance with speci-
fied requirements. In our project we are planning in particular provide a single
interface to configure them.

4 Architecture of the Personalized Service and the Used
Ontologies

As shown on Fig. 1 the main modules of the prototype are the web application,
the client and service agents and a knowledge base (containing three types of
ontologies).The prototype that is developing as a Java web application is at
an early stage. Ontologies are stored in PostgreSQL database. To deal with
ontologies Jena framework [17] is used. Agents are built with the help of Jade
framework [18].

Since the service prototype for researchers aims to help them in their everyday
work, types of ontologies were selected based on the analysis of their activities.

Ontology of informational environment (IE). Describes the information envi-
ronment in which the service works: data sources, document formats and access
protocols to them (based on the model of information environment). Due to on-
tology of informational environment and the service architecture user have the
ability to choose and add new types of sources.

Basic ontology of research activities (BRA). Contains information about in-
teresting to user events and describes infrastructure of scientific and educational
activities (based on the categories of information queries for this group of users).
This ontology allows users to customize the types of followed up events and re-
lated data (e.g., for the event “publication of a new paper” data about authors
are related).

Domain ontology (DO). Describes the structure of a particular domain and
provides a flexible configuration of the service. Due to the domain ontology,
service is not tied to a particular domain and may be customized to the user
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Fig. 1. General architecture of the prototype

interests. To do this during the setup phase of the service ontology mapping is
required that is quite a tedious task, but it may be partially automated.

For each user customized versions of ontologies of three types are created (user
ontologies). Query is constructed using described ontologies: types of events are
selected from the BRA, query themes from the DO, data sources from the IE.
Service agent is an important module of the prototype which is used to construct
queries and collect data from different types of sources.

5 Query Management Module

For efficient processing of user queries a module should be constructed which
main objectives would be:

– to make the process of getting query result transparent for service agent
regardless of data source type;

– to provide an ability to add new types of sources without changing the
architecture of the service.

This module (called “Query Management Module”) is used in several ways:

1. On a query processing step. The input of the module is a query q of appro-
priate type (in the prototype - SPARQL or a string query) and a type of
source or a particular source s (if specified). As a result, the module returns
triples T containing the result data. The module defines the access method
to the source of a particular type: it sends a query to the appropriate source,
receives the response and brings it to a format suitable for storage in the user
ontologies (triples). The module has two work modes: user queries processing
in real time and scheduled data updates collecting (e.g., once a day).

2. On a query construction step to the source of a specified type - for configu-
ration and the query’s initial data retrieve.
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At the architecture level this module is located in the service agent.
Next, the first two steps of queries life cycle are considered: its construction

and data collection from the selected types of sources, and implementation of
these steps using the queries management module.

6 Query Preparation

6.1 SPARQL Query Preparation

For scientific and educational purposes it is proposed to select a list of typical
SPARQL queries with the possibility of user configuration for a specific endpoint.
Typical queries are constructed in terms of the service ontologies. By configu-
ration we mean the imposition of restrictions on selected by user properties
available in a specific endpoint.

The algorithm of query preparation:

1. User selects a typical SPARQL query and an endpoint. Ontologies used in
the endpoint and the service ontologies should be previously mapped. In this
case it is possible to select an entity class with meaning similar to the ones de-
scribed in a typical query using such properties as sameAs, skos:closeMatch
and skos:exactMatch for a particular endpoint. For this task ontology map-
ping module is used.

2. Queries management module selects all the properties for the requested en-
tity class from the selected endpoint. For each query a binding to a basic
entity is stored (BE for general query or ET for news query, see 3.2).

3. User selects the properties on which he would like to put restrictions.
4. Types of selected by user properties (e.g., string, date) are defined.
5. User is asked to input values of selected properties as restrictions for the

query.
6. Ready to run query is stored in the knowledge base of the service.

Let us notice that ontology mapping is going to be done in semi-automatic
way by the user since nowadays the process cannot be fully automated. Currently
COMA 3.0 [19] is used for mapping in the prototype. Various algorithms may be
used for this purpose and every year Ontology Alignment Evaluation Initiative
presents comparison results of the best ones (e.g., results of 2013 year [20]).

6.2 News Feeds (RSS)

To get updates from the RSS-sources RSS-aggregators are commonly used. Data
collection from this type of source has little scientific interest, but as the format
is very common its support is added to the service prototype. So far RSS has two
most popular versions: 1.0 is based on XML standards and RDF, and the 2.0
has a simpler syntax and is not an RDF-format. Version 2.0 may be converted
to the RDF using XSLT.

To provide the ability to process SPARQL queries for this type of sources an
initial extraction of the RSS-feed should be performed on the step of adding the
source to the service for:
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– mapping between dictionaries (RSS modules) and services ontologies;
– storing data about feed content in the service (used classes and properties).

The initial extraction is performed by the queries management module. After
that the algorithm of a query creation to the news feeds is similar to the one
described in Section 6.1.

6.3 HTML+RDFa

In order to process SPARQL queries to HTML+RDFa documents an initial
extraction of the RDF-triples from the document should be performed. To do
this various libraries for RDFa extraction may be used in the query management
module (in the prototype Semargl [21] was used). After triples extraction the
information about ontologies used for defining the RDFa will be saved. Next
task is to build a SPARQL query. To do this it is necessary to map the entities
of the typical query and the entities used in RDFa. The algorithm is similar to
one described in Section 6.1.

6.4 HTML Documents

For this source type there are two basic approaches:

– processing using a structure of a particular site, i.e. the specific predefined
HTML markup of the site.

– general processing without considering the peculiarities of a particular site.
In this case the text queries are applicable. Selection of news facts may be
performed using text mining.

In this paper only the first case is considered. In our opinion the optimal way
would be to offer users to add their own markup to pages (e.g., RDFa or micro-
formats). For convenience, an interface to help a user add a markup to elements
of HTML pages containing specific information (such as conference title, start
date, etc.) is required. This approach brings HTML processing to HTML+RDFa
case. The most well-known tool that works in a similar way is Structured Data
Markup Helper [22] from Google (supports schema.org, partially JSON-LD and
microformats).

In the service prototype the following steps should be completed for querying
HTML-pages using the proposed method:

1. At the step of adding HTML page user marks it by adding RDFa properties
using the service interface.

2. Markup for this page is stored in the service.
3. After that user creates queries the same way as he does it for HTML+RDFa.

7 Data Collection Using the Query Management Module

Data collection from sources of different types has its own features considered
below.
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7.1 Data Collection from SPARQL Endpoints

The module of queries management in order to work with sources of this type
should provide execution of SPARQL queries based on ETj and ESj, taking into
account the features of the specific endpoint. Processing algorithm of this type
of source is the following:

1. execute the query for a given SPARQL-endpoint;

2. get the triple from the SPARQL-endpoint;

3. save results to user ontologies.

To save the triples to the user ontologies a particular query pattern should
be used which universally chooses a subject, object, predicate and a text label
if available. The pattern of the general SPARQL-query for data collection is the
following:

SELECT ?subj ?prop ?obj ?label

WHERE {

?subj a prefix:OntologyClass. #event type

#get property to filter value

[ ?subj prefix:OntologyProperty ?property. ]

?subj ?prop ?obj.

[ OPTIONAL { ?objrdfs:label ?label.}

#filter property value

FILTER regex(?property, "propertyValue", "i") ]

}

LIMIT N

Optional parts of the query are in square brackets. Values filtering is held in
different ways depending on the type of values in the query (in the example by
string value).

7.2 Data Collection from RSS Feeds, HTML+RDFa Documents
and HTML

Since for a particular RSS-feed and a HTML+RDFa document SPARQL queries
were constructed during the setup step, data collection from these types of
sources is described in 7.1.

In the service prototype the following steps should be performed for the col-
lection of data from HTML documents:

1. the queries management module downloads a page and adds the saved RDFa
markup (see 6.4);

2. the queries management module collects data from HTML+RDFa (with the
help of external libraries integrated into the prototype) using a predefined
user queries.
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8 Design Patterns for Data Collection

To be effective the implementation of the queries management module should
provide (see Section 4):

– abilities for adding a new type of data source without changing existing
classes in the module;

– separation of service agent class from the specific implementation of source
classes: service agent should receive and forward a query but should not have
the information about how to get data from the source of a particular type.

Analysis of software design patterns showed that it is advisable to adapt the
pattern Command [23] for data collection in real time (Fig. 2). For each operation
(e.g., retrieve data from a source by a query execution, get all properties of an en-
tity class) of a particular source type (SPARQL endpoint, RSS, HTML+RDFa,
HTML, search engine and semantic search engine) classes are created (e.g., the
class for retrieving data from a SPARQL endpoint is “GetFromEndpointCom-
mand”). They contain instances of the corresponding source class (let us call
it a “controller” of the source, Fig. 2 shows “SPARQLController” as an exam-
ple). The “SPARQLController“ class contains all the methods for retrieving data
from a specific source type (a SPARQL-endpoint). A “RequestDistributor” class
is responsible for the distribution of user requests to appropriate controllers.

For scheduled data collection it is important to set a sequence of queries for
update collection and maintain high performance. The command pattern can
be used to handle a situation where there are a number of jobs (commands) to
be executed but only limited resources available to do the computations [23]. In
this case objects that implement the ommand interface are queued and program
threads sequentially extract commands and call their execute() method, and
after that go back for the next command object.

Fig. 2. Class Diagram of “Command” pattern for data collection

9 Preliminary Evaluation

The prototype was tested by a small group (7 people) of postgraduates and
students enrolled in the master’s program “Distributed Intelligent Systems”.
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Under this program the disciplines “Semantic Web” and “Multi-Agent Systems”
are taught. Students would like to know more about these areas, e.g. about
publications, conferences, ongoing projects, organizations and people who work
in these areas, and get some data analysis (e.g., how many papers were published
over the last few years on some particular topics, what are the dates to apply
for a workshop, etc).

To do this, they should specify a list of data sources that can be set man-
ually or selected from the list proposed by a service. After that the queries to
structured data sources should be formed. As a result, on the main page of the
application user sees aggregated data from predefined sources. The user may
choose how to visualize the data: by informational blocks (publications, confer-
ences, organizations, people, projects) with summaries (e.g. the number of found
conferences) or an adapted RDF-graph. The user may choose the informational

Fig. 3.Main page of the prototype which represents a few latest results of each category
(conferences, publications, workshops, people, organizations and projects)
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block he wants to know more about and get more detailed information on the
page of the prototype dedicated to it. After aggregating data for the first time
the user may set properties for updates aggregation to stay current.

As part of the test scenario the prototype was preconfigured to aggregate
news about intelligent agents and the Semantic Web. Main page of the pro-
totype, which represents a few latest results of each basic entity (conferences,
publications, workshops, people, organizations and projects) collected using all
predefined queries, is shown in Fig. 3. At the end of evaluation period (two
weeks) the students confirmed that:

– the prototype saves time: all updates from sites without RSS-feeds were
available without the need to visit them one by one;

– it is convenient to access RSS-feeds from the same interface;
– they were offered some publications on the predefined topics from SPARQL-

endpoints which they had not previously considered as in-formation sources
because of usage difficulties.

10 Conclusion and Future Work

To create a personalized service we have structured the information needs of spe-
cific categories of users and the information environment consisting of different
types of sources. The prototype provides the ability to collect information in a
variety of formats for the needs of a particular user and due to the ontological
approach may be customized to the required information environment. However
for now there are some difficulties in customization to the needs of a user. For
that reason further development is needed, in particular in construction an inter-
face for SPAQRL queries, more high level of automation of ontologies mapping,
client agent configuration, etc).

In future we are planning to implement a conflict resolution module, an in-
terface for SPAQRL queries construction for non-expert users and to add the
ability to handle HTML microdata and microformats. The personalized service
should also be tested over a wide range of users and its effectiveness should be
evaluated with more rigorous metrics.
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Abstract. Wordnet is a lexical database where nouns, verbs, adjectives,
and adverbs are organized in a conceptual hierarchy linking semantically
and lexically related concepts to each other. This paper reports on the
prototype of the Tatar Wordnet which currently contains about 5,500
Tatar verbs. Within our project we are creating a model of the semantic
system of Tatar verbs as a hierarchical structure considering specifics
of the Tatar language. For this purpose we use the entries of available
Tatar dictionaries (explanatory dictionaries and those of synonyms). As
the first step the extraction of available verbal synonyms from the dic-
tionary of synonyms of the Tatar language was carried out. Then the
most frequent 5156 Tatar verbs were selected and classified into several
groups (synsets) according to their dominant semantic components with
the purpose of adding new synsets and enriching those already existing
(currently about 1,500 core synsets were distinguished). Then semantic
relations between synsets were mapped (the verbs were linked accord-
ing to their troponymy, entailment, and causality). The paper presents
the results obtained, and discusses some problems encountered along
the way.

Keywords: Wordnet, synset, Tatar language, verb.

1 Introduction

Developing semantic networks of various types for different languages is an issue
of current importance in Natural Language Processing. WordNet [1,2,3] is a
lexical database where words marked as belonging to a certain part of speech
are linked via semantic relationships. Wordnet-like thesauri are organized around
the notion of synset (synonym set).

Wordnets for many languages vary in the degree of development. Wordnets
for Turkic languages have not been developed yet. The Turkish wordnet project
has been initiated by the Human Language and Speech Technologies Laboratory
at the Sabanci University (Kemal Oflazer group) [4], but unfortunately it has
not been completed. One of the undertakings in Turkic languages is building
the Tatar Wordnet prototype, which is presented in this paper. This project
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is carried out at the Research Institute of Applied Semiotics of the Tatarstan
Academy of Sciences. We are going to create a model of the semantic system
of Tatar verbs, considering specifics of the Tatar language. Our aim is to build
the Tatar Wordnet with modeling of the Tatar verb system using Princeton
WordNet core synsets and EuroWordNet Basic Concepts [5].

The paper is organized as follows: Section 2 presents the morphological com-
plexity of the Tatar language and the resources used. Section 3 discusses the
process of creating the Tatar Wordnet, limitations of the approach, problems
encountered along the way, and proposes some plans for further refinement of
the Tatar Wordnet. Section 4 reflects the results of the preliminary research of
the Tatar corpus data.

Tatar verbs are given in Turkish-oriented graphics.

2 Challenges

2.1 Morphological Complexity of the Tatar Language

The Tatar language belongs to the Turkic family; Tatar shares characteristic
features of all Turkic languages, such as agglutination and progressive vowel
harmony.

Of all parts of speech the verb stands as the most complex and comprehensive,
and the Turkic verb system has particularly complex and branched forms. The
Turkic verb is characterized by the following:

– a complicated negative form (often corresponding to English single word or
collocation: däşű — to speak, däşmäw — to keep silence;

– a complex system of tenses and moods, including synthetic and analytical
forms;

– a developed and polynomial system of verbal names: deverbal names (names
of actions), adverbial verbs, adjectival and participle forms;

– a complex system of grammatical voices (active, passive, reciprocal (coop-
erative), causative, reflexive), the ability to combine voice affixes with each
other within a word form (yuu — to wash, yuılu — to be washed, yuı̂su —
to help wash, yuınu — to wash oneself, yuındıru — to make somebody wash;
kölü — to laugh, kölderü — to make somebody laugh);

– various forms of expression of causative category; a word form may contain
two, three or even more causative indices modifying the action expressed by
the word stem to the left of the causative affixes (qaytu — to return, qaytaru
— to bring, qaytartu — to make somebody return, to make somebody bring
something).

In Tatar the same verb may denote:

– an action: yatu ‘to lie down’,
– a state of being: yatu ‘to be down’.

As a result, it may enter multiple synsets.
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2.2 Available Resources in Tatar Language

Let us give a brief description of the available linguistic resources appropriate
for building the Tatar Wordnet.

In the wordnet building basically four kinds of resources have been used:

1. English WordNet as an initial skeleton (lexical database, types of synsets,
super-subordinate relations of synsets),

2. already existing taxonomies of the language (both at word and sense level),

3. bilingual dictionaries (English and the target language),
4. monolingual dictionaries [6].

In the development of the Tatar Wordnet we used all these kinds of resources.
Moreover, additional data was obtained from published online dictionaries and
the Tatar National Corpus.

We have at our disposal only one specialized dictionary – the printed dictio-
nary of synonyms of the Tatar language (1999), compiled by S. S. Khanbikova
and F. S. Safiullina [7]. It contains 25,000 words of different parts of speech
united in 4,500 entries. The portion of verbal lexis in the dictionary is not large.
The main difficulty of working with the dictionary is that criteria for considering
words to be synonyms are unclear, and as a consequence the dictionary synonyms
series contain numerous descriptive expressions rather than synonyms, so dictio-
nary entries for wordnet building require critical analysis and error correction.
The dictionary does not reflect the diversity of the Tatar language, as it contains
a small number of entries. A large part of synsets consists of basic vocabulary
and they have to be enriched. Besides, being a classical dictionary of synonyms,
the dictionary compiled by S. S. Khanbikova and F.S. Safiullina merely consists
of a list of synonyms, and it does not contain information on semantic relations
between the synonyms series and it does not include concepts that are expressed
by single words.

Tatar lexicons in the form of explanatory disctionaries [8,9] provide entries and
senses for synonyms extraction and synset construction. Such data are especially
important for synsets that are not represented in the dictionary of synonyms or
for synsets requiring enriching. The explanatory dictionaries contain data that
have been selected for the purpose of representation of the Tatar language’s in-
ventory of lexemes; these dictionaries keep a small number of strings of synonyms
only as a means of word definition mapping; nevertheless they can be a great
help in clarifying concepts and filling synsets.

The entries of Russian-Tatar electronic bilingual dictionaries can also be used
as a resource for synonyms extraction, since bilingual dictionaries offer a trans-
lation of a number of synonyms for basic meanings of words. The Russian-Tatar
electronic dictionary ABBYY Lingvo X3 contains 47,000 words (7896 verbs) [10].

The Tatar National Corpus [11] includes writings of all sorts from literary
novels and popular scientific literature and educational texts to everyday news-
papers and magazines, texts of Internet publications on informative, social and
political topics and official documents. The corpus is an open system, therefore it
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permits expansion of the annotation system (currently only grammatical anno-
tation is used). In the current version of the corpus the texts are divided into two
types: fiction (71,5 %) and non-fiction (28,5 % of the total volume). In future a
more detailed classification of genres of texts will be introduced [12].

The system of morphological annotation of the National Corpus of the Tatar
Language ismainly oriented at presenting all the existing grammaticalword-forms.
In the model used for formal representation of the Tatar agglutinativemorphology
a word-form is built by consecutive adding regular word-formative and inflectional
affixes to the root. As a rule, each grammatical meaning is expressed by a separate
affix, and the affixes are unambiguous and regular. Thereby, in order to mark up a
word, it is necessary to analyze the structure of its affixal chain, using stems dictio-
naries.Grammatical annotationof aTatarword includes the informationabout the
part of speech of the word and a set of morphological features (parameters). The
Corpus as the most reliable source of linguistic information is used for revealing
frequency distributions of words and senses.

Thus we have lexicographical sources of different types and the corpus text
collection for wordnet building. First we extract available verbal synonyms from
the dictionary of synonyms of the Tatar language. Then we supplement manually
derived synsets and add new ones using the words automatically extracted from
other dictionaries and the corpus data.

3 Methodology

3.1 General Principles of Wordnet Development

Despite existing general principles of development of wordnets and Wordnet-
like thesauri and depending on the fact that these thesauri may or may not be
combined into a system of interconnected semantic networks as EuroWordNet or
BalkaNet, a set of resources and methods of their usage varies greatly in different
projects. The standard method of constructing national Wordnet-like thesauri
includes a conceptual and definitional analysis, an analysis of collocations, corpus
studies, processing statistic data, methods of formalization.

There are two basic approaches to the development of Wordwet-like the-
sauri [14]. The first—the widespread Expand Model—assumes that the selection
is done in Princeton WordNet [1] and the WordNet synsets are translated au-
tomatically (using bilingual dictionaries) into equivalent synsets into the other
language. The WordNet relations are taken over and where necessary adapted to
the new wordnet. Possibly, monolingual resources are used to verify the wordnet
relations imposed on non-English synsets. In such projects adding synsets which
do not exist in Princeton WordNet is often considered as a future plan [13].

Another approach known as the Merge Model sets a task to define synsets and
relations in particular language and then align new wordnet with the Princeton
WordNet using equivalence relations. The Merge Model results in a wordnet that
is independent of Princeton WordNet, which enables to represent and maintain
the language-specific properties.
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Relations of synonymy, linking words on similarity of the meaning, are basic
to all types of Wordnet-like thesauri. By the synset we understand a string of
words of the same part of speech that can be interchanged in a certain context.

In EuroWordNet, developers mark two words that denote the same range of
entities as semantically equivalent, irrespective of the morpho-syntactic differ-
ences, differences in register, style or dialect or differences in pragmatic use of
the words. Another, more practical, criterion which follows from the homogene-
ity principle is that two words which are synonymous cannot be related by any
other semantic relation defined [14].

3.2 Language Specific Features of the Tatar Verbs
in a Wordnet-Like Thesaurus

Our project’s aim is to develop a semantic classification of Tatar verbal lexis and
to create a complex semantic model of the verbal system of the Tatar language
by means of the Wordnet technology (Merge Model). The Expand Model is
impossible for us to use in default of an English-Tatar dictionary containing the
real wealth of the Tatar language both at the word and sense level (available
Tatar-English and English-Tatar dictionaries contain only basic vocabulary and
can be used only for educational purposes).

The Tatar language has a complex morphology and one of the main reasons
for this complexity is the wide use of various combinations (agglutination) of
verbal inflectional affixes of different types.

Because of the specificity of the grammatical system of the Tatar language
the same synset may contain verbs of the basic voice as well as of other voices
(especially causative), for example:

The synset ‘to throw’: {taşlau, atu, atıp bärü, ırgıtu}.
The verbs taşlau, atu, atıp bärü are in the form of the basic voice, and the

verb ırgıtu is in the form of the causative voice.
In many cases adding an affix and affixes combination to the verb stem modi-

fies noticeably the verb meaning and even leads to a change in its semantic class.
Some examples are given in Table 1.

A polysemantic word can belong to multiple synsets (Table 2).
Every synset contains a group of synonyms of different type: 1) one-word

synthetic verbs (for example, uqu - to read, 2) analytical verbs consisting of a
notional word expressing the lexical meaning and an auxiliary verb (for example,
yärdäm itü - to help, gıybädät kılu - to pray, 3) word-combinations which include
a word expressing the lexical meaning and a notional verb as an auxiliary verb
(for example, collocations like aşıysı kilü — to feel hungry).

Monolingual wordnets had to have their synsets aligned with the translation
equivalent synsets of the Princeton WordNet. We set a task to create our original
model of semantic system of Tatar verbs as the hierarchical structure which
would be relevant to the lexical system of the Tatar language. In doing that we
rely upon Global Base Concepts [5].

Linguistic specificity of the lexical system causes some difficulties at the stage
of alignment of synsets.
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Table 1. Meanings of Tatar verbs with different voice affixes

Tatar verb
(stem+ affixes)

Voice English transla-
tion

Verb class transitivity

aldaw (alda+w) basic deceive, cheat;
trick; swindle

behavior verb transitive

aldanu
(alda+n+u)

reflexive to be deceived behavior verb intransitive

aldatu
(alda+t+u)

causative allow to deceive
oneself

behavior verb transitive

aldaşu
(alda+ş+u)

reciprocal (coop-
erative)

deceive, cheat;
trick; swindle

behavior verb intransitive

räncü
(ränc[e]+ü)

basic to take offense emotion verb intransitive

räncetü
(ränc[e]+t+ü)

causative to give umbrage
to smb.

behavior verb transitive

Table 2. Tatar polysemantic verb

Tatar polyse-
mantic verb

sense synonyms

karaw to look karaw, bagu
karaw to look after karau, küzätü, saklaw, küz-kolak bulu
karaw to follow smb.’s example karaw, ürnäk alu
karaw to repair karaw, remontlaw, remont yasaw, tözätü

One of the features of the Tatar language is a large number of lower-level
synsets consisting of words of particular meaning, while more general higher-level
concepts are often not lexicalized. For example, there are in abundance sound
verbs characterizing sound in many particular aspects (type of sound source,
timbre, pitch, homogeneousness or heterogeneousness of the sound, etc.), but
there is a lacuna as to a verb denoting sound emission in general (no analogous
to English verb to sound (Table 3)). Most Tatar sound emission verbs have no
equivalents in English, for example, verbs in Table 3 may be translated roughly
as ’crash; peal; rumble’.

A serious problem for us in the Tatar Wordnet building is the imperfection
of word definitions given in the Tatar lexicons. For example, the descriptions of
meanings of most sound verbs in the Tatar lexicon look like the following:

daňgıldaw ’to emit a sound resembling daňg’;
dıňgırdaw ’to emit a sound resembling dıňgır ’[9].
So the lexicon entries contain only imitative words, and no description of

sound type and character. Such definitions are often unsuitable or deficient for
synset construction, thus we intend to offer our original definition for concepts
within the framework of our project.
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Table 3. Example of sound emission verbs synsets

troponym troponym
’to emit a sound (= to sound)’ — non ’to cause sound emission’ —

verbalized non verbalized

basic voice causative voice

specific manner of sound emission’ ’to cause specific manner of sound’
{daňgıldaw, {daňgıldatu,
daňgırdaw, daňgırdatu,
dıňgıldaw, dıňgıldatu,
dıňgırdaw} dıňgırdatu }

A set of non-lexicalized concepts may be revealed in the course of a semantic
analysis on the step of synset building as well as construction and alignment of
the hierarchy of synsets.

The table of Verbal Base Concepts selected in the English, Dutch, Italian and
Spanish Wordnets includes a concept to have as a basic concept of high level [5].
The Tatar language has no verbalized concept of ‘to have’; possessive relations
in Turkic languages are expressed by means of the verb to be:

Minem maşinam bar.
My car is/exists (word by word translation).
I have a car.
Nonetheless many Tatar verbs contain the concept to have in a bound form:

– Tamırlanu ‘to take roots’,
– Sabaqlanu ‘to form a stalk’,
– botaqlanu ‘to form branches’,
– börelänü ‘to form buds’.

The semantic structure of these verbs includes the following integral semes:
’beginning’, ’proper possessivity’, ’meronymy relations’ and ’characterization’.
So, a large number of Tatar possessive verbs with the meaning component ’part
of plant’, may be interpreted as ’starts to have what is named a deriving stem’,
i.e. the interpretation of such verbs can look like ’S starts to have Sm’, where Sm
is stem (motivating) word. The meaning component ’to have’ in a bound form
is contained in the semantic structure of many other groups of verbs.

The category of possessivity, as well as that of space and time, can be re-
ferred to as a universal category, reflecting typical extra-linguistic relations of
possessivity. The basic universal category of possessivity has its real implemen-
tation in every language, its unique set of expressive means and its place in a
special model of the world. In languages of different types, possessive verbs have
different semantic organization, and they are characterized by different features
of collocability. Besides, the structure of the category of possessivity is not ho-
mogeneous for different lexical classes, that is why in order to determine the
boundaries, the composition and peculiarities of implementation of this cate-
gory, it is necessary to analyze the conceptualization of possessive relations in
different lexico-semantical groups.
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The main characteristic of the Base Concepts is their importance in wordnets.
From our point of view, the concept to have is very important in the semantic
system of the Tatar language, and its importance is caused by the ability of this
concept to function as an anchor in attaching other concepts with possessive
meaning. Although the concept to have is not lexicalized in Tatar, nonetheless
the meaning component ’to have’ is to be distinguished in the semantic structure
of some groups of verbs and to be used in the constructing hierarchy. So the
structure of the thesaurus should take into account the lexicalized concepts as
well as non lexicalized ones.

If entries of lexicographic resources seem arbitrary we search the corpus data
for information. Let us take, for example, the synset to help; the dictionary
compiled by Sh.S. Khanbikova and F.S. Safiullina represents it as {yärdäm itü
(headword), yärdämgä kilü, yärdäm kürsätü, bulışlık itü, bulışka kilü} [7].

The corpus data give evidence that noun bulışlık ‘help’ combines with auxil-
lary verb itü as well as kürsätü (roughly 50% of documents contain bulışlık itü,
50% — bulışlık kürsätü), so the synset with headword yärdäm itü ’to help’ must
contain the collocation bulışlık kürsätü. Whereas the study of frequency distri-
bution shows that the collocation bulışka kilü is characterized by low frequency
(3 occurrences only) and may be excluded.

As a result the synset with headword yärdäm itü ‘to help’ looks like the
following:

{bulışu, yärdäm itü, yärdäm kürsätü, bulışlık itü, bulışlık kürsätü}.
So our task consists of extracting synsets from available dictionaries, enrich-

ing these synsets, adding other semantic links to the taxonomic structure, and
aligning this structure with other existing ontologies (Princeton WordNet and
EuroWordNet).

One of the biggest problems facing the developers of the Tatar Wordnet is rep-
resenting actual distribution of meanings of Tatar verbs. To achieve this goal the
contexts of lexemes under consideration are extracted from the Tatar National
Corpus. The set of extracted contexts for each lexeme is annotated regarding
the scheme of meanings given in the explanatory dictionary.

In selecting the optimal number of corpus contexts for the analysis we have
relied on the results obtained by I. Azarova and her colleagues during the cre-
ation of Russian Wordnet (RusNet)[15]. According to these data, the selective
annotation of 100-150 contexts taken randomly from different works gives the
same distribution scheme of contexts as a complete set, including 1500-2000 con-
texts. Thereby a set of meanings that should be represented in the thesaurus is
established through the context analysis of the corpus data. The isolated (single)
instances of realization of meanings are considered occasional. For delimitation
of occasional and usual meanings we introduce a threshold in 1% of the total
number of contexts. The experiments carried out on the corpus data demonstrate
that this value is relevant for selecting common usage senses.

If necessary, headwords in synsets are also established by means of using the
statistical method of research of the corpus data.
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Thus we solve some key problems in the course of the Tatar Wordnet project:

– constructing new verbal synsets and enriching the existing ones;
– constructing the hierarchical network of Tatar verbal synsets;
– including analytical forms in synsets;
– correlating causative pairs;
– improving word definitions on the corpus data in cases where the definitions

given in the vocabularies are incomplete;
– revealing non-lexicalized hyperonyms;
– considering corpus frequency information for synset construction.

The feasible application of the developed resource lies in the textual analysis
of the Tatar language (i.e. disambiguation), machine translation, semantic an-
notation of the Tatar National Corpus, and systematization of Tatar verbal lexis
in building new dictionaries, in particular, the semantic dictionary of the Tatar
verbs.

4 Preliminary Evaluation

As the first step the extraction of available verbal synonyms from the dictionary
of synonyms of the Tatar language was carried out (about 1,000 synsets). Then
the most frequently used 5,156 Tatar synthetic (one-word) verbs were selected
automatically from Tatar lexicon and Tatar-Russian dictionary and manually
classified into several groups according to their dominant semantic components.
Also the list of most frequently used (common) analytical verbs (compound
verbs) in Tatar was compiled from the corpus data, and frequency distribution
of these verbs was determined. We have obtained 250 compound verbs having
the auxiliary component itü (to do, to make) and 100 compound verbs having
the auxiliary component kılu (to do, to make), for example, säyähät itü – to
travel, häräkät itü – to move, hökem kılu - to sentence, to condemn.

We enriched the verbal synsets from the dictionary of synonyms of the Tatar
language by manually deriving synsets and adding the words automatically ex-
tracted from other dictionaries and the corpus data. The next step is the con-
struction of the hierarchical semantic network of synsets as wordnet requires,
which is done manually. Currently about 1,500 core synsets are compiled, with
the semantic relations between them mapped according to the verbs’ troponymy,
entailment, and causality relations.

Preliminary experiments on the corpus data verify that the developed pro-
totype of Tatar Wordnet represents the most significant structural relations of
Tatar verbal vocabulary. We have selected 50 sound emission verbs of different
types from 25 synsets, then extracted from the Tatar National Corpus and stud-
ied 1000 contexts containing these verbs. The context analysis prompts a con-
clusion that selected synonyms satisfy the criterion of interchangeability. Almost
all of the sound verbs have causative correlates. Lexicalized and non-lexicalized
concepts at the higher, more abstract levels of hierarchies correspond to their
English analogues. Nevertheless, the synonyms of the low level reflect language-
specific lexicalization patterns.
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5 Conclusion

Our goal is to combine the experience of traditional Tatar lexicography, the
reliable corpus data and the advantages of the Wordnet thesauri standard that
will enable us to represent the Tatar language in a way that would meet the
demands of contemporary computational linguistics.

The presented methods enable us to represent adequately the specific features
of the Tatar lexicon, and to minimize the subjectivity of lexical data differentia-
tion, thus to make them open for verification and to maintain language-specific
relations in wordnets. The current Tatar Wordnet is still being actively developed
so the numbers reported are expected to change soon.

Acknowledgments. The work is supported by the Russian Foundation for
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Abstract. Industrial use of RDF triple stores is facing lack of supplementary 
functionality such as fine-grained access control, changes approval, triggers and 
versioning. We have faced industrial use case in which this functionality is es-
sential. The solution is the transparent proxy middleware implemented over 
SPARQL endpoint. It allows usage of the standard application interface, not re-
quiring any changes in third-party software working with the triple store. It pro-
vides all the required functionality by using metadata stored outside of the 
model, leaving triple store content intact. The general middleware algorithm 
and some particular workaround are described. Performance slowdown factor is 
reduced by implementing internal caching for frequently used queries. 

Keywords: Access control, SPARQL endpoint, RDF triple store, triggers, ver-
sioning, collaborative authoring. 

1 Introduction 

Expressiveness of semantic models leads to an idea of replacement of relational data-
bases (RDBMS) by RDF triple stores as the data storage for corporate software. One 
of the most promising areas for such upgrade is the Master Data Management 
(MDM). Semantically expressed master data, available through SPARQL endpoint, 
are significantly richer by classification features, attributes model (including multiple 
values for each object/attribute pair), and methods of use, than any RDBMS-based 
MDM solution could be. 

However, most of the currently available RDF triple stores are lacking of func-
tionality which is standard for RDBMS: access control and triggers. This causes 
difficulties in implementation of such features as versioning and changes approval, 
required for MDM. We’ve enriched advantages of RDF triple stores by implement-
ing RDMBS-like features such as access control, triggers, changes approval  
and versioning, by building the middleware layer, serving as proxy for SPARQL 
queries. 

To proceed with discussion of our solution, let’s look first at the existing  
experience in triple store access control, triggers implementation and ontology 
versioning. 
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2 Related Work 

Since the functionality similar to GRANT/REVOKE SQL queries is not yet contained 
in SPARQL specification [15], we cannot expect the unified implementation of secu-
rity control at the endpoint level. Existing particular implementations have very li-
mited functionality. The very basic way of securing RDF triple stores is restricting 
access to specific named graphs [1]. 

The more flexible method, and as far as we know – the only native implementa-
tion, is used in Oracle Triple store. There are two ways of model security control. One 
of them is label-based: each triple is associated with security label. The same set of 
labels may be assigned to the user or session, and used for filtering ontology content. 
The other way of security control assigns security labels to the subjects and predi-
cates, which allows more pragmatic use; however, using this way is not recommended 
by Oracle [2]. 

Some specific approaches are developed for particular applications of semantic 
computing. For example, LiMDAC framework provides complex access rights con-
trol mechanism for medical data organized in cubes. However, this platform is gene-
rating SPARQL queries by itself, while user requests are formulated by other ways 
[3]. RAP framework stores access rules using special ontology, which allows very 
flexible rules definition, but it is also implemented as Web service having its own set 
of methods [4]. 

Finally, some authors propose not to develop custom (and non-standard) query in-
terface, but to perform security check over usual SPARQL queries and its results [5]. 
In this case, the proxy layer between end-user and actual SPARQL endpoint is im-
plemented. The end-user works with it using standard SPARQL endpoint interface, 
but it requires transfer of some authorization and/or context information along with 
query. These identification markers are used to determine appropriate access level. It 
is usual to rely on external authorization methods in this case, such as WebID [6]. 

An especially interesting and promising approach is proposed by S. Kirrane in 
[16]. Extrapolating the DAC concept which is accepted as a standard for relational 
databases, author presents a framework providing similar functionality for RDF data 
storages, including query language extension with GRANT/REVOKE-like operations. 
However, at the current implementation stage this framework processes only simple 
queries (no subqueries and aggregates support); also, the rights definition mechanism 
is extensive, but is not exactly suitable for our practical task. 

We might conclude that RDF/SPARQL access control engines could be classified by: 

─ The level of protection: only output filtration [7], output and INSERT/DELETE, 
or all methods including bulk graph import; 

─ Protection granularity: named graphs, whole triples, subjects, predicates; 
─ The way of implementation: built in SPARQL endpoint, framework with custom 

program interface (often Web-service), or SPARQL proxy; 
─ Rules evaluation type: use of ACL [8], or defining rules as SPARQL statements, 

evaluated using ASK query which involves user identification information [9]. 
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The task of ontology versioning is also may be resolved by implementing middleware 
[10]. In the case mentioned above, middleware combines versioning with access con-
trol functionality. Kiryakov and Ognyanov propose to perceive ontology evolution as 
a set of states, each of them characterized by an identifier and the full ontology image. 
In their practical implementation of KCS (Knowledge Control System) they propose 
to extend the schema of underlying database, over which RDF store is implemented. 
We cannot act this way in our case, not being bound with any particular triple store 
implementation, and being unable to do any changes at triple store level. 

It is useful to implement logical grouping of ontology changes, because a group of 
triple-level operations may refer to the single logical action, such as editing one object 
[11]. Some authors are considering Version Control system-like approach (SVN etc) 
applicable and useful for ontology versioning [12]. 

We should state that most researchers are focused on ontology comparison prob-
lem, rather of tracking versions of the one specific ontology. 

Some implementations of trigger-like functionality over RDF stores are developed, 
although there are a significantly lesser number of such solutions comparing to access 
control and versioning. A good example is OUL, a standalone application which al-
lows defining handlers for ontology update events [13]. However, in this case handlers 
can only perform cascading updates within the ontology. We are interested in handlers 
which could perform external actions, such as firing events to external applications. 

We have concluded that there is no single solution that can fulfill all of our func-
tional requirements “out of the box”; various implementations are having their strong 
and weak points, but none of them have the balance required for our use case. Espe-
cially, we’ve strongly needed the triggers implementation, while there is no single 
product offering this functionality at the satisfactory level, in conjunction with access 
control/versioning. The task of ontology changes approval/moderation isn’t resolved 
in the solutions we’ve reviewed. So we’ve chosen the way of creating our own im-
plementation from the scratch, keeping in mind the task of facilitating further devel-
opment and providing necessary level of functional flexibility of the solution. 

3 Motivation 

Our task is to implement all-in-one middleware covering all the tasks mentioned 
above. The main ideas of this middleware are: 

─ It should allow third-party software to work with the endpoint not being aware of 
proxy existence – that is, it should implement standard SPARQL interface. 

─ It should not affect the model itself. 

Our development has been conducted in the context of industrial Master Data Man-
agement system implementation. The Triple Store (Apache Jena / Fuseki) is consi-
dered as the master data storage. It is surrounded by a number of program components 
and interfaces providing master data query and update functionality. Ontology man-
agement software (Onto.pro, web-based ontology editor, which access ontology using 
SPARQL queries) is used by a number of users having different roles. Model update 
policies require that: 



70 S. Gorshkov 

 

─ Users could be granted access for read, propose updates, or update without confir-
mation instances of particular classes, and/or classes and attributes definitions. 

─ Some users may approve or reject changes proposed by another, in case if they 
have sufficient rights to perform proposed change. 

─ Every change in the model should be registered in the log, which is accessible by 
third-party software in a programmatic way. 

─ Even accepted changes could be reviewed later and rolled back if necessary. 
─ A wide number of external program components should access the model by  

performing SPARQL queries over the endpoint, or by using special wrapper  
implemented as SOAP web-service. These programs might be granted rights for 
requesting instances of particular classes, and their properties. 

─ The master data storage should immediately notify external applications on ontolo-
gy elements update. Those applications might subscribe on notifications using list 
of classes of interest. 

All these policies have produced the following functional requirements: 

─ A middleware should be created to wrap the standard endpoint SPARQL interface 
to provide all the required functionality. 

─ Master data storage (triple store) should allow access control both for read and 
update, depending on rights defined for accessing user or program component. 

─ If user trying to perform some update has the right only to propose changes – the 
actual model should not be modified, but proposed change should be placed in the 
queue for review by the users who have approval rights. 

─ All the changes made in the model should be written in the log, which will allow to 
review and rollback every change. 

─ Trigger-like notification mechanism should be implemented. 
─ External applications not aware of accessing secure parts of the master data, or per-

forming updates, should work with the middleware without supplying any authori-
zation information and work with it like with standard SPARQL endpoint interface. 

4 Implementation 

We see the only way of implementation of all the mentioned requirements by devel-
oping a middleware which will rewrite SPARQL queries. List of the actions need to 
be performed on each type of query should look as shown in the table 1. 

Other query types were not considered due to conditions of particular use case. 
As we have mentioned, we’re assigning access rules for the user group / class 

pairs. It means that each rule is telling that the users of a particular group may (or may 
not) perform some operations with the objects belonging to some class. List of the 
operations is limited to: read, update with confirmation (moderation), update. As we 
have only one level of rights definition, the conflict resolution policy is simple: the 
strictest of the applicable rules is always selected. However, such a model of rights 
assignment is the result of our practical task conditions, not of some built-in restric-
tions, so it easily can be extended. 
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Table 1. Types of query 

Query type Query processing Results processing 

SELECT, 
ASK, 
CONSTRUCT 

 Filter results by removing 
information on all objects that 
cannot be accessed 

INSERT, 
DELETE, 
UPLOAD 

Check for URIs of objects 
that cannot be updated (at the 
subject position), reject query 
if found. Place proposed 
changes into queue for ap-
proval, if needed. Keep pre-
vious version of the data and 
log action. Send notifications 
on query complete. 

Notify application if query 
was not executed due to 
access rights restrictions. 

 
Filtering results of SELECT query is split into two parts: query and results processing. 
Query processing, at first glance, implies checking access rights to all the objects 
mentioned in it. The object rights checking, in its turn, is a process of finding all its 
classifications (including inferred ones), and checking limitations for the current user 
against these classes. If a prohibited object is found, the whole query has to be can-
celled. Subqueries are processed separately at the query processing stage: they are 
extracted at the first step, and processed recursively. 

Response processing includes filtering result set line-by-line, removing the objects 
which cannot be read, and then rebuilding the whole response structure. 

In some cases, filtering requires a special workaround. For example, the query re-
sult might not contain URI of prohibited object, but contain its properties. Consider 
the following query: 

SELECT ?prop WHERE { ?object <has_property_1> “some val-
ue”.  
      ?object <has_property_2> ?prop } 

Imagine that this pattern will match some prohibited object for the “object” variable. 
But in this case, URI of the prohibited object will not be contained in query nor result. 
We are rewriting such queries by setting the projection to all variables – it means 
replacing variables list with the *, so object URI will be present in the result acquired 
by middleware. After results filtering, the set of returning variables is reduced to the 
one defined in the query (the projection requested by the initial query). 

Similar workaround is applied for COUNT(*) queries. COUNT(*) is replaced 
with the *, returned rows are cleared, and the size of the resulting rows set is returned. 

All these algorithms are increasing the retrieved result set and thus reducing per-
formance, but this can be overrun in general only by simplifying the functional re-
quirements, which was unacceptable in our case. So we were trying to find another 
solution to compensate performance loss, which we will describe further. 
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Almost the same logic is applied for DELETE WHERE queries: such queries are 
first rewritten to extract all the triples going to be deleted, and if access check control 
does not pass for any of affected triples – the whole operation is rejected. We should 
note that data retrieve operations might be performed partially (the returned results are 
filtered), but ontology update operations are approved or rejected only in whole. More-
over, due to absence of UPDATE query in SPARQL 1.1 standard, model updates are 
always performed by the pairs of consequent DELETE / INSERT queries. These 
queries should be approved, placed for moderation or rejected only in pairs. Such 
paired queried needs to be identified and processed by other way than pure INSERT or 
DELETE operations. All these algorithms have been implemented in our middleware. 

To be able to control access rights, we need to identify user/application account. 
Non-identified user may access only elements of ontology for which access rules are 
not defined (non-secured objects). The application pretending to access secured ob-
jects should pass authentication information as session parameters. List of user ac-
counts, groups and applicable restrictions is stored in the meta-data database. 

Because middleware shouldn’t store metadata in the model, it will need additional 
data storage for it. We have used relational database for this purpose. The interface of 
Onto.pro, which becomes administration application for the middleware, was mod-
ified to work with this metadata (access rights and notifications settings, model 
changes approval, change log review and rollback). 

SPARQL queries rewrite is a challenging task in general [14], so it is useful to take 
some assumptions, which should decrease rewritten queries size and complexity, and 
simplify rewrite process to reduce computational cost. In our case, these assumptions 
are derived from the access rules definition logic. 

As our primary task was to control access to the instances of particular classes, 
access level calculation may be represented as the following simple algorithm: 

─ Identify all the classes that the processed object belongs to, including standard-
defined types such as owl:Class or owl:Property (restrictions might be de-
fined for these types too). List of classes should be built taking into account indi-
rect classifications caused by model rules (rdfs:subClassOf etc). 

─ Find the most strict access level for the classes of this list, and apply it to the re-
quested operation. 

One of pragmatic uses of notifications feature is connecting semantic MDM with the 
Enterprise Service Bus (ESB). In our use case, MDM should fire events to ESB on 
every update of the ontology, to notify applications that are possibly using changed 
objects. Implementation of this feature is rather obvious: when the INSERT or 
DELETE queue affecting the object of the monitored type is executed, the middleware 
is placing this event to the internal notifications queue. The paired DELETE+INSERT 
queries are recognized and merged into the single event. The separate notifications 
handler process is sending events from this queue as the data packages over the bus, 
or simply writes some information to the external RDBMS. The data package describ-
ing an event contains its type (create/update or delete), affected object identification 
and classification, assigned values of the attributes. The bus can then route this pack-
age according to the business rules. 
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The operations log is written to the RDBMS. It allows to quickly find out all the 
events affecting some object, and thus to display its changes history (including author 
of every change), and restore any of the previous states, if necessary. 

5 Benchmark 

Obviously, middleware layer is reducing performance. We have considered that 
slowdown of ontology update operations is not critical because of rare changes in the 
master data. But data retrieval speed, in general, should not be significantly affected 
by the middleware. To reduce middleware impact on the speed, we have performed 
frequency analysis of the queries performed over the model by the consuming appli-
cations. This analysis had shown that more than 50% of the queries are of two types: 
“A is subclass of B”, and “C is a member of class A”. This led us to the idea of  
implementing caching of those queries. Cache is used for both answering client appli-
cation’s queries, and for internal use by the access level computation algorithm.  
Necessary procedures for cache renewal on ontology or access rights update were 
developed. Caching has allowed to almost eliminate slowdown impact of the middle-
ware. It is interesting to compare middleware impact on queries execution speed both 
with and without caching. 

Because our middleware was created for the specific task and specific environ-
ment, our benchmarking program is closely related with the supposed way of its use. 
We have recorded actual query log for two most typical scenarios of our ontology 
usage: one for model update, and another for data retrieval by the average user ses-
sion. The update operation have consisted of several DELETE+INSERT queue pairs, 
reflecting the object editing operation in the Onto.pro editor. The SELECT operations 
were taken from the Wiki page generation procedure, which queries all the properties 
and classifications of the displayed object, and all the objects it is related to. The men-
tioned logs then were passed through the middleware several times to record execu-
tion time. 

The results are presented in the table 2. The cells are containing execution slow-
down, in percent relative to the direct SPARQL endpoint request. 

Table 2. Middleware layer performance 

Operation Using Middleware Using Middleware (caching is off) 
DELETE+INSERT +595% +750% 
SELECT +13% +115% 

 
We have not considered another query types in the experiment, but it is clear that 
ASK/CONSTRUCT queries will show the performance similar to the SELECT, as they 
are processed by the same code. 

The relative slowdown factor we’ve showed above does not significantly depends 
on the data set size, at least in the conditions of our tests (up to 100 000 triples). 
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Update operations are expectedly slowed down in several times, due to necessity of 
extensive security checks, logging, triggers firing and cache update. The interesting 
fact, however, is that the SELECT query performance is reduced only by 13%. Com-
parison to the right table column proves that introducing cache has allowed us to al-
most compensate impact of security check algorithm which is performed over each 
SELECT query. 

However, these results were obtained on the particular industrial ontology example 
with the use-case specific set of business rules. As the number and complexity of the 
rules are significant for security check duration, in the other cases performance may vary. 

6 Conclusions 

We have developed the middleware framework for transparent SPARQL queries 
processing. It provides functionality absent in current triple store implementations, 
but required by the business processes. The middleware does not place any metadata 
in the model storage, and does not require non-standard applications interface (if the 
application does not pretend accessing secured objects). Performance reduce for 
SELECT operations is almost eliminated by implementing caching of the most fre-
quently used queries, and those required for the access rights computation  algorithm. 

Further work includes improving performance of INSERT/DELETE operations, 
and extending access rights rules definition logic. 
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Abstract. Today decision makers in enterprises have to rely more and
more on a variety of data sets that are internally but also externally
available in heterogeneous formats. Therefore, intelligent processes are
required to build an integrated knowledge base. Unfortunately, the adop-
tion of the Linked Data lifecycle within enterprises, which targets the
extraction, interlinking, publishing, and analytics of distributed data,
lags behind the public domain due to the lack of frameworks which are
efficient to deploy and easy to use. In this paper we present our adoption
of the lifecycle through our generic, enterprise-ready Linked Data work-
bench. To judge its benefits, we describe its application within a real-
world Customer Relationship Management (CRM) scenario. It shows
(1) that sales employees could significantly reduce their workload and
(2) that the integration of sophisticated Linked Data tools come with an
obvious positive Return on Investment (ROI).

Keywords: Linked Data, CRM, ROI, GeoKnow Workbench, informa-
tion integration, Semantic Web.

1 Introduction

In the last years, the amount of available semantic data on the Web has increased
and thanks to initiatives like Linked Open Data (LOD) many data sets are
publicly available. In parallel the Semantic Web, especially the Linked Data (LD)
community, has developed many LD tools that support various tasks within the
LD life cycle [3]. Most of the LD initiatives have demonstrated its value through
a variety of projects aiming at improving data accessibility for primarily public
and academic users [4]. Success stories related to LD for enterprises are still rare.

Today, enterprises are more and more challenged by taking decisions based
on a variety of data that is available on internal sources but also more and more
on external sources [5]. As in the use case of this paper, the sales representative
has to answer customer inquiries in a short time or has to prepare a business
meeting. As usual in organizations, the employee has to optimize his time and
react in a timely manner. Mixing data from internal and external sources within
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the LD process can bring immediate benefit. According the McKinsey report1

such usage can unlock innovation and enhance performance.
Unfortunately, accessing data in an enterprise context is not a solved research

challenge [10,12] as digital information in various data silos is growing. The LD
initiative was proposed to deal with exactly this problem in the public domain,
i.e. removing the barriers to data access and sharing, by developing and applying
single tools. For their efficient adoption in enterprise scenarios, it would be too
cumbersome to deal with every mechanism separately. For this reason, we de-
veloped an integrated workbench based on the GeoKnow Generator2 supporting
the LD lifecycle that is easy to setup, to maintain and to integrate into existing
applications.

The contributions of this paper are twofold. First, we showcase the successful
implementation of the LD stack in a generic, holistic workbench and its appli-
cation in a real-world enterprise scenario. Second, we underpin the benefits of
porting the LD technologies in the enterprise context regarding the more efficient
work of the employees and also in respect of the Return on Investment.

The rest of the paper is structured as follows: In Section 2, we describe our
customer relationship management use case by structuring the required informa-
tion and by explaining users tasks to solve. In the following section, we elaborate
on our adoption of the LD process based on our workbench and it application
on the defined use case. In Section 4, we validate the usage of our approach by
calculating the Return on Investment. Before we finally conclude our work and
point to future improvements in Section 5, we briefly discuss the related work
in Section 5.

2 CRM Use Case Scenario

Todays businesses need to resolve problems effectively, anticipate potential is-
sues, and cultivate product and brand loyalty and gain additional business from
customers. Unfortunately most fail due to lacking context integration. CRM
systems have been the central application supporting the user through a centric
view to all data.

2.1 The Problems Faced by the CRM User

In preparation for a meeting or in answering customer queries an employee from
the sales department needs to collect for example information about open pay-
ments, customer revenue, actual news about the customer and the market, cur-
rent stock data and additional background information about his customer. The
knowledge gathering involves a variety of internal and external sources and often
use of different front-end applications. Fig. 1 shows all potential sources that are
related to a customer. In our use case we will deal with data related to revenue,

1 http://goo.gl/T83cio
2 http://geoknow.eu/

http://goo.gl/T83cio
http://geoknow.eu/
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web information and activities. Web information is split to actual online news
and to customer background information that can be found in Wikipedia3.

Revenue data can be retrieved from the financial system or Enterprise Re-
source Planning System (ERP). Data about activities is stored in the Customer
Relationship Management System (CRM), in our use case in the Sugar CRM4

system. Web information, especially background data about the customer is re-
trieved from Wikipedia. Current news about the customer are searched using
online sources such as Google News5, Yahoo News6, the New York Times7 or
any other online news provider.

The identification of the different sources provides just the starting point of the
problem solving. Another issue is to verify if the data source exists as machine-
readable data that can be consumed by the LD technology. For example DBpedia
is a project that extracts certain data from Wikipedia on a regular base and
provides the result as machine-readable data via a SPARQL endpoint. A major
problem remains: time consuming media discontinuity. The user has switch from
one system to another in order to aggregate the information. Last but least the
sales person needs to store the collected data in a unified view so it can be
consumed.

Fig. 1. Customer Information Model

2.2 Required Data Sets

Based on the problem described in the previous subsection we have identified
the different data sets that are needed in order to build the aggregated view of
information. Table 1 shows the summary of the data sets by information type,
source and its accessibility, thus, if it is only internally or externally available.

3 https://en.wikipedia.org/wiki/Main_Page
4 http://www.sugarcrm.com/
5 https://news.google.com/
6 http://news.yahoo.com/
7 http://www.nytimes.com/

https://en.wikipedia.org/wiki/Main_Page
http://www.sugarcrm.com/
https://news.google.com/
http://news.yahoo.com/
http://www.nytimes.com/


Return on Investment in Linking Content to CRM 79

Table 1. Identified data sets

Information Type Data Source Accessibility

Activity SugarCRM relational database Internal
Revenue RDBMS Sage Sesame ERP Internal
Stock Market Yahoo Finance External
Background Info Wikipedia via DBpedia as RDF External
Current News NYT Article Search API v2 External

Ontos News Data Set8 External

The internal data sets are all available via relational database management
systems (RDBMS). The external data sets are mainly accessible via REST web
services, which publish their data in JSON or CSV format, e. g., Yahoo Finance
and NYT, or via SPARQL endpoints returning RDF like DBpedia9. The Ontos
News data set is stored as RDF triples, too, but is only accessible via VSQL. A
great benefit of LD becomes clearly visible as both news services link the entities
within their data sets to DBpedia using owl:sameAs.

2.3 Average Time Required to Fulfill the Tasks without LD

To better understand users work but also to measure the improvement of his
efficiency through applying our LD process model, we conducted a small user
study with 5 advanced CRM users. To manage the reproducibility between the
subjects we introduced and assigned six concrete tasks they had to fulfil. Their
execution was observed silently and we tracked the required time for each task.
Table 2 shows the key activities, some exemplary questions, and the average time
spent in seconds in order to aggregate and summaries the information related
to the queries.

Based on this simple scenario the sales user spends on average 7-8 minutes
each time in order to gather a complete information view. We are aware off that
news gathering could be better organized by using aggregation services which are
collecting information automatically, e. g., by using RSS Feeds and a set of key
words. A drawback this approach is the lack of personalization [14] that would
provide the user with more flexibility and more content related information.
From the observation it is also obvious that the CRM system is the central
system for the sales representative. Therefore, it would be logical to have all the
aggregated data inside the CRM system.

Many of those information-gathering processes are very manually driven and,
thus, are ideal candidates for the LD process assuming the sources are machine-
readable and the user gets granted access to the data. The following section
describes the enterprise-driven LD process.

9 http://wiki.dbpedia.org/Publications

http://wiki.dbpedia.org/Publications
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Table 2. Average time spent on information collection

Key Activity Example Avg. time in s

Revenue (ERP) Ask people in financial department to pro-
duce a recent revenues report for a given
customer

92

Stock Market Check current stock information on services
like Yahoo or Google finance

65

Check Wikipedia Browse to Wikipedia, search for customer
and copy/paste the data needed

70

Activities Logon to CRM and open activity list of cus-
tomer

50

Actual Online News Open news at google/yahoo and search by
key word related to customer. Search at
NYTIMES and Ontos News portal using
key word search. Copy/paste the data and
compile a summary

135

Create Summary/Digest Copy/paste all from above into a single
page

65

3 Adoption of the Linked Data Lifecycle

In reference to the LD lifecycle [2] we propose a guided approach. It is focusing
on the conversion of internal and external data into RDF, the linking of the data
sets, the storage of the aggregated information into a RDF graph database, and
its consumption within the CRM. Fig. 2 illustrates the basic idea in order to solve
the problem of the CRM use case (cf. Section 2). On the left, it shows various
data sets that are either internal or external. In the middle, it exemplifies the LD
lifecycle and, on the right, it represents the CRM and its user that consumes the
interlinked data. In the following, we explain the process in more detail based
on our implementation within the Ontos Linked Data Information Workbench
(OntosLDIW).

3.1 Ontos Linked Data Information Workbench

The OntosLDIW is based on the GeoKnow Generator10 and unifies different
software tools that are needed to manage the LD process as described in Fig. 2.
Through the navigation menu within OntosLDIW (Box 1 in Fig. 3) the user
can easily start any of the tools that are then shown in the main administration
frame (Box 2 inside Fig. 3). After specifying the configuration parameters the
tools are executed. Next section briefly introduces the process steps that have
been executed in order to satisfy the CRM use case.

10 http://generator.geoknow.eu/

http://generator.geoknow.eu/
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Fig. 2. LD process including the Linked Data Lifecycle for CRM use case

Extraction. The first step of the LD lifecycle Fig. 3-1 represents its implemen-
tation within our OntosLDIW deals with the extraction of data from different
sources by a given vocabulary. Sources are RDBMS, RDF files, SPARQL end-
points, or also natural language text using natural language processing tools
(NLP). In our use case, we facilitate the D2RQ11 tool for the RDBMS and On-
tosMiner12 NLP engine (commercial from Ontos AG) to extract named entities
from text. For its initialization, the user selects ontology using OntoDix (Fig. 4)
and binds it with the D2RQ (Fig. 3-2) or the OntosMiner system. The binding
procedure for D2RQ involves the mapping between the ontology properties to
table columns of the selected RDBMS file. Their executing provides data as RDF
triples.

Storage and Querying. To store and query the new, integrated information
we employ OntoQUAD13 that is a lightweight, high-performance triple store
implementation supporting RDF and SPARQL 1.1. The store supports a model
of representing triples in a vector model based on quadruples [13].

Authoring. Fig. 4 shows OntoDix14. It is a proprietary tool from Ontos that al-
lows for viewing and editing data stored in a graph-based system. Therefore, we
just configured the SPARQL endpoint for the data access. It comes with a ded-
icated caching services acting as proxy between the frontend and the SPARQL
endpoint. It fosters the high-speed data access (read and write) also for big
data sets. The user can validate, edit, and enhance certain data regarding the
structure and instances.

11 http://d2rq.org/
12 http://www.ontos.com/products/ontosminer/
13 http://www.ontos.com/products/ontoquad/
14 http://dix.ontos.ru/dix/?locale=en

http://d2rq.org/
http://www.ontos.com/products/ontosminer/
http://www.ontos.com/products/ontoquad/
http://dix.ontos.ru/dix/?locale=en
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Fig. 3. Mapping of ontology with D2RQ

Linking and Fusion. Until this stage of the process, the data sets are available
as RDF all the data is available but not yet interlinked. Based on the CRM use
case we need to be able to discover and link entities like a company or a person
between the data sets. In order to solve the problem of creating links between
entities of different data sets we reuse the LIMES15 tool that can be configured
and started easily within our workbench.

Exploration and Analysis. Currently, a user has two possibilities to consume
the aggregated data within OntosLDIW. First, he can use the OntoDix compo-
nent to browse through the RDF store and visualize the data in a predefined
table view. Second, an advanced user is able to facilitate the RDF store interface
where he can write own SPARQL queries in order to retrieve and display the
data. Since this kind of browsing is not very convenient, as it requires knowl-
edge about graphs, the SPARQL language, concepts and properties, this tool is
targeting data scientists and knowledge engineers.

Especially for our CRM use case, we developed further dedicated data views
addressing domain experts. They are explained in more in detail in the next
subsections.

3.2 Applying OntosLDIW to the CRM Use Case

As a first step, we used OntoDix to specify an ontology fitting to the needs of
our customer information model (Fig. 1). In the next step, we applied D2RQ to

15 https://github.com/aksw/limes

https://github.com/aksw/limes
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Fig. 4. OntoDix for representing and editing LD

map the data sets to our ontology. This included the creation of mappings from
the Sage, SugarCRM and Stock Market databases. Subsequently, we were able
to launch D2RQ server that provides a SPARQL endpoint for every database
by performing SPARQL to SQL conversions and vice versa. This allows us to
directly query the legacy databases via SPARQL and changes within the instance
data are automatically reflected. This is especially crucial with regard to the
financial information provided by the ERP system. The available RDF interfaces
are the foundation to run LIMES in order to create owl:sameAs links between
the internal data, DBpedia, and the NYT Linked Open Data. With the results,
we were able to query the NYT Article Search API to retrieve relevant news
articles for those entities. We also implemented SPARQL queries to retrieve
current stock market data.

After the application of the LD process sketched above all the data is available
within the triple store and could be consumed. Therefore, we have developed
and integrated an additional Ontos Linked Data frame inside SugarCRM that
is illustrated in Fig. 5. Within this view the user can easily switch between the
information sources like the data from DBPedia (Fig. 5–2), News (Fig. 5–3),
ERP Financials (Fig. 5–4), and stock information. The required data is queried
through SPARQL from the OntoQUAD store, as well as the D2RQ SPARQL
endpoints.

The new frame mashing up the information from the LD process brings great
benefit to the sales users by enabling:

1. Integrated views of all relevant data inside the CRM system;
2. Time and cost efficiency, no need to access different sources;
3. Up-to-date information enables queries from customers to be answered ad-hoc.
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Fig. 5. Mashing up and presenting the LD in SugarCRM

In Table 2 we have shown the average time needed to collect all information
before the implementation of the Linked Data process. With the integrated view
the user does not need to switch to other systems but only clicks on the frame
with the aggregated information. The average time is about 1 minute to answer
the exemplary queries what reflects the significant improvement in efficiency.

3.3 Project Status and the Lessons Learned

Public news can lead to major decisions concerning customer relations and thus
impinge on account activities. In this project, we collect and compile data from
multiple sources and present it to domain experts in a coherent fashion. Har-
vesting of data is running in the background and feeds the RDF stores on a
continuous basis.

The project was launched in February 2014 and went live in April 2014. A
reasonable amount of time was used to configure the GeoKnow Workbench to
the customer needs by adding OntoDix and the D2RQ. Those modules are com-
ponents that do not belong to the GeoKnow project [1]. The remaining time was
used to finalize the customer requirements and on designing the LD frame with
the SugarCRM system. Customizing the tools like D2RQ and LIMES required
one to two days work.

So far, the lessons learnt are related to mainly two aspects: missing parts of
the implementation of the LD lifecycle and its general adoption in enterprises.
With respect to the first, we need a component or framework like proposed in
[15] that enables the end user of the LD process to efficiently create (composite)
visualisations allowing for the exploration and analysis of RDF data. At best,
it is easily to integrate in 3rd party web applications, e. g., by using IFrames.
Furthermore, a workflow driven support process to explain which components of
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the LD process are needed at what time is required. We have determined that
domain experts with little knowledge of LD are overwhelmed in the beginning
and do not understand which part of the LD lifecycle is needed how it should
be configured.

One of the major barriers to successfully exploiting the LD concepts in an
enterprise environment is the general lack of knowledge of the technologies and
the benefits they can bring. We have also encountered people who have heard
the term Semantic Web but in reality do not know what it means and how
the technology can be applied within an enterprise. Hence, a lot of marketing
which clearly illustrates the benefits for organizations, e. g., cost savings or better
decision making support, and for their employee, e. g., gathering information in
higher quality in shorter time, but which also showcases the ease of integration
by now is required. Providing better access to data has to be clearly linked to
tangible benefits of business applications. Connecting data silos and exposing
the data as SPARQL endpoints alone is not sufficient. Given the short time
of the project setup and implementation we see a great potential in the usage
of Linked Data technologies for enterprises. The next section is an attempt to
justify the investment and calculating a Return on Investment that supports the
finding of work efficiency.

4 ROI Validation

Supporting the implementation of LD within enterprises, we have taken the
approach of measuring the efficiency with a Return on Investment (ROI) model.
In the broad corpus of literature, there are many definitions [11] but for the
CRM use case we will use the ROI algorithm shown in Fig.6 that determine
when the investment could be paid back. The payback is evaluated making the
intersection between the trend of costs and benefits in the time using the TotCost
and TotBenefit in the months after the LD implementation for the CRM use case:

TotCost = IC +
∑
i

(
Cost

Month

)

TotBenefit =
∑
i

(
Benefit

Month

)

TotCost represents the total costs of the investment based on the initial invest-
ment (IC) and the day-to-day costs for keeping the system running. TotBenefit
is the sum of the earning associated with the LD for CRM. The expectation is
to gain a positive value from the IT project after a certain number of months.
Table 3 and 4 show all relevant ROI components that are needed to calculate
the ROI.

The following briefly describes the components used for the ROI calculation:

– IT infrastructure component includes the cost for renting the infrastructure
in the cloud.
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– LD software as a Service rent includes the subscription costs for the com-
mercial components like OntosMiner, OntoQUAD and OntoDix.

– Labour and training costs for adapting the system and to develop the CRM
integration.

– Based on the efficiency of reducing the average time needed to query the
data the company estimates a cost saving of half a person in the sales team.

– Improved quality of data and more information about the sales opportunity
the company estimates an increase in sales revenue.

In order to calculate the intersection by number of months (intersection of
TotCost and TotBenefit) we will use the presented algorithm in Fig. 6. IC is
calculated by addition of labor and training costs. IC = 18000 + 2000 = 20000
e. All other cost from Table 3 are divided by 12 to get the monthly costs.
Monthly costs (Cost Month) equals to 4000 eand the monthly benefit (Benefit

Fig. 6. The ROI algorithm

Table 3. Cost components for the LD project

Cost Component Description Amount in e/year

IT infrastructure LD in the Cloud, renting a host 12000
LD software LD software as SaaS (Software as a Service) 36000
Labor Consulting services to install, customise the

solution. Develop SugarCRM frame
18000

Training End-User training and LD administrator 2000

Total costs 68000
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Table 4. Return components for the LD project

Return Component Description Amount in e/year

Cost savings Hiring additional sales employee(s) “ 1
2

person”. Increase actual efficiency
45000

Increased revenue Estimated increased revenue through
efficiency and better information

60000

Total Financial Return 105000

Month) equals to 8750 e. Based on the given numbers and the ROI algorithm
we get a ROI after 5 month. According this short period an investment into the
LD technology is recommendable for our CRM use case.

5 Related Work

In 2007, [7] stated that the big ITC vendors, e. g., Oracle or Vodafone, started
to apply Semantic Web and LD technologies but also that it need about 10
more years for a broader adoption within enterprises. On this way, for example,
the big search machine ticked together and published schema.org and recent EU
funded projects, such as DataLift , GeoKnow, and LOD2 have tackled the differ-
ent stages of the LD process. They developed sophisticated tools underpinning
the whole LD lifecycle, e. g., the extraction, transformation and loading (ETL),
authoring, enrichment, interlinking, fusing, and storage [2]. Nowadays, the tech-
nologies and tools are applied in multiple scenarios and domains, e. g, in health
or media [6], but also for knowledge management and intelligent search in the
automotive sector [8]. Interestingly, only one publication exists which reports
about the integration of Semantic Web technologies with CRM system [9] but
without calculating a ROI for the use case. Finally, we need to state that there
is currently no work discussing the ROI of applying the LD stack in enterprise
scenarios and thus emphasize its benefit.

6 Conclusion and Further Work

In this in use paper we presented our technical adoption of the LD lifecycle
through the generic OntosLDIW. Based on the GeoKnow Generator Workbench
it eases the orchestration of various sophisticated components that are hard to
handle on their own by data scientist or domain experts. For example, it allows
for loading data sets, converting sources to RDF, linking and exposing them to a
RDF store. Moreover, we showcased its successful application within a concrete
scenario: the CRM. Therein, mashed up various, heterogeneous data sources to a
homogenous knowledge base that could be consumed by domain experts having
no Semantic Web, data crawling, or programming skills.

Through our work, we have reached two major advantages. First, the task of
the domain experts, in our case the sales employees, could work more efficiently
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since they can identify, analyse, and summarize customer information up to six
times faster. Second, we calculated a very positive ROI that creates a payback
after 5 months.

A next step to improve our framework is to integrate advanced visualization
and analytics capabilities. One of the key lessons from this work is that inter-
linking data silos with the LD tools is supported very well but it is hard to find
a generic out-of-the-box ready visualization framework that consume the RDF
data. One of the ongoing Swiss CTI projects, DoW, is working on methods and
tools to fill this gap.

Acknowledgements. This work is partially supported by the Swiss CTI (Grant
No. 16057.1) fund related to the Linked Data Orchestration Workbench (DoW).
Research leading to these results has received funding under the European Union
Commissions Seventh Framework Programme from ICT grant agreement (No.
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Abstract. In this paper we continue the study focused mainly on sim-
plifying understanding of ontologies by the user. In our previous work it
was proposed to create special structures, the so-called cognitive frames
for concepts of the ontology. It is expected that using cognitive frames
for concept visualization will increase effectiveness of ontology knowledge
transmission to the user. In this paper, we propose to create cognitive
frames based on popular ontology design patterns. We also provide some
experimental evaluation of cognitive qualities of such frames created for
the concepts of the application ontology.

Keywords: Ontology visualization, semantic web, ontology comprehen-
sion, cognitive frame, ontology design patterns.

1 Introduction

Visualization of ontologies is an integral part of their practical use. Nowadays a
lot of technologies of ontology visualization has been developed. Their effective-
ness depend essentially on the task to be solved. One such task is a sensemaking
[19]. It is usually appeared in case of reusing ontologies. The process of sense-
making allows the user to decide whether a given ontology or its fragment is
suitable for particular application. It provides understanding the common struc-
ture of the ontology leaving aside insignificant specific details. Approaches and
software tools focused on this problem are presented in the papers [21,26,22,19].
Their main features include providing high level overviews of ontology, zooming
and filtering the displayed items.

Another important issue in the context of formal ontology is visualization of
logical inference. It is to make a visual representation that can illustrate the
conclusion of logical statements, and justification of output results [2,3,14]. By
means of such presentation developer can understand the ontology in more detail,
as well as quickly find and correct the problem axioms that lead to semantic
conflicts.

Also there is a task associated with using of ontologies for structuring, col-
lecting and an exchanging of knowledge between users, which are not expert in
the ontology engineering. Its solution involves presenting an ontology visualiza-
tion, that would allow to the user understand a meaning of any concept with

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 90–104, 2014.
c© Springer International Publishing Switzerland 2014
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least effort. Existing tools focus on another aspects of ontology visualization.
Therefore they often does not take into account the fact that some of the con-
cepts can be defined by several axioms, which should be represented as one by
a composite image. Also they pay less attention to the cognitive features of a
visualization, which define complexity of its interpretation by a user. Taking into
account these drawback we propose ontology visualization approach, that would
provide efficient transmission of the knowledge contained in an ontology to user.
To achieve this purpose it is offered to carry out visualization on the basis of
special structures, the so-called cognitive frames (CF).

In general, the cognitive frame refers to the visualized fragment of ontology,
which allows to adequately transmit the knowledge of a target concept to the
user. Adequacy in this case implies a quick and accurate enough for interpre-
tation of the concept meaning. By its cognitive function frame is close to the
notion of viewpoint [1], but unlike the latter, it includes, besides a set of facts
about the concept, the corresponding visual image.

When creating cognitive frames it is necessary to consider the psychological
characteristics of the users and their general principles of structuring informa-
tion. To this end we consider questions of CF’s components creation on the base
of ontology design patterns (ODP)[6] and the principles of Gestalt psychology
[13,12]. We expect that this will allow to extract a holistic ontology fragment
satisfying certain viewpoint[1] on the concept and build a visual image, which
provides a simple and correct interpretation of concept meaning. This results to
successful transmitting of knowledge contained in ontology to user.

The paper is organized as follows: Section 2 briefly describes our previous
work on the subject. Section 3 discusses the usage of ODPs for the task of view-
point extraction. In Section 4 the general principles and some examples of the
pattern based CFs creation are presented. Section 5 describes the experimental
evaluation of cognitive qualities of the proposed approach to visualization. The
final section provides conclusions and directions for further research.

2 Background

Visualization of ontologies for their comprehension was considered in a series of
previous studies by the authors. In [15] a technology for automatic generation
of simplified modifications of OWL ontologies adopted for visualization was pro-
posed. Such modification is described in terms of the SKOS model [23] and is
named “User presentation ontology” (UPO). The SKOS model is simpler than
the OWL model and allows for a visual representation as a node-link diagram.
To generate UPO, initial axioms of the OWL ontology are represented using
elements in the SKOS model: concepts, relations, and collections. The nodes of
the obtained graph structure are concepts corresponding to the classes in the
original OWL ontology. Links represent relationships between the OWL classes.

The next paper [16] was focused on visualization of UPO, corresponding to
some domain ontology, based on CFs. According to definition, CF has two key
components - the content corresponding to the ontological context of the target
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concept, and the visual image, which is presented to user. The first compo-
nent provides an answer to the question what should be visualized for effective
transmission of knowledge on the concept, while the second - how to do it. The
following general definition of the cognitive frame was given:

CF (t) = 〈CT, V S〉 , (1)

where t - target concept of cognitive frame; CT - content of the frame; VS -
the visual image created on the basis of the content. Content is a set of links
of the form “concept-relation-concept”, which are reflecting the meaning of the
concept.

The paper also formulates a set of requirements for cognitive frames:

– Compactness - the cognitive frame should contain no more than 7-9 visual
items (according to Miller’s ”magical number” [18] );

– Completeness - the cognitive frame should to present all the information
about the concept;

– Familiarity - visual image of frame should be either familiar to the user, or
represent the concept from a known viewpoint.

Observe that requirements of completeness and compactness are in general
in contradiction. Simultaneous satisfaction of them is difficult in cases where
the definition of a concept include a lot of components. To solve this problem,
one may resort to alternative methods of forming content or visual image of
CF[27], such as removing of unnecessary detail or considering “orthogonal” (non-
overlapping) perspectives and producing a hierarchical structure of several CFs.

This work also considered the generation of CFs on the basis of invariant for
subject domain relations - taxonomy, partonomy and dependence. To form their
contents appropriate algorithms based on neighborhoods of the target concept
have been proposed.

3 Considering Ontology Design Pattern as Viewpoints

In work [1] viewpoint is defined as coherent collections of facts that describe a
concept from a particular perspective. Concept image creation based on view-
point, given by the ontology developer ensures correctness of user interpretation
of the meaning of concept. The main problem with operating viewpoints is an
extracting of facts relevant to them from the knowledge base. For different knowl-
edge bases it can be quite difficult because of viewpoint definitions abstractness
that allows to implement them in an arbitrary way.

In recent years common technique in ontology engineering becomes the using
of ontological design patterns (ODP)[6,7]. ODPs are a recommended solutions of
ontology engineering problems, which often arise during knowledge representa-
tion in different domains. ODPs can be reused in most cases, thereby eliminating
the need to look for solutions of modeling problems. On the one hand it saves
time and simplifies the ontology development on the other hand it makes the
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structure of ontology more understandable to other ontology engineers familiar
with the ODPs.

There are several types of ODPs [20], each of them is used to solve a some
kind of ontology engineering tasks:

– Structural ODPs determine the overall structure of the ontology according
to the required computational complexity, as well as solve design problems
where the primitives of the representation language do not directly support
certain logical constructs.

– Correspondence ODPs are used for describing the existing ontology by
another language, as well as for ontologies integration to determine corre-
spondences between their concepts;

– Content ODPs are small ontologies that address a specific modeling is-
sue. They can be directly reused by applying specialization, extension, and
composition to them in the ontology under development;

– Reasoning ODPs are applied to obtain certain reasoning results;

– Presentation ODPs are used to deal with usability and readability of
ontologies from a user perspective;

– Lexico-Syntactic ODPs are linguistic structures or schemas that consist
of certain types of words following a specific order, and that could be used
to build ontology fragments from natural language texts.

In this paper we consider the ontology content design patterns (CDPs), be-
cause of their similarity with the notion “viewpoint”. Both represent some ontol-
ogy fragment(set of facts), defining a domain concept. Main differences of CDP
are more detailed structure of the fragment and focusing on OWL-ontology.
Thus, a CDP can be regarded as a formal definition of a viewpoint that could
potentially be used to define the concepts in different domain ontologies. This
fact allow us to to determine a common approach to CFs forming, based on
CDPs that were used for concept definition.

To determine the patterns that could be used as the basis of CFs, the analysis
of CDPs presented in ODP catalog [20] has been made. As the result the most
general CDPs, that can be used for any domain were selected. Among them are
“Agent-Role”, “Participant role”, “Task execution”, “Description-Situation”,
“Time interval”, “List”, “Bag”, “Sequence” and others. In most cases selected
patterns are the fragments of well known upper-level ontologies such as: DOLCE
[17], BFO [9], GFO [10]. This fact guarantees the using of patterns during domain
ontology development.

4 Creating CDP-Based Cognitive Frames

The main CF components are the content and the visual image. The follow-
ing sections describe creation of the components based on the CDPs and the
principles of Gestalt psychology.
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4.1 Creating the Content of Cognitive Frames

CF’s content creation based on patterns involves at first a solution to the design
patterns recognition problem [11,24]. This task is to detect pattern instantiations
- concepts and relations, that correspond to the structure of CDPs:

Pk = {〈ci, cj〉} , (2)

where Pk - instantiations of a CDP in some ontology, (ci, cj) - relation existing
in the ontology between the concepts ci and cj and corresponding to some CDP.

Then, detected pattern instantiations form the CF’s content. Thus, one may
consider the contents of a CF as set of pattern instantiations which include its
target concept:

CT =
⋃
k∈I

Pk, (3)

where ∀Pk∃ (ci, cj) : (ci, cj) ∈ Pk ∧ (ci = t ∨ cj = t), t - target concept of CF,
I ∈ Z+.

Note that such approach to the CF’s content creation makes possible to add
the patterns with incompatible meaning to it. An example of such CDPs can
be “N-ary participation”, representing some concept as participant of an event
occurring at a particular time and place and pattern “List”, representing the
same concept as an element of an ordered list. To prevent such situations during
the procedure of content creation for each chosen CDP the set of the compatible
patterns was defined. It gets rid of bugs in the case of composite viewpoints [1]
and thereby allows for formation of a more detailed visualization of the concept.

To meet the requirements of completeness and compactness of a CF it is
offered to add each pattern instantiation, corresponds to target concept, entirely
(i.e. all of its elements) until the total number of concepts in the CF’s content
not reach the limit of 9 elements. The remaining instantiation will be included
in the content of the next new CF.

4.2 Building Images of Cognitive Frames

CF’s visual image should provide a fast and correct (from an ontology developer’s
perspective) interpretation of target concept meaning by the user. This is the
main indicator of cognitive qualities of the resulting image.

We assume that a “good” visualization may based on principles of perception
from Gestalt psychology. The basic idea of these principles is that the human
perception of real-world objects is connected with spontaneous ordering of re-
ceived sensations in mind. As a result of this ordering some integral structure
called gestalt is formed. Thus consciousness imposes certain organizational prin-
ciples on perceptions. The use of such principles during the building of a visual
image of CF, allows us to pre-determine the creation of gestalt which corresponds
to the meaning of some CDPs. As a result, users will spend less mental effort to
analyze image. This is because intuitively formed gestalt will direct the user to
the correct interpretation of image.
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The proposed approach is confirmed by the results obtained in the work [8]
devoted to the evaluation of cognitive ergonomics of ontologies. They show that
the following Gestalt principles in the development of ontologies will facilitate
their understanding by users.

The following perception principles are the most important and should be
considered when one creates visual images:

1. The Principle of Proximity. Elements located close in time or space are
perceived together;

2. The Principle of Common Fate or Good Continuation. It appears
in binding of the observed elements in a continuous sequence, or in giving
them a specific orientation.

3. The Principle of Similarity. Similar objects are perceived as a group.
4. The Principle of Closure. It shown in the effect of suggesting a visual

connection or continuity between sets of elements which do not actually
touch each other in a image.

5. The Principle of Symmetry. The mind perceives objects as being sym-
metrical and forming around a center point. It is perceptually pleasing to
divide objects into an even number of symmetrical parts.

6. The Principle of Inclusion. It is tendency to perceive only image, which
includes some other image and not one that is included.

More detailed description of the Gestalt principles and examples of their appli-
cation in computer science are presented in works [4,5].

These principles underlie the creation in the mind of a “good gestalt” - the
most simple, steady, symmetrical image of the observed real-world object. If such
object will have the details, that do not fit into the “good gestalt”, they may be
perceived only through the following detailed object examination. Thus, when
creating an CF’s image, it is necessary that the components of CDPs underlying
the CF fit in the “good gestalt”.

From the perspective of the visualization complexity the considered CDPs can
be divided into the following groups:

– Simple CDPs. These patterns consist of a pair of concepts linked by some
relation invariant to subject domain. For example, such patterns include:
“Agent-Role”, “Participation”, “Region”, “Sequence” and others;

– Composite CDPs. Composite patterns consist of a set of concepts con-
nected by different relations. This group includes varieties of patterns “Sit-
uation” and “Description and situation”, as well as more specific patterns
with a complex structure, such as “CommunicationEvent”, “EventProcess-
ing”, “Standard Enforcer Pattern”.

The main goal of visualization of simple patterns is to present the meaning
of relations between their concepts. It is important to avoid the use of textual
labels of relations. This is due to the fact that the simple CDPs often serve as
components of more complex patterns, so it is necessary to make them compact.
Accordingly, the basic Gestalt principle in forming the image of simple CDPs
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is the principle of proximity. The main aim here is to ensure that the concepts
presented by simple pattern are percepted as a separate group.

Further the following designations will be used:

– V C (c) - visual image of the concept c;
– V R (〈c, n〉) - visual image of the relation between concepts c and n;
– LC (V C (c) , V C (n)) - visual image obtained by applying the principle of

proximity to the images for the concepts c and n;
– LS (V C (c) , V C (n)) - visual image obtained by applying the principle of

symmetry to the images for the concepts c and n;
– LF (V C (c) , V C (n)) - visual image obtained by applying the principle of

common fate to the images for the concepts c and n;
– LI (V C (c) , V C (n)) - visual image obtained by applying the principle of

inclusion to the images for the concepts c and n;
– LE (V C (c) , V C (n)) - visual image obtained by applying the principle of

similarity to the images for the concepts c and n;
– V P (P ) - visual image of the pattern P.

For example, let’s consider instantiation of the CDP “Agent-Role” and its
visual image. Formal designations corresponding to them are as follows:

PAG = {〈a, r〉} (4)

V P (PAG) = {LI (V C (a) , V C (r))} (5)

where, PAG - instantiation of the pattern “Agent-Role”, V P (PAG) - visual im-
age of instantiation, a - concept-agent, r - concept-role, 〈a, r〉 - “playing role”
relation.

A possible implementation of the considered image is presented on (Fig. 1)

Fig. 1. Image of instantiation of the “Agent-role” pattern

In this case, instead of the principle of proximity the principle of inclusion was
used. The visual image of the concept-role “absorbs” the image of the concept-
agent. This allows us to emphasize the meaning of this pattern, which suggests
to consider the agent as acting in the context of the role.

Note that there is no explicit representation of relationship on the visual
image. In this case, meaning of relation implicitly follows from the superclasses
names - “Role” and “Agent”, which are the parts of concept’s names. This fact
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in turn is an implementation of one of presentation ODP, requiring the use of
the superclass name as fragment of subclass name. More preferred practice is to
use pictogram instead of a superclass name. It will serve as the cognitive graphic
metaphor [25], which allows the user to instantly understand a concept type and
also overcome the language barrier. However, it should take care that the user
always interprets it correctly.

An examples of a composite CDPs are “Situation based patterns”, which rep-
resent some state of things in the subject domain (situation context) or reificate
n-ary relationships. Thus, the main difference from the simple patterns is that
they include more than two different concepts.

Within the situation-based patterns, the situation-concept is associated with
its components-concepts. This is expressed by some kind of the “has-setting” re-
lation between the components and the situation. The kind of such relationships
depend on the meaning of components in context of situation. For example, in
the pattern “BasicPlanExecution”[20] between the concept of situation “PlanEx-
ecution” and the concept-executor of actions under the plan, “includesAgent”
relation is defined.

When visualizing situation-based pattern instantiation the meaning of each
component-concept for situation should be expressed. At the same time images
of concepts which have different meanings should be separated from each other.
The principles of similarity, common fate and proximity could be applied in this
case. For example, consider an visualization of instantiation of pattern “N-ary
Participation”. It allows to reflect the participation of several objects in an event
occurring at a particular time.

The formal designations of this pattern instantiation and its visualization are
as follow:

PNP = {〈n, t〉 〈n, e〉 , 〈n, o〉 , 〈o1, e〉 , ..., 〈on, e〉} (6)

V P (PNP ) = {LF (V C (e) , V C (t)) , LC (V C (e) , V C (t)) ,

V R (〈o1, e〉 , ..., 〈on, e〉)} (7)

where PNP - instantiation of the pattern “N-ary Participation”, n - concept-
situation, t - concept of time interval, e - concept-event, o1, ..., on- concepts-
participants of an event, 〈n, t〉 , 〈n, e〉 , 〈n, o〉 - relations between the
concept-situation and its components, 〈o1, e〉 , ..., 〈on, e〉 - “participant-in” re-
lations connecting the concept of participants with the concept-event.

A possible implementation of the considered image is presented on (Fig. 2)
There is no separate visual image of concept-situation because it need only

to define in ontology some context, which includes set of concepts. The meaning
of concepts-components for a given situation implicitly follows from the loca-
tion and the forms of their images. For example the concept “Event” and the
corresponding concept “time interval” have a similar shape and direction. At
the same time, the images of concepts of the event participants have different
shape and directed perpendicularly to the image of concept-event. So they form
another group of the images.
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Fig. 2. Implementation of the image for “N-ary participation” pattern

Note that for most of simple patterns discussed earlier, there are analogues
involving time indexing. In this case, their visual images are complemented by
time line as an additional visual element.

The pattern “Description and situation” is used to conceptualize a situation
by a specific conceptual language. For example, some action, produced by any-
one, can be conceptualized as a crime. Concepts acting as components of the
description are associated with the concepts of situation components by some
kind of “classifies” relation. The concrete form of the relationships depends on
the kinds of concepts they connect. For example, between the concept-role and
the concept-agent “played-by” relation is setted, while the concept-parameter is
connected with the concept-value by the “valued-by” relation. In case of corre-
spondence of the situation to some description, the “satisfies” relation is estab-
lished between them.

The main purpose of visualization of instantiations of this pattern kind is to
present the meaning of concepts acting as components of the situation in the
context of the concept of description. To do this, it is advisable to apply the
principles of similarity and inclusion for presenting accordance of situation’s and
description’s components .

Consider instantiation of the pattern “Description-Situation” and it’s visual-
ization. Their formal designation are as follows:

PDS = {〈s, d〉 〈d, c1〉 , ..., 〈d, cn〉 , 〈s, o1〉 , ..., 〈s, on〉 , 〈c1, o1〉 , ..., 〈cn, om〉} (8)

V P (PDS) = {LI (V C (o1) , V C (c1)) , ..., LI (V C (on) , V C (cn)) ,

LE (V C (o1) , ..., V C (on)) , LE (V C (c1) , ..., V C (cn)) ,

V R (〈s, o1〉) , ..., V R (〈s, on〉) , V R (〈d, c1〉) , ..., V R (〈d, cn〉)} , (9)

where PDS - instantiation of the pattern “Description-Situation”, d - concept-
description, s - concept-situation, c1, ..., cn - concepts-description’s components,
o1, ..., om - concepts-situation’s components, 〈s, d〉 - “satisfies” relation,
〈d, c1〉, ... ,〈d, cn〉 , - relation between the concept-description and its components,
〈s, o1〉 , ..., 〈s, on〉 - relation between the concept-situation and its components,
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Fig. 3. Implementation of the image for “Description and situation” pattern

〈c1, o1〉 , ..., 〈cn, om〉 - “classifies” relation connecting concepts-description’s com-
ponents and appropriate concepts-situation’s components.

A possible implementation of the considered image is presented on (Fig. 3)
In this visualization images of the description’s components “absorb” images

of situation’s components. It allows to represent the pattern’s meaning, which
is making another conceptualization of concepts-components and situation as a
whole.

Visualization of specific pattern instantiation, due to their lower prevalence,
at this stage of the study was not considered.

A final visual image of the CF will consist of a combination of visual images
created for the CDP’s instantiations presented in the content:

V S = {V P (Pi)} , (10)

where Pi - CDP’s instantiation.
Example of a visual image of CF for the concept “Network routing task” of

domain ontology developed by the authors is presented on (Fig. 4)

Fig. 4. Example of a visual image of CF for the concept “Network routing task”

This image includes the combined visualization of instantiations of the three
patterns “Task execution”, “Sequence” and “Participation”.
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5 Evaluation of the Proposed Visualization Method

An experimental evaluation of the effectiveness of the proposed visualization
method was carried out. During the experiment, two groups each consisted of 10
people were provided visual images representing five concepts from the domain
ontology. These concepts were defined using CDPs. All participants were not fa-
miliar with the idea of ontologies, presented concepts and the subject domain. It
enabled us to assess visualization assistance with reading and understanding on-
tology by an inexperienced user and not by ontology engineer. Also participants
had no experience in working with ontology editors like Protégé and TopBraid
Composer and their visualization plugins. Therefore it was improper to use com-
plicated visualization tools during comparison, because a user could spend a lot
of time searching for a target concept and building its visualization.

For the first experimental group the concepts in node-link digram form were
presented. Images were build by the Ontograph - Protégé ontology editor visu-
alizer - as separate named tabs (Fig. 5).

Fig. 5. Example of simple concepts visualization as node-link diagram

Second group was offered a set of CFs in printed form (Fig. 6).
Each group was proposed to answer the 10 questions relevant to competency

questions of CDPs:
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Fig. 6. Example of concepts visualization with the CF

1. What action is directed to carry out the task of transport connection estab-
lishment?

2. What tasks are performed as a result of the action “Three way handshake”?
3. What object performs an actions to carry out the transport connection es-

tablishment task? What role does it play in actions performing?
4. During execution of the three-way handshake will the action “Sending ACK-

segment” be performed first or last?
5. What object performs actions to carry out network routing task?
6. What objects are involved in the actions to carry out the network routing

task?
7. Howmany parts (levels) does the open systems interconnection model consist

of?
8. Which component (level) is the first in open systems interconnection model?
9. What object can perform the the task of distributing network configuration

parameters?
10. Which tasks are associated with role of “Primary DNS-server”?

The time to understand the concept meaning, as well as the accuracy and com-
pleteness of answers were marked. The results of the experiment are presented
in Table 1.

Table 1. The Results of experiment of cognitive evaluation

Question number 1 2 3 4 5 6 7 8 9 10

Simple visualization

- average elapsed time, sec 57 54 75 54 53 43 15 9 15 15

- errors, % 10 40 90 10 100 100 20 30 100 90

CF visualization

- average elapsed time, sec 52 22 46 14 56 19 21 10 28 32

- errors, % 0 30 0 0 20 40 0 0 70 30

As the result of the experiment second group using CFs spent an average of
10 seconds less time to answer questions. The number of errors committed by
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the group significantly less than the first group used a simple visualization. This
is especially true for questions 3, 5, 6 and 9 because the concepts mentioned
in them were defined by the combinations of CDPs. This make searching for
an answer by the simple visualization much more complicated. Therefore there
were many mistakes in corresponding answers of first group.

Mistakes in the answers to question 9 of the second group, mainly caused by
the incorrect title of the corresponding CF. This led to wrong selection of the
CF by the users and made the correct answer impossible.

Note that to simplify the task for the first group the pre-built images po-
tentially containing the correct answer were provided to them. Although user
usually have to form such image by himself. However, despite this assumption
the CF’s visualization showed better results. Thus, we can conclude that the
proposed visualization technology enables more efficient interpretation of visual
images in terms of time and accuracy.

6 Conclusions and Future Work

In this article, we discussed the building of CDP-based CF and its visual pre-
sentation with taking into account the principles of Gestalt psychology. Using
CDPs to generate content of CFs guarantees the integrity and completeness of
their resulting visualization. Taking into account gestalt principles of human
perception organization during forming the image of the CF makes it possible
for the user to quickly and correctly interpret concept’s meaning.

Proposed approach for visualization provides a more effective solution of the
problem of ontological knowledge transmission to the user than with usings of
a simple visualization of concept system in the form of node-link diagram. The
wide using of ODPs for ontology development makes it possible to apply this
approach for visualization in many cases.

Main directions of the future research are creation of a navigation system for
a set of CFs. It’s will allow to use proposed ontology visualization approach for
building user interface of information systems, focused on learning and sharing
of knowledge.
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Abstract. In this paper, we present an ontology of mathematical knowl-
edge concepts that covers a wide range of the fields of mathematics and
introduces a balanced representation between comprehensive and sensi-
ble models. We demonstrate the applications of this representation in
information extraction, semantic search, and education. We argue that
the ontology can be a core of future integration of math-aware data
sets in the Web of Data and, therefore, provide mappings onto relevant
datasets, such as DBpedia and ScienceWISE.
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1 Introduction

Recent advances in computer mathematics [4] have made it possible to formalize
particular mathematical areas including the proofs of some remarkable results
(e.g. Four Color Theorem or Kepler’s Conjecture). Nevertheless, the creation of
computer mathematics models is a slow process, requiring the excellent skills
both in mathematics and programming. In this paper, we follow a different
paradigm to mathematical knowledge representation that is based on ontology
engineering and the Linked Data principles [6]. OntoMathPRO ontology1 intro-
duces a reasonable trade-off between plain vocabularies and highly formalized
models, aiming at computable proof-checking.

OntoMathPRO was first briefly presented as a part of our previous work [22].
Since then, we have elaborated the ontology structure, improved interlinking
with external resources and developed new applications to support the utility
of the ontology in various use cases. In summary, our key novel contributions in
the current paper are:

– new links with external resources, such as DBpedia and ScienceWISE (Sec-
tion 2.4);

– a concept-based mathematical formula search mashup (Section 3.2);
– experimental results onusing the ontology in the learning process (Section 3.3).

1 http://ontomathpro.org

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 105–119, 2014.
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1.1 Motivation

The advent of the Web of Data [8] has opened many promising technologies to
publish heterogeneous data from different content providers as a single inter-
connected cloud of objects. We argue that the benefits of having an ontological
model for mathematics and publishing mathematical knowledge as Linked Data
include unification of the terminology for mathematicians, the convenient rep-
resentation for applications in text mining and search, assistance in learning
about mathematics, and the possibility of predicting unknown links between
mathematical concepts.

Interoperability. Organizing scientific knowledge is utterly important for dis-
tributed teams working on large research projects. For example, it is illustrated
by the emergence of ScienceWISE project [1] and its ontology2 for physicists
in CERN. Since OntoMathPRO has better coverage than Wikipedia regarding
the developing vocabulary and particularly object properties, it can serve as the
main repository for definitions of mathematical concepts in the Web of Data. It
means that mathematicians may unambiguously refer to the ontology concepts
via URIs on discussion groups, blogs, and trendy Q&A sites, such as Math-
Overflow3. For this purpose, we provide a URI lookup service as well as a URI
dereferencing service (Section 2.2).

Convenient Format for Mashups. The integrated representation of mathe-
matical knowledge in a machine-readable format (RDF) may boost the devel-
opment of new handy services, i.e., Semantic Web agents, for mathematicians.
Such services could be run atop the ontology as well as datasets, modeled with
the help of the ontology. In Section 3, we present our demo applications in text
mining and mathematical formula search, which exploit the ontology as a rich
linguistic resource.

Learning. From the learner’s perspective, the ontology gives the helpful context
for conceiving a mathematical term, including the definition, related concepts
with respect to non-trivial relations, such as logical dependency and association.
Besides, we argue that the ontology can facilitate educational assessment of
students. In Section 3.3, we describe our experiments on using OntoMathPRO

as a tool for measuring the effectiveness of the course on numerical analysis.

Discovering Hidden Links. The ontological model generally defines not only
concepts from the domain of interest, but also relations between them and ax-
ioms (e.g. transitivity or cardinality of relations). Thus, ontologies may enable
inference over knowledge bases of facts. OntoMathPRO has a rich set of relations
between mathematical concepts. We expect that existing link prediction tech-
niques (e.g. [9,23,28]) along with reasoning mechanisms (e.g. [24]) may reveal
compelling hidden relationships between known concepts in mathematics. Such
discovered highly probable relations may guide further research in the bleeding
edge of mathematics, highlighting the most prospective directions.

2 http://sciencewise.info/ontology/
3 http://mathoverflow.net/

http://sciencewise.info/ontology/
http://mathoverflow.net/
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1.2 Related Work

To put our research into the context, we summarize the most relevant previ-
ous works for representing mathematical knowledge in this section. For a more
comprehensive overview of services, ontological models and languages for math-
ematical knowledge management on the Semantic Web and beyond, we refer the
interested reader to C. Lange’s survey [19].

Symbolic Notation. The semantic layer of Mathematical Markup Language
(MathML) [3,14] – Content MathML – as well as OpenMath Content Dictionar-
ies [10] are extensible collections of definitions of symbols. Basically, they suffice
high school and sophomore level education: arithmetics, set theory, calculus, al-
gebra, etc. Each symbol has its own URI. In comparison, OntoMathPRO does
not contain definitions of symbols and could be easily integrated with Content
MathML/OpenMath dictionaries.

High-Level Ontologies. Next, we overview ontologies for representing high-
level structures in the mathematical knowledge: OMDoc [17,18], MathLang’s
Document Rhetorical aspect (DRa) Ontology [16], Mocassin Ontology [26]. These
models enable making closely related assertions for the particular fields of math-
ematics, i.e., theories. Comparing to them, OntoMathPRO rather specifies the-
ories themselves.

Open Mathematical Documents (OMDoc), an XML-based language, is inte-
grated with MathML/OpenMath and adds support of statements, theories, and
rhetorical structures to formalize mathematical documents. OMDoc has been
used for interaction between structured specification systems and automated
theorem provers. The OMDoc OWL Ontology4 is based on the notion of state-
ments. Sub-statement structures include definitions, theorems, lemmas, corollar-
ies, proof steps. The relation set comprises of partonomic (whole-part), logical
dependency, and verbalizing properties. The paper [11] presents an OMDoc-
based approach to author mathematical lecture notes and expose them as Linked
Data.

The MathLang DRa Ontology characterizes document structure elements ac-
cording to their mathematical rhetorical roles that are similar to the ones defined
in the statement level of OMDoc. This semantics focuses on formalizing proof
skeletons for generation proof checker templates.

The Mocassin Ontology encompasses many structural elements of the state-
of-the-art models. However, this model is more oriented on representing struc-
tural elements that occur in real scholarly papers on mathematics. Our previous
work [26] demonstrates its utility in the information extraction scenario.

Terminological Vocabularies. The general-purpose DBpedia dataset [2] con-
tains, according to our estimates, about 7,800 concepts (including 1,500 concepts
with labels inRussian) fromalgebra, 46,000 (9,200) concepts fromgeometry, 30,000
(4,300) concepts from mathematical logic, 150,000 (28,000) from mathematical
analysis, and 165,000 (39,000) concepts on theory of probability and statistics.

4 Available at http://kwarc.info/projects/docOnto/omdoc.html

http://kwarc.info/projects/docOnto/omdoc.html
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Concepts are linked to DBpedia categories representing the fields of mathematics.
Although there is a skos:broader relationbetween categories, there is no taxonomic
(ISA) relationship between the concepts themselves.

A SKOS-based adaptation of Mathematics Subject Classification5 is exposed
as a linked dataset [20]. OntoMathPRO ontology overlaps with this dataset in
case of modeling hierarchy of fields, but it is significantly richer for representing
terms and their interactions.

The Online Encyclopedia of Integer Sequences [25] is a knowledge base of
facts about numbers. Given a sequence of integers, this service6 returns the
information about its name, general formula, implementation in programming
languages, successive numbers, references, and other relevant links.

Thesauri and Ontologies. Hence, let us consider domain-specific resources,
providing amore rich set of relations. [15] presents a formal ontology of mathemat-
ics for engineers that covers abstract algebra and metrology. Cambridge Mathe-
matical Thesaurus [29] contains a taxonomy of about 4,500 entities in 9 languages
from the undergraduate level mathematics, connected with logical dependency
referencedBy and associative relationships seeAlso. This resource has been devel-
oped in education purposes and covers only bachelor level mathematics.

The ScienceWISE project ontology [1] gives over 2,500 mathematical defi-
nitions connected with ISA-, whole-part, associative, and importance relation-
ships. The sources of definitions are Wikipedia, Encyclopedia of Science, and the
engaged research community. The project focuses on achieving a consensus of
opinion among mathematicians about given definitions.

The Ontology on Natural Sciences and Technology [12] contains 55,000 de-
scriptions of scientific terms in Russian, covering the mathematical terminology
on high school and freshman-sophomore university levels. The ontology is meant
for applications of text analysis, and defines thesaurus-like relations, such as
ISA, whole-part, asymmetric association, and symmetric association.

Due to the lack of space, we do not cover related works on semantic data
analysis for mathematical texts, which are given in [7,21].

2 OntoMathPRO Structure

In this section, we elaborate the modeling principles, the development workflow,
the ontology structure, and links to external terminological resources.

2.1 Modeling Principles

Even though mathematics is the most exact science, modeling this domain is
hard, due to:

– abstractness, i.e., many definitions are conventionally given in mathematical
notation elements or formulas;

5 http://www.ams.org/msc/
6 http://oeis.org

http://www.ams.org/msc/
http://oeis.org
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– duality, i.e., there might be equivalent definitions for terms depending on
which foundations of mathematics are used (set theory or geometry) – this
aggravates asserting logical dependency relations between concepts;

– emergence of novel terms, i.e., developing, not commonly used parts of the
vocabulary in the professional community.

To tackle these issues, we come up with the following modeling principles.

1. Only Classes, No Individuals. First, OntoMathPRO is geared to be a lin-
guistic resource for text processing. Therefore, the ontology does not contain
individuals. The latter can be found in applications, e.g. concrete occurrences
of named entities in texts. For example, while modeling mathematical num-
bers like π or e as individuals is natural, we model them as classes, because,
in our case, individuals can be occurrences of these numbers in texts.

2. ISA vs. Whole-Part. Existing classification schemes, such as MSC or
UDC7, models hierarchies with respect to whole-part relation. Unlike them,
our ontology posits the ISA semantics for hierarchies of mathematical knowl-
edge objects, and preserves the same for fields and sub-fields. The reason is
that there are only classes instead of individuals in OntoMathPRO, we ex-
press the whole-part semantics through ISA relation taking into account
its interpretability in terms of the set theory. Thus, we assume that a field
of mathematics is a set of closely related statements. For example, fractal
geometry is a sub-set of geometry.

3. Validating Classes. We deal with the developing vocabulary. To avoid
coining a rare terminology, we require a reference from a refereed publication
(i.e., an article or a textbook) for a term to be added to the ontology.

4. Validating Relations. Establishing correct relation instances is hard and
requires high-level competence. Therefore, we basically rely on the opinions
of experienced experts involved in the development. The exceptions include
the logical dependency and solves relations that can be validated using ref-
erences to refereed sources (see our explanation in Section 2.3).

5. URI Naming Convention. Since the ontology is bilingual (Rus-
sian/English) and our experts had started adding terms with Russian la-
bels and translated them to English afterwards, we choose using surrogate
URIs, e.g. http://ontomathpro.org/ontology/E1 for a concept “Field of
mathematics”8;

6. Multiple Inheritance. Multiple inheritance with respect to ISA-
relationships is permitted. For example, class E1892 Differential Equation
is a sub-class of both E1891 Equation and E2688 Element of Differential
Equations.

7. Synset as Labels. Synonyms are represented by labels of the same class.
For example, E1226 Cauchy’s Inequality has labels “Cauchy’s inequality”
and “Inequality of arithmetic and geometric means”.

7 http://www.udcc.org/
8 The similar convention was adopted in CIDOC CRM Ontology [13].

http://ontomathpro.org/ontology/E1
http://www.udcc.org/
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We have worked with seven practicing mathematicians as domain experts
for four months. The terminological sources include freely available materials,
such as classical textbooks, Wikipedia articles, and real scholarly papers, along
with personal experience of the experts. During the development, we used a
collaborative tool WebProtege9 [31].

2.2 Concepts

Each concept is represented as an OWL class in the ontology. Each class has a
textual explanation or hyperlink to its external definition, Russian and English
labels. All the metadata information, including adjacent properties, per each
class can be seen on our URI dereferencing service10. To facilitate finding the URI
for a given class (e.g. for adding a link to it on a webpage), this service features
a URI lookup function. In future, we are going to add collecting backlinks per
each class from HTTP referrers. It will allow us to display relevant webpages
and discussions about the concept.

Fig. 1. A taxonomy of the fields of mathematics in OntoMathPRO

We distinguish two hierarchies of classes with respect to ISA-relationship:
a taxonomy of the fields of mathematics (Fig. 1) and a taxonomy of mathe-
matical knowledge objects, i.e., elements of particular theories (Fig. 2). In the
taxonomy of fields, most fundamental fields, such as geometry and analysis, have
been elaborated thoroughly. For example, there have been defined specific sub-
fields of geometry: analytic geometry, differential geometry, fractal geomentry

9 http://webprotege.stanford.edu/
10 According to the Linked Data principles, it is available on the ontology’s URI:

http://ontomathpro.org/ontology

http://webprotege.stanford.edu/
http://ontomathpro.org/ontology
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and others. The ontology covers a wide range of the fields of mathematics, such
as number theory, set theory, algebra, analysis, geometry, mathematical logic,
discrete mathematics, theory of computation, differential equations, numerical
analysis, probability theory, and statistics.

There are three types of top level concepts in the taxonomy of mathematical
knowledge objects: i) basic metamathematical concepts, e.g. E847 Set, E1227
Operator, E1324 Map, etc; ii) root elements of the concepts related to the par-
ticular fields of mathematics, e.g. E2406 Element of Probability Theory or E3140
Element of Numerical Analysis; iii) common scientific concepts: E339 Problem,
E449 Method, E1936 Statement, E1988 Formula, etc. Most concepts are inher-
ited from the root elements of the fields of mathematics (type ii).

Fig. 2. A taxonomy of mathematical knowledge objects in OntoMathPRO

In total, OntoMathPRO contains 3,449 classes.

2.3 Relations

OntoMathPRO defines four types of object properties:

– a directed relation between a mathematical knowledge object (E24) and a
field of mathematics (E1) (P3 belongs to and its inverse P4 contains), e.g.
E68 Barycentric Coordinates P3 belongs to E14 Metric Geometry;

– a directed relation of logical dependency between mathematical knowledge
objects (P1 defines and its inverse P2 is defined by), e.g. E39 Christoffel
Symbol P2 is defined by E213 Connectedness. This relation can be validated
with providing a reference to the relevant definition in a refereed publication.
The P2 is defined by relation instance is established, if the definition of the
first concept (“subject” in the triple) explicitly refers to the second concept
(“object”);
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– a symmetric transitive associative relation between mathematical knowl-
edge objects (P5 see also), e.g. E660 Chebyshev Iterative Method P5 see
also E444 Numerical Solution of Linear Equation Systems. The semantics of
this relation is equivalent to rdfs:seeAlso, which is widely used in the LOD
datasets for individuals;

– a directed relation between a method and a task (P6 solves and its inverse P7
is solved by), these properties are defined on E449 Method and E339 Problem
classes. This relation can also be validated using references to refereed articles
or textbooks.

In total, OntoMathPRO contains 3,627 ISA property instances, and 1,139
other property instances.

2.4 Links to Other Datasets

Although external links are no part of the ontology, we describe the subsets
that have been mapped onto existing Linked Data resources. An alignment of
OntoMathPRO with DBpedia11 is based on the following features:

– class and resource labels (rdfs:label property);

– explicit links to Wikipedia, i.e., during the development of the ontology,
some definitions were imported from Wikipedia and refer to it. We compare
these references with foaf:primaryTopic and rdfs:labels property values in
DBpedia.

For interlinking, we only use DBpedia resources that belong to the Mathemat-
ics category and its subcategories (e.g. Algebra, Geometry, Mathematical logic,
Dynamical Systems) up to 5 levels with respect to skos:broader property. After
the linking has been accomplished, we generate triples connecting the classes of
the OntoMathPRO with the resources from DBpedia by using skos:closeMatch
property. The alignment with DBpedia has resulted in 947 connections with 907
the ontology classes (some classes were linked with several DBpedia resources).

An alignment with ScienceWISE Ontology12 only used class labels. As a re-
sult, this mapping comprises 347 connections. The mapping files are available
on GitHub13.

3 Applications

In this section, we describe the applications, which exploit different aspects of
OntoMathPRO.

11 SPARQL endpoint: http://dbpedia.org/sparql
12 http://data.sciencewise.info/openrdf-sesame/repositories/SW
13 https://github.com/CLLKazan/OntoMathPro

http://dbpedia.org/sparql
http://data.sciencewise.info/openrdf-sesame/repositories/SW
https://github.com/CLLKazan/OntoMathPro
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3.1 Information Extraction

In our previous work [22], we have developed a semantic publishing platform for
scientific collections in mathematics that analyzes the underlying semantics in
mathematical scholarly papers and effectively builds their consolidated ontology-
based representation.

Thus, every paper in the collection is dissected into a semantic graph of in-
stances of the supported domain models with the help of NLP techniques, such
as noun phrase recognition and entity resolution. Along with textual fragments,
the platform is capable to understand the meanings of mathematical notation
symbols and interpret them as ontology instances.

The corpus of publications we experimented with consists of 1,330 articles
of the “Proceedings of Higher Education Institutions: Mathematics” (PHEIM)
journal in Russian. The current RDF dataset14 – PHEIM dataset – contains more
than 850,000 triples including the descriptions of 1,330 articles, 17,397 formulas,
43,963 variables, and 66,434 textual occurrences of mathematical entities from
the ontology.

3.2 Concept-Based Formula Search

Approach. Our demo application15 supports a use case of searching mathe-
matical formulas in the published PHEIM dataset that are relevant to a given
entity. The user input supported by the application is close to a keyword search:
our system is agnostic to a particular symbolic notation used in the papers to
denote mathematical concepts, and the user is able to filter query suggestions
by keywords. This feature makes our application different from a wide range
of mathematical retrieval systems that require the input in the LATEX syntax
(e.g. [27,33,35]). Such approaches usually suffer from ambiguous mathematical
notations. However, it’s worth mentioning (uni)quation [32], a formula search
system that is robust to basic formula transformations including changes of
variables.

Another rationale behind the concept-based search input interface is its cross-
language capabilities, i.e., even though the indexed document collection is in
Russian, the user still can search using keywords in English.

There have been a few efforts to enable a keyword search for retrieving math-
ematical content. A computational engine WolframAlpha [34] can handle key-
word queries, generating a summary for a mathematical concept. However, the
engine does not provide the similar functionality for documents in scientific col-
lections. MCAT Math Retrieval System [30] applies an SVM classifier to detect
descriptions of mathematical expressions and extends the TF-IDF ranking base-
line for formula search in MathML documents. Unlike this tool, our solution is
more powerful, because it resolves the lexical meanings of symbols in terms of
OntoMathPRO ontology, and, therefore, enabling reasoning with respect to the

14 Is exposed via our SPARQL endpoint: http://cll.niimm.ksu.ru:8890/sparql, the
graph IRI is http://cll.niimm.ksu.ru/pheim

15 http://cll.niimm.ksu.ru/mathsearch

http://cll.niimm.ksu.ru:8890/sparql
http://cll.niimm.ksu.ru/pheim
http://cll.niimm.ksu.ru/mathsearch
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ontology relations (e.g. ISA). Additionally, our search interface supports filtering
by the document structure context, i.e., a particular segment of the document
(e.g. a theorem or a definition) that contains the relevant formula.

Fig. 3. Query interface of the mathematical formula search demo application

Demo. The application supplies the following search scenario. The user enters
keywords in the search box (Fig. 3) and may choose a related concept suggestion.
The suggestions are loaded from OntoMathPROontology as well as the DBpedia
part aligned with the ontology.

Fig. 4. A search result page

Then, the user clicks the “Get instances” button and gets a list of search
results (Fig. 4). The hit descriptions are represented as table rows with the
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contextual information. Specifically, the application provides a symbolic inter-
pretation of the chosen concept, the relevant formula, in which the notation
element occurs, and the context, i.e., the document part, which contains the
formula. Providing notation examples is instructive, because the same concept
may be expressed in different documents using different symbols depending on
the authors’ writing style. Additionally, the user can refine the context of search
results selecting proper checkboxes standing for particular document parts.

Finally, the user can examine the paper, which contains the relevant formula
after clicking on the “Details” button (Fig. 5). This screen provides the relevant
formula, the matched concepts as well as the related article information including
links to its metadata page and PDF.

Fig. 5. A search result details page

We would like to note that the current search result set does not cover all
the concepts defined in OntoMathPRO ontology. The reason is twofold: i) the
data set is quite limited; ii) many named entities are usually not expressed in a
symbolic notation (e.g. theorems or the fields of mathematics).

From the engineering perspective, our demo application is a lightweightmashup
that consumes the published RDF data set. It is written in JavaScript and queries
our SPARQL endpoint.

3.3 Education

In this subsection, we describe our experiments on ontology-based assessment
of the competence of students, who attended a course on numerical analysis
instructed by one of the authors for 3-year undergraduate students at our uni-
versity.

Most conventional approaches to assessment of students still tend to evaluate
how much a student knows about the subject. However, problem-based learning
is proven to be a more effective approach [5]. For a practicing mathematician,
an ability of finding a method for solving a concrete task is crucial. The pro-
ficient solver must realize relationships between particular methods, tasks and



116 O.A. Nevzorova et al.

other mathematical concepts, i.e., “know how to conceive a holistic image of the
discipline”16. We propose to consider an ontology as a close approximation to
such an image.

For our experiments, we extracted a small fragment of OntoMathPRO ontol-
ogy (Fig. 6). It contains taxonomies of tasks and solving methods for systems
of linear equations (numerical analysis) as well as relationships between them.
We added a few relevant concepts that were not defined in the ontology due to
questionable definitions, e.g. “a task of solving a system of linear equations with
the coefficient matrix of order m*m, case m > 100”. However, such concepts are
useful for testing pragmatic competence.

Concerning the course coverage, only a few methods from the fragment were
out of its scope. There is an assumption that students may have studied them
during their research work.

The experiment participants are 25 students who attended the course and
had high overall grades. They are 3-year undergraduate students (who have not
yet passed the exam on the course), 1- and 2-year master students, and Ph.D.
students. Each participant is given a list of classes and asked to link them using
only two relationships (ISA and P6 solves).

Then, we stated a hypothesis that the participants’ results have to correlate
with their experience. We use standard performance measures for classification
tasks, such as precision (P), recall (R), and F-score = 2 · P∗R

P+R .

Fig. 6. A part of the correct solution for the interlinking task, the arrows mean P6
solves relation instances

We emphasize the importance of applying a reasoning mechanism during the
calculation of experimental results. For the evaluation, we materialize all facts
that might be acquired after reasoning. For example, a relationship P6 solves
is inherited through both the taxonomies of methods and task. Thus, if the
participant links correctly more specific classes, it results in lower recall, but
does not affect precision.

16 Translated from the Russian Federal Standard for Higher Education on mathematics
for master students, Section 5.2:
http://www.edu.ru/db-mon/mo/Data/d_10/prm40-1.pdf

http://www.edu.ru/db-mon/mo/Data/d_10/prm40-1.pdf
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Table 1. Average results of interlinking ontology concepts from a course on numerical
analysis for different groups of students. P means precision, R – recall, F – F-score.

Group of students ISA Tasks ISA Methods P6 solves Total

P R F P R F P R F P R F

3-year undergraduates 1.00 1.00 1.00 0.76 0.59 0.67 0.46 0.27 0.34 0.69 0.50 0.58
1-year masters 1.00 1.00 1.00 0.79 0.63 0.70 0.43 0.26 0.32 0.70 0.52 0.59
2-year masters 1.00 1.00 1.00 0.65 0.55 0.59 0.51 0.37 0.41 0.63 0.52 0.56
Ph.D. candidates 1.00 1.00 1.00 0.86 0.63 0.71 0.61 0.23 0.33 0.82 0.50 0.62

Table 1 shows the results of the interlinking done by the participants. As
expected, establishing links in the simplistic taxonomy of tasks have been done
well by all participants. The reconstruction of a slightly complex taxonomy of
methods has significantly lower performance values and correlates with the back-
ground of participants. Again as expected, classification of P6 solves relations
turn out to be the hardest part. Interestingly, the performance values for this
subtask correlate less with the level of participants: Ph.D. students give less
complete results, than not so experienced participants. A possible explanation
comes from the fact that Ph.D. students have chosen their specific directions of
research, which might not overlap with systems of linear equations as a sub-field
of numerical analysis. That’s why they classify tasks and methods very well,
but prefer to keep in mind relationships about solution methods that are only
relevant to their area of expertise.

Finally, we may conclude that the proposed approach could be used for eval-
uation of the competence of students.

4 Conclusion

We present OntoMathPRO, an OWL ontology that is geared to be the hub of
mathematical knowledge in the Web of Data. Relying on this representation
model, we are going to create an ecosystem of datasets and mashups around the
ontology to benefit mathematicians from different backgrounds – from under-
graduate students to experts. In this paper, we describe the first steps towards
it. In particular, interlinking with other Linked Data datasets, the applications
in information extraction, semantic search of mathematical formulas, learning
are discussed.

We emphasize that although the ontology has achieved maturity, it is the re-
sult of ongoing work. We share the sources with the Semantic Web community
and organize the further collaborative development of the ontology and its ap-
plications on the project page ontomathpro.org to engage our colleagues and
mathematicians from elsewhere.

As a future research work, we plan to study topic fusion in educational math-
ematical documents, such as lecture notes and textbooks, through occurrences of
concepts from different taxonomies of the ontology. Additionally, we will address

ontomathpro.org
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applications of ontology reconstruction in learning purposes (as described in Sec-
tion 3.3), and are going to extend this approach other areas.
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9. Bordes, A., Usunier, N., Garćıa-Durán, A., Weston, J., Yakhnenko, O.: Translating
Embeddings for Modeling Multi-relational Data. In: Advances in Neural Informa-
tion Processing Systems, pp. 2787–2795 (2013)

10. Buswell, S., Caprotti, O., Carlisle, D.P., Dewar, M.C., Gaëtano, M., Kohlhase, M.:
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Abstract. Any health care system will be effective only if relevant patient in-
formation is available to make specific diagnosis. Many health centers employ 
different strategies to collect the medical history of patients, of which face-to-
face interaction is the common technique. But in most of the cases, the con-
cerned medical staff is not able to collect relevant medical history of a patient 
and this may affect the process of further medical analysis of the patient. This 
paper proposes semantic analysis and prediction of various risks in Diabetic pa-
tients. We have used ontology driven approach to perform the analysis and to 
predict the risk. We assess the diabetic patient risk factors due to smoking, al-
cohol intake, erectile dysfunction, and cardiovascular problems.  According to 
the patient history, a total score is calculated for each of the above factors. Ac-
cording to the score, the ontology performs the risk assessment on a patient pro-
file and predicts the potential risks and complications of the patient. 

Keywords: Patient profile, risk assessment, ontology, clinical guidelines, di-
abetic treatment, knowledge base. 

1 Introduction 

Diabetes has been recognized by World Health Organization as a chronic, debilitating 
and costly disease associated with major complications that pose severe risks for fam-
ilies, countries and the entire world. Globally, as of 2013, an estimated 382 million 
people have diabetes worldwide, with type 2 diabetes making up about 90% of the 
cases [9]. This is equal to 3.3% of the population, with equal rates in both women and 
men [22]. In 2011 diabetes resulted in 1.4 million deaths worldwide, making it the 8th 
leading cause of death [10]. Developing countries, where resources are scarce, are 
expected to witness a 170% increase in the number of people with diabetes compared 
to 41% in developed countries [7]. The number of people with diabetes is expected to 
rise to 592 million by 2035 [9]. The risk associated with diabetic patients varies ac-
cording to factors such as age, gender, family history etc. It is a challenge to diagnose 
diabetic patients particularly if patient medical history is unknown. Patient’s medical 
history is an important component in any health care system. At the time of emergency, 
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the previous medical history of the patient is crucial, so that appropriate attention  
and treatment can be given immediately on any place at any time [16]. Currently, 
patient medical history is collected mainly through static questionnaires, patient in-
formation collection systems (hard coded systems) or through face-to-face interaction 
when patient visits the hospital. Normally, when a patient visits a hospital, a nurse 
will first diagnose the patient and will record the preliminary observations such as 
readings of blood pressure, height, weight, body temperature, etc. [1]. Then doctors 
carry out physical examination and gather further information about the patient. Here, 
in most of the cases, the patient medical history will be incomplete. There are many 
reasons for this incompleteness such as lack of experience of the medical staff in col-
lecting relevant patient details, patient does not want to disclose certain sensitive and 
personal health problems, patient is not able to communicate many medical details 
related to family (family history) because of shortage of time, etc. Also in some cases, 
doctors may not be able to ask the exact questions to each and every patient. In effect, 
effective risk analysis cannot be done in most of the cases. 

So in order to avoid these shortcomings, we had proposed an ontology driven sys-
tem to predict the risk associated with diabetic patients. A patient semantic profile, the 
ontology is automatically generated from questionnaire ontology [16]. This profile 
will be given as input to an ontology reasoner to calculate and predict the risk using 
the guidelines. The intelligence of the system depends on its knowledge base and 
reasoning algorithm. This paper presents a part of our proposed system: analysis and 
prediction of risk factors of diabetic patients based on ontology. Instead of a normal 
database system, a knowledge based approach is used. In traditional medical systems, 
when a diabetic patient comes for treatment, risk predictions are rarely done. Doctors 
analyze the case and suggest appropriate treatment. But the risks are not foreseen. 
Here we use an artificial intelligence approach to predict the risk. Ontology based 
systems are easy to update without any additional cost or software engineering work. 
Ontology languages allow users to write explicit, formal conceptualizations of domain 
models [21]. They help to explicitly define the existing information about the domain 
and formally encode that information. 

2 Background 

Ontology is a formal specification of the concepts within a domain and their interrela-
tionships [15]. It is a methodology which describes the domain knowledge structure in 
the area of specialty, which promotes its various kinds of data processing intended to 
provide systematic, semantic links among groups of related concepts [12]. They are 
well known for many years in the Artificial Intelligence and Knowledge representa-
tion communities [13]. Ontologies are used to represent knowledge. Domain knowl-
edge is contained in the form of concepts, individuals belonging to these concepts and 
relationships between the concepts and, between concepts and individuals [18]. It was 
initially proposed to model declarative knowledge for knowledge-based systems [4]. 
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It is an abstract model which represents a common and shared understanding of a 
domain [18].  Gruber proposed the most popular definition of ontology [3] which is 
defined as “…a formal, explicit specification of a shared conceptualization.” The 
W3C has developed a language, called OWL that can be used to describe the ontology 
[6]. It is built on W3C standards XML, RDF/RDFS and extends these languages with 
richer modelling primitives [21]. 

An ontology driven approach is utilized here to model the medical history of the 
patient and to assess the patient risk. If relevant patient history is not collected, it will 
result in fault calculation of risks associated with diabetes. The ontology’s structure 
facilitates the organization, retrieval, and analysis of the encoded knowledge, includ-
ing database design and merging of databases [2].  Ontology Reasoners are used to 
checking the consistency of the ontology and to automatically compute the ontology 
class hierarchy [17]. The reasoner will find out any hidden relationship in the ontolo-
gy [19]. The use of ontologies is well suited for applications in medicine. When  
certain relations are asserted in the ontology, an ontology reasoner can infer more 
relations, which is not explicitly asserted in the ontology [20]. They are renowned for 
their flexible architectures, easy to share and reuse knowledge modelling structures 
and inexpensive maintenance operations [11].  

3 Methodology 

The work presented in this paper is part of our funded project to develop an ontology 
driven system for the diabetic health centers of Oman.  So initially, a questionnaire 
was designed to gather the medical history of diabetic patients with the help of doc-
tors in our team and validated by experts from OMSB [Oman Medical Speciality 
Board].  This dynamic questionnaire was converted to OWL [Web Ontology Lan-
guage]. The questions related to patient’s family history, diabetic history, smoking 
history, etc. are included as ontological classes. Accordingly sub-classes, data proper-
ties and object properties were also defined. The user interfaces are created in Java. 
Jena API is used to read the questions from the ontology. Patient is required to answer 
a set of questions on diabetic history, family history, smoking history, alcohol history, 
physical-activity history, etc. Nurse will enter some vital information about the patient 
such as body temperature, blood pressure, height, etc. The dietician enters information 
about the nutritional history of the patient. The lab technician enters the results of 
different lab tests conducted and finally the doctor examines the patient and enters 
his/her observations. Finally the user input is analysed and the patient semantic profile 
is generated. It includes all information about diabetic patients. Diabetic Clinical 
Guidelines followed in Ministry of Health, Oman [5] is used to analyze the patient 
risk. It was decided to calculate and predict the risk associated with five relevant fac-
tors that affect diabetic patients, such as smoking, alcohol, cardiovascular, sexual and 
physical activity. For example, how the above factors will affect a diabetic patient is 
predicted. 
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4 Implementation 

Stanford Protégé and OWL Java API are the tools used in implementing the analysis 
and risk prediction of diabetic patients. The dynamic questionnaire, Diabetes-
Treatment ontology is created in Protégé.  Using OWL APIs, the questions are read 
from the ontology and displays to the user. The different users of the questionnaire are 
Patient, Doctor, Nurse, Lab Technician etc. when the users complete the entry of the 
questionnaire, a patient instance (semantic profile) is generated automatically with 
patientID as the instance name.  The values entered by the users are asserted into 
different data properties of the ontology. By performing the risk assessment on se-
mantic profile, the potential risks and complications of the patient are predicted.  
 

 

Fig. 1. Questionnaire – Smoking history 

Figure 1 represents the part of questionnaire related to smoking history. These ques-
tions are used to assess and predict the risk associated with smoking habit of the pa-
tient. A score is associated with each answer choice. When the user enters the answers 
to these questions, the answers are read by OWL API and asserted into the ontology. 
So accordingly, a total score is calculated for the smoking history of the patient.  

The risk/risk level as per the score for each category is available in the clinical 
guidelines. The guidelines related to the smoking history are given in Table 1. The 
score is divided into three levels, Low, Medium and High Nicotine Dependence. The 
total score obtained for a particular diabetic patient, is checked with the concerned 
guidelines. Accordingly, the score, risk/ risk level, and suitable treatment are sug-
gested by the system. Similarly the risk and suitable treatment is suggested for four 
other factors such as alcohol, cardiovascular, sexual and physical activity that mainly 
affects diabetic patients. 
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Table 1. Smoking Guidelines 

TOTAL SCORE 
0-3: Low nicotine  

dependence 
4-6: Low nicotine 

dependence 
7-13: High nicotine  

dependence 
1. Will benefit from profes-
sional  counseling. 
2. Pharmacotherapy not 
recommended at initial 
assessment. If patient has 
difficulty dealing with 
withdrawal symptoms, 
further assessment for 
pharmacotherapy to be 
carried out to be ascertain 
suitability. 
3. Willpower and support 
from family and friends are 
important. 

1. Require professional 
counseling. 
2. May recommend pharma-
cotherapy if patient is as-
sessed to be suitable. Phar-
macist and/or doctor to pro-
vide more advice on phar-
macotherapy. 
3. Willpower and support 
from family and friends are 
important. 

1. Require professional 
counseling. 
2. Recommend pharmacothe-
rapy if patient is assessed to 
be suitable. Pharmacist 
and/or doctor to provide 
more advice on pharmaco-
therapy. 
3. Willpower and support 
from family and friends are 
important. 

5 Results and Discussions 

Data properties are used to store the scores, risk level and the treatment of each of the 
above factors. For example, smoking-score, smoking-risk-level and smoking-
Treatment are the data properties related to smoking history. As per the clinical guide-
lines, the score, risk and treatment are calculated, an instance of Patient class is  
asserted in the ontology and the above calculated values are stored as data property 
values of the instance. Fig 2 shows the score, risk and treatment of a patient with ID 
P_789, for each of the parameters discussed earlier. 

 

 
 

Fig. 2. Patient Score, Risk and Treatment asserted as Data Property values 
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The patient risk analysis is also displayed in the form of a table for doctors to decide 
about further specific treatment of the patients. The system suggests treatment as per 
the risk associated with each factor. It is represented in Table 2. 

Table 2. Patient Risk Analysis 

PATIENT RISK ANALYSIS 
Parameter Score Risk Treatment 

Smoking 4 Medium Ni-
cotine Depen-
dence 

Require Professional Counselling. 
May recommend pharmacotherapy if patient 
is assessed to be suitable. Pharmacist and/ or 
doctor to provide more advice on Pharmaco-
therapy. 
Provide will power and support from family 
and friends. 

Alcohol 16 Zone III Simple advice plus brief counseling and 
continued monitoring. 

Sexual 18 Mile erectile 
dysfunction 

Discuss with the patient the option of starting 
him on Sildenafil. 

Cardiovascular 0 1.5 Aspirin should not be recommended. 

Physical 8  Moderately 
Inactive 

Counsel about the importance of being ac-
tive, increase activity level and follow up. 

6 Conclusion and Future Work 

We have presented an ontology driven approach to analyze and predict the risk asso-
ciated with five important factors that affects diabetic patients. Diabetes-Treatment 
ontology is used to represent the questionnaire used to collect the patient information. 
The questions are read from the ontology and presented to the users through relevant 
user interfaces. As per the input, the patient semantic profile [OWL file] is generated 
automatically from Diabetes-Treatment ontology which is used as the input to analyze 
the risk. Diabetic Clinical Guidelines followed in Ministry of Health, Oman is used to 
analyze the patient risk. These risk values (score) will help the doctor to understand 
about the current situation of a patient.  The questionnaire can be updated anytime by 
just updating the Diabetes-Treatment ontology. Ontology based reasoning makes a 
way to discover new knowledge, which can lead to new directions in research. The 
future scope of our research is to represent the diabetic guidelines in SWRL (Seman-
tic Web Rule Language). 
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Abstract. With the rapid growth in information access methodolo-
gies, question answering has drawn considerable attention among others.
Though question answering has emerged as an interesting new research
domain, still it is vastly concentrated on question processing and answer
extraction approaches. Latter steps like answer ranking, formulation and
presentations are not treated in depth. Weakness we found in this arena
is that answers that a particular user has acquired are not considered,
when processing new questions. As a result, current systems are not ca-
pable of linking two questions such as “When is the Apple founded?”
with a previously processed question “When is the Microsoft founded?”
generating an answer in the form of “Apple is founded one year later
Microsoft founded, in 1976”. In this paper we present an approach to-
wards question answering to devise an answer based on the questions
already processed by the system for a particular user which is termed as
interaction history for the user. Our approach is a combination of ques-
tion processing, relation extraction and knowledge representation with
inference models. During the process we primarily focus on acquiring
knowledge and building up a scalable user model to formulate future an-
swers based on current answers that same user has processed. According
to evaluation we carried out based on the TREC resources shows that
proposed technology is promising and effective in question answering.

Keywords: Question answering, Answer formulation, Interaction his-
tory, Natural Language Processing.

1 Introduction

Question answering systems are designed to present an answer for a given ques-
tion composed in natural language. Due to this fact, from existing question
answering systems such as AnswerBus [1], START [2] and WolframAlpha [3]
to early question answering systems like LUNAR and BASEBALL [4] shared
the same objective of generating the answer through diverse research attempts.
All aforementioned question answering systems considered questions as inde-
pendent units and generated answers based on the information retrieval and
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extraction modules that are integrated. Recently, when attempting to investi-
gate new dimensions in question answering, answer formulation and presentation
also became a featuring factor [5].

Answer formulation is considered to be the final step in question answering
systems which is responsible for presenting the answer to the user. As most
of the early researches extensively focused on question processing and candidate
answer extraction approaches, this unit kept relatively untouched. However, com-
petition which is arisen among question answering systems, opened the path to
discover novel ways of answer formulation which can immensely contribute for
the uniqueness of a question answering system.

In this paper, we investigate a technique called Interaction History based An-
swer Formulation (IHAF) to build a user model to generate more personalized
answers for users based on the past interactions for that particular user. We
conduct experiments based on TREC question set and with different variations.
However, it should be emphasised that in this implementation of question an-
swering system, we are not going to mine the answers from the web or from a
corpus. Instead we have provided the ranked sentence list from TREC to extract
answers. This is carried out basically because of our attention is not on question
answering itself but on answer formulation where underlying question answering
system is not relevant for the process.

The remainder of the paper is organized as follows. The next section is com-
mitted to related work. In Section 3, we discuss about our approach towards the
issue we have identified and provide complete overview of the technique. Section
4 is concentrated on results and evaluation schema we have used to assess our
novel approach. In Section 5, discussion on the technique in relation to results
is presented covering different perspectives. Finally, in Section 6, we conclude
showing future directions of this new method towards question answering.

2 Related Work

Answer formulation for question answering systems is first brought into broad
discussion by Hirschman and Gaizauskas [6] through an analysis of current ques-
tion answering strategies. However, there are significant research attempts taken
towards presenting and formulating an answer in question answering.

Wang et al. [7] present an interesting idea of generating answer based on
relations mined based on focus information. Though, it does not express per-
sonalized answer generation method, employing pre-mined relations to generate
answers draws the attention as a new method. Moving to an innovative direction
authors of [8] propose a slightly different method. They utilize past answers to
generate answers for new questions where they employ Yahoo! Answers track.
This research is based on surface level feature extraction of top candidate and
then classification through a random forest classifier. As answer generation is
applied with the vision of social engagement, personalization of a particular an-
swer based on the user is not treated. Evaluation shows that it has achieved good
result in answer generation, but content applicability for the new question is not
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measured in a qualitative approach. Similar technique used in [8] is noticed in
[9] and [10] as well with slight changes in the process.

Ni et al. [11] build a topic based user interest model to integrate with question
answering. Though this research sounds well in the area of user based question
answering, the model they propose is used only to recommend appropriate ques-
tions. Also it is observed that this proposed model is using latent topic model
which limit the model to top level topic based user model. In contrast to this
method, seminal work presented by Nyberg et al. [12] show an approach in-
spired by methodology showcased by Hovy [13]. Utilization of user discourse to
boost the question answering based on the classified question types signals that
this research is focusing on the question processing based on the user supplied
concepts. But the lack of user centred question processing is still not achieved
efficiently here. Advanced approach towards question processing with existing
knowledge is demonstrated in system proposed by Harabagiu and Hickl [14]. In
this novel attempt, Harabagiu and Hickl endeavour the gap between existing
knowledge utilization and answer formulation through a promising application.
Though this research significantly lies in the shallow text processing area, the
concept unveiled and model built are extremely useful when mining answers for
questions based on the existing knowledge that is already acquired.

Moving few steps further, Higashinaka and Isozaki [15] encompass the usage
of casual expression patterns for answer extraction. Grounded on a corpus based
technique to mine features to build the casual expression patterns, researchers
attempt to apply the resulting model in a open domain question answering sys-
tem. Different dimensions in the evaluation carried out by this research shows
that their model outperforms in most of the scenarios. Basically, employing a
WHY-type question set in the training and attempting to build a typological
answer extraction model seems to be promising. Several early attempts such
as [16], [17] and [18] also express similar candidate answer formulation models.
When it comes to the feature selection and applicability in the question process-
ing steps, model developed by Higashinaka and Isozaki can be considered as a
more improved procedure.

3 Interaction History Based Answer Formulation (IHAF)

We have separated the contexts of user model building and answer formulation
to two sections in order to focus on them more thoroughly. In next sections
we delineate the framework of complete process resulted through our research.
Before moving into the complete process, we first examine basic utilities that
are built to serve the high level goal of the system.

3.1 Basic Utilities Incorporated

In this section we define some basic functionalities that we employ during user
model building and answer formulation.
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Generating Typed Dependency Parses. Typed dependency parsing is a
way of representing dependencies between words given in a sentence structure
with labelled grammatical relations [19] [20]. We employed dependency parsing
mainly because of compared to a phrase structure with constituency, dependency
parsing can easily transformed in to relation schema. Another, noteworthy point
to notice here is that as labelled grammatical relations are present it can later
be modified and normalized into more accurate relation if resulting typed de-
pendency is not suitable to generate a relation. For the dependency parsing we
utilize the Stanford parser based on 50 grammatical relations [20] [19]. Depen-
dency Parse (DP) generated for a selected question from TREC development set
is shown in Fig. 1.

When did Nelson Mandela become President of South Africa ?

ROOT

advmod

aux

nn

nsubj

cop
prep nn

pobj

Fig. 1. Example of dependency parse of a question

From Dependency Parses to Conceptual Graph. Conversion from typed
dependency parse to the Conceptual Graph (CG) is also considered as a princi-
pal process in representation workflow. Conceptual graphs introduced by Sowa
[21] is considered as the basis of ontology and related knowledge representation
strategies. An example CG we expect from question considered in Fig. 1 is shown
in Fig. 2. As conversion of a language structure to a knowledge structure requires
considerable effort, we have defined a set of rule set for 8 different case relations
based on thematic roles, named entities and user defined types which are shown
in Table 1. In all other cases where we are unable to label with appropriate case
role of CG relation, by default typed dependency label is used.

We employed conceptual graphs after consideration several representation
strategies such as lexical ontologies [22], frames [23] and semi-structured lan-
guage fragments [24]. Factor that influenced us to choose CG, is the opportunity
it provides to infer based on the model developed using Common Logic (CL)
and six canonical formation rules [21] which supports us to perform projection
operators which will be discussed in following section.

Key factor we noticed during preliminary analysis on conversion process is
that DP structure is not identically mapped with CG. Therefore, simple con-
version from one to one mapping converting DP root to CG root can lead us
to severe errors in structure. Due to this major emphasis is placed on identi-
fying a generalizable rule set to convert DP structure to a CG representation.
Algorithm. 1 depicts the flow of applying rules during the conversion phase.
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Table 1. Defined case relations

Case Relation Abbreviation Description

Agent Agnt Main actor of the event
Transition Tran Transition from one state to another
Attribute Attr Property of a object
Patient Ptnt Object which is subjected to an action
Experiencer Expr Object that experience the event
Recipient Rcpt Object that receive something
Temporal Temp Time related factor
State Stat Current state of the object

PERSON:
Nelson
Mandela

Agnt become

Temp

When

Tran President

Prep

LOCATION:South Africa

Fig. 2. Example of conceptual graph of a question

For the phrase extraction, we employ a three step process of a) stop word
removal of the question b) stemming using Porter stemmer [25] c) calculation of
Term Frequency and Inverse Sentence Frequency (TF-ISF) for the decomposed
question terms.

As an initial step, Named Entity Recognition (NER) is also engaged using
Conditional Random Field based NER tool - Stanford NER. The idea of NER
is to output more semantically rich CG constructs labelled with entity type,
which is again useful in searching based on type. Following initial steps, we then
check the best candidate for the root of the CG (CGRoot). This is based on the
condition that if DP is consisted of a copular verb (DPcopv ), then it is selected
by default and if not we continue with root of DP (DPRoot). Then after removal
of all WH-pronouns, root of CG, root of DP and remaining auxiliary verbs
and prepositions, we start relation generation where 9 different relation types
are considered based on 9 different rule sets (ruleSet<TY PE>). Each relation is
labelled with the matching relation found (< TY PE >p) based on the considered
phrase (p). In case if matching relation is not found based on the predefined rule
set, relation present in the DP is used to label the generated relation. Result of
this flow is a CG which we later can be used with projection operators.
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Algorithm 1. Flow of converting DP to mapping CG

Data: DP: Typed dependency representation, P:Extracted phrases of question
Result: CG:Conceptual Graph
begin

E ←− RecognizeNamedEntities(Q);
if DPcopv �= NULL and DPRoot �= DPcopv then

CGRoot ←− DPcopv ;

else
CGRoot ←− DPRoot;

P ← P − {WHpronoun, CGRoot, DPprep, DPaux};
for p ∈ P do

switch p do
// Only one case is shown for 8 cases needed for 8

different relation types - replacing <TYPE> generic

type with Agnt, Ptnt, Expr, etc.

case relationp ∈ ruleSet<TY PE>

if p hasRelationWith CGRoot then
generateRelation(< TY PE >p,CGRoot);

else
generateRelation(< TY PE >p,DPrelatedPhrase);

// ...... remaining cases

otherwise
generateRelation(DP − Typep,DPrelatedPhrase);

if p ∈ E then
labelWithEntityType(p);

Conceptual Graph Projection. CG projection is the process of extracting
or generating advanced knowledge based on two or more CGs. In our case, we
utilize a simple projection operator based on nodes in the CG. Properties that
are considered in projection are, named entities, root of CG and the specified
CG relation (ex: agent, patient, etc.). Example projection based on our previous
example in Fig. 2 is shown in Fig. 3. In this example we assume that CG for
“Jacob Suma became president of South Africa in 2009” exists in the knowledge
base.

According to the projection shown in Fig. 3, it can be noticed that named
entities and temporal event annotations (When and 2009) are projected provid-
ing opportunity to extract necessary knowledge. Building the required natural
language answer will be discussed in Section 3.3.

3.2 Building the User Model

Most significant element that is presented by this research can be considered as
the user model that we have designed to build in order to link questions with
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PERSON:
Nelson
Mandela

Agnt become

Temp

When

Tran President

Prep

LOCATION:South Africa

PERSON:
Jacob
Suma

Agnt become

Temp

2009

Tran President

Prep

LOCATION:South Africa

Fig. 3. Example of conceptual graph projection

previously processed questions by the same user.However, it is heavily dependant
on basic utilities we described in Section 3.1.

Below we have defined the basic work flow of the user model creation based
on the utilities discussed above.

1. Generate the Typed Dependency Parses (DP) of the question

2. Map the parsed question to Conceptual Graph (CG)

3. Save the CG to the knowledge base

The knowledge base constructed at this point will be unique and will be consid-
ered as the user model for that particular user.

For the initial training 120 questions are suggested to commence the model
building process as it it needs considerable amount of question classes and answer
candidates to link with next questions. This 120 questions, defined as the start-
up items are selected based on 3 factors from TREC-9 data set, a) question
type (WH-type) b) question target (person, location, date/time, etc.) c) named
entities mentioned (ex: South Africa, Nelson Mandela,Jacob Suma, etc). Basis
of selecting these 3 factors is adopted from several past research attempts which
have highlighted the importance of them running empirical methods towards
question answering [26,27,28].
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3.3 Answer Formulation

In this section, we describe the approach taken towards generating answer for a
given question employing an existing user model.

1. Generate the Typed Dependency Parses (DP) of the question
2. Map the parsed question to Conceptual Graph (CG)
3. Project CG to user model elements and extract similar structures
4. Generate language structures based on inferences and previous interactions

acquired from user model

Answer formulation also utilize the basic utilities discussed, but move further
with extracted knowledge from user model by building natural language. For
the purpose of building naturally looking answer, we employ a surface realization
engine where we get the final answer based on the structures defined. SimpleNLG
[29] has shown high flexibility during our analysis for suitable realization engines.
Structuring templates are defined by authors for the SimpleNLG to output the
final natural language text for the given answer.

4 Results

For the evaluation, we employed TREC-8 [30] question set containing 200 ques-
tions. Main reason behind this section is that unlike TREC-9 and later TREC
data sets, TREC-9 specifically focus on entity based answer extraction. As the
approach discussed here is also based on entity types, TREC-8 provided us the
most appropriate selection for the context.

To get a better understanding of the process, we carried out the evaluation in
5 different steps which is depicted in Table 2 with different number of questions
for both training and testing.

Table 2. Evaluation setup

Type Traning setup (#questions [TREC-
type])

Testing setup (#questions [TREC-
type])

T-1 120 [TREC-9] 200 [TREC-8]
T-2 240 [TREC-9] 200 [TREC-8]
T-3 360 [TREC-9] 200 [TREC-8]
T-4 480 [TREC-9] 200 [TREC-8]
T-5 200 [TREC-8] 200 [TREC-8]

During evaluation, we noticed that user model built based on initial training
phase is used for four different target types, date/time, number, currency and
distance are not fairly distributed in two different TREC datasets. It is also
valuable to mention that while the execution, our system was able to link ques-
tions from testing set as well , but which we neglected as we strictly believed
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that answers must be drawn only from training set. To provide a baseline for
the evaluation, we consulted Cosine Similarity (CS) between new question and
previously processed question. If two questions (stop words removed) are shown
in vectors A and B, then CS between A and B can be calculated as,

CS(A,B) =

∑n
i=1 tAi × tBi√∑n

i=1(tAi)2 ×
√∑n

i=1(tBi)2
(1)

where, ti is the term weight for a word wi, for which TF-ISF (Term Frequency,
Inverse Sentence Frequency) value is used.

Table 3. Evaluation results

Test type Precision Recall F-measure (IHBQA) F-measure (baseline)

T-1 0.38 0.5 0.43 0.34
T-2 0.53 0.6 0.56 0.42
T-3 0.42 0.53 0.46 0.41
T-4 0.39 0.52 0.44 0.29
T-5 0.53 0.8 0.63 0.55

Table 3 shows the results we acquired during our evaluation phase. While
testing with TREC-8 question sets, we noticed that some questions exists with
answers having different measurement units. For example, miles and kilometres
both are used (ex: Question 9 and Question 150) when providing answers for
questions. To provide equal treatment during answer search, we manually con-
verted them to metric units. It is also noteworthy to mention that as we are
not involving with a question processing and answer extraction unit as in most
question answering systems, results we achieved are completely focused on an-
swer formulation. Therefore, error rate occurs in actual answer extraction with
incorrect answers is not included here, as we are already having the exact answer
for every question processed.

5 Discussion

According to the evaluation we carried out in 5 stage process, it can be noticed
that random incrementation of number of question has no effect in accuracy of
answer formulation. Through examination of this issue, highlighted two main
factors to further investigate. Firstly, as we are incrementing questions in ran-
dom fashion, number of recognized named entities has not proportionally incre-
mented. This is partially due to the weakness of the NER tool that we employed
to this research. Secondly, when number of questions increase, it is observed that
CG projection operator has more choices based on inference rules used. This has
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lead the system to retrieve some of the less significant items due to overlapping
inference rules.

Generally, our approach has produced errors when processing context sensi-
tive questions which are difficult to determine the type by WH-pronoun. One
such erroneous observation is following two questions which are linked during
evaluation without having similar context or target type:

– What is the fare cost for the round trip between New York and London on
Concorde?

– What is the duration of the trip from Bristol to London by rail?

During the evaluation, it has reached to its highest accuracy in test type-5,
when same test collection is used for the training phase. As we investigated this
is mainly due to the style of TREC-8 questions, which are more focused on entity
types and much simpler than TREC-9 questions considering context and target
identification.

Though these experiments provides standard levels to compare with, the most
appropriate evaluation that can be applied for a question answering system in
this nature is the real world evaluation. As there are multiple entities incorpo-
rated and question types are difficult to determine, answer formulation for real
world question answering can place a benchmark on evaluation in a more precise
manner. However, at this stage, no real world evaluation is done with human
involvement which lies as a future goal.

Overall, though our approach has not achieved high accuracy in evaluation, it
can be noticed that approach is still feasible and promising in answer formulation.
As mentioned earlier, observed issues are mainly due to the process we have
engaged for the CG construction and processing which can be considered as a
main unit that contributes for user model building.

6 Conclusion and Future Work

We presented a novel, answer formulation approach for question answering based
on the concept of interaction history of a user. In contrast to previous approaches,
this new model targeted on more personalized answer - considering that linking
with earlier acquired knowledge can dramatically increase the usefulness of an
answer. User model and CG generation methods presented through this research
can be seen as first step towards answer formulation for question answering with
emphasis on interaction history. However, it should not be seen as a complete
model. Through, observations during the evaluation, we noticed severe issues
that lead our system to erroneous results as mentioned in previous section. Ad-
dressing these issues is necessary and important when attempting to build more
personalized answer formulation for open domain question answering.
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Abstract. This paper presents an automatic term extraction approach for build-
ing a vocabulary that is constantly updated. A prepared dictionary is used for 
sentiment classification into three classes (positive, neutral, negative). In addi-
tion, the results of sentiment classification are described and the accuracy of 
methods based on various weighting schemes is compared. The paper also de-
monstrates the computational complexity of generating representations for N 
dynamic documents depending on the weighting scheme used.  
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classification and categorization, social networks data analysis. 

1 Introduction 

We live in a constantly changing world. Peoples' style and way of life, behaviors and 
speech are all changing. Natural language is constantly transforming and developing 
together with conversational speech: new words are included in active vocabulary, 
while old ones cease to be used. New words are born every day, and about half of 
them are slang. Slang responds to changes in all spheres more quickly than other 
types of language and is so important to modern society that last year 40 neologisms, 
some of which are slang words, were added to the Oxford English Dictionary. Slang 
is actively used in colloquial speech and written communication on social networking 
sites, as well as to express an emotional attitude towards a particular issue. Users of 
social networks are among the first to start using new terms in everyday language. 
Among about 1000 new words included in the Oxford English Dictionary near 40 
were terms that came from social networks, such as "srsly", "me time" and "selfie". 
Accordingly, it is necessary to consider slang when developing sentiment classifiers, 
in particular when creating vocabularies of emotional language. Moreover, since  
active vocabulary is regularly updated with new terms, vocabularies of emotional 
language should also be updated regularly, and the weights of the terms in these  
vocabularies must be recalculated.  

This paper presents an approach to extracting terms and assigning them weights  
in order to build a vocabulary of emotional language that is constantly updated.  
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There will be a comparison of methods based on various weighting schemes and the 
computational complexity of recalculating the weights of terms in the vocabulary 
depending on the methods used will be demonstrated. All experiments to classify 
texts into three sentiment classes (positive, neutral, negative) were performed on two 
collections:  

• Collection of short posts from microblogs [1];  
• News collection. 

2 Overview of Term Weighting Schemes  

There are different approaches to the extraction of evaluative words from texts and 
the determination of their weight in the collection. In [2], the authors use a thesaurus 
to expand a vocabulary of evaluative words that had been collected manually. In cor-
pus linguistics, methods of extracting terms based on measuring the relevance of a 
term to a collection are widely used, for example, the well-known methods based on 
the TF-IDF weighting scheme [3]. In [4], the authors show that variants of the classic 
TF-IDF scheme adapted to sentiment analysis task provide significant increases in 
accuracy in comparison to binary unigram weights. They tested their approach on a 
wide selection of data sets and demonstrated that classification accuracy enhanced. 

The functioning of most existing methods of automatic and semi-automatic word 
extraction from texts are based on the assumption that all the data are known in ad-
vance, accessible and static. For example, to use a method based on the TF-IDF 
scheme [3], it is necessary to know the frequency each term occurs in the document, 
which means that the data set should not be changed during calculation. This greatly 
complicates computation is required for data calculation in real time. For example, 
when adding a new text to the collection, it is necessary to recalculate the weights for 
all terms in the collection. The computational complexity of recalculating all the 
weights in the collection is Ο( ). 

The Term Frequency – Inverse Corpus Frequency (TF-ICF) measure has been pro-
posed [5, 6] in order to solve the problem of searching for terms and calculating their 
weights in real time. Information on the usage frequency of a term in other documents 
of the collection is not required in order to calculate TF-ICF, so the computational 
complexity is linear. The results of methods based on TF-ICF and TF-IDF have been 
compared [3] in order to evaluate the effectiveness of a method based on the TF-ICF 
weighting scheme for the task of extracting evaluative terms for a vocabulary of emo-
tional language. 

The formula for calculating the TF-IDF measure is as follows: 
 ( )    (1)  

Where  is the frequency with which the term occurs in the collection (of posi-
tive or negative tweets), T is total number of texts in the positive and negative collec-
tions, and ( )  is the number of texts in the positive and negative collections  
containing the term. 
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The formula for calculating the TF-ICF measure is as follows: 

 . log (1 | |( ))   (2) 

 
Where C is the number of categories and cf is the number of categories in which the 
term to be weighed occurs. 

In the TF-IDF scheme, both weighing factors assess the term at the document lev-
el. The proposed TF-ICF scheme is mixed: TF evaluates the term at the document 
level, ICF at the category level. Another approach for TF-ICF was suggested by Lert-
natteed [7, 8], he proposed the use of a TF-ICF scheme in which the TF factor eva-
luates term frequencies at the category level, as would the ICF factor [6].  

To test the effectiveness of approaches based on the selected weighting schemes, 
we proceed as in [9], taking 5 terms from a real corpus and evaluating the calculation 
of the term's weight depending on the collection it belongs to (positive, negative, neu-
tral). The selected terms are as follows: "obidno" (it's a shame), "plokho" (bad), 
"lyublyu" (I love), "konechno" (of course) and "vremya" (time). Based on the fre-
quency of the term usage in a collections suppose that first two terms belong to the 
class of negative posts, the following two – the positive class; the latter term is neutral 
and occurs equally often in the positive and negative collections. Tables 1-3 indicate 
the weight of each term depending on the method used and the collection it belongs 
to. 

Table 1. A practical example of applying the methods for the category of positive tweets 

Term Frequency tf-idf tf-icf 
Obidno (it's a shame) 55 0.000109944 0.00000871077 
Plokho (bad) 424 0.000772331 0.0000671521 
Lyublyu (I love) 2517 0.004197502 0.000398636 
Konechno (of course) 1070 0.001950132 0.000169464 
Vremya (time) 1313 0.002186481 0.00020795 

 

Table 2. A practical example of applying the methods for the category of negative tweets 

Term Frequency tf-idf tf-icf 
Obidno (it's a shame) 844 0.001687134 0.000133671 
Plokho (bad) 1448 0.002637583 0.000229331 
Lyublyu (I love) 1391 0.002319716 0.000220303 
Konechno (of course) 665 0.001211998 0.000105321 
Vremya (time) 1377 0.002293057 0.000218086 
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Table 3. A practical example of applying the methods for the category of neutral tweets 

Term Frequency tf-idf tf-icf 
Obidno (it's a shame) 32 0.0000639672 0.00000506808 
Plokho (bad) 152 0.000276873 0.0000240734 
Lyublyu (I love) 61 0.000101727 0.00000966103 
Konechno (of course) 280 0.000510315 0.0000443457 
Vremya (time) 1321 0.002199803 0.000209217 

 
Although the method based on the idf scheme ignores the category a term belongs to, 
and the weight values for positive, neutral and negative terms in the idf column 
should be identical, adding tf causes there to be a difference in this column.  

As a result, the test sample shows that methods based on TF-IDF and TF-ICF 
schemes give similar results on static collections. This means that both methods 
attribute the word "bad" to the negative category, and the word "love" to the positive 
category, not vice versa. An analogous experiment, which showed similar results, was 
conducted to calculate and compare the weight of parts of speech for the three collec-
tions. That means we can expect accuracy result using methods based on TF-ICF for 
sentiment classification. 

3 Corpora Characteristics 

3.1 Short Text Corpus 

In a previous paper [1], the author describes an approach to building a Russian-
language corpus of short texts based on posts from social network Twitter. Twitter is 
a social networking and microblogging service that allows users to write messages in 
real time. Often, tweets are directly posted from a mobile device at the place where 
the event is taking place, which adds emotion to posts. Due to the platform's limit, the 
length of a post on Twitter may not exceed 140 characters. In connection with this 
aspect of the service (short posts, which are published in real time, possibly using 
mobile devices), people use abbreviations, shorten words, use emoticons, and make 
spelling mistakes and typing errors. As Twitter has the features of a social network, 
users are able to express their opinion on a variety of issues, ranging from the quality 
of cellphones to international economic and political developments. This is why the 
Twitter platform has attracted the attention of researchers.  

There are no publicly available prepared general-topic corpora of short texts in 
Russian, which is why the stream Twitter API was used to assemble a collection con-
sisting of about 15 million short posts. The corpus was put together over several 
weeks in late 2013 and early 2014.  

The method described in [10] showed the effectiveness of using emoticons (special 
symbols denoting emotions in written communications), for the automatic text classi-
fication into positive and negative classes. The emotion of the post can be determined 
with high accuracy if the author included a symbol that designates emotion.  
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For this reason, vocabularies of characters representing the positive or negative at-
titude of the author were constructed. For example, the icon :) stands for a positive 
emotion, :( a negative one. Since the length of a post is limited to 140 characters, it 
was assumed that an emoticon used to express emotion refers to the whole post, and 
not just a part of it. 

Posts with positive and negative sentiments were searched for in accordance with 
the written symbols for emotions and two collections were formed. These collections 
will be used for further analysis of posts with positive and negative sentiments and the 
identification of patterns in positive and negative posts.  

To form a collection of neutral posts were taken text from news microblogging ac-
counts. 

Filtering [1] was carried out to maintain experimental integrity: 

• Texts containing both positive and negative emotions were deleted from the col-
lection. Such texts cannot be automatically attributed to either collection of posts 
(positive or negative). 

• Not informative tweets (less than 40 characters long) were deleted. 

On the basis of raw collection using a method [10] and the filtration proposed by the 
author [1] was formed a balanced corpus, comprising the following collections: 

• collection of positive posts – 114 991 entries; 
• collection of negative posts – 111 923 entries; 
• collection of neutral posts – 107 990 entries. 

The ratio of word forms and unigrams in the collections is shown in Table 4. The 
corpus is publicly available [11]. 

Table 4. The ratio of unigrams and unique unigrams in the short text collections 

Type of collection Number of unigrams in 
the collection 

Number of unique uni-
grams in the collection 

Positive posts 1 559 176 150 720 
Negative posts 1 445 517 191 677 
Neutral posts 1 852 995 105 239 

 

3.2 News Corpus 

News collections were assembled on news websites. Experts manually tagged the 
corpus by positive, neutral and negative collections. The difference between the news 
collection and the short texts collection are that news items are less emotional, their 
vocabulary is more neutral and there are few slang words, abbreviations and obscene 
expressions. Typically, news texts do not contain spelling errors. News texts do not 
contain symbols that denote emotions in a written form (emoticons). News texts are 
significantly longer than 140 characters.  

The corpus of news texts consists of the following collections: 
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• collection of positive documents that consists of 22 976 news items; 
• collection of negative documents that consists of 21 592 news items; 
• collection of neutral documents that consists of 22 381 news items. 

The ratio of word forms and unigrams in the collections is presented in Table 5. 

Table 5. The ratio of unigrams and unique unigrams in the news collections 

Type of collection Number of unigrams in 
the collection 

Number of unique uni-
grams in the collection 

Positive news items 4 553 010 104 001 
Negative news items 10 400 699 202 354 
Neutral news items 7 667 441 155 538 

4 Preparation for the Experiment 

4.1 Preparation Texts for the Classifier 

Before using the text classifier, the texts must be converted to vector format. That’s 
why the collection of short texts, as described in 3.1, was subjected to filtration. In 
order to produce an emotive vocabulary, the following were filtered out from the 
collection: 

• Punctuation – commas, colons, quotation marks (exclamation marks, question 
marks and ellipses were retained); 

• References to significant personalities and events – the attitude towards them 
may vary over time, but a classifier  trained on "old texts" will not be able to 
adapt quickly; 

• Proper names; 
• Numerals (references to years and time were retained); 
• All links were replaced with the word "Link" and were taken into consideration 

as a whole. 

The final vocabulary contains 21 481 words. 
Using formulas 1 and 2, the weights of each word in the vocabulary were calcu-

lated and stored for the corpus of short texts. 

4.2 The Classifier 

The proven [12, 13] support vector method was used to classify text into three classes. 
Since computational complexity of LibSVM [14] is rather high on large amount of 
sparse vectors, the LibLinear library [15] – a modification of the LibSVM algorithm 
with a linear kernel – was used for classification. 
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4.3 Quality Assessment 

Accuracy, precision, recall and F-measure were selected as measures to evaluate the 
classification of texts into three classes. 

Accuracy rate is the percentage of test set samples that are correctly classified. 
Precision and recall were calculated using a confusion matrix. For example, the 

confusion matrix for the collection of short texts using a weight calculation method 
based on TF-IDF is represented in Figure 1. The dimension of the matrix corresponds 
to the number of classes for classification – and is equal to three. The columns of the 
matrix are reserved for expert solutions, the rows for the classifier's solutions. When 
we classify a document from the test sample, we increment the number at the intersec-
tion of the row of the class returned by the classifier and the column of the class to 
which the document really belongs. 

 

Twitter TF-IDF 

  0.958 0.965 0.987 0.923

0.955   -1 0 1

0.976 -1 21855 71 455

0.908 0 547 19616 1429

0.981 1 251 194 22531

Fig. 1. Confusion matrix for the collection of short texts. The weights of words were calculated 
using the method based on the TF-IDF scheme. 

Precision (3) is equal to the ratio of the corresponding diagonal element in the ma-
trix and the sum of the entire row of the class. Recall (4) is the ratio of the diagonal 
element in the matrix and the sum of the entire column of the class. Formally: 

 ,∑ ,      (3) 

 ,∑ ,      (4) 

 
The F-measure is the harmonic mean of precision and recall. If the precision or re-

call tend to zero, it tends to zero. F-measure is calculated according to the formula (5): 
 2     (5) 

5 Results of the Experiment 

Several experiments were conducted on two different datasets in order to compare the 
precision of the classifier depending on the selected method to determine the weight 



 Automatic Term Extraction for Sentiment Classification 147 

 

of a term in a collection. Text collections are constantly updated therefore it is neces-
sary to constantly update the dictionary, and recalculate the weights of the terms in 
the dictionary. 

The first experiment was conducted on the short text corpus, for which it was ran-
domly divided into training and test collection. The ratio of positive, neutral and nega-
tive texts was preserved in the training (267 924 documents) and test collections (66 
980 documents). The results are shown in Table 6.  

Table 6. Comparison of TF-IDF and TF-RF for a collection of short texts 

 TF-IDF TF-ICF 
accuracy 95.5981 95.0664 
Precision 0.955204837 0.94984672 
Recall 0.958092631 0.953112184 
F-measure 0.956646554 0.95147665 

 
There is insignificance of the difference between the two methods’ results when 

applied to the short text corpus due to the data sparseness. Despite the fact that the 
precision of the method based on the TF-ICF scheme is lower, it is evident from the 
table that this error is negligible. Therefore, methods based on the TF-ICF scheme 
may be applied to calculate weights in dynamically updated collections of short texts. 

A similar experiment was carried out on longer texts – the collection of news 
items. The news collection was also divided into training (111 214 documents) and 
test collections (27 802 documents). The experiment showed that methods based on 
the TF-ICF scheme show significantly worse results on long texts than those based on 
TF-IDF. The results are shown in Table 7. 

Table 7. Comparison of TF-IDF and TF-RF for the collection of news items 

 TF-IDF TF-ICF 
accuracy 69.8619 58.1397 
Precision 0.698624505 0.581402868 
Recall 0.709246342 0.61278022 
F-measure 0.703895355 0.596679322 

6 Conclusion 

This paper shows an approach to automatically constructing vocabularies of emotion-
al language. A vocabulary is based on prepared collections and is general-topic, i.e. 
does not belong to any predetermined domain. The weights in the vocabularies are 
calculated using methods based on two weighting schemes. The computational com-
plexity of the methods for updating a collection by adding new posts has been deter-
mined. In contrast to methods based on recalculating the weights of every term in the 
collection, the computational complexity of the method based on TF-ICF is linear.  



148 Y. Rubtsova 

 

Despite the fact that the precision of classifying long texts into three classes is sig-
nificantly reduced when using methods based on TF-ICF, the precision of short text 
classification is only slightly reduced.  

The software module obtained as a result of this paper makes it possible to dynam-
ically update a vocabulary of emotive language, monitor and record lexical changes 
over time, and add new terms to the active vocabulary and recalculate the weight of 
these terms depending on the collection that they belong to.  

The further prospect of this paper include the use of N-grams and morphological 
tagging on the collection of news items in order to reduce the difference between 
methods based on the TF-IDF and TF-ICF schemes, as well as to increase the accura-
cy of text classification into three classes: positive, neutral, negative. 

References 

1. Rubtsova, Y.: A method for development and analysis of short text corpus for the review 
classification task. In: Proceedings of Conferences Digital Libraries: Advanced Methods 
and Technologies, Digital Collections, RCDL 2013, pp. 269–275 (2013) 

2. Hu, M., Liu, B.: Mining and Summarizing Customer Reviews. In: KDD 2004, Seattle,  
pp. 168–177 (2004) 

3. Salton, G., Buckley, C.: Term-weighting approaches in automatic text retrieval. Journal of 
Information Processing and management 24(5), 513–523 (1988) 

4. Paltoglou, G., Thelwall, M.: A study of information retrieval weighting schemes for senti-
ment analysis. In: Proceedings of the 48th Annual Meeting of the Association for Compu-
tational Linguistics, Uppsala, Sweden, July 11-16, pp. 1386–1395 (2010) 

5. Jones, K.S.: A Statistical Interpretation of Term Specificity and Its Application in Retriev-
al. J. Documentation 28(1), 11–21 (1972) 

6. Reed, J., Jiao, Y., Potok, T.: TF-ICF: A new term weighting scheme for clustering dynam-
ic data streams. In: Proceedings of the 5th International Conference on Machine Learning 
and Applications, USA, pp. 258–263 (2006) 

7. Lertnattee, V., Theeramunkong, T.: Analysis of inverse class frequency in centroid-based 
text classification. In: Proceedings of the 4th International Symposium on Communication 
and Information Technology, Japan, pp. 1171–1176 (2004) 

8. Lertnattee, V., Theeramunkong, T.: Improving Thai academic web page classification  
using inverse class frequency and web link information. In: Proceedings of the 22nd Inter-
national Conference on Advanced Information Networking and Applications Workshops, 
Japan, pp. 1144–1149 (2008) 

9. Jones, K.S.: A Statistical Interpretation of Term Specificity and Its Application in Retriev-
al. J. Documentation 60(5), 493–502 (2004) 

10. Read, J.: Using Emoticons to Reduce Dependency in Machine Learning Techniques for 
Sentiment Classification. In: Proceedings of the Student Research Workshop at the 2005 
Annual Meeting of the Association for Computational Linguistics, pp. 43–48. Ann Arbor, 
Michigan (2005) 

11. Short text collection, http://study.mokoron.com 
12. Lan, M., Tan, C.L., Su, J., Lu, Y.: Supervised and Traditional Term Weighting Methods 

for Automatic Text Categorization. IEEE Transactions on Pattern Analysis and Machine 
Intelligence 31(4), 721–735 (2009) 



 Automatic Term Extraction for Sentiment Classification 149 

 

13. Sebastiani, F.: Machine learning in automated text categorization. ACM Computing Sur-
veys 34, 1–47 (2002) 

14. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines (2001), 
http://www.csie.ntu.edu.tw/cjlin/libsvm 

15. LIBSVM – A Library for Support Vector Machines, 
http://www.csie.ntu.edu.tw/~cjlin/libsvm/ (retrieved on July 02, 2014) 

 



Distributed Knowledge Acquisition Control

with Use of the Intelligent Program Environment
of the AT-TECHNOLOGY Workbench

Galina V. Rybina and Yury M. Blokhin

National Research Nuclear University MEPhI
(Moscow Engineering Physics Institute), Russia

galina@ailab.mephi.ru

Abstract. The paper discusses the problem of distributed knowledge
acquisition for the construction of complete and consistent knowledge
bases in integrated expert systems via the sharing of knowledge sources
of different topologies (the focused in this work databases as electronic
media, experts and problem-oriented texts). The work is focused on mod-
els and methods of distributed knowledge acquisition from databases as
additional knowledge sources and automation of the process by using
an intelligent program environment. Special typical design procedure,
called “Distributed knowledge acquisition” is reviewed, which provides
synchronization ofdistributed knowledge acquisition processes. This pro-
cedure uses the technological knowledge base of the intelligent planner
of the AT-TECHNOLOGY workbench and special program tools.

Keywords: Distributed knowledge acquisition, task-oriented methodol-
ogy, AT-TECHNOLOGY workbench, intelligent program environment,
intelligent planner, typical design procedures, reusable components, in-
tegrated expert system, IES, knowledge base.

1 Introduction

The problem of knowledge acquisition has been the focus of attention for the
devel-opers of current intelligent systems, among them traditional expert sys-
tems (ESs) and more complicated integrated expert systems (IESs) with scalable
architecture and expandable functionalities [1]. The main subject of this work is
this prime course of artificial intelligence.

The results have been widely presented in both foreign papers [2] and domes-
tic ones [1,3,4,5]. Nevertheless, the problems of the practical use of traditional
methods for knowledge acquisition and the development of automated technol-
ogy of knowledge acquisition are currently topical. This is because of the severe
lack of experts and custom computer systems that simulate expert skills. The
research into cognitive psychology shows that the newcomer to expert path takes
over 10 years, due to the long professional practice required for adaptation to
successful problem solving [6].

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 150–159, 2014.
c© Springer International Publishing Switzerland 2014
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In solving complicated practical problems, the most critical problems of knowl-
edge acquisition arise in medicine, power energetics, space, ecology, and so on,
where the opinion of one expert is not enough.

Therefore, to construct the most complete and consistent models of problem
do-mains (PDs) and to reduce the risks of expert errors, a group of experts needs
to be attracted, which significantly increases the cost and time parameters of IES
design [1]. Thus the urgency and the role of expert labor automation, as well
as the development of custom software increases. There is also increasing role
of different ”acquisition shells” directed to the support of knowledge acquisition
from the experts or an expert groups. This knowledge is the basic source (first
type knowledge source [5]).

However, there have been few investigations into grouped knowledge acquisi-
tion from experts. Among the best known of these are papers of a theoretical
and meth-odological nature [6,7] and the foreign project that describes the facili-
ties of graphical representation of distributed knowledge [8] and papers from the
French ACACIA group who are developing the KATEMES tool (Knowledge Ac-
quisition Tool for Explainable Multi-Expert Systems) for the partial automation
of engineering work based on the evidence of knowledge at the group acquisition
stage [9].

On the other hand, it is not only experts who affect the topology of knowl-
edge sources. Significant volumes of expert knowledge have been accumulated
in the natural language texts (second-type knowledge sources). In the few last
years, third type knowledge sources appeared. This is the knowledge from the
current information systems, which are complicated technical-organizational sys-
tems with network devices, servers, DBs (DBMSs), and so on.

The problem of knowledge acquisition (detection) from second-type sources
relates to the rapidly progressing Text Mining technology [10], in which the
problem of automated acquisition of knowledge from DBs in artificial intelligence
is related to Data Mining and the Knowledge Discovery in databases (KDD)
[11]. The Text Mining technology is successful due to the application of textual
methods of knowledge acquisition from natural language texts (NL-texts), which
are widespread in three types of current web-oriented NL systems: Information
Retrieval, Information Extraction, and Text/Message Understanding [12].

Data Mining is applied in PDs, such as scientific research (into medicine, bi-
ology, bioinformatics, and so on); the solution of business problems (banking,
finances, insurance, CMR, and so on); governmental problems (protection from
terrorism, searching for wanted people, and so on), and the solution of problems
of web resources analysis with basic courses, such as Web Content Mining (in-
telligence crawlers, as well as the classification and filtration of information) and
Web Usage Mining (which implies the detection of laws in the actions of a web
node user or group of users); and so on.

Each of these technology have been developing independently of one another,
and, now, such autonomy and distribution do not allow effective monitoring of all
information resources (knowledge bases, databases, and the ontologies that were
developed in recent years) belonging to the intelligence systems, especially IESs.
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The investigations into the construction of tools and the development of dis-
tributed knowledge acquisition from a variety of sources of different topologies
currently do not exist.

The experience of the practical use of an entire set of applied IESs de-
veloped in terms of the problem-oriented methodology (POM) and with the
AT-TECHNOLOGY workbench [1,13] (including the express diagnostics of
blood, diagnostics of complicated engineering systems, design of unique engi-
neering objects, complex ecological problems, and so on) has shown the neces-
sity of monitoring, which lies in the checking and conforming of accumulated
and formalizable knowledge in corresponding knowledge bases (KBs). The AT-
TECHNOLOGY workbench was developed in our laboratory, thus we use it as
a program base for further researches. Comparison of AT-TECHNOLOGY with
similar tools is beyond this work.

In addition to the detection of errors (defects), duplication, inconsistency and
incompleteness of information in the KBs of already developed applied systems,
the above mentioned problems are of great importance during the modeling of
PDs and design of KBs and DBs (the control of limited integrity, consistency,
agreements between the terms used in PDs, and so on). For example, to over-
come the problem of the incompleteness of a developed KB (i.e., the expert does
not know of and/or forgets to note some fact required for problem solving), we
can invite a specific expert at times or an expert group, as well as using an inde-
pendent electronic knowledge source in the form of a DB [1]. The first two ways
can lead to difficulties in the modeling PDs, both due to a significant increase of
labor costs and due to the ”noisy” personal features of experts (misunderstand-
ings, failures to mention, conformism, cognitive protection, self interest, the lack
of semantic unification of used terms of PDs, and so on [5]). The authors of [3]
also noted such factors as ”cognitive self-protection”, ”discreteness”, the lack of
human knowledge, and so on.

The most neutral and independent knowledge sources are DBs. Analysis of
experimental data obtained during the creation of an entire set of applied IESs
showed that the local use of DBs as an additional knowledge source can fill up
the volume of KBs by 1020% according to the PD assignment [1].

Thus, the development of a new automated technology of knowledge acqui-
sition distributed by different sources occurred. We can formulate the following
conceptual basis of the present work [14,15]:

1. The notion of the ”distributed acquisition” of knowledge is introduced to fit
the integrated information from knowledge sources with different topologies;

2. The first-type and second-type knowledge sources in the combined method of
knowledge acquisition (CMKA) implemented in the framework of the POM
[1] are considered to be combined, since there is a collection of well-tested
technological processes in the CMKA, which allow replenishing the infor-
mation from experts using information detected from problem-oriented NL-
texts (this information includes the processing of protocols for interviewing
experts, the acquisition of the vocabulary of a knowledge engineer/system
analyst, analysis of signal lexemes in the input NL-texts, and so on);
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3. The problem of integration with information obtained from a DB as a third
type source for the automated construction of the most complete and con-
sistent models of a PD.

4. Since no universal methods for solving the problem of DB completeness exist,
the development and application of the technology of knowledge acquisition
from DBs as additional source of knowledge are a rather new application of
the Data Mining and KDD concepts for the solution of this problem.

In the present paper, the authors discuss the general characteristic of the of
the combined method for knowledge acquisition and describe the typical design
procedure for the application of KDD and Data Mining at different stages of its
life cycle related to the automated construction of the KB of IES prototypes. The
features of distributed knowledge acquisition from the databases are described
in details. The implementation of typical design procedure for knowledge acqui-
sition from databases is reviewed.

2 General Characteristics of the Combined Method for
Knowledge Acquisition

According to the conceptual bases of the POM of IES construction, the most
important part of this methodology is the POM of knowledge acquisition the
collection of the CMKA and the technology of its use at different stages of the
life cycle of an IES and web-IES construction [1]. Within the limits of basic
CMKA and the media of its realization, the so-called local variant of knowledge
acquisition is under consideration.

However, the ”distributed” variant of knowledge acquisition, which is based
on the CMKA became possible upon use of the web version of the AT-
TECHNOLOGY workbench. On the one hand, this variant provides the in-
tegration of all the above mentioned types of knowledge sources and, on the
other hand, it allows one to take its geographical arrangement into account, as
well as to deal with the groups of remote knowledge sources in the framework of
client-server architecture.

In general, the generalized model of CMKA [1,14] that takes the features of
distributed knowledge acquisition into account can be written in the form:

MKM =
〈
Ñ , S̃, F̃ ,K, Z

〉
(1)

where Ñ = Nlocn, n = 1, . . . ,mn is the set of unstructured descriptions of a
PD;

Nlocn = 〈IN, TN, SN,CN〉 (2)

where IN is the serial number of the description; TN is the type of description;
SN is the source from which the description is obtained; CN is the description;
S̃ = S̃m, m = 1, . . . ,mn is the set of structured descriptions of a PD; F is the
set of procedures for the mapping of Ñ in S̃; K denotes the procedures for the
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conversion of the formed knowledge field (KF) into the formats of knowledge
representation languages (KRL) of different tools for the ES construction (in
the AT-TECHNOLOGY complex); and Z denotes the fragments of the DB in
KRL formats of other tools for ES construction.

Therefore, in the course of interviewing an expert, the structuring of the
information obtained in the form of a KF occurs, which is significant in the
structuring of the information of the PD obtained from the expert. It provides
the integrated representation and unification of basic concepts and ratios of the
PD that were detected from different knowledge sources as a first step to the
formalization in the concrete KRL.

According to the features of distributed knowledge acquisition, the generalized
model of a KA can be presented as follows [14,15]:

Sm = 〈ISm, TSm, SSm, Om, Rm〉 (3)

where ISm is the serial number of the structured description of PD; TSm

is the type of structured description of PD; SSm is the source from which the
description is obtained; Om = {Omj}, j = 1, ,̇n is the set of objects; Rm =
{Rmk}, k = 1, ,̇p is the set of rules.

Thus, in going from the local variant of knowledge acquisition to the dis-
tributed one, the set of basic procedures of the CMKA is filled with the following
procedures: acquisition of description from the distributed sources; correlation of
different type acquired knowledge; refinement of the descriptions with detected
inconsistencies; and grouped knowledge acquisition.

3 Applications of Distributed Knowledge Acquisition

As noted above, for the acquisition of knowledge from a DB in the framework
of the CMKA, the KDD and Data Mining technologies used as an additional
knowledge source to overcome DB incompleteness, because this provides the
intelligent analysis of large volumes of information and the detection of the
hidden laws within IESs developed in terms of the POM.

We emphasize that these terms are interpreted in the POM as follows: KDD
denotes the entire process of knowledge acquisition from the DB to the repre-
sentation of the obtained results, of which Data Mining is only some stage of the
general process of the KDD.

According to the knowledge acquisition processes, the Data Mining concept
is implemented in the CMKA in the three following ways [1]: the generation of
an initial KF from a DB with further modification by an expert; the verification
of a KF obtained by interviewing the expert, as well as the partial modification
related to the finding of assurance coefficients for detected knowledge and the
merging of the KF as a result of application of two methodologies.

One feature of KDD and Data Mining application in the framework of CMKA
is the necessity of arranging access to a specific DB containing the information
of the analyzed PD and its processing. Therefore, the CMKA includes many
specific procedures for operation with DBs, such as[15]:
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– the generation of a SQL-query to the DBMS;
– acquisition of data from the DB in accordance to the query formed by the

procedure of data acquisition from the DB;
– filtration of some data subset that is then used for the construction of a set

of rules (procedure of data subset filtration); and
– conversion of data to a format that can be directly used by knowledge ac-

quisition algorithms (procedure of data conversion).

Below is the description of the procedures that are assigned for the preparation
of data selection for subsequent analysis.

Based on the generation of an SQL-query the sample for subsequent applica-
tion of Data Mining algorithms is formed. The knowledge engineer selects the
attributes from the DB and based on this the system generates an SQL-query.
Taking into account the specific character of the Data Mining algorithms used
in CMKA, the knowledge engineer carries out the procedure of extracting the
dependent and independent attributes (columns) in the analyzed sample. Then
the processing of the unknown values of attributes occurs.

Notice that in the local variant of the CMKA, two basic algorithms for con-
structing the decision trees of ID3 [16] and C4.5 [17] that allow one to construct
the sets of conditionaction rules in terms of the analyses of developed decision
trees are used. However, the concepts of the CART algorithm [18] are preferred
in going to the distributed variant of the CMKA, since this allows one to con-
struct binary decision trees that are more convenient during visualization and
rule post processing to reduce the general number of derived rules.

The procedure of data transformation converts them into a format that can
be directly used by knowledge acquisition algorithms. Once the sample for the
analysis has been completed, the procedures of knowledge acquisition from a DB
are immediately applied, in so doing, it provides the determination of relation-
ships in the form of if/then rules and basing on algorithm which is beyond this
work.

The final procedures are the following: assessment of the model precision
in terms of the textual data; estimation of the algorithm and its parameters
that provide the best results in knowledge acquisition; and the conversion of
obtained rules into the required format. The required format is determined by
exact application where described method is used.

In going to the distributed knowledge acquisition, the emphasis is on the syn-
chronization of the processes of knowledge acquisition from different sources by
means of special typical design procedure (TDP) incorporated in POM and the
technology of IES prototype construction [1]. The applied TDP uses the techno-
logical DB of an intelligent planner of the AT-TECHNOLOGY workbench and
specific software for the integration of knowledge sources serving as a basis for
the integration of KF fragments the obtained from different sources. The typi-
cal design procedure ”Knowledge Acquisition from DB” includes the following
stages: the acquisition of KF fragments in the form of if/then rules by using the
CMKA (expert interviewing and knowledge acquisition from DB) and carrying
out the verification of obtained KF fragments; the integration of sets of rules
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due to the algorithms of comparing some KF fragments, which is based on the
calculation of the adjacency coefficient [19] for each pair of rules; and verification
of the united KF.

Note that the integration of rule sets is the most labor-intensive problem
[20]. The automated comparison of rule sets obtained from different knowledge
sources precedes this procedure. Extended decision tables (EDTs) [20] are used
as the analyzed structure for the effective and rapid comparison of sets of rules in
the POM. Each cell of such a table contains the data of the input and parameters
of the input statement to the concrete rule, which is characterized by a headline.

Below is the detail description of the typical design procedure ”Knowledge
acquisition from DB” implemented in the intelligent program environment of
AT-TECHNOLOGY workbench.

4 Implementation of the Typical Design Procedure
“Knowledge Acquisition from Database”

Problems of development process support in developing intelligent and techno-
logical integrated expert systems (IES) with power functionality and scalable
architecture are getting more and more significant and topical. For the first time
these problems were reviewed in IES [1] development problem-oriented method-
ology and in AT-TECHNOLOGY workbench, which supports this methodology
and represents knowledge engineer workstation.

The experience collected in development of multiple applied IES [1,13], tutor-
ing IES development and usage in particular [21,22] has shown that the most
of IES development problems are related to high complexity of projecting and
implementation stages, and the problem domain has significant influence on or-
ganization and specificity of these lifecycle stages. The human factor also remains
significant enough, because it leads to increasing of labor and development time
spent. Also in the most cases the IES development technology specificity does
not allow to use traditional programming methods.

Therefore a significant place in the problem-oriented methodology has been
assigned to methods and instruments of intelligent program support of devel-
opment processes. To all of them a common term ”intelligent program environ-
ment” is applied (common methodology provisions are described in monograph
[1] and another papers, for example [21]).

Today intelligent technology of integrated IES prototype development in-
cludes: development plan generation and execution with help of intelligent plan-
ner; knowledge engineer dynamical assistance based on knowledge about TDP
and reusable components base intelligent program environment components;
IES prototype architecture model generation; IES prototype analyzing based
on knowledge about methods and models for typical problems solving; recom-
mendation and explanation messages delivering to knowledge engineer. Intel-
ligent planner ”knows” how many and which TDPs and reusable components
are registered in the workbench, and what are they designed for. Based on this
knowledge, the development plan is generated.



Distributed Knowledge Acquisition Control with AT-TECHNOLOGY 157

Let us describe TDP ”Knowledge Acquisition from DB” in details. Common
TDP model is defined as:

TDP = 〈C,L, T 〉 , (4)

where C is a set of conditions which allow TDP releasing; L execution
scenario, described in internal action language; T is a set of parameters, initial-
ized by intelligent planner when the TDP is included in IES development plan.
And now, let us consider components concrete definition for TDP ”Knowledge
Acquisition from DB”:

Component. Conditions for the TDP are defined in following way:

– a ”storage” element in extended data flow diagram (EDFD) hierarchy, which
represents architecture model of developing IES prototype;

– a lifecycle stage is system requirements analyzing;
– there must be at least one ”unformalized operation” element in EDFD hier-

archy;
– in the EDFD hierarchy a ”storage” element must be connected with a ”un-

formalized operation” element.

Component L. This TDP can be executed in two ways:

1. Initial knowledge field generation with distributed knowledge acquisition
from DB algorithm without expert interviewing.

2. Knowledge field generation with distributed knowledge acquisition from DB
after expert interviewing. In this variant it is necessary to execute expert
interviewing task.

Component T. Context parameter P17 is set to 0 with comment that TDP
”Knowledge Acquisition from DB” will be used. In the first step of TDP ”Knowl-
edge Acquisition from DB” execution, knowledge engineer selects a set of reg-
istered databases, and then forms a set of data storages with help of special
program tools. These storages are analyzed with a distributed knowledge acqui-
sition from DB algorithm [14,15]. The next step is the knowledge acquisition
from DB algorithm configuring and generating with it a set of knowledge fields
from each registered DB. In the third step, all knowledge fields of different types
are merged. The main stag-es in this step are [15]: loading, objects merging,
extended solution table and rules similarity table forming. In the stage of knowl-
edge field fragments merging an expert sets control zones and values of float
attributes coinciding. Also merging of objects, attributes types merging, and
rules merging are performed. Next, a sample of rules from TDP ”Knowledge
Acquisition from DB” are presented.

A rule for initiating an execution of data storage forming tools:

<PLANRULE ID="14" Caption="Storage creation" Condition="LCStage=1

AND StorageCount(LinkToDB)>0" Parent="3" ArgType="Project"

Executor="Ware House" Action="run_warehouse" ActionType="0"

Type="1" />
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A rule for running tools for distributed knowledge acquisition from DB:

<PLANRULE ID="17" Caption="Distributed knowledge acquisition from

database" Condition="LCStage=1 AND StorageCount(LinkToDB)>0 AND

AllElementCount(TDesES)>0" Parent="3" ArgType="Project"

Executor="Data Mining" Action="run_mining" ActionType="0" Type="1"/>

A rule for starting the tool for merging if/then rules:

<PLANRULE ID="18" Caption="Merge knowledge field fragmens"

Condition="LCStage=1 AND AllElementCount(TDesES)>0" Parent="3"

ArgType= "ProjectValue" Executor="Rules_src" Action="run_rules"

ActionType="0" Type="1" />

Samples of more complex TDPs connected with tutoring IES development are
described in [22]. The difficulties of the tutoring IES development technology
are caused by supporting two different work modes DesignTime, oriented to
work with teachers (course/discipline ontology creating processes, different typed
training im-pacts creating, etc.) and Runtime, for working with students (current
student model building processes, including psychological model, etc.).

5 Conclusion

The experimental routine research of the distributed variant of the CMKA (in-
cluding the collection of algorithms and procedures of knowledge processing ob-
tained during expert interviews, as well as during the analysis of protocols of
interviewing and knowledge acquisition from the DB) on several real and test
DBs showed a high efficiency of the proposed approach to the solution of prob-
lems of KB incompleteness, for KBs support, and the automated updating of
KBs upon the emergence of new DBs or changes of outdated ones.

In conclusion, it is necessary to point out, that today we are performing exper-
imental research connected with intelligent support for IES prototype construc-
tion. During this experiment many weak points were already fixed, in particular
connected with low performance, not sufficient technologic knowledge base con-
tent, new typical design procedures development, etc. As a result, time cost for
a typical IES development prototype with AT-TECHNOLOGY workbench was
reduced.
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Abstract. Computing alignments between ontologies is a crucial task for the fa-
cilitation of information exchange between knowledge systems. An alignment is
a mapping consisting of a set of correspondences, where each correspondence
denotes two ontology concepts denoting the same information. In this domain,
it can occur that a partial alignment is generated by a domain expert, which can
then be exploited by specialized techniques. In order for these techniques to func-
tion as intended, it must be ensured that the given correspondences, also known
as anchors, are indeed correct. We propose an approach to this problem by refor-
mulating it as a feature selection task, where each feature represents an anchor.
The feature space is populated with a set of reliably generated correspondences,
which are compared with the anchors using a measure of alignment. We apply
feature selection techniques to quantify how well the anchors align with this set
of correspondences. The resulting scores are used as anchor reliability measures
and combined with the anchor similarities.

We evaluate the approach by generating a set of partial alignments for the used
dataset and weighting the concept similarities with anchor evaluation measure of
our approach. Three different similarity metrics are used, a syntactic, structural
and semantic metric, in order to demonstrate the effectiveness of our approach.

1 Introduction

The availability of semantically structured data via the semantic web [3] allows for a
varied set of approaches exploiting this data, ranging from data-warehousing and web
site creation and management [19,27], to querying one or multiple knowledge sources
[16,6]. The semantic structure of this data is determined by an ontology written by a
domain expert using expressive languages such as RDFS [4] or OWL [20]. A com-
mon issue in this field is that two ontologies describing the same information can be
heterogeneous with regard to its terminology, structure, scope or granularity [8]. If the
situation arises that one needs to transfer information between knowledge systems us-
ing heterogeneous ontologies, then one needs transform the data in such a way that it
is in compliance with the new ontology. For every concept in the first ontology a cor-
responding concept in the second must be identified which is used to store the same
information. The task of identifying the correspondences between ontologies is known
as ontology mapping.

Creating a mapping between ontologies is a laborious task which would require a do-
main expert to inspect both ontologies and determine mappings, if it were done by hand.

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 160–174, 2014.
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Doing so becomes prohibitively difficult and time consuming when faced with increas-
ingly large ontologies, such that automatic approaches are necessary for large scale
problems [13,32]. This also becomes a problem with the rise of the Semantic Web
[3], which envisions autonomous agents automatically querying multiple knowledge
sources for information.

Approaches which autonomously map ontologies have been an active field of re-
search in the past decade [2,5,7,12,17,23]. These systems use a varied selection of sim-
ilarity metrics to determine the similarity of ontology concepts and use these values
to derive a complete mapping, also known as alignment, between the input ontologies.
Typically, multiple similarity measures are used to ensure the robustness of the system
in the case that certain meta-information is missing in the ontologies. These similarity
measures utilize different types of meta-information of the ontology concepts with the
intuition that corresponding concepts will have aspect of this information in common,
e.g. similar names, properties or neighbouring concepts.

A special case of a mapping problem is where a partial mapping is already avail-
able from a domain expert. Specialized approaches can then utilize this mapping to
derive further correspondences in order to produce a complete mapping [2,24,28,30].
However, these techniques rely on the correctness of the correspondences in the partial
mapping, known as anchors, in order to deliver additional high quality correspondences.
While, evaluating these correspondences using similarity metrics can be used for this
task, they require a substantially high similarity threshold to ensure a high likelihood of
correctness. This results in a large quantity of correspondences being filtered out, which
also negatively affects the specialized techniques.

In this paper, we present an approach for the task of evaluating the correspondences
originating from a partial alignment. This approach does not compare the concepts
of these correspondences directly, allowing true correspondences whose concepts do
not share much meta-information to be classified more correctly. The approach uti-
lizes feature-selection techniques stemming from the fields of data mining and machine
learning. We create a feature space with each feature representing an anchor, which is
populated by generating a set of reliably correct and incorrect correspondences. The
values of this feature space are computed using a measure of dissonance, which should
yield predictable results only if the given anchor is correct. This predictability is then
exploited using different feature selection methods. We evaluate this approach on a real-
world dataset [14] by randomly generating partial alignments containing both correct
and incorrect anchors and evaluating how well our approach can complement similarity-
based techniques.

The remainder of this paper is structured as follows. The mapping problem is for-
mally introduced in section 2 and detail our approach in section 3. We present the em-
pirical evaluation in section 4. Finally, section 5 concludes the paper and suggests future
research.

2 Mapping with Partial Alignments

Formally, ontology mapping is defined as the process of identifying concepts pairs,
also referred to as correspondences between two ontologies which denote the similar
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information [9]. We define a correspondence between two ontologies O1 and O2 as a
5-tuple < id, e1, e2, r, s >, where id denotes a unique identifier, e1 and e2 denote a
reference to a concept originating from O1 and O2 respectively, r denotes the semantic
relation that is asserted between e1 and e2 and s denotes a confidence value lying in
the interval [0, 1]. The classic process of ontology mapping thus receives as input two
ontologies O1 and O2, and produces a set of correspondences A = {c1, c2, . . . , cn},
referred to as an alignment.

A special case of this process occurs when a partial alignment PA is available as
additional input for the mapping process. This is an alignment that has been produced
by a pre-processing approach or assembled by hand by a domain expert. However,
this alignment considered to be incomplete, such that it becomes necessary to compute
addition correspondences in order to generate a complete mapping between O1 and O2.
To achieve this, the correspondences in PA can be utilized by special techniques in
order to determine the remaining correspondences [24,28]. The resulting alignment A
thus be considered as the merger of all correspondences given in PA, since these can be
assumed to be correct, and all correspondences that have been computed.

2.1 Anchor Filtering

While the correspondences originating from a partial alignment, referred to as anchors,
can be assumed to be correct, this is not always the case. In case of a generated partial
alignment, there is no guarantee that the used approach has a precision of 100% for
every mapping task. If the partial alignment is made by a domain expert, it can always
occur that the expert makes a mistake. The presence of incorrect anchors can degrade
the quality of the computed correspondences, with the degradation of quality being cor-
related to the quantity of incorrect anchors. In order to ensure that a mapping approach
that utilizes partial alignments performs as designed, it becomes necessary to perform
a pre-processing step that ensures that the provided anchors are of sufficient quality.

The procedure of pre-processing partial alignments can be described by two key
steps: anchor evaluation and the application of a filtering policy. Given two ontologies
O1 and O2, and a partial alignment PA consisting of n anchors {c1, c2, . . . cn}, the
anchor evaluation step produces a set of n scores S = {s1, s2, . . . , sn}, with each score
sx indicating the quality of its anchor cx. The filtering step uses these scores to discard
any anchor which does not satisfy a given policy, creating a new partial alignment PA′,
such that PA′ ⊆ PA. The entire process is illustrated in Figure 1.

Typically, the evaluation and filtering steps are achieved through the application of
already existing approaches from the field of ontology mapping. The filtering step can
be performed by simply applying a threshold to the score set S, with the threshold
value set by a domain expert or learned using a training set. To evaluate the anchors,
one can utilize any available concept similarity metric [31]. However, such metrics are
unfortunately susceptible to concept heterogeneities, where a concept pair for which a
human would immediately conclude that it denotes the same information would result in
a low similarity values. Such heterogeneities can be mitigated through the combination
of multiple similarity metrics, though the aggregation of several similarity values has
its disadvantages. For example, given two concept pairs which respectively receive the
similarity values {0, 1} and {0.5, 0.5} as determined by two metrics, one would be
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Fig. 1. Illustration of the anchor filtering process when mapping with partial alignments

more inclined to accept the first pair than the second, since it can occur that the feature
on which a similarity metric relies might be absent while at the same time the maximum
score of a given metric is only rarely a false positive. Computing the aggregate of two
similarities would thus obscure this information. The approach presented in this paper
attempts to tackle this problem by proposing a new way in which a similarity metric
can be used to evaluate anchors.

3 Proposed Approach

A similarity metric can produce a small set of reliable correspondences, given a suffi-
ciently high similarity threshold. Furthermore, one can also reliably generate a set of
incorrect correspondences, given a sufficiently low threshold. One can utilize correct
and incorrect correspondences for the analysis of the anchors given in the input partial
alignment. To achieve this, one needs a method for evaluating anchors against this set of
reliable correspondences, which allows for the distinguishment of correct and incorrect
anchors.

When comparing an anchor with a given correct correspondence, one would desire a
measure which assigns this comparison a certain value, regardless of the proximity be-
tween the anchor and correspondence in the taxonomy. This aspect becomes especially
important when dealing with poorly designed ontologies which may lack a thoroughly
structure taxonomy. For example, comparing an anchor denoting the concept vehicle
with two correct correspondences denoting the concepts car and physical object respec-
tively, one would desire the same outcome despite physical object being less related to
vehicle than car. The same would also be desired when comparing a correct anchor
with incorrect correspondences, albeit with the output being different than the compar-
ison with correct correspondences. One can interpret such a measure as expressing how
well an anchor aligns with a correspondences, as opposed to measuring the semantic
similarity between the anchor concepts. A correct anchor would thus be expected to
be better aligned with regard to a reliably classified correspondence as opposed to an
incorrect anchor. To minimize the effect of outliers and utilize all available reliably clas-
sified correspondences, one should measure the degree of alignment of an anchor and
all given correspondences, and measure how well this measure correlates with the ex-
pected result. A way to measure how well an anchor aligns with a given correspondence
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would be to compute the concept similarities between the concepts in the anchor and the
concepts of the given correspondence and express how these similarities differ. To mea-
sure this difference in similarity between the concepts of an anchor and the concepts of
a given correspondence, we propose a measure of dissonance. Given a correspondence
{c1, c2}, an anchor {a1, a2} and a base similarity measure sim(a, b) ∈ [0, 1], we define
the dissonance d as follows:

d({c1, c2}, {a1, a2}) = |sim(c1, a2)− sim(c2, a1)| (1)

Using the measure of dissonance, the core of the approach consists of comparing the
given anchor to a set of reliably generated correspondences, correct and incorrect, and
quantifying to what extend the anchor aligns with the given correspondences. Based
on this quantification, the set of anchors can then be filtered. For this research, we will
investigate three different metrics when used as base similarity sim.
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(b) Correct anchor A contrasted against
two incorrect matches m3 and m4.

Fig. 2. Example scenarios of an anchor A being compared to either correct matches, illustrating
the expected semantic difference between anchors and given correspondences

To illustrate the principle behind the approach, consider the examples illustrated
in Figures 2 and 3. Each example illustrates two ontologies, an anchor A and two
correspondences linking two other concept pairs. Figure 2a depicts a correct anchor
and two correct correspondences m1 = [b1, b2] and m2 = [d1, d2]. m1 is seman-
tically more related to A than to m2, thus it can be expected that when calculating
sim(a1, b2) and sim(a2, b1) results in higher values than when computing sim(a1, d2)
and sim(a2, d1). It is reasonable to presume that sim(a1, b2) and sim(a2, b1) will re-
sult in equally high, and sim(a1, d2) and sim(a2, d1) will result in equally low values,
meaning that computing the dissonance d(m1, A) and d(m2, A) will result in equally
low values, indicating a high degree of alignment.
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Fig. 3. Four example scenarios of an anchor A being compared to incorrect matches, illustrating
the irregularity in the expected semantic difference between anchors and given correspondences

Comparing a correct anchor to dissimilar correspondences is expected to not exhibit
this behaviour. Figure 2b illustrates a correct anchor A, consisting of the concepts a1
and a2, and two incorrect matches m3 and m4, which link the concepts b1 with e2 and
c1 with d2 respectively. In this situation, a similarity calculation between a2 and b1 is
likely to result in a higher value than the similarity between a1 and e2. Similarly, the
concept similarity between the concepts of A and m3 are also likely to differ, despite
m4 being semantically more apart from A than m3.

When given an incorrect anchor, the similarity difference between the concepts of
A and the concepts of either correct or incorrect matches are less likely to be pre-
dictable, as illustrated in Figure 3a and 3b. Figure 3a depicts an incorrect anchor A
being compared to two correct correspondences. Here, both correspondences contain
one concept, b1 and d2 respectively, which are semantically closer to A than their other
concept. Thus, computing a similarity measure between the concepts of a correct corre-
spondence and the concepts of an incorrect anchor will likely produce unequal results,
regardless of the semantic distance of the correspondence to the anchor. However, to
which degree these similarity will differ is not predictable, since this depends on how
semantically related the concepts of the incorrect anchor are. If one were to compare an
incorrect anchor to an incorrect correspondences, then the expected difference in con-
cept similarities is not predictable at all, as illustrated in Figure 3b. The comparison of
A with m3 is likely to produce a low difference in similarity when comparing a1 with
a2 and b1 with b2. On the other hand, the similarity difference between an anchor can
be very large, as illustrated with m4.
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3.1 Filtering Using Feature Selection

Having identified a measurement which leads to predictable behaviour for correct an-
chors and less predictable behaviour for incorrect anchors, one now needs to find a
method for quantifying this predictability. As previously stated, in order for the disso-
nance to behave in a predictable way one must use correspondences of which their truth
value is known with a high degree of certainty. The correct and incorrect comparison
correspondences need to be generated reliably, such that labelling them as true and false
respectively results in only few incorrect labels. Assuming that these generated corre-
spondences have indeed their corresponding labels, one can interpret the different disso-
nance measures as separate samples over a feature space. Given a set of n input anchors
A = {a1, a2, . . . , an} and the set of generated correspondences C = {c1, c2, . . . , cm}
with their respective labels Y = {y1, y2, . . . , ym}, containing both reliably correct and
incorrect correspondences, each correspondence cx would thus consist of n dissonance
measurements dx,i(i = 1, . . . n) and its label yx. If an anchor ax is correct, then eval-
uating the dissonances over C would lead to discernible differences for correct and
incorrect correspondences, making the variable representing ax in the feature space a
good predictor of the labels Y .

To determine how well each dimension can serve as a predictor, one can utilize es-
tablished feature selection techniques [15], which have become part of a set of impor-
tant pre-processing techniques facilitating the use of machine learning and data-mining
techniques on high-dimensional datasets. These techniques quantify how much a fea-
ture can contribute to the classification of a given labelled dataset. Their scores are then
used in order to dismiss features which do not hold information that is relevant for clas-
sifying the data, allowing for the reduction of the feature space and the quicker training
and execution of classifiers.

For this research, we will use the computed feature scores as evaluation metric for
their corresponding anchors. Based on these values, a filtering policy can then dismiss
anchors which are unlikely to be correct. Feature selection methods can utilize different
underlying principles, for instance using correlation measures or information theory
approaches. In order to not bias our approach to a single method, we will evaluate six
different feature evaluation measures.

Pearson Correlation Coefficient. A fundamental method in the field of mathematical
analysis, the Pearson Correlation Coefficient [22] measures the linear correlation
between two variables. Having the sample set X and Y of two variables, the Pear-
son Correlation Coefficient is defined as:

r =

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n

i=1(Xi − X̄)2
√∑n

i=1(Yi − Ȳ )2
(2)

Spearman Rank Correlation. The Spearman Rank Correlation [22] is a method which
utilizes the method of computing the Pearson Correlation Coefficient. However, the
sample sets X and Y are transformed into the ranking sets x and y. The correlation
between x and y is then computed as:

p =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(3)
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Gain Ratio. Information theoretical approaches have also been employed as measures
of feature quality. Information gain techniques compute how much impurity is left
in each split after a given attribute has been employed as the root node of a clas-
sification tree [26]. To measure this impurity, the measure of entropy is commonly
employed. The entropy of a variable X is defined as:

H(X) = −
∑
xi

p(xi)log2p(xi) (4)

The entropy after observing another variable is defined as:

H(X |Y ) = −
∑
yj

p(yj)
∑
xi

p(xi|yj)log2p(xi|yj) (5)

The information gain of X is defined as the additional amount of information left
after partitioning for all values of Y :

IG(X |Y ) = H(X)−H(X |Y ) (6)

The Gain Ratio is defined as the normalized information gain:

GainRatio(X |Y ) = IG(X |Y )/H(X) (7)

Symmetrical Uncertainty. The Symmetrical Uncertainty [11] is a measure that is sim-
ilar to the Gain Ratio. It however employs a different normalization principle to
counteract the bias towards larger attribute sets. Using equations 4 and 6, the Sym-
metrical Uncertainty SU(X) can be computed as follows:

SU(X) = 2

[
IG(X |Y )

H(X) +H(Y )

]
(8)

Thornton’s Separability Index. Instead of using a correlation measure, Thornton’s
Separability Index[33] expresses separability between the classes in a dataset.
Specifically, it is defined as the fraction of data-points whose nearest neighbour
shares the same classification label. It is computed as follows:

TSI =

∑n
i=1(f(xi) + f(x′

i) + 1) mod 2

n
(9)

where f is a binary value function returning 0 or 1, depending on which class label
is associated with value xi. x′

i is defined as the nearest neighbour of xi.

Fisher’s Linear Discriminant. Fisher’s Linear Discriminant [10] evaluates the dis-
criminatory quality of a set of features by calculating the difference of means of the
features and normalizing this distance by a measure of the within-class scatter. The
dataset is transformed into a linear space using the projection w which optimizes
the output of the value function. The discriminant of two features can be computed
as follows:

J(w) =
|μy1 − μy2 |
s2y1

+ s2y2

(10)

where μy and s2y denote the means and variance of class y.



168 F.C. Schadd and N. Roos

Using these feature evaluation methods one can evaluate the given anchors of a par-
tial alignments with regards to their discriminatory qualities over the dissonance feature
space. Based on the evaluation values, a filtering policy can then decide which anchors
to discard before continuing the mapping process. The computation of these measures
has been facilitated using the Java-ML framework [1].

4 Evaluation

To evaluate the proposed technique of filtering anchors, we utilized the conference
dataset originating from the 2013 Ontology Alignment Evaluation Initiative [14]. This
dataset contains matching tasks, including reference alignments, of real-world ontolo-
gies describing the domain of scientific conferences. While this dataset does not contain
predefined partial alignments as additional input, it is possible to simply generate par-
tial alignments from the supplied reference alignments. For this domain, it is preferable
that the partial alignment also contains incorrect anchors such that the capability of fil-
tering these incorrect anchors can be adequately tested. For each mapping task, PA is
generated randomly such that it exhibits a precision and recall of 0.5 with respect to
the reference alignment. Since we assume that a similarity metric can produce limited
set reliable correspondences given a high threshold, as mentioned in Section 3, we limit
the set of correct correspondences in the partial alignment to correspondences which do
no exhibit a high pairwise similarity. The experiments thus provide an insight to what
extent we can reliably evaluate anchors for situations where a basic similarity-based
evaluation produces unreliable results.

Each task is repeated 100 times and the results aggregated in order to minimize ran-
dom fluctuations. For each task, the given approach evaluates the given anchors, such
that from the resulting scores a ordered ranking is created. While in a real-world appli-
cation a given filtering approach would discard a series anchors based on a given policy,
for instance by applying a threshold, for an experimental set-up it is more appropriate
to perform a precision vs. recall analysis. Such an analysis allows for a comparison of
performances without having to limit oneself to a set filtering policies.

To evaluate the dissonance between an anchor and a comparison correspondence,
as stated in Section 3, a base similarity metric sim is required. We investigate three
different categories of base similarity metrics:

Syntactic. A comparison between concept names and labels using a specific algorithm.
The Jaro [18] similarity was applied for this purpose.

Structural. A comparison between concepts which also includes information of re-
lated concepts in its computation. As an example of a structural similarity, a profile
similarity [25] has been evaluated. A profile similarity gathers syntactical informa-
tion, e.g. concept names, labels and comments, from a given concept and its related
concepts into a collection, which is referred to as profile. The similarity of two
profiles determines the similarity of the corresponding concepts.

Semantic. A similarity of this type aims to identify the meanings of concept senses
within a lexical resource. The senses of the lexical resource are related with each
other using semantic relations, e.g. ‘is-a-kind-of’ relations, forming a taxonomy
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of senses. Concept similarities are determined by identifying the correct concept
senses and determining the distance of these senses within the lexical taxonomy.
This distance is then transformed into a similarity metric. For this evaluation a
semantic similarity using WordNet as a lexical resource has been evaluated [29].

The final score of each anchor is determined by computing the pairwise similarity
of the anchor concepts, also computed using sim, and multiplying this similarity with
the anchor consistency score as determined using the proposed approach, using one of
the tested feature evaluation methods. We will compare the rankings of our approach
with a baseline, which is obtained by computing the pairwise similarities of the anchor
concepts using the base similarity sim, while omitting the evaluation of the anchors
using our approach. The comparison with the baseline allows us to establish how much
our approach contributes to the evaluation of the given anchors.

The presented approach requires a method of generating the set of correspondences
C which serve as individuals of the feature space. In order to apply feature selection
techniques on a dataset, the class labels y of each individual must be known, and ide-
ally also correct. Since a single similarity metric can produce a reliable set or correct
correspondences, albeit limited in size, one can use this set as the part of C which repre-
sent true correspondences. In order to generate reliably incorrect correspondences, one
can simply select two concepts at random while ensure that their pairwise similarity is
below a threshold. For the experiments, the quantity of incorrect correspondences is set
to be equal to the quantity of reliably correct correspondences. To generate C the Jaro
similarity with thresholds 0.75 and 0.3 was utilized to ensure that the correspondences
had a sufficiently high or low similarity.

4.1 Syntactic Similarity

In the first performed experiment the Jaro similarity was evaluated when applied as sim
in order to evaluate a syntactical similarity. The generated anchors are evaluated and
ranked according to their evaluation scores. We evaluate these rankings by computing
their aggregated interpolated precision vs. recall values, displayed in Figure 4.

From the results depicted in Figure 4 several observations can be made. The most
striking observation to be made is that all six tested feature evaluation methods pro-
duced a better ranking than the un-weighted baseline. At low recall levels this resulted
in an increased precision of up to .057. At the higher recall levels we observe an increase
in precision of up to .035.

With regard to the individual feature evaluation metrics a few trends are observable.
First of all, we can see that the information theoretical approaches, meaning the Gain-
Ratio and the Symmetrical Uncertainty improve the precision fairly consistently across
all recall levels. On average, these measure improve the precision by approximately
0.3. The Spearman rank correlation and Fisher’s discriminant only display a marginal
improvement for lower recall levels, however show a more significant improvement
for higher recall levels. The most significant improvements for the lower recall levels
are observed when applying Thornton’s separability index and Pearson’s correlation
coefficient.
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Fig. 4. Precision vs. recall of the rankings created using a syntactic similarity weighted by the
evaluated feature selection methods. The un-weighted variant of the syntactic similarity is used
as baseline.

4.2 Structural Similarity

For the second evaluation of our approach, we replaced the Jaro similarity with a profile
similarity for sim. The profile similarity [25] compiles meta-information, primarily the
name, comments and annotations, of a given concept and concepts that are linked to
the given concept using relations such as ‘is-a’ and ‘domain-of’. A profile similarity
can be classified as a structural similarity due the utilization of information originat-
ing from related concepts. The gathered meta-information is represented as a weighted
document-vector, also referred to as a profile. The similarity between two concepts is
determined by computing the cosine similarity of their corresponding document vec-
tors. The results of evaluating our approach using a profile similarity as sim can be
seen in Figure 5.

From Figure 5 we can observe a more mixed result compared to the previous
evaluation. The information-theoretical methods, namely Gain Ratio and Symmetrical
Uncertainty outperform the baseline at lower recall levels, maintaining a near-perfect
precision of 0.99 for one additional recall level and outperforming the baseline by a
margin of roughly .022 at a recall of 0.3. However, for higher recall levels this mar-
gin drops until both measures perform roughly on par with the baseline at the highest
recall levels. Thornton’s Separability Index outperforms the baseline only at lower re-
call levels, while Pearson’s correlation coefficient performs lower than the baseline.
The most promising measures in this experiment were Fisher’s linear discriminant and
the Spearman rank correlation, which performed higher than the baseline for all recall
levels. Contrary to the baseline, both measures produce a near perfect ranking of 0.99
at a recall of 0.2. The Spearman rank correlation produces rankings which have an
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Fig. 5. Precision vs. recall of the rankings created using a structural similarity weighted by the
evaluated feature selection methods. The un-weighted variant of the structural similarity is used
as baseline.

increased precision of roughly .025 for most recall levels, while for the highest recall
levels this difference is widened to roughly .045.

4.3 Semantic Similarity

In the third performed evaluation, we evaluated our approach when utilizing a semantic
similarity as sim. A semantic similarity derives a similarity between two concepts by
identifying their intended senses within a corpus and computing the semantic or tax-
onomic distance between the senses. The resulting distance value is then transformed
into a similarity measure. For a semantic similarity to functions it is necessary that
the given corpus also models the domains of the two input ontologies. To ensure this,
WordNet [21] has been utilized as corpus, which aims at modelling the entire English
language. The result of utilizing a semantic similarity as sim can be seen in Figure 6.

From Figure 6 several key observations can be made. First of all, the baseline dis-
plays a distinctively constant precision of .82 up to a recall level of .5. For the lower
recall levels, our approach outperforms the baseline by a significant margin using any of
the tested feature evaluation methods. Most measures produced an interpolated preci-
sion and recall of approximately .9, indicating an improvement of .08. When increasing
the recall levels, the performance of these measures slowly approaches the performance
of the baseline, while still staying above it. The exception is Pearson’s correlation co-
efficient, which performs lower than the baseline at higher recall levels.

The clearly best performing measure is Thornton’s separability index, which pro-
duced a precision higher than both the baseline and the other measures for all recall
levels. At recall levels of .3 and higher Thornton’s separability index improved upon
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Fig. 6. Precision vs. recall of the rankings created using a semantic similarity weighted by the
evaluated feature selection methods. The un-weighted variant of the semantic similarity is used
as baseline.

the baseline by up to .047. At recall levels of .0 and .1 Thornton’s separability index
produced rankings with a precision of approximately .94, an improvement of .12 com-
pared to the baseline. At a recall level of .2 it still produced rankings with a commend-
able precision of .91, which is .09 higher than the baseline.

Improvements of this magnitude are particularly important for the utilization of par-
tial alignments, since they allow a significantly larger amount of anchors to be utilized
while maintaining a degree of certainty that the anchors are correct. An approach which
utilizes partial alignments relies on the quantity and quality of the anchors, but is likely
biased towards the quality of the anchors. Thus in order to perform well, such an ap-
proach is likely to enforce stringent criteria on the given anchors instead of risking
wrong anchors to be included in its computation. In the case of using a semantic sim-
ilarity to achieve this, our approach would lead to a significantly higher amount of
correct anchors being retained.

5 Conclusion and Future Research

In this paper we presented an approach of filtering correspondences of partial align-
ments, known as anchors, using feature selection techniques. By defining a measure
of dissonance, with which one can compare anchors to correct or incorrect correspon-
dences, and observing that this measure only renders predictable results if the anchors
represent correct correspondences, we can formulate the task of evaluating anchors as a
feature selection problem. Since this approach does not utilize the direct comparison of
the anchor concepts, its resulting scores should display better results for anchors whose
concept similarities do not allow for a reliable positive classification.
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A variety of feature evaluation methods are empirically evaluated. A syntactical,
structural and semantic similarity are evaluated as base similarity of our approach and
compared to a baseline rankings obtained from computing the pairwise similarity of the
anchors. We observe improvements for all tested base similarity measures, with the most
significant improvements observed when utilizing the syntactic and semantic similarity.
For the syntactic similarity all tested feature evaluation methods outperformed the base-
line with regard to precision for all recall levels by approximately .057. For the semantic
similarity we observed a particularly significant increase in precision up to .12 for lower
recall levels, and a considerate increase for the remaining recall levels up to .047.

Overall, we conclude that our proposed approach displayed a promising start as a
novel approach for evaluating anchors when mapping with partial alignments.
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Abstract. Accumulated volumes of semantically annotated data which are dis-
tributed over the Internet deliver a valuable source of material for computation-
al-intensive scientific experiments according to E-Science paradigm. However, 
the diversity of Linked Open Data sources and ontological structures within 
these structures raise a problem of search, extraction and import of relevant data 
from third-party endpoints. In this paper we present a solution, which helps  
users to create workflow-based applications with LOD-data without manual 
typing SPARQL queries. The solution is a functional extension for Virtual Si-
mulation Objects toolbox [1]. Its concept and technology propose knowledge-
based composite application design process. We describe LOD-data import 
process, which is implemented with “generic pattern” specification. A faceted 
browsing tool with basic filtration mechanisms was used in the experiments and 
a use-case from meteorology domain was also presented.  

Keywords: Scientific experiment, workflow composite application, data integration. 

1 Motivation 

With the appearance of semantic web technologies a lot of plain-text information has 
been automatically formalized into semantic-enabled structures [2]. Diversity of inter-
linked ontologies in LOD Cloud1 demonstrates that the formalized content belongs to 
a variety of domains: education, science, geospatial, media, social networks, etc. 
Some of the information may be a valuable source of data for E-Science tasks. The 
main problems for the scientists, who are not familiar with semantic-web technolo-
gies, occur at the phases of data search, filtration and integration into their applica-
tions. For specialists with semantic-web technologies’ background, it’s not a problem, 
but the most of eScience researchers are not familiar with technologies such as RDF, 
OWL and SPARQL. So, the problem makes it impossible for them to use LOD-data 
for their domains-specific tasks solution.  

Motivation for this work is to give researchers the ability to easily browse and  
capture required facts from linked data sources in order to use them in simulation 
modeling analyses. The contribution of this paper is a linked data import process 

                                                           
1 http://lod-cloud.net/  
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based on Virtual Simulation Objects (VSO) concept and technology. The difference of 
import process is in a phase of “generic pattern” abstraction, which brings flexibility 
into design and management of newly-created Virtual Objects based on imported data.  

The remainder of the paper is organized as follows. Section 2 describes the back-
ground and key VSO terms and features. Section 3 specifies the proposed data import 
process. Sections 4 and 5 are devoted to implementation details and a real scientific 
use-case demonstration regarding meteorology domain. Section 6 includes discussion, 
related works and future plans.  

2 Background 

Scientific workflows are targeted to make scientists more productive due to automa-
tion of their data driven and computational-intensive analyses [3]. In comparison to 
business-process workflows, where quality of service is the most valuable criterion 
[4], scientific workflows bring some novel scientific results and should be sharable 
and easy reproducible to be verified by other scientists. 

According to model driven architecture [5] three levels of workflow composition 
are outlined: a concrete workflow – platform-dependent computational model with 
invocation of particular software services on particular nodes in the network; abstract 
workflow – contains platform-independent computational model with abstract servic-
es’ invocation; conceptual workflow (or meta-workflow) – application model, which 
combines several platform-independent computational models. 

In our previous paper [1] a Virtual Simulation Objects concept and technology 
have been introduced. It describes that user designs his application at top level of 
abstraction (meta-level). In this case all underlying levels (abstract and concrete) are 
generated automatically. The most valuable component of implemented VSO-toolbox 
is a knowledge base (KB) with catalog of VSO-images – virtual objects patterns with 
predefined structures, set of properties and default values. To provide the ability to 
use several exemplars of one VSO-image within working environment (i.e. single 
VSO-project), an instantiation mechanism was implemented. VSO-instances usually 
differ from their images by particular values of input parameters, which are obtained 
as a result of automatic or manual composition. Instantiation mechanism allows us to 
save VSO-projects into KB without any impact on original images. If VSO-images 
for composition do not exist, they should be preliminary designed via VSO-editor 
application. In order to simplify VSO-images design, the following user-support func-
tionality has been implemented: integration with platform’s package base and prove-
nance captured data [6]. 

For the better description of the problem of semantic data integration into 
workflow-based applications, let us introduce some abstract use-case without binding 
it to any particular domain. Suppose that in any third-party ontology, user has found a 
set of ontological concepts, which he wants to analyze by a sequence of software 
packages (i.e. workflow-based application). For example, processing such a diversity 
of concepts performs a quantitative analysis and allows us to verify (or improve) any 
simulation model implemented in one of the packages. Traditionally, process of data 
harvesting from LOD-source goes in the following way. User should find out a query 
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interface, manually or he should select the needed concepts via faceted browser and 
save the results into XML or CSV file. Next, to process the downloaded concepts in 
pipeline mode, the user is required to create a certain parser, generate workflow or an 
application (for example, a console) which invokes the consequence of target pack-
ages with the values of the particular concepts. Even to do these trivial things, the user 
should basically understand semantic web technologies and be ready to apply some 
programming skills. To avoid these actions, we propose a data import process with 
parsing results “on the fly” and save parsed concepts into knowledge-base as new 
VSO-images, described above. An additional phase is called “generic image abstrac-
tion” and it is performed during data import. It improves classification and future 
management of the imported concepts.  

3 Data Import with Generic Image Abstraction   

Process of data capturing of heterogeneously structured LOD-sources requires an 
algorithm declaring how this data should be gathered and structured. The elaborated 
algorithm uses VSO-images as basic entities. They will be stored in knowledge base 
and present the imported data. The algorithm is presented at Fig. 1 and the key ele-
ments are described below.  
 

 
Fig. 1. Import process via generic-pattern specification 

Formally the import process using VSO-images consists of the following stages: 

1. RDF source. User should manually specify RDF-object’s URI or upload an RDF-
file. Search of the required dataset is out of the scope of the task.  

2. Required concepts’ selection. After the user has specified an RDF-source, he 
should manually select the particular properties and values, which are necessary to 
be imported. Properties selection depends highly on user’s goals and is aimed to 
filter unnecessary relations to be processed further (such “abstract”,  “sameAs”, 
“hasPicture”, etc.).  
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3. Generic pattern’s specification (optional). Generic pattern is homogenously struc-
tured specification, which may be applied for all the imported concepts. The gener-
ic pattern also impacts on the previous phase. Applied as “a mask” it allows us to 
check if the selected concepts satisfy the specified requirements. Inheriting the 
structure of generic pattern by all the imported concepts may be easily extended 
with new properties and executable methods in a pipeline mode.  

4. Submission to KB is the final stage during import process. The stage is performed 
in automatic mode. According to selected data and generic pattern (if it was speci-
fied) a set of VSO-images will be generated and submitted into knowledge base. 
The result of this stage is a set of newly created VSO-images, which may be 
dragged-and-dropped into workspace (VSO-environment application). VSO-
images participate in virtual environment design process with further workflow 
code generation as proposed in [1].  

5. Extension of images by computational methods (optional). Newly created VSO-
images (which either inherit some genetic image or not) may be extended by  
existing executable methods or some additional properties. Extension means  
encapsulation of the structure of methods (scenarios, implementations, executable 
packages order and parameters) into particular VSO-image structure. This phase is 
optional and these methods may be also invoked out of the created images, but 
physical encapsulation into particular virtual object’s structure provides a piece of 
expert’s knowledge formalization. Due to physical interconnection between virtual 
object and executable method, the user is able to identify the available methods to 
be performed over the object.  

Though the proposed import process solves the task (integrates data from LOD into 
workflow-based computations), it is limited. The first is heterogeneity of concepts’ 
structures. Some of the importing concepts may either have different formats, or these 
required properties may be not specified at all. This heterogeneity of data is a natural 
problem of semantic web technologies which originates from the collaborative contri-
bution of the ontologies. Certain solution of this problem via automatic analysis con-
tent through “sameAs” links does exist [2]. In our case absent data specification either 
may be done manually or it requires the user to specify some additional parsing logic, 
which was not investigated in the paper. The second limit is the depth of hierarchy of 
importing concepts. Theoretically, import of the concepts may have any hierarchical 
structures to be correctly transformed into corresponding VSO-image. But in practice 
it is almost unreal to provide a pipeline import of complex hierarchical concepts due 
to high heterogeneity of their inner concepts. Examples of both limitations are pre-
sented in section 5. 

4 Implementation 

To provide the user with a mechanism for concepts’ selection, a faceted browser was 
implemented and integrated into existing VSO-editor application as custom Silver-
light control. RDF-data browsing is organized as horizontal sequence of the lists (see 
Fig.2), where the level of depth depends on a current focused item. The top level of  
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Fig. 2. LOD-browser control with filters 

the tree is an item, which has been initially requested via user-specified URI. Lower 
levels contain dynamically requested properties or values of the current focused item. 
Levels are loading asynchronously and appending at the right side of the interface. 

To facilitate the validation of selected records, a hierarchical tree-view list was 
placed under the browser control (see Fig.2). The tree is organized according to the 
inner structures of the importing concepts. User’s navigation over its items provides 
automatic selection of corresponding concepts in the faceted browser above.  

To make data selection more convenient, an automatic filtration mechanism is of-
fered to the user. Having chosen any property at any level of depth, the user may ap-
ply it as a condition to filter similar concepts with that property. The property will be 
marked by a random color and on the same level other relevant concepts will be 
marked the same way. For example, 26 out of 61 concepts from category “European 
storms” contain the property “dateDissipated” (marked with blue at Fig.2).  

5 Use Case 

To prove the feasibility of the proposed import process, an ordinary use case from 
meteorology domain has been chosen. The task is devoted to the cyclone’s behavior  
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simulation and requires to perform data interpolation.  Interpolated values of wind 
and sea level pressure (SLP) provide more precise cyclone’s behavior, which posi-
tively impacts on tuning variables of simulation model.  

The target workflow consists of two steps: meteorological data extraction from 
NCEP/NCAR2 reanalysis and interpolation onto fine-grained grid and time. Both 
steps are performed by separate software packages with input parameters such as 
“dateStart”, “dateFinish”, “startPoints”, “stopPoints”. Workflow execution for every 
any particular cyclone requires either configuration file with the parameters, or para-
meters’ specification directly in workflow script.  

A look towards linked data, especially DBpedia, promises an attractive perspective 
of the amount of cyclones, which may be captured and processed in a pipeline mode. 
It is enough to find a category “European windstorms” to get an access to about 60 
cyclones. After requesting category’s URL in faceted browser, the user might analyze 
any of target concepts and will find at least 3 properties relevant to the task: “date-
Formed”, “dateDissipated”, “areasAffected”. Applying the first two ones as filters, 
the user will automatically select 20 of 61 cyclones with these two properties (Fig. 2). 
The last property is may also be applied, but: a) it is not so critical to outline the  
particular affected coordinates, because all of the cyclones occurred in European 
countries and geographical limitations for all of the cyclones may be specified by the 
borders of Continental Europe; b) it will greatly decrease a set of importing entities 
due to high heterogeneity and hierarchical complexity of the concepts. Next, any of 
selected concepts may be set up as a generic pattern. “dateFormed” and “dateDissi-
pated” may be defined as “DateTime”, which will satisfy software package’s  
requirement. Application of generic pattern as a mask for filtration of matching  
concepts has shown that only dates of 5 cyclones out of 20 can be correctly parsed as 
DateTime (due to the accuracy of specified values).  

After the selection stage has been finished, the selected cyclones will be created as 
new VSO-images and will inherit the generic-one called “Cyclone”. According to the 
original workflow described above, the generic image should be manually extended 
with two VSO-models, which perform an invocation of data extraction and functio-
nality of interpolation (see Fig.3a). These models may be developed preliminary dur-
ing the original workflow implementation. Extension is performed as drag-and-drop 
operation in the VSO-editor application. Due to objects’ inheritance, all the imported 
cyclone’s images will be extended in the same way.  

The result of data import according to the proposed algorithm is a set of new VSO-
images submitted into knowledge base. It is available for virtual system construction 
via by VSO-environment application (see Fig.3b). User may add any amount of im-
ported cyclone images into environment and simulate all of them in one click. 
Workflow script will be generated automatically and may be executed in parallel 
mode due to distributed and scalable architecture of execution middleware. In our 
case, this is a CLAVIRE platform [7].  
 

                                                           
2 http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis. 

html  



 Linked-Data Integ

 

Fig. 3. a) Generic VSO-imag
during workflow composition 

6 Discussion and C

This paper proposes an id
demonstrates our effort to i
data integration, we have f
ontologies [8,9,10], missed
larity between entities from
on. Even a guide with a r
your application” [15] offer
and “Identifiers resolving”
one. Only after that it offer
all of these operations are 
cept semantic web. There i
vide an access to Open Dat
syntax. Another analysis of
gies was presented in our p
tion to integrate semantic-
 

gration for Workflow-Based Computational Experiments 

ge extended with two models b) A Braer-Storm VSO-insta

Conclusion 

ea of workflow-based analysis of semantic concepts 
implement it. Analyzing the literature devoted to the lin
found that the papers devoted to construction of federa
d  links’ discovery [11,12], evaluation of the level of si
m different ontologies [8][13], data visualization [14] and

ather clear caption “How to integrate LINKED data i
rs to perform operations like “Vocabularies normalizati

” in order to integrate several ontologies into a federa
rs to access it via SPARQL-endpoint. The problem is t
unknown to researchers from the majority of domains 
is a lack of user-friendly ontology-accessing tools to p
ta without requirements for additional skills like SPAR
f workflow composition tools with semantic web techno
revious paper [16]. It has shown that there is no clear so
-enabled data from third-party LOD-sources into des

181 

 

ance 

and 
nked 
ated 
imi-
d so 
into 
on” 
ated 
that 
ex-

pro-
RQL 
olo-
olu-
sign  



182 P.A. Smirnov and S.V. Kovalchuk 

 

process of workflow composition. Though the existing workflow-composition tools 
like Wings/Pegasus, Kepler, Taverna use semantic-oriented knowledge bases for 
workflows annotation, they do not offer to the user to process a set of semantic con-
cepts in a pipeline mode.  

By this paper we try to fill the gap between concepts from semantic datasets and 
workflow-based scientific experiments.  

While implementing the faceted browser, we have analyzed certain ontology-
browsing tools from the list3 and found three web-based interactive faceted ontology-
browsers:  

OBrowse4 – a web-based ontology browser based on the Protégé-API and coded in 
Java. OBrowse parses OWL files and displays the content in a tree-view. Source 
codes are available, but the tool requires Java and it is server-side, while our solution 
is web-based and launches directly in a user’s web-browser. 

Ontology Browser5  according to the description of this tool is the most advanced 
from technical point of view: browsing both either OWL or RDF, dynamic content 
loading, expandable tree of hierarchies, search with auto-completion, etc. But deep 
analysis has shown that solution is server-side. It requires to be installed on local ma-
chine and ontology paths must be specified in advance.  

Pelorus 6– (former OwlSight) is a faceted navigation tool for browsing, searching, 
and discovering information in complex, large data sets. Offering an easy-to-learn 
interface, Pelorus allows users to interact with data in a powerful and simple way. 
This tool leaves an impression of the best-organized ontology browser, mostly be-
cause of the user-friendly interface and navigation logic. The drawback is that it is 
proprietary.  

Our faceted browser is client-side, and all the requests and processing are per-
formed by user’s machine, which do not require any server-side installations. The 
browser is also connected to a tree-view control above and responds to interactive 
actions received from the tree-view. 

In the future, we plan to implement new features to solve the discovered problems 
like disjunction filtering, autocomplete functionality and so on. Perhaps, to solve the 
problem of data heterogeneity we will use a library, which generates C#-classes di-
rectly from RDF and dynamically compiles the logic as executable application. It 
should be automatically instantiated into CLAVIRE and be able to be invoked during 
concepts’ selection phase. Probably, an approach will make the user to execute dy-
namically transformations with importing data in order to increase a number of ho-
mogenous concepts satisfying the specified generic pattern. 

Acknowledgement. This paper is partially supported by Russian Scientific Founda-
tion, grant #14-11-00823. 
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Abstract. Cyber-Physical-Social Systems (CPSSs) are expected to be context-
aware. Sharable contexts lie at the heart of the context-aware systems. Ontolo-
gies provide means to create sharable ontology-based context models. Such  
ontologies are referred to as context ontologies. Context is an ontology-based 
model specified for actual settings. The present research inherits the idea of 
context ontologies usage for modelling context in CPSSs. In this work, an upper 
level context ontology for CPSSs is proposed. This ontology is applied in the 
domain of self-organising resource network. A case study from the area of 
proactive recommendation systems demonstrates the proposed approach. 

Keywords: Cyber-physical-social systems, upper context ontology, resource 
self-organization. 

1 Introduction 

Cyber-Physical-Social Systems (CPSSs) is a relatively new research field. It takes 
ideas from, but goes significantly beyond, the current progress in cyber-physical sys-
tems, socio-technical systems and cyber-social systems to support computing for hu-
man experience [1]. CPSSs tightly integrate physical, cyber, and social worlds based 
on interactions between these worlds in real time. Such systems rely on communica-
tion, computation and control infrastructures commonly consisting of several levels 
for the three worlds with various resources as sensors, actuators, computational re-
sources, services, humans, etc. 

Semantics is the basis to ensure that several resources arrive at the same meaning 
regarding the situation and data/information/knowledge being communicated. Ontol-
ogies provide for a shared and common understanding of some domain that can be 
communicated across the multiple CPSS' resources. They facilitate knowledge shar-
ing and reuse in open and dynamic distributed systems and allow entities not designed 
to work together to interoperate [2].  

CPSSs belong to the class of variable systems with dynamic structures. Their re-
sources are too numerous, mobile with a changeable composition. Planned resource 
interactions in such systems are just impossible. Resource self-organisation is the 
most efficient way to organise interactions and communications between the re-
sources making up CPSSs. 
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The paper contributes to the areas of development of ontologies for CPSSs and of 
CPSS' resource self-organisation. It proposes an upper-level ontology for CPSSs. This 
ontology is used for multi-level self-organisation of CPSS' resources. A case study from 
the area of proactive recommendation systems demonstrates the proposed approach. 

The paper is structured as follows. Section 2 discusses the upper-level ontology for 
CPSSs. Section 3 introduces the approach for multi-level self-organisation of CPSS' 
resources and presents the domain-specific view on the upper ontology from the self-
organization perspective. A case study from the area of proactive recommendation 
systems is described in Section 4. 

2 Upper Ontology 

CPSSs are expected to be context-aware. Sharable contexts lie at the heart of the con-
text-aware systems. Ontologies provide means to create sharable ontology-based  
context models. Such ontologies are referred to as context ontologies. The context 
ontologies consist of the upper ontology for general concepts, and domain specific 
ontologies representing knowledge of different application domains [3, 4, 5]. The 
upper ontology is shared by these domains. As a rule, the upper ontology represents 
concepts that are common for all context-aware applications (Context Entity, Time, 
Location, Person, Agent, Activity, Device, etc.) and provide flexible extensibility to 
add specific concepts in different application domains (i.e., Cell Phone can be a sub-
category of the category Device) [6, 7, 8]. Context is described as an ontology-based 
model specified for actual settings. Multiple sources of data/information/knowledge 
provide information about the actual settings. This information is integrated within 
the ontology-based model. The context model is a result of the integration. 

The present research inherits the idea of context ontologies usage for modelling 
context in CPSSs. Although a number of ontologies have been created by now, e.g., in 
the area of socio-technical systems [9, 10, 11], the purpose of the present research is 
to propose an ontology convenient to use for self-organization.  

According to [12], any information describing an entityÊs context falls into one of 
five categories for context information: individuality, activity, location, time, and 
relations (Fig. 1). The individuality category contains properties and attributes  
describing the entity itself. The category activity covers all tasks this entity may be 
involved in. The context categories location and time provide the spatio-temporal 
coordinates of the respective entity. Finally, the relations category represents informa-
tion about any possible relation the entity may establish with another entity. 

CPSS consists of cyber space, physical space, and mental space [13]. These spaces 
are represented by sets of resources. In the upper ontology (Fig. 2) proposed for 
CPSSs, the resources are thought of as the entities whose contexts are to be described. 
The physical space consists of various interacting information and computational 
physical devices. These devices united on the communication basis organize the cyber 
space. The mental space is represented by humans with their knowledge, mental ca-
pabilities, and sociocultural elements. Information from cyberspace interacts with 
physical space (physical device) and mental space (human). 
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Resource's context is defined by location, time, resource individuality, and event. 
Resources perform some activity according to the roles they fulfil in the current con-
text and depending on the type of event. On the other hand, the type of activity that a 
resource performs causes a type of event. For example, the event of a phone call de-
fines the human activity as answer the phone. But, when a person raises the hand at 
the lecture time, this activity causes an event as, for instance, lecture interruption. This 
explains bidirectionality of 'causes' relationship between event and activity. 

The resources have some functionality in result of which they provide services. 
The services provided by one resource are consumed by other resources. 

In Fig. 2, upper indices in boxes representing the ontology concepts indicate the  
taxonomical level of these concepts. All the concepts of the upper ontology are intended 
to be specialised in the application domains. An example of usage of the proposed  
ontology for self-organization of a service network in a CPSS is presented below.  

3 Resource Self-organization 

In order for distributed systems like CPSSs to operate efficiently, they have to be 
provided with self-organisation mechanisms. In a CPSS such mechanisms concern 
self-organisation of CPSS' resources. The goal of the resource self-organisation is 
support of humans in their decisions, activities, solution of the tasks, etc. At that, hu-
mans are the participants of the self-organisation process, as well. 

3.1 Multi-level Self-organization 

Social world as a distinguishing feature of CPSSs suggested using ideas from team 
organisations. The analysis of literature related to organizational behaviour & team 
management has showed that the most efficient teams are self-organizing teams work-
ing in the organizational context (Fig. 3). For example, social self-organisation has 
been researched by Hofkirchner [14], Fuchs [15], etc. However, in this case there is a 
significant risk for the group to choose a wrong strategy preventing from achieving 
desired goals. For this purpose, self-organising groups / systems need to have a cer-
tain guiding control from an upper level. This consideration produces the idea of mul-
ti-level self-organization. 

The process of self-organisation of a network assumes creating and maintaining a 
logical network structure on top of a dynamically changing physical network topolo-
gy. This logical network structure is used as a scalable infrastructure by various func-
tional entities like address management, routing, service registry, media delivery, etc. 
The autonomous and dynamic structuring of components, context information and 
resources is the essential work of self-organisation [17]. The network is self-organised 
in the sense that it autonomously monitors available context in the network, provides 
the required context and any other necessary network service support to the requested 
services, and self-adapts when context changes. 

To guide self-organising groups / systems, the guiding control via policy transfer 
from an upper level is used in the proposed approach [18]. This control enables a 
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more efficient self-organisation based on the “top-to-bottom” configuration principle, 
which assumes conceptual configuration followed by parametric configuration. In this 
regard, each level can be considered as a scenario-based decision arena following 
certain complex knowledge patterns related to adaptable business models. 

 
 

 

Fig. 3. Authority of work group types (adapted from [16]) 
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synergetic collaboration and leads to achieving a certain level of collective intelli-
gence. This is also supported by the fact that individual resource behaviour is partially 
determined by the social environment the resources are contributing to (called 
“norms”). For this purpose a protocol has been developed based on the BarterCast 
approach [20] that originates from the following ideas: (i) each service builds a network 
representing all interactions it knows about; (ii) the reputation of a service depends  
on the reputation of other services in the path between this service and the service con-
necting to it.  

The overall scheme of the approach is shown in Fig. 4. In the approach, agents 
represent various CPSS' resources. Since the structures and self-organisation models 
of all the levels are identical, the developed framework is fully scalable. This makes it 
possible to perform conceptual development of the agents, i.e. to define kinds of 
agents needed, their characteristics, etc. Then, at the implementation stage, the partic-
ular behaviour and functionality of the agents may vary in different application do-
mains. 

The interoperability between the agents at the technological level is provided via 
usage of common standards and protocols, the interoperability at the level of seman-
tics is ensured via usage of a common ontology. 

 

 

Fig. 4. Approach overview 
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expected to be specified in particular application domains. The main concepts are 
described below. 
 

Agent is used to represent CPSS' resources of both types: physical devices and hu-
mans. The agent is an acting unit of the multilevel self-organisation process. The 
agent has structural knowledge, parametric knowledge, and profile. The agent is cha-
racterized by such properties as self-organisation, self-management, autonomy, and 
proactiveness and performs some activities in the community. 
 
 

 

Fig. 5. Middle-level ontology for agent self-organisation 
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Structural Knowledge is a conceptual description of problems to be solved by the 
agent; the agent’s internal ontology represents this kind of knowledge. The internal 
ontology harmonises with the common ontology. The structural knowledge describes 
the structure of the agent’s parametric knowledge and the structure and the terminol-
ogy of the agent’s context and profile. Depending on the situation the structural know-
ledge can be modified (adapted) by the self-management capability.  

Parametric knowledge is the knowledge about the actual situation. This knowledge 
is the structural knowledge filled with the information characterising this situation.  

The agent's context is any information that can be used to characterize the situation 
of the agent. The context is purposed to represent only relevant information and 
knowledge from the large amount of those. Relevance of information and knowledge 
is evaluated on a basis how they are related to a modelling of an ad hoc problem. The 
context is represented by means of the agent’s internal ontology. It is updated depend-
ing on the current event, location, and time. Information from the agent’s environment 
and results of its activity in the community define events and vice-versa. 

The context updates the agent’s parametric knowledge, which in turn defines  
the agent’s behaviour according to the agent's role. The presented approach exploits 
the idea of self-organisation to autonomously adapt behaviours of multiple agents to 
the situation in order to provide their services according to this context and to propose 
context-aware decisions. 

The agent's profile is represented by means of the agent’s internal ontology and in a 
way understandable by other agents of the CPSS. It represents the services this agent 
provides. The set of services defines the agent's functionality. Functionality is a set of 
cyber-physical-social functions the agent can perform. Via the functionality the agent 
can modify its environment. The agent’s functionality can be modified in certain ex-
tent via the self-management capability. 

As well, the agent’s profile describes preferences and strategies of this agent. Pre-
ference is an agent’s attitude towards a set of own and/or environmental states and/or 
against other states. The preferences affect the agent’s behaviour. The agent can mod-
ify its preferences through self-management. Strategy is a pre-defined plan of actions 
rules of action selection to change the agent’s own state and the state of the environ-
ment from the current to the preferred ones. The strategy defines the agent’s beha-
viour. The agent can modify its strategy through self-management. 

Environment is the surroundings of the CPSS the agent is a part of, which may in-
teract with the CPSS. The environment produces events, which in turn affect the 
agent’s context. The agent can affect the environment if it has appropriate functionali-
ty (e.g., a manipulator can change the location of a corresponding part). 

Self-Management is an agent’s capability achieved through its behaviour to modify 
(reconfigure) its internal ontology, functionality, strategy, and preferences in response 
to changes in the environment. 

Behaviour is the agent’s capability to perform certain actions (activity in communi-
ty and/or self-management) in order to change the own state and the state of the envi-
ronment from the current to the preferred ones. The behaviour is defined by the 
agent’s preferences and strategies, as well as by the policies defined on a higher level 
of the self-organisation. 
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Policy is a set of principles and/or rules coming from a higher level of self-
organisation to guide behaviour and achieve rational outcomes on a lower level of 
self-organisation. 

Activity in community is a capability of the agent to communicate with other agents 
and negotiate with them through the agent’s behaviour. It is regulated by the negotia-
tion protocol and community norms. 

Negotiation protocol is a set of basic rules so that when agents follow them, the 
system behaves as it supposed to. It defines the activity in community of the agents.  

Community Norm is a law that governs the agent’s activity in community. Unlike 
the negotiation protocol the community norms have certain degree of necessity (“it 
would be nice to follow a certain norm”). 

4 Case Study 

The approach demonstration is based on the following scenario [21]: You need to  
re-fuel the car (based on the automatic gas level identification) and have some rest 
and a dinner in a decent restaurant (based on the automatic fatigue level identifica-
tion depending on how long you have been driving). Instead of finding a cheapest gas 
station, the system finds a gas station located near a restaurant, which has good feed-
back from its customers or belongs to the brand preferred by you. 

This solution consists of two actions (visiting a restaurant and refuelling the car) 
and involves three negotiating agents: restaurant advisor, gas station advisor [22] and 
planner (this agent, responsible for time keeping, is involved in almost any scenario in 
order to avoid solutions which would suggest driving too far away). Each of the three 
agents are assigned certain functions calculating degree of usefulness of their sugges-
tions for the driver (e.g., visiting a café with average customer ratings has a lowest 
utility, visiting a nice restaurant with high customer ratings is estimated has a higher 
utility, and visiting the favourite driver’s restaurant has the highest utility). The utility 
scale of the planner agent might depend on usual distances driven by the driver, 
his/her preferences and current schedule. The total utility of the solution depends on 
the contributions of each participating agent. The appropriate mathematical models 
are yet to be developed. 

In order for such a mechanism to operate efficiently, it requires a continuous ad-
justment of the agent’s utilities. This can be done through collecting information and 
knowledge from different sources. A taxonomy of sources can be found in [23, p. 
369]. This taxonomy is matched against the middle-level ontology (Fig. 5). Among 
the sources, referred in the taxonomy, the following ones can be mentioned: 

1.  User feedback (the driver can increase or reduce the utility of a certain agent). 
This is a reliable information source; however, in real life it is very unlikely, that the 
driver will provide such feedback. 

2.  Initial driver profile (the driver can fill out the initial preferences in his/her pro-
file). This is also a reliable information source but such information will be outdated 
after some time. 

3.  Analysis of driver decisions (the system can analyse if the driver followed the 
proposed solution, or which solution is preferred if several alternative solutions are 
presented to the driver). This is a less reliable information source, but such information 
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will never be outdated and development of learning algorithms can significantly im-
prove such feedback. 

4.  Analysis of decisions of drivers with similar interests/habits. This source origi-
nates from the method of collaborative filtering used in group recommendation  
systems. 

The resulting low-level ontology is not presented here because of its largeness. 
The interaction between agents is presented in Fig. 6. It is based on usage of Ap-

pLink [24] for interaction with the vehicle. In addition to the information already 
stored in the agents (associated databases, user settings, revealed preferences, etc.), 
they acquire the following information from other agents, namely: 

• Gas station advisor obtains current car location, gas level, and predefined driver 
preferences. 

• Restaurant advisor obtains current car location and predefined driver preferences. 
• Planner obtains driver’s schedule from his/her smartphone and predefined driver 

preferences to estimate current time restrictions. 

After that, the agents negotiate in order to generate one or several alternative solutions 
based on the driver requirements. During this negotiation, they can query available  
navigation system to estimate the driving time between different locations. Finally, the 
generated solutions are transferred to the AppLink screen so that the driver could choose 
the most appropriate one, and to the in-car navigation system. 

 

 

Fig. 6. Agent interaction example 
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The main concepts of the upper ontology show their share ability in the application 
area. The concept "resource" distinguishing two types of resources (physical devices 
and humans) indicated that there is no necessity in this division. In the application 
domain the two resource types were merged into one concept. That is, humans are full 
members of the CPSSs. Sometimes they fulfil role of resources in providing informa-
tion, knowledge, services, etc. Another time they are users of the CPSSs in consuming 
information, knowledge, services, etc. 

The ideas behind the research were verified in the area of proactive recommenda-
tion systems. So far, small number of resources participated in the negotiation to self-
organise. Further, the number of resources is planned to be enlarged to become closer 
to real-worlds systems. 
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Abstract. Such collaborative lexicography projects as Wiktionary are
becoming strong competitors for traditional semantic resources just as
Wikipedia has already become for expert-built knowledge bases. Keeping
the data obtained from the general public crowd in good quality is a very
challenging problem because of the fuzzy nature of the crowdsourcing
phenomena. The presented study focuses on predicting the word of the
week articles on the Russian Wiktionary by treating this problem as
a binary classification task. The best proposed model is based on the
Näıve Bayes classifier and has weighted average precision, recall, and
F1-measure values of 87% by evaluating on the provided dataset.

Keywords: Russian Wiktionary, semantic resources, word of the week,
quality assessment.

1 Introduction

A significant problem of the Semantic Web is the lack of the data which can
be used in the applications as queries have become useless. One way of ap-
proaching this problem is to convert existent resources into such Semantic Web
formats as RDF and OWL. But what if these resources are produced by the
crowd, presented in unstructured form and need to be pre-processed even before
conversion?

A thesaurus is a crucial component of many natural language processing and
knowledge engineering applications. Although it is well known how to trans-
form a regular thesaurus into the SKOS format [2], this thesaurus must be of
a good quality. For instance, Wiktionary—a crowdsourced thesaurus—is con-
sidered today as a rival for expert-built lexicons [10] and there is an approach
of transforming the Russian one1 into a relational database [8]. It is necessary
to maintain the Wiktionary quality to make it possible to be used in the real
Semantic Web applications. Indeed, assessing the quality of the Russian Wik-
tionary is a challenging yet important topic because of the fuzzy nature of the
crowdsourcing phenomena.

1 http://ru.wiktionary.org/
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c© Springer International Publishing Switzerland 2014

http://ru.wiktionary.org/


Words Worth Attention in the Russian Wiktionary 197

This paper is organized as follows. Section 2 focuses on related work on
Wikipedia and its quality assessment studies. Section 3 briefly describes the
Russian Wiktionary and its individual qualities. Section 4 presents the quality
assessment model for the Russian Wiktionary to be applied in the classification
task. Section 5 describes the created dataset to be used during the evaluation
task. Section 6 is concerned on evaluating the proposed model on several popular
classification algorithms. Section 7 discusses and interprets the obtained results.
Section 8 concludes with final remarks and directions for the future work.

2 Related Work

The English Wikipedia quality is being thoroughly studied because of it being
the largest and the most developed Wikipedia containing more than 4 500 000
articles. Many works propose sophisticated quality assessment approaches based
either on regression or classification tasks with various tricky features including
readability measures, article structure properties, linguistic observations, collab-
orative evidences, etc.

An early study of Wikipedia and its quality was performed by Wilkinson &
Huberman [13], who found a statistically significant correlation between page
edits, talkpage conversations and the quality of these pages. Another study of
Wikipedia’s quality and its dependency on author’s authority was conducted by
Hu et al. [6], who proposed a ProbReview model which represents contributors
and their reviewing behaviour. Also a Näıve model based on article word count
was proposed and demonstrated similar performance on large sets of articles.

One of the most cited papers in this field is the study conducted by Kittur
& Kraut [7] in which the influence of number and concentration of editors to
article quality was found. The more editors are concentrated on the article, the
higher quality can be achieved.

A quantitative study of Wikipedia articles and workflow was performed by
Stvilia et al. [12] in which several issues of Wikipedia articles were discussed and
the descriptive statistics of the information quality problems found in featured
articles were demonstrated.

One approach seems to be slightly amusing to think of, yet proves to be very
effective to identify high quality articles in Wikipedia. This is a binary classi-
fication by word count proposed by Blumenstock [3]. The mentioned approach
treats all pages having less than 2 000 words as non-featured and more than
2 000 words as featured.

A major study of Wikipedia quality conducted by Dalip et al. [5] proposes a
lot of informative features which can be used in a support vector machine-based
regression method. Some of these features including readability measures can be
applied for the English language only.

De la Calzada et al. [4] conducted another study on Wikipedia article quality
with strong focus on separating articles into “stabilized” and “controversial”
categories; this author presents special-purpose models for both categories.

A studybyArazy&Nov [1] continues the study byKitter&Kraut and gives spe-
cial attention to an editor’s Wikipedia-wide global activity and his article-specific
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local activity, and found that global inequality has more significant impact on ar-
ticle quality.

One very interesting study is dedicated to the Thai Wikipedia [11]. The paper
in question has become one of the significant reasons for conducting the present
research due to the proposed framework. The Thai Wikipedia has less than
100 000 articles2 written by more than 200 000 users (only 1 000 of those are
active). As it will be shown in the next section, the Russian Wiktionary is quite
similar to the Thai Wikipedia in terms of its size.

Despite of many studies of Wikipedia being available, it is problematic to ap-
ply their approaches to Wiktionary—especially the Russian Wiktionary—since
it is less developed, has sufficiently strict article structure, and the Russian lan-
guage behaves differently from English on such natural language processing tasks
as readability estimation.

3 The Russian Wiktionary

The Russian Wiktionary is the 8th largest Wiktionary composed of more than
520 000 articles—one article represents a word—written by more than 120 000
users (only 164 users are active participants) since 2004.

Every article in the Russian Wiktionary is written in the Russian language
and is laid out using a convenient word page template with predefined structure.
Despite the Russian Wiktionary being not a true Linked Data resource, its con-
tent is (semi-)structured and allows one to easily parse it into a machine-readable
thesaurus [8] that can be transformed into SKOS [2] or other formats.

Communities behind many popular Wiki resources often maintain lists of fea-
tured articles, good articles, high quality articles and the like. These articles are
selected collectively by the majority vote of Wiki’s administrators and modera-
tors, and such an article should conform to a set of formal quality standards.

Unfortunately, the English Wiktionary along with the Russian Wiktionary are
not engaged in such an activity as article promotion. For instance, the Russian
Wiktionary has only one featured article on the word water. The reason for
this is that in Wikipedia a featured article status may be assigned to thank
its author for a hard yet productive work. In the Russian Wiktionary does not
have such resources and available work force. Generally, Wiktionaries including
the Russian one use a slightly different concept called word of the day and in
addition to it the latter uses a concept called word of the week.

The first one, word of the day is a special label for an article that makes the
labeled article appear on the main page of the Wiktionary on the specified day.
It does not necessary mean that the article is good or of a high quality—these
articles are often incomplete—but it is designed to concentrate the community
efforts on the specified word instead.

The second one, word of the week is a currently inactive project, aimed at
annotating various prominent articles of higher-than-average quality in order to
provide other community members with examples. This study is concerned with

2 http://meta.wikimedia.org/wiki/List_of_Wikipedias#10_000.2B_articles

http://meta.wikimedia.org/wiki/List_of_Wikipedias#10_000.2B_articles
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using these words of the week to assess the quality of the Russian Wiktionary
pages. The word of the week project was being run from 2007 to 2012.

4 The Model

This study treats the quality assessment problem as a binary classification task.
Specifically, an article is to be classified into one of two classes: one class repre-
sents featured article and another one represents ¬featured article. This notation
will be used in this paper to denote these class labels.

4.1 Features

The model will be initially composed of thirteen simple features arranged into
three groups (Content, Linguistic and Revision features) and of a class
label (featured or ¬featured). Some features are derived from the related studies
in which those have been found useful.

Content features are the features that implicitly or explicitly represent some
parts of an article’s content. There are five of those.

CharacterCount ∈ Z is a number of all characters in an article including wiki
markup and spaces [5].

WordCount ∈ Z is a number of words in the text [3,5].
InterwikiLinks ∈ Z is a number of interwiki links to other Wiktionary pages

[5,11].
Links ∈ Z is a number of links to external websites [5,11].
Pictures ∈ Z is a number of pictures embedded into an article [5,11].

Linguistic features represent Wiktionary-specific article aspects that reflect
various properties of a particular word. There are six of those.

Frequency ∈ R is a relative word frequency obtained from the Russian Na-
tional Corpus [9]. In case of morphological homonymy and when a word has
several possible part-of-speech tags, their frequencies are summed up for a
given word.

Definitions ∈ Z is a number of Wiktionary definitions of a word. The intuition
behind this and the following four features is like this: the more linguistic
data a word has been provided with, the better the article is.

Synonyms ∈ Z is a number of provided quasi-synonyms of a word.
Antonyms ∈ Z is a number of provided antonyms of a word.
Hypernyms ∈ Z is a number of provided hypernyms of a word.
Hyponyms ∈ Z is a number of provided hyponyms of a word.

Revision features represent editor activity on the article since many studies
confirm that revision-based features have a strong correlation with article quality.
There are only two of those.

Revisions ∈ Z is a number of an article revisions [6,7,5].
Protection ∈ {true, false} is a status of edit protection of an article repre-

senting whether an article is blocked from anonymous edits or not.

Densities of all the continuous features’ distributions are skewed at Fig. 1.
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Fig. 1. Densities for all the proposed continuous features

4.2 Discretization

Such features as CharacterCount, Frequency, Revisions, etc are represented by
continuous values. Before applying classification algorithms it is crucial to dis-
cretize these features and transform them from the ratio and interval scales into
the nominal or ordinal scales. This has been done manually by considering the
features’ densities and splitting them into discrete groups according to Fig. 1.
The splits are presented in the set-builder notation (Table 1).

5 The Dataset

In order to create a dataset for this study a set of words provided with the
Russian National Corpus frequencies [9] and the Wiktionary words of the week
have been chosen to be included into the dataset, which contained 20 385 different
words. The correspondent Russian Wiktionary pages have been obtained with
such metadata as revision information, interwiki & external links information,
etc. For each page only the Russian section has been considered. Then, each
word was mapped into a set of features. After that a dataset containing 20 385
feature vectors was saved into a comma-separated values file.

Since the class distribution in the dataset is highly imbalanced (294 featured
and 20 091 ¬featured words) the resulting dataset was additionally split into
ten smaller datasets. Each of those includes the same set of 294 featured and a
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Table 1. Discretization of the continuous features

Group Feature Levels
Content CharacterCount low ∈ [0, 2000], medium ∈ ]2000, 7000], high ∈ ]7000,+∞[

WordCount low ∈ [0, 200], medium ∈ ]200, 400], high ∈ ]400,+∞[
InterwikiLinks low ∈ [0, 5], medium ∈ ]5, 10], high ∈ ]10,+∞[

Links low ∈ [0, 100], medium ∈ ]100, 200], high ∈ ]200,+∞[
Pictures zero ∈ [0, 1[, one ∈ [1, 2[, many ∈ [2,+∞[

Linguistic Frequency low ∈ [0, 50], medium ∈ ]50, 400], high ∈ ]400,+∞[
Definitions low ∈ [0, 5], medium ∈ ]5, 10], high ∈ ]10,+∞[
Synonyms low ∈ [0, 5], medium ∈ ]5, 10], high ∈ ]10,+∞[
Antonyms zero ∈ [0, 1[, many ∈ ]1,+∞[
Hypernyms zero ∈ [0, 1[, low ∈ ]1, 5], high ∈ ]5,+∞[
Hyponyms zero ∈ [0, 1[, low ∈ ]1, 10], high ∈ ]10,+∞[

Revision Revisions low ∈ [0, 50], medium ∈ ]50, 100], high ∈ ]100,+∞[

random sample of ¬featured articles, the number of which is four times greater
than that of the featured ones. Thus, each of these smaller datasets is composed
of featured articles by 20% and of ¬featured by 80%.

6 Evaluation

The model will be evaluated by using 10-fold cross-validation on all of the ten
datasets with ten repetitions, the obtained results are properly combined and the
best evaluated model is expected to maximize the weighted average F1-measure
which is computed as

wF1 =

∑
c∈C F1(c) · |c|∑

c∈C |c| ,

where C is a set of class labels and F1(c) denotes a computed F1-measure for
the particular class label c. It may be useful to note that such values as weighted
average precision and recall are computed similarly w.r.t. the correspondent
terms. During the evaluation assigning the ¬featured label to a featured article
is treated as a type I error.

The following classification algorithms were involved in the evaluation process:
“zero rule”, “one-attribute-rule”, Näıve Bayes, logistic regression, support vector
machine, C4.5, random forest. All of these algorithms are implemented in and
evaluated using the Weka 3.6.11 machine learning software3 running on a 64-bit
GNU/Linux system with Oracle R© Java R© 7u51 and 16 GB of RAM.

6.1 Classifiers

ZeroR. The “zero rule” algorithm selects the majority class in the dataset and
uses that to make all the predictions. Since the provided dataset is composed
of featured words by 20% and of ¬featured words by 80%, the classifier will
always assign ¬featured class to any given word in this study.

3 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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OneR. The idea of the “one-attribute-rule” association rules algorithm is to
find the only attribute to use that makes the fewest prediction errors. In
this study, the OneR algorithm has selected Revisions as such an attribute
(Table 4).

NäıveB. The Näıve Bayes algorithm is an application of the Bayes’ theorem
that performs very well on document categorization tasks. In this study,
the classifier uses a maximum a posteriori probability estimate. Since all
the features are nominal and are already discretized, no additional feature
processing is required.

LogReg. Logistic regression is a binary classifier which then measures the re-
lationship between a categorical dependent variable and one or more inde-
pendent features. Early experiments on logistic regression with the same but
undiscretized continuous features showed that discretized nominal features
perform better on this dataset.

SVM. The sequential minimal optimization algorithm for training a support
vector classifier with radial basis function kernel and c = 1 was also evaluated
in this study.

C4.5. C4.5 is a decision tree algorithm that builds decision trees from a set
of training data using the concept of information entropy. The pruned J48
implementation of the algorithm has been used in this study.

RForest. Random forest is an ensemble learning method that constructs a for-
est of random trees and assigns classes by majority vote of these trees. In
this study the algorithm was executed with ten trees.

6.2 Performance on the Featured Class

Table 2 presents the evaluation results obtained using 10-fold cross-validation
and the confusion matrix for the featured class treated as a positive class.

The SVM classifier has statistically significantly outperformed all other clas-
sifiers on precision except OneR and LogReg as according to the corrected
paired two-tailed t-test with the significance level of .05. OneR and LogReg
classifiers have approximately the same precision as the SVM classifier.

The NäıveB classifier has outperformed all other classifiers on recall as ac-
cording to the corrected paired two-tailed t-test with the significance level of .05.
Other classifiers have approximately the same recall except the ZeroR classifier
which treated any article as ¬featured and therefore has recognized no featured
articles.

NäıveB has also statistically significantly outperformed all other classifiers
on F1-measure as according to the corrected paired two-tailed t-test with the
significance level of .05. However, its precision is statistically significantly worse
than OneR, LogReg and SVM as according to the corrected paired two-tailed
t-test with the significance level of .05. The C4.5 and RForest classifiers have
approximately the same precision as the NäıveB classifier.
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Table 2. True positive and negative, false positive and negative rates, precision, recall
and F1-measure for the featured class treated as a positive class (numbers in parentheses
represent standard deviations of the correspondent values)

ZeroR OneR NäıveB LogReg SVM C4.5 RForest
TPR .00(.00) .45(.10) .67(.09) .54(.09) .47(.09) .52(.09) .55(.09)
TNR 1.0(.00) .96(.02) .92(.03) .95(.02) .97(.02) .94(.02) .92(.03)
FPR .00(.00) .04(.02) .08(.03) .05(.02) .03(.02) .06(.02) .08(.03)
FNR 1.0(.00) .55(.10) .33(.09) .46(.09) .53(.09) .48(.09) .45(.09)

precision .00(.00) .74(.10) .67(.08) .73(.09) .78(.09) .70(.09) .64(.08)
recall .00(.00) .45(.10) .67(.09) .54(.09) .47(.09) .52(.09) .55(.09)

F1-measure .00(.00) .55(.09) .66(.07) .62(.08) .58(.09) .59(.07) .57(.08)

6.3 Overall Performance

Overall performance of the evaluated algorithms is shown in Table 3. Weighted
average values show how well a classifier performs both in identifying featured
instances and also in identifying ¬featured examples.

The NäıveB classifier has outperformed ZeroR, OneR and RForest on
weighted average precision as according to the corrected paired two-tailed t-test
with the significance level of .05. However, LogReg, SVM and C4.5 classifiers
have approximately the same weighted average precision as NäıveB.

SVM has performed better than ZeroR, OneR and RForest on weighted
average recall as according to the corrected paired two-tailed t-test with the sig-
nificance level of .05. However, NäıveB, LogReg and C4.5 have approximately
the same weighted average recall as the SVM classifier.

Finally, NäıveB, LogReg, SVM and C4.5 have approximately the same
weighted average F1-measure as according to the corrected paired two-tailed
t-test with the significance level of .05. The rest of classifiers have performed
statistically significantly worse.

Table 3. Accuracy, area under the ROC curve, weighted average precision, recall and
F1-measure (numbers in parentheses represent standard deviations of the correspondent
values)

ZeroR OneR NäıveB LogReg SVM C4.5 RForest
accuracy .80(.00) .86(.02) .87(.03) .87(.02) .87(.02) .86(.02) .84(.03)
AUC .50(.00) .70(.05) .90(.03) .90(.03) .72(.05) .78(.05) .84(.04)

precision .64(.01) .85(.03) .87(.03) .86(.03) .86(.03) .85(.03) .84(.03)
recall .80(.00) .86(.02) .87(.03) .87(.02) .87(.02) .86(.02) .85(.03)

F1-measure .71(.00) .84(.03) .87(.03) .86(.03) .85(.03) .85(.03) .84(.03)

7 Discussion

According to the obtained results it seems that NäıveB tends to assign the fea-
tured label to given examples and the rest of classifiers tend to classify examples



204 D. Ustalov

into the ¬featured class instead. This can also be confirmed by considering the
values of true positive and false positive rates in Table 2. Since it is necessary to
maximize the weighted average F1-measure when preserving high positive rate,
it is assumed that the Näıve Bayes classifier provides the best output.

7.1 Quality of the Training Set

The main problem of the dataset is the training set quality because there is
the lack of featured training examples. Classifiers may perform better if more
features can be induced from the data and magnitudes of the training and the
test sets will be the same. The word of the week was shut down in 2012 and
additional human expert-produced annotations might be very useful.

7.2 Does Size Matter?

Table 4. Features ranked by information gain and “one-attribute-rule” on a complete
dataset with discretized features using 10-fold cross-validation (numbers in parentheses
represent standard deviations of the correspondent values)

Group Feature InfoGain OneR
Content CharacterCount .117(.005) 83.401(.267)

WordCount .122(.004) 80.514(.477)
InterwikiLinks .143(.006) 81.837(.733)

Links .117(.005) 81.769(.248)
Pictures .082(.004) 82.109(.297)

Linguistic Frequency .072(.003) 81.565(.157)
Definitions .065(.005) 80.748(.391)
Synonyms .057(.004) 80.952(.159)
Antonyms .021(.002) 80.000(.037)
Hypernyms .064(.004) 81.429(.209)
Hyponyms .060(.005) 80.616(.121)

Revision Revisions .146(.006) 85.850(.248)
Protection .009(.001) 80.000(.037)

Table 5. F1-measure values for the featured class when only one feature is used (num-
bers in parentheses represent standard deviations of the correspondent values)

ZeroR OneR NäıveB LogReg C4.5 RForest
CharacterCount .00(.00) .51(.09) .42(.10) .41(.10) .53(.11) .47(.08)

WordCount .00(.00) .39(.09) .32(.10) .26(.10) .49(.10) .39(.08)
Revisions .00(.00) .56(.08) .51(.09) .52(.09) .55(.10) .51(.09)

According to high rank of the CharacterCount (computing using the informa-
tion gain measure) and Revision (computed by both OneR and information
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gain measures) features in Table 4, another study has been conducted using
each of those continuous values as the only feature to classify the examples. The
WordCount feature was also evaluated in a similar manner in order to compare
the results with the similar study [3]. The results are provided in Table 5. The
SVM method was not used due to inacceptable execution time on these models.

On the one hand, it seems that the Russian Wiktionary articles have similar
sizes and the sole use of such length-based features as CharacterCount or
WordCount can not produce good result. On the other hand, the sole use of
the Revisions feature results into the same outcome. It seems to be a better
decision to toss a coin with 50% probability instead of using these three models.

7.3 “It Was on the Front Page Before It Was Featured”

In order to ensure that the possibility of article attributes of the featured articles
represent the state of these articles before having been featured (i.e. before the
article has been exhibited on the front page of the Wiktionary) is excluded,
another evaluation has been performed using words of the day combined with
words of the week in the same way as it was conducted above. All these words of
the day as well as the words of the week appeared at least once on the front page.
In this case the dataset consisted of 1 866 featured words and 18 518 ¬featured
words.

As a result, LogReg has the highest precision of .63(.04) and NäıveB has
shown both the highest recall and F1-measure of .44(.04) and of .48(.03) cor-
respondingly. This means that words of the day behave noticably worse than
words of the week presented in Table 3 and predicting the “featuredness” of an
article based on attributes that already exclude the effect of being featured is a
kind of circular argument.

8 Conclusion

The best proposed model is based on the Näıve Bayes classifier and has weighted
average precision, recall, and F1-measure values of 87% by evaluating on the
provided dataset. Future work may be concerned with the following directions:

1. extending the number of Revision features because such features may sig-
nificantly improve the model [13,6,7,1],

2. providing the less skewed dataset may increase the performance of the present
model,

3. performing the full-scale test in the field may be useful in revealing the real
qualities of the model,

4. investigating the patterns of two or three features may result in much simpler
model despite of slightly decreased performance,

5. evaluating on simpler and more interpretable algorithms (e.g. hierarchical
regression) than such algorithms as SVM, RForest and other ones. This
will allow the investigator to “learn” from the data as well.
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The presented dataset and the supplementary scripts are available4 under
Creative Commons Attribution-ShareAlike 3.0 and MIT licenses, respectively.
These scripts are implemented in the Ruby programming language without ex-
ternal dependencies.
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Abstract. When developing information-analytical systems (IAS) for
various purposes it is often necessary to gather thematic facts which are
of interest to experts in the field. The paper presents an approach that
allows one to increase the completeness of fact extraction by using basic
domain knowledge. The main idea of the approach is deriving new facts
on the basis of facts explicitly stated in the text and basic knowledge con-
tained in the corresponding ontologies. An architecture and algorithms
of the system are discussed. The approach is illustrated by an example
of extracting relevant facts using inference rules.

1 Introduction

The Internet and corporate databases store huge amount of unstructured doc-
uments. Therefore the problem of automated extraction of relevant information
from these documents is attracting the attention of many researchers in the field
of Text Mining and Information Extraction. In these areas a lot of approaches
and techniques have been proposed many of which are specifically tailored to
particular problems that they are meant to address [1].

When developing IAS for decision making support the experts are interested
in getting facts characterizing various aspects of the analyzed objects. However,
relevant facts are not always mentioned in the analyzed texts explicitly. These
facts in some cases can be inferred from the facts contained in the texts and
some basic knowledge. This paper presents the approach to solving this task.
The paper is organized as follows. Section 2 provides an overview of related work.
Section 3 explains the proposed approach and basic models. Section 4 presents
the algorithms of the FactE system implementing the approach. In Section 5 im-
plementation details of FactE system prototype are presented. In Section 6 some
preliminary experimental results is discussed. Finally, the conclusion discusses
the possible directions for improving the system.

2 Related Work

Fact extraction from unstructured text is currently the subject of many works.
Some of them have the objective to solve the general task of information extrac-
tion while others aim at extracting facts of a more complex structure. Several ap-
proaches to fact extraction are known; the ontology-based one is considered in
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this paper. The fundamental work [2] reveals the state-of-the-art of this subfield
of information extraction and presents the corresponding systems.

Paper [3] considers the task of extracting facts as RDF-triples by identifying
specific instances of the ontology in sentences of the text, and composing RDF-
triples, replenishing the ontology. The approach to the problem is based on
extracting each of the triple elements by searching the corresponding parse tree.
The paper presents the Onto-Text system implementing the approach.

The SOBA system [4] is able to automatically create a knowledge base while
analyzing texts. The system allows to process documents from heterogeneous
sources – text, tables, and image captions. SOBA includes a webcrawler which
allows to find new sources on the subject, linguistic annotation module and
mapping module that allows to project the information found in the sources on
the ontology elements. Text processing is guided by extraction rules.

Most existing ontology-based information extraction (OBIE) systems allow to
identify knowledge, explicitly mentioned in text, by using ontological knowledge
while analyzing the documents. In addition to the broad descriptive features
ontologies also have the advanced features of inferring knowledge. Some systems
actively use reasoning as a partial replacement to the traditional techniques of
extracting information. BOEMIE [5], for instance, is a generic content analysis
system processing texts, video, audio inputs, etc. Inference in BOEMIE is based
on automatically acquired rules that operate information extracted from the
source. This system only uses knowledge, explicitly mentioned in the text.

Use and expansion of the accumulated knowledge ontology is implemented in
SOFIE system [6]. This system is capable of reasoning upon accumulated knowl-
edge, as well as the knowledge acquired while processing text, to test hypotheses
and define semantics of words and phrases more precisely. The hypotheses that
were confirmed extend SOFIE’s ontology, and the system receives new extraction
templates (linguistic rules), which further can be used for information extraction.

This paper presents a system that implements an ontological approach to ex-
tracting facts from text. Unlike existing systems, which target mainly extraction
of the desired category of facts mentioned explicitly in the text of the analyzed
document, this system allows obtaining new facts not stated in the text explic-
itly. The proposed approach improves the completeness of fact extraction due
to: (1) use of ontologies to extract facts from the text and (2) deriving the facts
not mentioned in the texts. The inference of implicit facts is based on the facts
acquired in text analysis and the basic knowledge of the ontology.

3 The Approach and Basic Models

Under a thematic fact (TF) we understand an assertion characterizing some
entity S (the subject of the fact) in a certain aspect. The aspect, in which the
subject of the fact is characterized, defines the base relation R connecting S to
another entity O (the object of the fact). Thus, a thematic fact can be formally
represented using the language of binary relations:

T F = R(S, O) .
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The relation R specifies the corresponding fact category (FC).
The proposed approach is implemented in the context of developing an IAS

designed for evaluation of innovative technologies. For that reason new technolo-
gies are considered as subjects of the facts. However, the proposed approach is
universal and can be used in other areas.

Particular aspects characterizing technology (generally, the fact subject) de-
termine the appropriate categories of facts to be extracted from unstructured
texts. Such categories include, for instance, companies that develop the tech-
nology, the readiness degree of the technology, companies that are potential
consumers of the technology etc. The list of fact categories is known in advance
and is used in the system design.

Two main issues impede the fact extraction process:

1. Skipping some relevant facts contained in texts due to the variety and com-
plexity of their possible formulations. Facts can be not retrieved due to:

– Lexical diversity of TF’s structural elements: subjects, objects and re-
lations. An example of the base relation synonymy: “Enterprise E is
developing technology T” and “Enterprise E is working on creation of
technology T”.

– Syntactic diversity of TF’s expression. The order of TF’s structural el-
ements in a sentence is not strictly fixed, for instance: “Enterprise E
is developing technology T” and “Technology T is being developed by
enterprise E”.

2. The absence of explicit mentions of relevant facts in texts, despite the fact
that such facts can be logically inferred from those already found in texts
using some general knowledge.

The proposed approach addresses these problems and provides an increase of
the fact extraction completeness, which is interesting for the system’s user (an
expert). Specific aspects of the approach are discussed in detail below.

3.1 Using Ontologies for Thematic Fact Extraction

Facts of various categories are extracted from texts with the use of correspond-
ing extraction template (ET). To improve the completeness of TF extraction,
elements of templates that correspond to different FCs are associated with ele-
ments of a lexical ontology. This allows to fully use the possible lexical expression
forms of TF subject, object and relation, as well as clearly define their semantic
identity. For each given FC a set of ETs was developed. These templates deter-
mine generically the category-specific subject, object and relation as elements in
lexical ontology. For example, the ET for a FC about the companies-consumers
of a given technology can be generally defined as follows:

element specifying Interest(element specifying T echnology,

element specifying Enterprise) (1)
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The problem of syntactic diversity of a TF is solved by ontological description
of the ET structure by listing its elements without strictly fixing their order.

The OBIE approach enables one to use a lexical ontology for managing the
fact extraction process. To organize this, all developed ETs are specified in the
ontology using the corresponding template relations. Template relations are bi-
nary relations linking the entity, representing the FC template, with entities,
representing each of the template elements. There exist three relations of this
kind for each ET:

is T emplate Subject(FC template, ET subject),
is T emplate Object(FC template, ET object),
is T emplate Relation(FC template, ET relation).

Thus the lexical ontology defines:

1. Entities corresponding to the elements of ETs for each FC;
2. Hierarchical relations and relations of lexical synonymy;
3. Template relations for every ET defined in the IAS.

The entities of high level abstraction in the lexical ontology include the follow-
ing: Fact Category (FC), Fact Subject (FS), Fact Relation (FR) and Fact Object
(FO). When developing ET the concrete subclasses of these high-level classes are
defined. These subclasses then specify corresponding template relations among
each other. The elements of ETs are represented by descriptive instances of onto-
logical classes matching the defined relation, its subject and object. A descriptive
instance (DI) is an instance of an ontological class which implements its object
properties. DIs allow to formalize ontological knowledge. They specify a set of
characteristic object relations, their domains and ranges at the class level, and
allow to implement these relationships for specific instances. For every DI a set of
lexical instances, belonging to the same class, can be defined. A lexical instance
(LI) is an instance of an ontology class, which expresses the lexical word form of
the class. All the LIs specified for a DI are semantically identical, i.e. they are
lexical synonyms.

Let us consider an example demonstrating the concepts of DI and LI. There ex-
ists a generic class named “Fact Category”, which has a relation “has Relation”
with the range of class “Fact Relation”. We will consider the FC of enterprises,
which are consuming some technology; the corresponding ET is specified as
(1). Based on (1), a subclass named “Enterprises Consumers” is created for
the “Fact Category” class, and for the “Fact Relation” class a subclass named
“Interest” is created. It is not possible to connect the new classes with the “has-
Relation” relation directly, and for each of them corresponding DIs are created,
which are linked by this relation. Then, for the “Enterprises Consumers” and
“Interest” classes lexical filling is to be specified, i.e. LIs are to be created. To
connect a set of LIs to an ET, there exists a “hasLexicalForm” relation, which
connects every LI to the corresponding DI of its class. For instance, the “Interest”
class may contain LIs named “interested”, “plans to buy”, etc.
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Having one or more LIs for all structural components of the template (in
a random order) in the structural element of a document is the basis for the
extraction of this element as a thematic fact.

Fig. 1 shows a fragment of the lexical ontology that describes knowledge about
enterprises-consumers of the required technology. Considering the introduced
definitions, the ET for this category is specified as follows:

DI of Interest Class(DI of T echnology Class,

DI of EnterprisesConsumers Class)

On Fig. 1 the elements of the ontology are shown in the following way: high-
level classes and basic subclasses participating in fact extraction process – in
thick borders; their instances – in dotted-line borders; the subclass relation (“is-
SubclassOf”) – (*); the type relation (“isA”) – dotted-line arrows; the lexical
form relation ( “hasLexicalForm”) – (**). Number “1” specifies the template’s
relation “hasObject”, number “2” – the template’s relation “hasRelation”, num-
ber “3” – the template’s relation “hasSubject”.

Fig. 1. A fragment of the lexical ontology describing knowledge about enterprises-
consumers of the required technology

The lexical ontology expands during the text analysis process by the extracted
TF (EF). Each EF is normalized and added to the ontology as a statement (a
triple) represented by an object property specified for the considered FC. This
object property links the lexical forms of the TF subject and relation, which
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were found in texts. For instance, for the considered FC the lexical ontology
may expand by a triple “IsInterestedIn (polymer nanocomposites, Russian Heli-
copters)”. This new relation is shown in Fig. 1.

3.2 Deriving Facts Based on the Basic Knowledge and Facts
Extracted in the Document Analysis Process

The discussion of the approach to deriving of relevant facts not contained explic-
itly in texts (derived facts, DF) we begin with an example. Let us assume that
an expert is interested in facts about the companies being potential consumers
of some technology T. We also assume that for certain classes of products, there
exists a basic knowledge (i.e. knowledge specific to a given area) of two types
stored in the ontological knowledge base:

– Knowledge about the structure of the products as a hierarchy of items that
make up the given class of products: subsystems, components, elements; sub-
properties of “hasPart” property (e.g. “hasSubsystem”, “hasComponent”)
and its inverse property “partOf” are used;

– Knowledge about the materials used in the manufacturing of certain sub-
systems (components). Here the “usedMaterial” property is used (and its
inverse property “isUsedIn”).

Let us suppose that in the process of text analysis a fact was found stating
that the analyzed technology T is perspective for the production of material
M. In addition, another fact has been extracted stating a certain company is
planning to produce a certain type of product P. Using the basic knowledge
that this type of products contain components which use material M in their
manufacturing it can be concluded that the enterprise is a potential consumer
of technology T. Here is a possible inference rule for this kind of facts:

hasSubsystem(?P roduct, ?Subsystem) ∧
hasComponent(?Subsystem, ?Component) ∧
isUsedIn(?Material, ?Component) ∧
isUsedFor(?T echnology, ?Material) ∧
planT oP roduce(?Enterprise, ?P roduct)
=⇒

isP otentialConsumer(?T echnology, ?Enterprise) (2)

The model of deriving of implicit facts can be formally written as follows:

(BK, EF ) |=
IR

DF

where BK – Background Domain Knowledge; EF – Extracted Facts; IR –
Inference Rules; DF – Derived Facts.

The algorithms of system’s prototype operation that implements this ap-
proach to facts extraction are presented in the next section.
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4 Algorithms

This section presents two algorithms which implement the approach discussed
above: i) extracting TF that are explicitly stated in documents and ii) deriving
of facts using basic knowledge and facts, extracted from texts.

Let us introduce the required abbreviations: LexOntology — lexical ontology;
query — user query; {FC} — the array of thematic fact’s categories; {IFC} —
the array of inferred facts categories; FS — fact subject; FO — fact object;
FR — fact relation; DC — document corpora that is being processed; Doc —
a document; Docpt — a document in plain text; DI — descriptive instance;
{fact category tag} — the array of fact categories tags; {IR} — inference rules;
{extracted fact} — the array of extracted facts; {inferred fact} — the array of
logically inferred facts; BackgroundKnowledge — basic domain knowledge. The
process of extracting facts from documents is presented in Algorithm 1.

On step 1 the descriptive instance (DI), corresponding to the FS is extracted
from the lexical ontology. On step 2 the subject of the current query is added to
the ontology using the hasLexicalForm relation of the extracted DI. In cycle 3 all
of the documents of the corpora being analyzed are converted to plain-text (4),
divided into sentences (5), and the sentenced that are considered to be potential
facts (according to the user query) are detected (6). Step 7 introduces a cycle on
all the potential facts; this cycle contains another cycle on fact categories (8).

Step 9 extracts the DI for the ontological class representing the current FC.
On step 10 following the hasObject relation the DI of the class representing the
FO for the FC is extracted. On step 11 the DI of the class representing the
relation of the FC is extracted using the hasRelation relation.

On steps 12-13 all the lexical forms for FO and FR DIs are extracted from
the lexical ontology by the hasLexicalForm relation. Step 14 forms an extraction
template from the lexical forms, and the extraction template is matched against
the potential fact in step 15. If a match was found, step 17 extracts an instance
from the lexical ontology which is corresponding to the lexical form of the FO.
Step 18 extracts a relation which is specific for the current FC. Finally, on
step 19 the extracted TF is added to the lexical ontology. The sentence under
consideration is tagged with the FC tag (20) and is added to the extracted facts
array on step 21.

For each of the inferred fact categories a cycle 1 is organized: on step 2 an
inference rule specific for the IFC is determined. On step 3, using the metadata
stated for all the predicates in the inference rule, the array of facts to be extracted
is formed. On step 3, using the metadata stated for all the predicated in the
extraction rule, the basic knowledge to be used to derive new facts is formed.
Steps 7-8 address the Algorithm 1, which allows to extract the required facts
from the initial document corpora. The extraction template is already specified
for this stage: the object and the relation of the pattern are determined by their
lexical forms. If the required fact has been extracted, a new fact is derived using
the basic knowledge (step 10). On step 12 the derived fact is added to the array
of derived facts.
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Algorithm 1. Extracting thematic facts from texts
input LexOntology, query, {F C}, {fact category tag}, DC
output {extracted fact}, LexOntology

1: F SDI ← getDescInstance(LexOntology)
2: User Query Instance

← updateLexOnto(hasLexicalF orm(F SDI,query), LexOntology)
3: for all Doc ∈ DC do
4: Docpt ← toP lainT ext(Doc)
5: {Sentence} ← splitT ext(Docpt)
6: {P ossibleF actSentence} ← getP ossibleF acts(F S(query),{Sentence})
7: for all P ossibleF act ∈ {P ossibleF act} do
8: for all fc ∈ {F C} do
9: F CDI ← getDIF orF actCategory(LexOntology,fc)

10: F ODI ← getDIF orF actObject(LexOntology,hasObject(F CDI))
11: F RDI ← getDIF orF actRelation(LexOntology,hasRelation(F CDI))
12: {F O lexical form} ← getLexicalF orms(LexOntology,

hasLexicalF orm(F ODI))
13: {F R lexical form} ← getLexicalF orms(LexOntology,

hasLexicalF orm(F RDI))
14: lexicalP attern ← formLexicalP attern({F O lexical form},

{F R lexical form})
15: [is Match, MatchedSubjectLexicalF orm]

← conductP atternMatching(P ossibleF act, lexicalP attern)
16: if is Match then
17: F OLexicalF ormInstance ← getInstance(LexOntology,

MatchedSubjectLexicalF orm)
18: Relation ← getOntologicalRelationF orF C(LexOntology, fc)
19: LexOntology ← updateOntology(LexOntology,

F OLexicalF ormInstance, User Query Instance, Relation)
20: F act ← tagF act(tag,P ossibleF act)
21: {extracted fact} ← addF act({extracted fact}, F act)
22: end if
23: end for
24: end for
25: end for

5 Implementation

The proposed approach to facts extraction has been implemented in the FactE
framework. FactE is a subsystem of Information-analytical system which takes
the user query containing the name of the innovative technology, as well as a
corpus of texts to be processed, as an input. The list of fact categories and
inference rules for deriving of new facts are believed to be given in advance.

The FactE architecture has been developed on the basis of the above presented
algorithms. As seen from Fig. 2, FactE has two functional modules:
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Algorithm 2. Deriving of facts using basic knowledge and texts
input {IF C}, {IR}, BackgroundKnowledge
output {inferred fact}

1: for all ifc ∈ {IF C} do
2: IR ← getInferenceRuleF orCategory(ifc,{IR})
3: {Required F act} ← getRequiredF acts(IR)
4: {Required F act} ← getRequiredF acts(IR)
5: {Background Knowledge} ← getBackgroundKnowledge(IR,

BackgroundKnowledge)
6: for all required fact ∈ {Required F act} do
7: for all Doc ∈ {DC} do
8: Apply Algorithm 1, steps [2, 4-5, 6-8, 14-15] with input:

F C = ifc, F O = required F act.Object,
F R = required F act.Relation

9: if is Match then
10: Inferred F act ← applyRule(P ossibleF act,

{Background Knowledge})
11: end if
12: {Inferred F act} ← addInferredF act({Inferred F act},

Inferred F act)
13: end for
14: end for
15: end for

– linguistic processor, designed for fact extraction using filled extraction tem-
plates, which are provided by the lexical ontology and

– fact derivation module, which is intended to organize the logical inference of
new facts.

The functioning of the mentioned modules is controlled by the system ontology
which describes and stores both lexical knowledge (managing the process of
extraction of implicitly mentioned facts) and basic knowledge (used for new
facts inference).

The following third-party software was used for solving particular problems
when implementing the FactE framework: Apache HttpClient [7], Apache Tika
[8], GATE [9], Apache Open NLP SentenceSplitter [10], Apache Lucene [11],
Apache Jena Core [12], Apache Jena SDB [13].

6 Preliminary Experimental Results

The system’s prototype is now at the early development stage. Particularly, the
amount of data in domain ontologies containing basic knowledge is small, and
the set of the experimental results obtained is limited at this point. Below a real
result obtained while testing the prototype is described. The testing was held on
the basis on Internet sources in Russian language.
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Fig. 2. FactE architecture

The query contained the technology of producing polymer composites. The
fact category was “potential consumers of the technology”. In the analysed text
corpora the document [14] was included amongst others. This document contains
the sentence “The joint company “Helicopters of Russia” intends to create a per-
spective multipurpose commercial helicopter”. The algorithm of fact extraction
reveals the following fact:

P lans T o P roduce(� Helicopters of Russia �, helicopter) (3)

The background knowledge of FactE includes the following statements:

Includes(helicopter, ballscrew) (4)

Contains(ballscrew, blades) (5)

Used for P roduction(CP RF, blades) (6)

May Be Used For Manufacturing Material(
polymernanocomposites, CP RF ) (7)
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As a result on the basis of the explicit fact (3), background knowledge (4)–(7)
and inference rule (2) the following fact of the category “Enterprises-Potential
consumers of technology T” have been inferred by FactE:

Is P otential Consumer( � Helicopters of Russia �,

polymernanocomposites) . (8)

where T stands for the given technology (that is, polymer nano-composites).

7 Conclusion and Further Work

The paper discussed an approach to thematic facts extraction, allowing to fetch
explicitly stated facts and derive new facts using the domain knowledge and
already extracted facts. The FactE framework implementing the proposed ap-
proach was presented, its architecture and operational algorithm were discussed.
Future works include improving the quality of text analysis by using more com-
plex linguistic tools which would allow to solve the problem of coreference and
context resolution. Above all, a consistency check for the ontology is to be in-
troduced to help avoid addition of the statements which are known to be wrong
in the given domain.
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Abstract. The paper describes the model of collective development of know-
ledge bases (KB), based on ontologies, and knowledge base editor that  
implements this model. In addition, the paper discusses the requirements for 
knowledge base editors that support collaborative KB building. The model pro-
posed uses asynchronous editing mode as default and knowledge base version 
control system. The model supports integration of notifications and discussions 
into the development process, as well as the presence of the flexible roles and 
permissions management system to support groups of developers and experts 
with various levels of ontological competence and areas of expertise. The im-
plementation of this model in KB editor integrated into the thematic intelligent 
scientific Internet resource (ISIR) is described. Collaborative KB building is 
supported by version control subsystem that constantly monitors the consisten-
cy of the knowledge base, and by the notification subsystem intended to make 
development transparent for users and to integrate the discussions to the devel-
opment process. 

Keywords: Collective Knowledge Bases, Collaborative Knowledge Base 
Building, Ontology Management. 

1 Introduction  

Currently, there is a rapid growth in demand in different knowledge bases (KB), and 
the knowledge base themselves become so large in size and covered domains of 
knowledge. That makes their support by one expert or a small group of experts ineffi-
cient or even impossible. Development of knowledge bases becomes more a collec-
tive task, therefore it requires the means supporting their building and maintenance. 
At the same time, only a small number of existing editors support collaborative de-
velopment of knowledge bases. Thus, as a rule, in these editors, such support is in-
complete, i.e. does not cover all the needs of collaborative development. Therefore, 
none of the existing editors can be taken as default editor for all cases of collective 
KB development. Moreover, the scientific community has not yet formulated a fairly 
complete list of requirements to be met by such development tools regardless of the 
context and their application. 
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2 Requirements for KB Editors Supporting Collaborative KB 
Building 

In this paper by knowledge bases we understand the knowledge bases based on ontol-
ogies. We adhere to the classic definition given by T. Gruber – "ontology is an expli-
cit specification of a conceptualization" [1] where a conceptualization is understood 
as a simplified representation of the world that models the subject domain in the form 
of a set of concepts, objects and other entities available, and relationships between 
them.  

One of the main problems related to the collaborative construction of KBs, is man-
aging the interaction and communication between users, because even within the 
same area of knowledge the same concept can be interpreted in different ways. In this 
situation, ontologies play an important role, serving as an agreement of a group of 
people on some domain of knowledge. It is worth noting, that this interpretation of the 
ontologies focuses on the consent of its content in the sense that a group of people 
agrees about shared usage of the same concepts, relations, attributes, and axioms pro-
vided by ontology. 

Knowledge base building is necessarily an iterative and a dynamic process. It is 
unlikely that the ontology will be immediately built in a perfect way and will be used 
throughout the entire period of its existence unchanged. Typically, developing a 
knowledge base starts from the initial "sketch", that is subsequently revised, refined 
and filled with details. At the same time errors may occur, so error detection and 
management, competitive management and modification of data are important prob-
lems of KB building.  

In addition, there are the following problems [2,3] related to the collaborative 
building of ontologies: data access control, recognition of intellectual property rights 
on generated knowledge and attribution. 

The knowledge bases based on ontologies predominantly are edited with specia-
lized tools – ontology editors. Therefore, they should provide a full support of the KB 
building during the course of their development. In particular, such tools should meet 
the set of requirements to ensure the needs of ontology development. 

KB editors satisfying the requirements should ensure convenient and efficient con-
struction and modification of the quality and consistent knowledge bases. These re-
quirements were suggested and considered by different authors [3,4]. Based on them, 
we will give the list of requirements for the editors of knowledge bases 

• Functional Requirements. Any ontology contains the classes, class attributes, 
relationships between classes, and set of instances of classes with the properties 
from classes. A set of elementary operations indivisible into smaller operations that 
can be made with these parts of the ontology can be most easily described as "add", 
"delete", and “edit". More difficult, complex changes, for example, design opera-
tions on ontology like deletion of the subclass, are often more meaningful. Their 
implementation requires the application of a cascade of changes related to main-
taining the consistency of the knowledge base and coupled with the risk of 
loss/damage of data in the system. Providing complex changes functionality can 
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accelerate the process of KB building and development since the developer will not 
have to perform the proper sequence of elementary operations on knowledge base 
to achieve the desired effect. 

• User’s Supervision Requirements. As for complex changes, in some cases there 
are various ways of making changes after their request. Therefore, mechanisms are 
needed to enable the user to choose the way to deploy the complex changes, in-
stead of performing the change using the pre-determined pattern. 

• Development Transparency Requirement. The changes in one part of the ontol-
ogy may cause a cascade of changes in other parts of it. In most cases, it is hard for 
user to determine the extent of the changes being made. KB editor should provide 
the experts or developers with detailed information on changes that are going to be 
made before confirming. At the same time it’s natural to group similar changes no-
tifications with an option to view them in details. 

• Reversibility of Changes. The editor should support the ability to revert the 
changes or their sequence on demand. In some cases, the application of an inverse 
operation may not be enough, it should be possible to return the editor to the state 
it was in before making changes so as not to provoke the user to unwanted extra 
undo operation. 

• Version Control. Version control means monitoring and detailed logging of all 
changes and their metadata, time and author. 

• Knowledge Base Refinement. The system should be able to determine the desired 
changes for the KB by analyzing the various KB characteristics and offer them to 
developers. For example, system should suggest user to revise the class in case it 
have only one subclass.  

• Usability Requirement. The system should provide a variety of tools to quickly 
determine the current state of knowledge base – highlight errors, show tooltips and 
other additional information available. 

• Integration of Discussions to the KB Building Process. When building ontolo-
gies and knowledge bases there can be situations when developers have different 
views on how, for example, to model a particular object. For resolving such prob-
lems it is natural to use tools that support discussions. These tools should retain the 
context of related part of KB and be integrated into the development process so as 
to remain accessible within the components of the KB. 

• Roles and Permissions Management. KB editor’s capabilities to manage user 
roles and permissions in a flexible manner are necessary for the control of devel-
opers’ and experts’ competence and areas of expertise especially from the moment 
when the size of KB and the number of users increase. 

• Support of Synchronous and Asynchronous Editing Modes. Undoubtedly, simul-
taneous editing mode allows faster development, because every change made is im-
mediately available to all users. At the same time, this mode leaves the possibility for 
developers to make changes without discussion or objections from other developers. 
In this regard, the editor must support not only synchronous but asynchronous KB 
building. 
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This list of requirements for the editors, of course, is not a complete one, but the 
editor that meets these requirements will undoubtedly be a useful tool for the colla-
borative development of high-quality ontologies and knowledge bases. 

3 Related Work 

In this section, we will briefly describe several approaches to develop collective 
knowledge bases: 

• Ontolingua Server 
• (KA)2 
• Co4 
• Collaborative Protégé 
• WebProtégé 
• ContentCVS 

Ontolingua Server [5] was one of the first systems that implemented the collective 
construction of ontologies. From the standpoint of the requirements described in the 
previous section, the collaborative work in this system was not well supported. De-
spite this, the undoubted merit of this system can be regarded as successful attempts 
of the implementation of collective development and monitoring of global consisten-
cy. Collaborative development in Ontolingua Server is supported through general 
sessions for users. In a single session while visiting the changed object’s page users 
can receive notifications about changes made by other users. Control of user permis-
sions is made similarly to the group policies of file systems. 

The idea of (KA)2 (Knowledge Annotation Initiative of the Knowledge Acquisition 
Community) [6] approach is the idea of modeling knowledge acquisition using ontol-
ogies developed by a group of experts. In the framework of (KA)2 experts were  
developed multiple ontologies, such as ontology organizations, projects, people,  
publications, etc. Adding instances was delegated to community. Using ontologies 
(KA)2  to annotate web-documents primarily by their owners to enable intelligent 
access to them was suggested. Special editing tools were developed to accelerate the 
process of annotation. That approach offers a convenient and easy way to create dis-
tributed ontologies, although it is limited in terms of functionality, time-consuming 
and highly dependent on the users’ initiative. 

Co4 approach [7] in its model of collective knowledge base building uses the anal-
ogy of reviewing a scientific journal articles. In the Co4 system each user has a know-
ledge base that he has the permissions to edit. To construct a coherent KB private 
users’ knowledge bases are organized into a tree. In this tree leaves are private KB 
and intermediate vertices are called group KBs and contain knowledge agreed be-
tween their sons. Users do not have the rights to edit group KBs. In Co4 each user’s 
KB remains hidden from other users as long as the owner has not send it in whole or 
in part to group of developers on a discussion. This change proposal is shown to other 
group KB’s subscribers as a request for comment. Users must give one answer as an 
response: "accept" when they believe that the proposed knowledge must be integrated 



 A Collaborative Development of Ontology-Based Knowledge Bases 223 

into a coherent knowledge base, "reject" or "offer its own version" otherwise. When 
all members of the group agree to accept the change received, it is accepted and rec-
orded to the group KB, and then transmitted to all its subscribers. 

Collaborative Protégé [8, 9] is an addition to the popular editor Protégé that im-
plements the functionality of collaborative development. As part of this addition the 
following functionality was provided: integration of discussions and annotations into 
the development process, extensible annotation classes to describe proposals, votes, 
tips, comments, etc. were introduced to serve this purpose; changes management, 
logging of changes, votes and other changes in the system in a user-accessible form; 
roles and permissions management; workflow support, i.e. definition of a set of opera-
tions that is required to perform to make changes in KB. Collaborative Protégé pro-
vides a wide range of options to control data consistency and communication between 
users. Editing ontology on server goes in a synchronous way when any change is 
automatically delivered to all connected users. 

WebProtégé [10] is a lightweight ontology editor and knowledge acquisition tool 
for the Web. It provides extensive collaboration support, including change tracking, 
contextualized threaded discussions, watches and notifications and a flexible access 
policy mechanism. WebProtégé aims at providing an ontology tool that a large spec-
trum of users, ranging from ontology experts to domain experts. Thus, its interface 
may be customized for users with different levels of expertise. 

ContentCVS [11] is the plugin for Protégé. Its approach adapts concurrent version-
ing paradigm to allow several developers to make changes concurrently to ontology. 
It provides conflict detection and resolution features based on techniques that take the 
structure and semantics of the ontology versions into account. 

4 KB Editor’s Model 

We have proposed a model of collaborative knowledge base building and architecture 
of a software system that implements it, using asynchronous editing mode as default 
and supporting KB version control [12]. Proposed model of collective KB develop-
ment is focused on meeting the requirements for KB editors described in Section 2.  

4.1 KB Version Control 

According to the proposed model, each user of the system has its own private know-
ledge base "branched" from the public KB. The users can edit only their knowledge 
bases. From the transparency requirements private copies are private only in terms of 
the changes, they are available for all users of the system to view. When a developer 
is confident enough in the knowledge entered to his KB, he can send the changes to 
other users for discussion and voting. If the proposed change passes vote successfully 
it is transferred to the public knowledge base and is broadcasted to all remaining  
users. 

As a version control model for the ontology we use the model analogous to the  
one proposed in [13]. The convenient formalism for change tracking and conflicts’ 
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detection that occur when trying to merge two working copies of the ontology to a 
single base are considered there. In the simplified version of this formalism the use of 
function S comparing two versions of ontology is suggested. This function returns the 
set of additions, deletions and modifications. It’s possible to use it to track the con-
flicts that arise when combining versions of KB. Let v1, v2 be two private KBs and v0 
– public one, then the conflict can be tracked using two values of S – S(v0,v1) and 
S(v0,v2) – there is a conflict if both values have different changes made to KB’s ob-
ject. When using this model, good part is the fact that when dealing with a large 
knowledge base and many users we do not need to store multiple copies of private 
KBs containing repeating unchanged "basic" part, and we need to store only the 
changes made relatively to public KB. Though the general form of the function S or 
algorithm to obtain its value is unknown, but it is possible to get the values S(v0,v1) 
and S(v0,v2) by logging changes during the process of making changes by users in 
their private KBs. 

One of the sources of changes in the real information systems are automated pro-
grams, such as the collectors of ontological information, supplementing the know-
ledge base of scientific knowledge portals [14]. While working such programs can 
generate a large number of changes. These changes should be made to the KB direct-
ly, without "distracting" other developers. 

4.2 User’s Roles and Permissions 

Developers and experts with various levels of ontological competence and areas of 
expertise may participate in the development of the KB, so it is important to provide a 
flexible permissions and roles management system. Group policies similar to those 
used in modern file systems are not satisfactory way to manage permissions. In our 
approach, we use the following model to grant users rights to view and edit KB. Iden-
tification of the competence group that has specific rights to modify, delete, create 
objects KB is given in a flexible manner with respect to a base relation in the ontolo-
gy, for example, ISA. By selecting vertices in the tree constructed by this relation, we 
can define the rights of the group to edit only this vertex or the sub-tree rooted at this 
vertex. An user who belongs to several groups merges rights of these groups. It seems 
reasonable to divide the rights to design (working with classes and class attributes of 
ontology) and editorial (only adding and modifying of instances of classes). 

4.3 Integration of Discussions to the Development Process 

Undoubtedly, when editing ontology it is important to have all the information and 
discussion in one place. For users to be in the context of the discussion when editing 
KB, the discussion should be fully and easily accessible in the process of changing or 
viewing this part of the KB. It applies not only to the components of the knowledge 
base, but also to every change user makes and sends other users to vote. The meta-
information such as information about the author, creation date, and the vote results is 
integrated into the development process. 
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4.4 Changes and Notifications Controllers 

Two working components in the architecture of the proposed system are the changes 
and notifications controllers.  

The changes controller manages the changes at different stages of editing private 
KB and application of approved edits to the public knowledge base. This component 
of the system performs the following tasks: 

• KB version control, 
• detection of user changes and their conflicts, 
• management of complex changes,  
• application of approved changes to the public KB and broadcasting them to the 

private KBs.  

Notifications controller is responsible for users notifications about errors, available 
actions, the consequences complex change will have, ensuring transparency of mani-
pulations with the private KBs. The messages can be either informational or active. 
The former, for example, include status messages, the latter – the messages that 
prompt the user to perform an action, for example, remove the detected errors.  

5 KB Editor’s Functionality and Its Implementation 

Ontology editor is based on ontology description language with expressivity equiva-
lent to OWL Lite [15].  

As it was mentioned above, the model assumes existence of public KB, inaccessi-
ble to users for editing and the number of users’ private KBs, where users can make 
changes. This section describes the common user scenarios taking place in the collec-
tive development of KB.  

Any change in the public knowledge originates from changes made by the end user 
in his KB. At the level of changes in private KBs development goes in a mode similar 
to the single-user system.  

When a user makes changes to its knowledge base through the editor’s interface, 
the system determines the basic changes will be made with the knowledge base, as 
well as a cascade of changes caused by user action. For example, deleting a class 
attribute will also lead to the removal of the attribute values for all its instances. A list 
of these changes is shown to the user for confirmation by notification controller. After 
the confirmation these changes are recorded in the user's knowledge base with the 
unique change identifier, date, author, and other metadata. 

Usually during an opened session expert makes many changes to the knowledge 
base, so for convenience of making edits and sending them to other users, users can 
"commit" a group of changes analogously to commit operation in textual version con-
trol systems [16].  

The user can undo the single unfixed change as well as delete an entire group of 
the committed changes. In this case, these changes are removed from the list of 
changes.  
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Not only each class, attribute, instance, relationship, and any other object in the 
knowledge base, but each committed change has a discussion connected to it. 

After the change is recorded to a private KB, the user can send it to other users on 
the discussion. Each of the members having the permissions to edit parts of KB 
changed receives a request for comment. Possible applications of the incoming 
changes: accept or reject them. 

• If changes were rejected no changes in receiving user’s KB occur. 
• In case user accepts changes but does not have own changes intersecting with re-

ceived, then accept the changes and record them to the list of his changes.  
• If the receiving user has already made changes that overlap with received ones and 

contradict them – there is a conflict, in this case the user is notified about conflict-
ing changes, with a list of actions to resolve the conflict: to cancel, to fully accept 
or accept preserving own changes.  

Accepting of the incoming changes or rejecting them is the heart of the system’s vot-
ing process. Model of accepting changes by voting may be determined in various 
ways depending on the number of users. The simplest of them is to accept the 
changes, if the majority of users supported them, or to accept the changes approved 
by all users.  

At that moment when the change was accepted by voting, it is moved into a public 
knowledge base. Since each user has a set of KB changes made in comparison with 
public KB, the new change is removed from the list of changes of users who have 
already accepted it. Users who do not have the permissions to manage this change 
also receive it, and users who rejected it get a second request to accept or reject 
change. If this change is rejected again, then the user will get automatically created 
change, preserving the state of his knowledge base intact. 

These user scenarios fully describe the process of collaborative knowledge base 
building in terms of changes management and version control in the system. 

6 Conclusion  

The paper summarizes the requirements for editors supporting collaborative KB 
building, as well as a brief overview of several tools for collaborative development of 
knowledge bases based on ontologies. The survey revealed that none of the editors 
considered fulfills the requirements for such tools. It should be noted that a complete 
list of requirements for systems of this type has not yet emerged in the scientific 
community, and a list of requirements for the editors of KB presented in this paper is 
only a part of them. Determination of the other requirements is possible only after the 
accumulation of experience in usage of systems for collaborative KB and ontologies 
in real-world applications and representative collection of the reviews about them 
from experts and developers. 

The original model of collaborative development of knowledge bases, based on on-
tologies, was proposed. The model proposed uses asynchronous editing mode as de-
fault and knowledge base version control system. The model supports integration of 



 A Collaborative Development of Ontology-Based Knowledge Bases 227 

notifications and discussions into the development process, as well as the presence of 
the flexible roles and permissions management system to support groups of develop-
ers and experts with various levels of ontological competence and areas of expertise. 
The implementation of this model in KB editor integrated into the thematic intelligent 
scientific Internet resource (ISIR) is described [17]. Collaborative KB building is 
supported by version control subsystem that constantly monitors the consistency of 
the knowledge base, and by the notification subsystem intended to make development 
transparent for users and to integrate the discussions to the development process.  
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Abstract. This paper presents a tool to convert linked data of an
e-learning system to the SCORM standard. The conversion method is
based on predefined templates. The tool receives content related to a spe-
cific course from semantic data stored in the ontology-based e-learning
system. Using predefined templates the tool creates learning content for
Learning Management Systems. This paper describes the overall system
architecture and the methods of course’s content conversion.

1 Introduction

1.1 The Ontology-Based E-Learning System

The ontology-based e-learning system provides key features for working with ed-
ucational materials for tutors and students. The system data thoroughly reflects
the structure of education process via the relations between courses, modules,
lectures and terms. All data are stored in a semantic format which supports data
reuse, flexible data modeling and entity relations analysis[1].

The ontology-based e-learning system is built on top of the Information Work-
bench platform1. The Information Workbench platform provides functions to
interact with Linked Open Data[2]. The platform is built on top of open source
modules. The user interface of the system is based on the Semantic MediaWiki
module[3]. An extension of the standard Wiki view Information Workbench pro-
vides predefined templates and widgets. RDF data management is based on the
OpenRDF Sesame framework. The platform has support of SPARQL queries.
The system has open SPARQL-endpoint for sharing its content.

1.2 The SCORM Standard

The Sharable Content Object Reference Model(SCORM) is a set of standards
for e-learning systems[4]. SCORM describes the format of learning content for
Learning Management Systems. The most common versions of the SCORM Stan-
dard are:

– AICC HACP,
– SCORM 1.1,

1 http://www.fluidops.com/information-workbench/

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 229–236, 2014.
c© Springer International Publishing Switzerland 2014

http://www.fluidops.com/information-workbench/


230 F. Kozlov

– SCORM 1.2,
– SCORM 2004.

Learning courses built using the SCORM standard can be played in any
SCORM-conformant Learning Management System[5].

The main feature of the SCORM standard is the processing of the result of
the course, such as time and score. The analog of the SCORM Standart is the
Tin Can API specification. The Tin Can API allows for several new capabilities
that SCORM didn’t, such as taking e-learning outside of the web browser and
team-based e-learning. The SCORM standard has simple interface and better
suited for development of the conversion tool.

1.3 Problem Description

The learning content of the ontology-based e-learning system can not be inte-
grated into Learning Management Systems such as Moodle. This is one of the
main problems of integrating systems learning content into local environment of
the university.

The analog of the designed tool is the tool to export the linked data into the
SCO objects in the SlideWiki system. The SlideWiki is the system to share cor-
porate knowledge using presentations[6]. The SlideWiki SCORM Converter can
generate SCORM learning courses from presentations. In the SlideWiki SCORM
Converter, there are no templates for SCORM course pages. The rendering pro-
cess is based on the copying of presentation slides.

The main goal of the designed tool is to export learning courses from the
ontology-based e-learning system and convert it to SCORM-conformant learning
content.

Exporting courses to SCORM standard will make it more affordable to use in
e-learning systems.

The designed tool has to solve a range of problems, such as:

– To extract the semantic data from the ontology-based e-learning system,
– To create the learning content by predefined templates,
– To build a SCORM-conformant learning content,
– To support different interfaces for interaction with the service, such as user

interface and REST API.

The designed tool must be integrated into the ontology-base e-learning system
environment.

2 The Ontology Model

The ontology model of the ontology-based e-learning system is built on top of
top-level ontologies such as AIISO2, BIBO3 and MA-ONT4. The AIISO ontology

2 http://purl.org/vocab/aiiso/schema#
3 http://purl.org/ontology/bibo/
4 http://www.w3.org/ns/ma-ont#

http://purl.org/vocab/aiiso/schema#
http://purl.org/ontology/bibo/
http://www.w3.org/ns/ma-ont#
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is used to describe a collection of learning objects such as Course and Module.
The BIBO ontology is used to describe the bibliographic resources related to the
course. The MA-ONT ontology is used to describe media content of the lecture.
The ontology model of the system describes relations between courses, modules,
lectures and terms and helps to represent its properties and media content.

Fig. 1. The ontology model of the system

The described system functionality was designed on the material of three
courses: 1) analytic geometry and linear algebra, 2) graph theory and 3) physics.
Each course has modules. Each module has a number of lectures. Material of
the lecture is described by a number of terms (annotations objects or a set of
keyphrases from the user’s point of view) and media resources.

The ontology model of the system is shown in Fig. 1.

3 Implementation

3.1 Overall Architecture

The designed tool uses functions from Information Workbench API modules.
The tool also strongly integrates into the Information Workbench environment.

The core of the designed tool is the SCORM Conversion Service. This ser-
vice interacts with framework modules and external libraries and provides basic
interface to convert semantic learning content to SCORM format.
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Fig. 2. The overall tool architecture

The SCORM Conversion Service is implemented in Java. A set of modules
from the Information Workbench provides methods for interaction with seman-
tic data. The SCORM Conversion Service collects semantic data through the
Query API. The Wiki Storage is used to collect all necessary predefined tem-
plates. The Template Renderer binds semantic data with predefined templates
and creates HTML content. The File System Utility provides functions to ma-
nipulate the files. The SCORM Conversion Service uses the SCORM Driver as
external library. The SCORM Driver is a wrapper for final learning content.

All technologies used in designed tool, have been chosen based on the com-
patibility with technologies of the ontology-based e-learning system.

Different modules for end-users, such as UI widgets, REST API services and
CLI utils, can be built on top of the SCORM Conversion Service.

The overall tool architecture is shown in Fig. 2.

3.2 Conversion Methods

In order to generate SCORM-compliant content, the relevant learning content
needs to be identified and prepared. The learning content for SCORM must be
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represented as a standalone set of HTML pages and media resources. In this
case the designed tool must be used to extract semantic data of single course
and generate a learning content.

Fig. 3. The structure of learning content

HTML page generation occurs with predefined templates and the learning
content comprises:

– the initial page,
– lesson pages,
– the final page.

For each type of HTML page a template must be defined. Initial and final
pages are generated by a course entity. Lesson pages are generated by lecture
entities. Lecture entities are obtained by predefined SPARQL query. The struc-
ture of learning content for SCORM generation is shown in Fig. 3.

Predefined templates are based on the Semantic MediaWiki syntax and stored
inside the Information Workbench system. Templates support HTML tags,
SPARQL queries and nested templates.

The conversion tool of the Information Workbench creates the body of the
page using predefined templates. The SCORM Conversion Service performs ad-
ditional processing of the content. The service extracts media resources from the
content and sets additional headers, styles and controls to pages.

The following example of part of a predefined template for the lesson page is
suggested.
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= $this.rdfs:label$ =

=== About ===

’’’Module’’’: $this.learningRu:isLectureOf$

’’’Number of lecture’’’: $this.learningRu:numberOfLecture$

=== Terms ===

{{#sparql: SELECT DISTINCT ?label

WHERE { ?term learningRu:isTermOf {{this}} .

?term rdfs:label ?label } }

| format=template | template=Template:ListTemplate}}

3.3 Generation of SCORM Content

To get a SCORM-conformant package with single course we need to wrap ob-
tained learning content into the SCORM Driver. The SCORM Driver is a li-
brary that provides capabilities to play learning content in SCORM-conformant
Learning Management Systems. Each SCORM standard has its own version of
SCORM Driver. In this work we used SCORM Driver for SCORM 2004 stan-
dard.

The common steps of SCORM generation are:

– To wrap learning content into the SCORM Driver,
– To set-up manifest files,
– To add bookmarking and completion code to HTML pages,
– To add links to the next page,
– To create a ZIP archive of wrapped learning content.

In the result of the SCORM generation the designed tool receives a SCORM
package for a single course.

3.4 Integration

To integrate the designed tool into an ontology-based e-learning system the
following steps have been made:

– To create a new solution for Information Workbench framework,
– To create a service based on the designed tool’s interface,
– To create UI widget to insert on system Wiki pages,
– To build and deploy a solution in the system environment,
– To create a ZIP archive of wrapped learning content,
– To define templates of initial, lesson and final pages for SCORM generation,
– To insert UI widget into a course page.

As a result of integration the ontology-based e-learning system has its own
tunable UI component for SCORM course generation. The widget configuration
interface is shown in Fig. 4.
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Fig. 4. The widget configuration interface

4 Conclusion

In this paper a tool to convert Linked Data of an e-learning system to a SCORM
standard was described. The tool was developed and successfully integrated into
the ontology-based e-learning system. A demo widget is available on any page
of the course in e-learning system. The demo widget for a Physics Course can
be found at http://openedu.ifmo.ru:8888/resource/Phisics:Physics.5

As the main output, the tool generates an archive with SCORM-conformant
learning content. The archive was successfully tested out in the SCORM Cloud
framework. The lesson page of the obtained SCORM package is shown in Fig. 5.

In future versions of the designed tool the following will be included:

– further support of SCORM standards,
– Tin Can API support,
– REST API service,
– CLI service,
– support of new tags and widgets in predefined templates,
– increase in the speed of page rendering,
– extended UI widgets for the tool.

5 See https://github.com/ailabitmo/linked-learning-scorm-converter for the
source code.

http://openedu.ifmo.ru:8888/resource/Phisics:Physics
https://github.com/ailabitmo/linked-learning-scorm-converter
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Fig. 5. The lesson page of obtained SCORM package
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Abstract. Ontology construction is a time consuming and labor intensive task. 
It may take many months to construct an ontology as according to standard 
practices each concept must have synonyms, domain specific definition, unique 
identifier and references. Current practices of ontology construction require 
manual data input to feed this data via programs such as Protégé etc. We  
designed a small application that speeds up the development of new ontologies. 
It provides an easy to use and convenient interface that allows to theoretically 
build an ontology within few days. The output of our program can be  
easily opened and then used into a standard ontology editor like Protégé.  
Availability: The software is freely available visiting this link: http://www. 
francescopappalardo.net/ontofast.zip. 

Keywords: Ontology engineering, semantic web tools, ontology population. 

1 Introduction 

An ontology is a formal specification of a shared conceptualization [4]. Manual on-
tology construction is a time consuming process and it takes many months to con-
struct an ontology from beginning. Application and objective of the ontology have to 
be defined and searching for the relevant concepts and metadata associated with each 
of the concept is a challenging task which usually takes much more time than antic-
ipated. Due to the efforts and time consumption of constructing ontology, several 
approaches and applications have been developed. Some of them are automated and 
others are semi automated. Most of the automated ontology construction tools require 
technical expertise of computing and natural language processing making it difficult 
for people without computational background and it may take few months to couple 
of years to learn and master those tools. For example, as reported in a recent survey 
[6], learning and working with Protégé (which is not exactly an automated ontology 
construction tool though) is a time consuming task and it was found that six months 
experience was not sufficient to learn it. In addition, most of the automated tools work 
on a corpus to construct a hierarchical ontology. This means that the results could 
vary significantly on the basis of the content of the corpus. Some of these tools help to 



238 A.-M. Rajput et al. 

 

construct de-novo ontologies but cleaning the concepts which are not required and 
integrating associated metadata required in ontology are also cumbersome tasks. 
Some of the tools are presented as follows. ASIUM [3] (Acquisition of Semantic 
Knowledge Using Machine Learning Methods) acquires ontological knowledge from 
text given as an input. The system is based on conceptual and hierarchical clustering. 
Doddle II [10] is a system which can exploit the machine readable dictionary and text 
corpus to populate the domain specific ontology. KnowItAll [2] extracts facts from 
the web by using linguistic and statistics method and it is mainly designed for large 
scale information extraction. In addition, to the best of authors knowledge, there are 
few more programs such as MedSynDikate [5], OntoLearn [9], String-IE [8] and 
Text2Onto [1], but none of them provide an interface where a list of concepts can be 
given and associated metadata could be added in an automated way to construct an 
ontology. 

Figure 1 shows the difference between a manual addition of a concept in an ontol-
ogy and concept population via OntoFast. Adding a concept in an ontology roughly 
takes several minutes depending upon the size of metadata associated with it.  

 

Fig. 1. The difference of steps between manual addition of a concept in an ontology and by 
using OntoFast to populate a new ontology 

For example, if a user wants to add a concept with n synonyms then he/she has to 
repeat the same steps n times. Further, if he/she wants to add references then the same 
practice has to be done. The same goes with the definition and any other annotation 
and all this is only for one concept. If you are considering to construct an ontology 
with many concepts which are having dozens of synonyms (as in biological domain) 
then it would probably take weeks to months to do the simple task of populating an 
ontology which is not attractive for domain experts. With the help of OntoFast the 
same task can be performed within couple of minutes while constructing a new ontol-
ogy. It works only for new ontology because we assumed that massive population of 
concepts only needed when an ontology is started to be constructed. The tool’s output 
is an OWL/XML file in which the concepts are stored as Classes. 
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Metadata can be easily associated with the imported concepts by selecting a con-
cept and providing in the relative fields the associated details. The main attributes 
required for the ontology were definition, synonyms and references thus there are 
different text boxes given to incorporate the same. As the goal was to speed up the 
initial step in the generation of new ontologies, each of the boxes can accommodate 
copy/paste to quickly populate the ontology. In addition, more than one synonym and 
reference can be given in different lines. Finally, the hierarchy of the ontology can be 
arranged later on by user in Protégé, since such an operation can be already carried 
very quickly in it. 

3 Results and Discussion 

In this paper we presented an application which allows to construct ontologies quickly 
in order to speed-up the standard procedure of constructing ontologies and associating 
metadata. This actually takes time that goes from many months to couple of years and 
involves many people. For example, PLIO (Protein-Ligand Interaction Ontology) 
[http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3106195/] was constructed in 18 
months, MSO (Multiple Sclerosis Ontology) was created in 1 year and GO (Gene 
Ontology) took many years and still being updated continuously. One of the main 
hurdles while constructing MSO was represented by the difficulty of introducing new 
concepts into the Protégé user interface. This task revealed to be time consuming and 
labor intensive. Since the ontology engineers are specialists in their domain and they 
may construct ontologies only for their specific needs, they are usually not experts in 
ontology construction work. This lack of practice often slows down the progression of 
the work and forces them to do repetitive task which can be automated easily. Our 
application solves this problem by providing an easy to use and convenient interface 
which facilitates quick ontology construction and save domain experts precious time. 
Since ontologies can be put with different hierarchies and different application scena-
rios which vary from person to person and from task to task, we were not actually 
interested in putting an hierarchical feature into it. In addition, the output of our pro-
gram can be easily opened into standard ontology editors like Protégé and the hie-
rarchy can be then changed by drag and drop to the users specific needs. Hierarchy 
relies on expert so domain expert can easily construct ontologies with the help of our 
tool instead of wasting time by manually populating the ontology. Our tool provides 
an easy to use interface to quickly populate and construct ontology instead of doing 
repetitive work of adding concepts one by one. More than one synonym and reference 
can be given in different lines making it more convenient for information retrieval 
systems to broaden the coverage of the ontology. Depending on the collection of me-
tadata etc for biomedical domain, we showed that enrichment of ontology can be 
automated with the Knime workflow and UMLS [7]. In addition the same workflow 
can be used to query any public MySQL database with some minor changes. Ontolo-
gies are considered controlled vocabularies for knowledge representation. Our tool is 
a middle interface between dictionaries and ontologies and provides an easier way to 
transform one into another.  
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1 Introduction

Internet and computer technologies have changed dramatically the ways of ex-
changing of science knowledge and research results. Mobile devices are used in
every part of our life, especially in production activities and evolution of Cloud
computing technologies. This discovered a challenging task to create a uniform
information space, which could integrate all science resources and keep certain
semantic relations between them. The key moment of such integration task is
that we must semantically markup this scientific content. A large number of
known xml-based markup languages gives us a possibility to use them in order
to increase the effect of semantic structuring during automated processing of
information. This is the main scope of the Semantic Web as a part of global
process of Evolution of the Internet.

Nowadays traditional ways of disseminating research results are replaced by
the technologies of the Digital Era. Printed-paper form has been the engine of
culture and education during the past 500 years but today it is no longer compet-
itive with the digital technology. Therefore, publishing in general, and scientific,
in particular is actively reconstructed. Maintaining the traditions, that are his-
torically in scientific journals (peer review, discussion of the editorial board,
etc.) new methods to support publishing are developed. The idea of creating
Worldwide Digital Library of Mathematics (WDML) is discussed [1].

Most of modern scientific publications are presented on the Internet; period-
icals often have web portals with electronic versions of published materials or
summaries of articles. All these portals are supported by a management system

P. Klinov and D. Mouromtsev (Eds.): KESW 2014, CCIS 468, pp. 242–251, 2014.
© Springer International Publishing Switzerland 2014
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that provides navigation to the content or they are part of a bigger overarching
information system (e.g, the administrative system of the whole organization).

One of the main trends of the information society is creating a new type
of information systems known as digital libraries (DL). DL is a distributed in-
formation system that enables reliable and effective use of different collections
of electronic documents that are available for the end user via the global data
network. Components of DL are specialized electronic collections of information
resources.

Electronic scientific publications management systems are not limited only
by providing remote paper submission services to scientific journals and further
processing to final publication. They also may be responsible for discovering and
granting access to all existing content and provide advanced search services (by
author, article title, keywords, etc.) in the appropriate digital collections, in other
words they fully implement the functionality of digital libraries. It means that,
electronic scientific journal can be considered as a scientific DL, which operates
on journal articles as information objects.

Creation of an information system that must support the processing of math-
ematical electronic collections has essential differences and is more complicated.
This is primarily due to the presence of formulas in the article text, which have
many technologies for their typing and displaying. Most of the available elec-
tronic sources of scientific mathematical information contain texts, where auto-
matic processing is difficult because of the complexity of data retrieval and lack
of the information about structural skeleton of the text.

The paper discusses the approach to automate the processing of scientific
electronic documents and converting them to structured e-documents. Empha-
sis is placed on the key moments of processing of mathematical texts. Using
services created by the proposed method, we performed structuring and mark-
ing up of a large volume of electronic storage containing the periodical issues in
mathematics.

2 Semantic Markup

Correct keyword selection and correct metadata creation that describe properties
and content of information object affects dramatically searching results relevancy
and even on efficiency of the search process as a whole. It means that methods
of extraction and creating metadata from scientific content are crucial for the
quality of searching services. Usage of metadata, which are created using both
Dublin Core and RDF, can increase the effectiveness of searching services in
digital scientific journals.

In journals of mathematics, an important part of searching service is a search-
ing using formula fragments. Search, using fragments of formulas, for example,
in digital repository of Lobachevskii Journal of Mathematics1 was done [2]. The
technology of converting mathematical texts and documents into XML format
and rewriting formulas from those documents using MathML-notation lies at the

1 http://ljm.ksu.ru/

http://ljm.ksu.ru/
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base of the search algorithm [3]. The Algorithm provides several XML/MathML
streams of discovering, converting and preservation. One of those streams is re-
sponsible for transformation of documents from original author’s TEX format to
XML with MathML insertions

Most popular publishers that are working with mathematical texts (e.g.
www.ams.org and Russian academic journals) use only TEX-notation. The biggest
archive arXiv.org mostly consists of articles, that are TEX-files or of *.pdf and
*.ps files, that are in fact also compiled TEX-files.

Nowadays there are many program tools for semantic marking electronic doc-
uments and for saving them into XML (e.g. for TEX-MathML conversion) [4],
but many of them cannot work properly with real author’s documents. This hap-
pens because several documents in one collection may have too many different
style compositions and do not have any common structural elements. That’s why
firstly we need to transform electronic documents without any structure to the
documents with certain structure, which is suitable for collection. Only after this
action, some automated parsing procedures can be applied. The transformation
algorithm of mathematical e-documents is based on their syntax analysis [5].
This is the key difference of our algorithm from other ones that are described
in Lemon8-XML Public Knowledge Project [6] or TeamBeam Project [7]. As a
result we also created a standard style sheet with definition of some common
semantic TEX-constructions (e.g. \autor{}, \journal{}, \title{} or \udk{}).

The algorithm can be divided into several steps. On the first step the whole
collection of documents is split into several homogeneous clusters based on the
used style sheet. Since the collection consists of journal articles and articles from
composite books there cannot be many different clusters with their own style
sheets. Then we prepare special version of the algorithm for each cluster, con-
sidering its style sheet or style sheet of group of similar clusters. All author’s
syntax structures are replaced by the standard ones. On the next step, the algo-
rithm extracts necessary data for filling semantic TEX-structures. This successful
transformation of a collection documents gives us a chance to apply to the doc-
uments such structural and semantic mark-up formats as OpenMath, OMDoc
and STEX (semantic TEX) [8,9]. Moreover, the transformation is also used for
building a mathematical ontology and creation of semantic search service [10,11].
Much of the semantic content in TEX-documents is represented only implicitly,
and we must decode it only manually for understanding and further processing.
For machine-processing this implicit content must be made explicit, which is a
non-trivial task.

Despite TEX-system has wide functions for document-structuring, authors of-
ten use only semantically simple tools for creating structure of a document. The
Documents in archives, which were written years ago, when electronic form of
document was used only for preparation for printing, are the most complicated
ones for machine processing. Anyway, we can try to extract structure of such
documents automatically by analysing font selection or text unit sequences. De-
fined structure and metadata extraction of e-document automatically gives us
ability to transform it into suitable formats of Semantic Web [3].

www.ams.org
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Set of requirements for scientific articles, which are defined by journals’ style
sheets, was used as a base set of attributes for the metadata extraction algorithm.
Tags of the documents allow selecting some text units automatically. Using se-
mantic tags such as \author or \title in articles and applying a standard style
sheet to the documents of the collection make the machine-processing algorithm
of mathematical texts much easier.

The vast amount of scientific literature constitutes a difficulty for authors and
researchers in finding and using all relevant information in their work. Partially
this problem can be solved by using metadata. In a digital library framework,
we can find multiple kinds of metadata, which usually are created during the
registration process [12]. Descriptive metadata, a more generic name for the
traditional bibliographic metadata, relates to the description and identification
of the information objects, such as titles, authors, indexing terms, classification
codes, abstracts, etc. References also are an important part of the metadata
section [13]. Extraction of the whole bibliography block is a relatively simple
task – usually at the beginning of the list, the relevant keyword is located.
Separation of each bibliography record and its’ internal structural analysis is
much more difficult problem.

Automatic extraction process of bibliographic data from articles of an e-
mathematical collection consists of finding bibliographic block in the docu-
ment and then parsing strings into bibliographical components. For example,
tag \begin{thebibliography}, which is used in most journal articles in TEX-
notation, can uniquely identify bibliographic objects. It should be noted, that
usage of structural tools of TEX-system is not common practice. Many elec-
tronic documents, in particular, materials of scientific conferences, do not have
no any structural markup; moreover, even the bibliography block may be not
structurally separated. For those electronic documents, the automatic parsing
algorithm uses typography features and order of text units in the document.

The algorithm of bibliography elements extraction can be divided into several
steps:

– Extraction of individual bibliographical records from the bibliographical sec-
tion. For proper separation of records the rules of references accepted in the
journal (brackets, numbering) are used;

– Using developed regular expression patterns (e.g. [14]), each bibliographical
record is parsed to select list of authors, title of the article, year of issue and
other publisher’s imprints.

The algorithm is implemented on C� language. We tried to use this algorithm
to process the electronic collections of “Proceedings of Lobachevskii Center of
Mathematics”, and a part of archive of “Uchenye Zapiski Kazanskogo Univer-
siteta”. Important to say, that these journals use different systems of rules of
references, and we had to construct an individual set of patterns for each of data
array. For searching for an \bibitem block in bibliography section we used the
pattern:
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string pattern =

@"item{.*?}(.*?){.em(.*?)}.*?[--|//](.*?)

(\d\d\d\d).*?--(.*?)[bib|end".

Next pattern used for metadata extraction for two journals – “Russian Math-
ematics” and “Uchenye Zapiski Kazanskogo Universiteta”:

string pattern =

@"item.*?{.[em|it](.*?)}(.*?)[--|//](.*?)

(\d\d\d\d).*?--(.*?)[bib|end]".

Another one used for metadata extraction of “Proceedings of Lobachevskii
Center of Mathematics”:

string pattern =

@"[0-9](.*?){\\it(.*?)}(.*?)

(\d{4}).*?([CP].~\d+--\d+|\d+~[cp]).".

There are examples of source files of papers for semantic analyzing (See fig-
ures 1, 2).

Differences between style sheets of scientific journals increase difficulty of ex-
traction process. We can see this on figures 1 and 2.

Fig. 3 shows a fragment of the resulting xml-file.
The practical application of the described algorithm showed its effectiveness.

About 10% of e-documents from collections were processed incorrectly or in-
completely. This is due to the fact, that there was not any stylistic validation at
the stage of receiving articles and authors’ design (including the bibliography)
of articles in some cases did not meet the prescribed rules of journals.

3 Scientific E-Journal Management Systems

Since libraries are increasingly involved in journal publishing, a shared preserva-
tion quality digital repository is a natural place to archive and provide access to
journal literature to ensure its long-term preservation and discoverability [15].

Modern scientific e-publication management systems are not limited by the
submission services of articles into a scientific journal and their further processing
for final publication, but provide access to the generated content and advanced
search (by author, title, keyword, etc.) in corresponding electronic collections, i.e.
completely implement functionality of digital libraries. From this point of view, a
scientific e-journal can be considered as a scientific DL operating on the articles of
the e-journal as with information objects. Analysis of existing scientific e-journal
management systems was carried out in [16]. We can use DL technologies to
automate editorial processes in scientific journals. This was demonstrated on the
example of the introduction of software platform OJS (Open Journal Systems).
Public Knowledge Project2.

2 http://pkp.sfu.ca/ojs/

http://pkp.sfu.ca/ojs/
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Fig. 1. Paper fragment of Journal 1 and its structure

The functions of modern scientific e-journal management systems contain ser-
vices, regulating the peer review process and ensuring the collective editing of
electronic documents. In addition, these systems should provide such editorial
services as classification, annotation, metadata selection, publication, long-term
preservation, conversion, distribution, syndication, usage statistics, harvesting,
combining into a collection, interaction with institutional repositories, access
control, subscription and sending out notices, new arrivals.

Since 2013, a scientific e-journal management system is created in the Re-
public of Tatarstan with the participation of the authors. In this project, we
chose The Open Journal System OJS as a software environment that provides
all functions of automation of editorial and publishing processes. Taking into
account of the specifics of each particular journal editorial processes is based on
the completion of the program code contained in the OJS. The system has a
modular architecture that allows you to develop your own classes and modules.
It implements the Model-View-Controller (MVC)-structure and, therefore, data
storage, user interfaces and control functions are separated to different layers of
interaction. The functionality of the system can be extended with the help of
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Fig. 2. Paper fragment of Journal 2 and its structure

special modules and plug-ins. The system has a gallery of modules containing
many useful features that empower OJS (see [17]).

A module of automation of semantic processing of documents written in TEX-
notation was developed to extend functionality of OJS instance. The module
solves following main problems:

– downloading of a TEX-document to the OJS journal system;
– checking for compliance of the loaded document with the editorial rules

(validation process);
– generation of reports on the results of validation and alert system;
– compilation of the TEX-document by the OJS server and generation of re-

ports;
– extraction of metadata from the TEX-document.

4 Using Services of Semantic Markup in E-Journal
Management Systems

Widespread web-based applications developed using the technology of Cloud
Computing allow to create a new type of workspace, providing access to corpo-
rate resources and services from any device all over the world. A prerequisite
for such service is only the access to the Internet. In particular, a new scientific
communication system is formed, for example, in mathematics. The develop-
ment of cloud technologies has also affected the ways the research results are
published. At the same time, systematic access to scientific content presented in
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Fig. 3. Metadata extraction – resulting xml-file fragment

electronic form, is impossible without a special automated system of publication
of scientific works. The architecture of this system proposed in [16] and contains
three levels – physical level, basic level and the level of services.

The physical layer describes the hardware component of the system, ensuring
the functioning of the upper layers, and includes system and application soft-
ware. All of these components must be provided with technical support including
the virtualization and cloud computing technologies, although implementation
without the use of virtual machines is also possible.

The basic layer is responsible for providing of main scientific e-journals man-
agement services ensuring, in particular, the registration of authors and users,
the initial reception and processing of articles, including automatic check of com-
pliance with the editorial rules and the rules of reviewing. There should be also
the control of compliance with a deadline for the article consideration, of referee
appointment and of distribution of various notifications. There also should be
services of remote interaction and interoperation, search in the electronic in-
formation resources and automated extraction of metadata and structuring of
the input information. User management support, access rights differentiation
and a possibility for providing the paid access to the content are also necessary.
On the basic layer, it is advisable to use one of the known scientific e-journals
management systems. In particular, we propose to use the OJS, with the help
of which all the business processes of the electronic publishing as well as the
content preservation are implemented.

The layer of the services contains additional add-ons and functions, taking into
account the specific of the e-journal topical area. For example, for the mathemat-
ical e-journals the services of conversion into specialized formats (TEX, MathML
and others) are essential. This is a front-end of the systems where all the interac-
tion with the end user takes place. At this level, all discussed scientific collection
integration services and, possibly, some ontology constructing services should be
placed. In particular, we install here a service, which extracts metadata from
articles in TEX format and uploads them into the storage subsystem. This ser-
vice allows to markup resources, hosted by the system with use of the described
algorithm.
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The user interaction with scientific e-journals management system can be
arranged either through an own web portal, or through special software adapters
from the web portal of the specific journal that stores its content in the repository
of the system.

In the case of the first type of the interaction, a registered user gains an access
to all e-journals, hosted by the system and the web portal serves as a single entry
point. This method is most convenient for new journals that have not had their
own web sites.

For the e-journals that already have history and support their own sites the
second way of the interaction is more acceptable, in our opinion. In particular,
it allows to keep usual web link of the e-journals’ site and its “history” in the
Internet, although the editorial processes are automated as much as possible.
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