
Evaluating Host-Based Anomaly Detection

Systems: Application of the Frequency-Based
Algorithms to ADFA-LD

Miao Xie1, Jiankun Hu1, Xinghuo Yu2, and Elizabeth Chang1

1 UNSW Canberra, Canberra, ACT 2612, Australia
2 RMIT University, Melbourne, VIC 3001, Australia

Abstract. ADFA Linux data set (ADFA-LD) is released recently for
substituting the existing benchmark data sets in the area of host-based
anomaly detection which have lost most of their relevance to modern
computer systems. ADFA-LD is composed of thousands of system call
traces collected from a contemporary Linux local server, with six types
of up-to-date cyber attack involved. Previously, we have conducted a
preliminary analysis of ADFA-LD, and shown that the frequency-based
algorithms can be realised at a cheaper computational cost in contrast
with the short sequence-based algorithms, while achieving an accept-
able performance. In this paper, we further exploit the potential of the
frequency-based algorithms, in attempts to reduce the dimension of the
frequency vectors and identify the optimal distance functions. Two typ-
ical frequency-based algorithms, i.e., k-nearest neighbour (kNN) and k-
means clustering (kMC), are applied to validate the effectiveness and
efficiency.

Keywords: host-based intrusion detection system (HIDS), Unix system
call.

1 Introduction

In the area of host-based anomaly detection [1], most of the existing benchmark
data sets, such as UMN [2] and DARPA [3] intrusion detection data sets, are
compiled a decade ago and have failed to reflect the characteristics of modern
computer systems. To fill this gap, ADFA-LD [10] [11] is released recently, which
is generated from a Linux local server configured to represent a contemporary
computer system. This server provides a range of services such as file shar-
ing, database, remote access and web server, with the operating system of fully
patched Ubuntu 11.04 (Linux kernel 2.6.38). The FTP, SSH and MySQL 14.14
are enabled with their default ports. Apache 2.2.17 and PHP 5.3.5 are installed
for web-based services. In addition, TikiWiki 8.1 is installed as a web-based col-
laborative tool. During a given sampling period, the system calls invoked by
each specific process is collected from this server in the form of a trace and, for
simplicity, the index of the system call is recorded rather than its name. 833 and
4373 normal traces are captured respectively for the purposes of training and
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validation, during which no attacks occur against the host and a variety of legit-
imate applications are operated as usual. Subsequently, six types of cyber attack
[10], i.e., Hydra-FTP, Hydra-SSH, Adduser, Java-Meterpreter, Meter-
preter and Webshell, are launched in turn, each of which generates 8 ∼ 20
attack traces. Table 1 summarises the composition of ADFA-LD, in according
with type, number and label.

Table 1. Composition of ADFA-LD

Training Validation Hydra-FTP Hydra-SSH Adduser Java-Meterpreter Meterpreter Webshell
833 4373 162 148 91 125 75 118

normal normal attack attack attack attack attack attack

There are two common categories of technique to detect intrusions/anomalies
using system call traces: short sequence-based and frequency-based [6]. Short
sequence-based techniques tend to mine patterns from subsequences of system
call traces and a decision is often made through a comparison to the model of
the normal patterns [4] [5] [7] [8] [9] [11]. Although this category of techniques
are able to generate an accurate normal profile, the learning procedures are ex-
tremely time-consuming. Frequency-based techniques, on the contrary, are much
cheaper in terms of computation, since they reorganise the system call traces into
equal-sized vectors based on the concept of ‘frequency’ and deal only with the
resulting frequency vectors [12] [13] [14]. However, their accuracies in modelling
a normal profile may be deteriorated due to the loss of positional information.

Previously, we have conducted a preliminary analysis of ADFA-LD and shown
that most of the intrusions/anomalies presented in ADFA-LD can be identified
by the frequency-based kNN algorithms [15]. In this paper, we intend to fur-
ther exploit the potential of the frequency-based algorithms against ADFA-LD.
First, it attempts to map the original n−dimensional space of frequency vec-
tors into a lower p−dimensional space by using principal component analysis
(PCA). Second, various distance functions are attempted separately to validate
their effectiveness. In different settings, two typical frequency-based algorithms,
i.e., kNN and kMC, are tested respectively. Detection accuracy (ACC) and false
positive rate (FPR) are employed as the performance metrics, which are given
in the form of RoC curve.

The rest of this paper is organised as follows. Section 2 introduces how to
reduce the dimension of the frequency vectors and the distance functions. Section
3 details the kNN and kMC algorithms and presents their performances obtained
from ADFA-LD and, finally, section 4 summarises this paper.

2 Model, Dimension Reduction and Distance Functions

In this section, we define the model by which, as previously mentioned, the sys-
tem call traces can be transformed into equal-sized frequency vectors. Then, we
discuss how to reduce the dimension of the frequency vectors, as well as various
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distance functions which will be used for measuring the similarity between two
frequency vectors.

A system call trace is a discrete sequence, with a variant length and the
elements ranging from 1 to n (the maximal index of a system call). The indexes
of the system calls and n are determined by the operating system; for example,
Linux kernel 2.6.38 provides a total of 325 system calls [16] such that n = 325.
Let s denote a system call trace, |s| its length and fi the number of occurrence of
the system call indexed by i, where i = 1, 2, · · · , n. The element of the frequency
vector can be defined as

f̄i =
fi
|s| .

Although the system call traces can be transformed into shorter and equal-
sized frequency vectors according to the above model, while operating these n
dimensional vectors, the computational cost is still considerable. As most of the
frequency vectors are sparse, intuitively, the dimension can be largely reduced
and a comparable performance can be achieved as long as most of the variance
is retained. Let m denote the total number of the training system call traces.
The training data set, say T, can be organised in the form of a m×n matrix by
which we can reduce the dimension using PCA [17] [18]. If the sample covariance
matrix of T is denoted by Q, using eigen decomposition, Q can be factorised as
Q = WΛW ′ where Λ = diag (λ1, λ2, · · · , λn) is a diagonal matrix with respect
to the descending eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn and W is the n×n orthogonal
matrix that contains the eigenvectors, i.e., W = [w1 w2 · · · wn]. By specifying
r, 0 < r < 1, it can obtain a subset of the eigenvectors from W , i.e., W̄ =
[w1 w2 · · · wp] where p < n and

r ≤
p∑

i=1

λi.

For any frequency vector s, the dimension can be reduced according to

s̄ = sW̄ .

Let V and A denote the validation and attack data sets respectively. After the
dimension is reduced, the training, validation and attack data sets are denoted
by T̄, V̄ and Ā respectively, where T̄ = TW̄ , V̄ = VW̄ and Ā = AW̄ .

Let Q̄ and Λ̄ denote the sample covariance matrix of T̄ and the diagonal
matrix obtained from the eigen decomposition of Q̄ respectively. Given any two
p dimensional frequency vectors, denoted by x and y for short, some distance
functions are defined for measuring their similarity, as shown in Table 2.

3 The Frequency-Based Algorithms

Application of the frequency-based algorithms to ADFA-LD is presented in this
section. We specify r = 0.8, which indicates that 80% variance of the raw data
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Table 2. Distance functions

Distance/Metric distance(x, y) Distance/Metric distance(x, y)

Euclidean (x − y)(x − y)
′

Minkowski

{
p∑

i=1

|xi − yi|q
} 1

q

Standardised Euclidean (x− y)Λ̄−1(x− y)
′

Cosine 1 − xy
′

(xx
′
)
1
2 (yy

′
)
1
2

Mahalanobis (x− y)Q̄−1(x− y)
′

Correlation 1 − 1
n

(x−μx)(y−μy )
′

σxσy

is retained; as such, p = 9. By testing a range of each parameter, the ACC and
FPR of each algorithm against each type of attack are given in the form of a
RoC curve. In particular, ACC is the number of successfully detected abnormal
traces (attack involved) dividing by the total number of abnormal traces and
FPR is the number of normal traces which are identified as abnormal dividing
by the length of the validation data set.

3.1 kNN

kNN is the most widely used algorithm in the area of anomaly detection [18] [19]
[20] [21]. Based on the kNN algorithm, we detect a system call trace by searching
its p dimensional frequency vector’s k nearest neighbours within a radius of d
from T̄ in terms of a certain distance function. That is, for any y ∈ V̄ ∪ Ā and
all x ∈ T̄, if

# (distance(x, y) ≤ d) ≥ k,

y is normal; otherwise abnormal.

Table 3. Parameters of kNN

Distance/Metric d step width Distance/Metric d step width
Euclidean [0.01, 0.1] 0.01 Minkowski q = 2 [0.1, 1] 0.1

Standardised Euclidean [1, 10] 1 Minkowski q = 3 [0.05, 0.5] 0.05
Mahalanobis [0.5, 5] 0.5 Cosine [0.05, 0.5] 0.05

There are two parameters d and k to be specified in the algorithm, where
d varies according to the distance function adopted and k

m indicates a small
probability. We fix k = 20 empirically, i.e., the small probability is equal to 0.024,
and test a range of d for each distance function separately. The parameters are
summarised in Table 3, with the results shown in Figure 1.

3.2 kMC

kMC algorithm is originated from signal processing [22] and has been widely used
for the problems of anomaly detection [23] [24]. It aims to partition the given
observations into k clusters in which each observation belongs to the cluster in
terms of the nearest mean. Then, an observation is detectable according to its
distances to the clusters.
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(c) Mahalanobis
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(d) Minkowski q = 2
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(e) Minkowski q = 3
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(f) Cosine

Fig. 1. The results from kNN

Given the observations {x1, x2, · · · , xm}, i.e., the set of the p dimensional
training frequency vectors (T̄), the kMC algorithm partitions the observations
into k clusters C = {C1, C2, · · · , Ck} by minimising

argmin
C

k∑

i=1

∑

xj∈Ci

‖xj − ci ‖

where ci is the centre of Ci. Although solving the problem is computationally
difficult, there are a number of efficient heuristic algorithms which are usually
similar to the idea of the expectation-maximisation (EM) algorithm. For exam-
ple, Lloyd’s algorithm [25] is able to reach the local optimum by an iterative
process which, in particular, alternates between two steps: assignment and up-
date. In an assignment step, each observation is assigned to the cluster whose
mean yields the least within-cluster sum of squares and, in an update step, the
centres of the observations in the new clusters are calculated.

Table 4. Parameters of kMC

Distance/Metric τ step width Distance/Metric τ step width
Euclidean [0.005, 0.15] 0.005 Cosine [0.025, 0.5] 0.025

Minkowski metric q = 1 [0.15, 0.9] 0.05 Correlation [0.025, 0.5] 0.025

When {c1, c2, · · · , ck} are ready, the frequency vector of a system call trace,
say y, y ∈ V̄ ∪ Ā, can be detected through the following inequation,

min
i=1,2,···,k

distance(ci, y) ≤ d.
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If this inequation is true, the system call trace is identified as normal; otherwise
abnormal. There are also two parameters k and d to be specified in the KMC
algorithm. k is related to the distribution of the given observations and, by
manually adjusting, it is fixed to 5. d is not easy to empirically specify as it varies
according to the distance function. As a result, we employ the maximum of the
within-cluster distances obtained from T̄ as a scale d∗, and test d by multiplying
a range of coefficient τ and this scale, i.e., d = τd∗. All the parameters are given
in Table 4 and the results are shown in Figure 2.
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(b) Minkowski q = 1
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(c) Cosine
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(d) Correlation

Fig. 2. The results from kMC

3.3 Evaluation

In this subsection, we evaluate the results according to three aspects: (1)
the performances of the two frequency-based algorithms against ADFA-LD, (2)
the performances against each type of attack, and (3) the correlation between
the performances and the distance functions.

The kNN algorithm fails to effectively detect the attacks with the low di-
mensional frequency vectors no matter what distance function is used and its
performance is much worse than that of the original frequency vectors. However,
the kMC algorithm is able to achieve an ACC of higher than 60% with a FPR
of lower than 20% for most types of attack. In addition, the kMC algorithm is
much more efficient than the kNN algorithm in terms of computation, as each
time of detection requires only computing the distances to the k centres. Thus,
it can conclude that the kMC algorithm outperforms the kNN algorithm when
the dimension of the frequency vector is reduced.

As far as the performances against each type of attack, Java-Meterpreter is
the easiest type to detect using both the algorithms. Hydra-FTP and Hydra-
SSH, on the contrary, can not be effectively addressed by the frequency-based
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algorithms for which, basically, an ACC of 50% will incur an FPR of 50%. This
result indicates that a frequency-based algorithm is not versatile against any
type of attack.

Finally, we look at how the performance is relating to the distance function.
The result from cosine distance is the best which, in particular, achieves an ACC
of 60% with a FPR of around 10% except for Hydra-FTP and Hydra-SSH,
when the kMC algorithm is employed. Correlation distance is the second choice,
by which the performance is comparable with that of cosine distance. Although
Euclidean and Mahalanobis distances are most commonly used distance metrics,
their performances, in this case, are not impressive. In short, distance function
is not a crucial factor to performance.

4 Conclusion

In this paper, following the preliminary analysis, we applied two typical frequency-
based algorithms to ADFA-LD. After transforming the system call traces into the
frequency vectors, in order to further reduce the computational cost, we attempted
to reduce the dimension of the frequency vectors using PCA, and the subsequent
analysis was conducted in a lower dimensional space. The results shown that the
kNNalgorithm is ineffective against the attacks, and the kMCalgorithm candetect
most types of attack effectively. In the future, we will continue to study the charac-
teristics of ADFA-LD and attempt to designmore efficient and effective algorithms
for detecting the attacks.
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