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Preface

The 8th International Conference on Network and System Security, NSS 2014,
was held during October 15-17, 2014 in Xi’an, China. The conference was or-
ganized and supported by the State Key Laboratory of Integrated Service Net-
works (ISN), Xidian University, China. The submission and review process was
conducted in Easychair system.

There were 155 submissions. Each submission was reviewed by an average of 3
Program Committee members. These papers were evaluated on the basis of their
significance, novelty, and technical quality. After a rigorous review process and
thorough discussion, the ProgramCommittee selected 35 full papers and 12 short
papers respectively for presentation at the conference. These papers covered
a wide range of topics within the theme of the conference, including access
control, cloud computing, key management and distribution, network and system
security, privacy, biometrics, and cryptographic protocols and applications. This
Springer volume (LNCS 8792) contain revised versions of the selected papers.

The NSS conference series covers research on all theoretical and practical
aspects related to network and system security. NSS aims at providing a leading
edge forum to foster interaction between researchers and developers within the
network and system security communities, and giving attendees the opportunity
to interact with experts in academia, industry, and governments.

In addition to the contributed papers, the conference program comprised two
invited keynote talks. The invited speakers were Professor Elisa Bertino (Pur-
due University, USA) with the topic on “Cloud Security - Research Challenges
and Opportunities” and Professor Jiankun Hu (University of New South Wales
at the Australian Defence Force Academy, Australia) with the topic on “Bio-
Cryptography: Is This Going to Be Big?”. We would like to express our sincere
thanks to them.

We are very grateful to the people who helped with the conference program
and organization. Specifically, we heartily thank the ProgramCommittee and the
sub-reviewers for their contributions to the review process. We would also like to
express our gratitude to Springer for continuing to support the NSS conference
and for the help in the production of the conference proceedings. In addition,
we wish to thank the general chairs, Professor Xiaofeng Chen, Professor Dieter
Gollmann and Professor Xinyi Huang as well as the Organizing Committee for
their excellent contributions to the conference.

Last but not least, our thanks go to all the authors who submitted papers
and all attendees. We hope you enjoy the conference!

October 2014 Man Ho Au
Barbara Carminati

C.-C. Jay Kuo
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An Approach for the Automated Analysis

of Network Access Controls
in Cloud Computing Infrastructures

Thibaut Probst1,2, Eric Alata1,3, Mohamed Kaâniche1,4,
and Vincent Nicomette1,3

1 CNRS, LAAS, 7 Avenue du colonel Roche, F-31400 Toulouse, France
2 Univ de Toulouse, INP de Toulouse, LAAS F-31400 Toulouse, France
3 Univ de Toulouse, INSA de Toulouse, LAAS F-31400 Toulouse, France

4 Univ de Toulouse, LAAS, LAAS F-31400 Toulouse, France
{probst,ealata,kaaniche,nicomett}@laas.fr

Abstract. This paper describes an approach for automated security
analysis of network access controls in operational Infrastructure as a Ser-
vice (IaaS) cloud computing environments. Our objective is to provide
automated and experimental methods to analyze firewall access control
mechanisms aiming at protecting cloud architectures. In order to de-
termine the accessibilities in virtual infrastructure networks and detect
unforeseen misconfigurations, we present an approach combining static
and dynamic analyses, along with the analysis of discrepancies in the
compared results. Our approach is sustained by experiments carried out
on a VMware-based cloud platform.

Keywords: security, accessibility analysis, cloud computing, firewall,
network.

1 Introduction

Cloud computing is an emerging paradigm which allows the easy hosting and
management of infrastructures, platforms and applications, while reducing de-
ployment and operation costs. Providers propose to clients different kinds of
resources as services. To satisfy these needs, various technologies like virtual-
ization, new networking concepts, Web services, are mixed in complex architec-
tures. This complexity, along with the presence of many different actors (service
providers and consumers, developers, vendors, brokers, etc.) that cannot trust
each other, make such environments vulnerable to many security threats [1–3]
and raise security concerns for the clients and the providers. To cope with these
threats, various security mechanisms can be deployed in the cloud, including
firewalls or Identity Access Management (IAM) tools, and Intrusion Detection
and Prevention Systems (IDS/IPS). The first category aims to implement net-
work access controls, while the second one aims to detect (and possibly block)
attacks in a network or on a host. Cloud environments constantly evolve over
time as clients can add or remove instances and users or modify configurations,
which could have impacts on the cloud security. Therefore, it is important for

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 1–14, 2014.
c© Springer International Publishing Switzerland 2014



2 T. Probst et al.

the client and the provider to monitor and analyze at a regular basis the security
level of cloud infrastructures, in order to adapt and improve the configuration
of the security tools. In this paper, we focus on analyzing cloud computing fire-
walls access controls, because they have a direct impact on network accessibility
(or reachability) in virtual infrastructures. An accessibility is the first support
of attack vectors, hence finding accessibilities is the first step in building attack
scenarios and assessing the efficiency of security mechanisms. Various types of
firewalls can be deployed in the cloud either in the client’s network topology (and
thus configured by the client), or at the hypervisor level (and thus configured by
the cloud administrator). As a consequence, controls on cloud firewalls are often
balanced between the clients and the provider.

The configuration of such firewalls is generally tedious and error prone due
to the increasing complexity of virtualized infrastructures. Therefore, efficient
methods are needed to analyze network accessibilities in an operational context
and identify potential discrepancies with those defined and desired by the clients.
Two methods can be used for this purpose: 1) static analysis of devices config-
uration; 2) dynamic analysis by sending traffic over the network. In traditional
network environments, static analysis is generally preferred because dynamic
analysis is more intrusive and hardly doable on production environments. How-
ever, actual static analysis tools are often not designed to support the analysis of
end-to-end accessibilities. Also, such tools may fail to reveal all possible network
accessibilities, in particular when hidden and implicit access control rules (not
part of firewall specifications) are enforced at different layers of the virtualized
infrastructures. We argue that such access control rules could be revealed by dy-
namic analysis approaches that could complement static analysis. Therefore, our
research is aimed at providing automated ways (both static and dynamic) to de-
termine network accessibilities in a client’s infrastructure and look for potential
discrepancies in the results. We provide the following contributions:

– A static analysis method of cloud components configurations.
– A dynamic analysis method of cloud components.

As an outcome, network accessibilities are provided for both methods, along with
an analysis of the discrepancies in firewall access controls by comparing results
along with the client’s network security policy that we consider provided by the
client1. Our approach is aimed at taking into account cloud security constraints
by protecting the virtual infrastructures during the audits. This is achieved by
running the static and dynamic accessibility analysis on a clone of the cloud
infrastructure. Moreover, we leverage cloud advantages to perform quicker and
deeper audits and we make the process fully automated.

The rest of the paper is organised as follows. Section 2 introduces our ap-
proach. Section 3 describes the main phase of our approach about analysis of
network access controls. Section 4 presents a VMware-based testbed environ-
ment used to validate our approach, along with the experimental results. Section
5 discusses related work. Finally, conclusion and future work are provided.

1 The definition and retrieval of a cloud security policy, along with its implementation
as filtering rules, are out of the scope of our contributions.
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2 Overview of the Approach: Assumptions and Principles

In this section, we recap the main assumptions we consider in our approach, and
then we explain its principles.

Main Assumptions. Our approach focuses on the virtual infrastructure level,
that is why the considered cloud service model is IaaS. A virtual infrastructure
is defined as a set of virtual datacenters (vDC), where a vDC includes virtual
machines (VMs), networks, firewalls and storage. We assume that the firewalls
apply stateful packet inspection, and we consider two different types of virtual
firewall commonly found in the cloud:

– Edge firewall: gateway for client’s networks that routes, filters and translates
inbound or outbound traffic. It is generally controlled by the client.

– Hypervisor-based firewall: introspects the traffic sent and received by VMs
disregarding the topology. It can act on different scopes, with a set of rules
for each scope. A scope is referred to as a client’s IP network. This allows
the creation of rules inside each client’s network and applied to traffic to
and from VMs of this network. This kind of firewall is generally managed by
the provider, though some cloud portals can give the client access to certain
scopes.

The security analysis should not disturb the client’s business. It is intended to
be fully automated (it does not need human intervention). The security analysis
can be performed on demand (audits can be run on the client’s will). Provided
results correspond to the state of the system at the time when the analysis is run.
These reports should be relevant to the actors (clients, provider) that control
the analyzed tools. The accessibility analysis operations are run on behalf of the
provider, and therefore use administrator rights on the cloud components.

Principles. Our two-phase approach, illustrated in Figure 1, allows the au-
tomated analysis of network access controls in a client’s virtual infrastructure
deployed in a cloud. The first phase prepares the infrastructure to be analyzed
by retrieving essential information from the infrastructure and cloning it, so the
following steps can be done properly. It can be summarized as follows:

Fig. 1. Overall process
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1. Fetch the configuration from the client’s vDCs: users’ privileges, IP address-
ing, network connections, etc.

2. Create new vDCs from the configuration information.
3. Copy VMs, networks, firewalls, to the newly created datacenters.
4. Reset cloned VMs administrator password by using single-user mode. This

avoids to ask the client any password for further actions on the cloned VMs.

The second phase analyzes access controls statically and dynamically to gener-
ate a security analysis report containing the accessibilities found by both meth-
ods. These are also compared with the user-defined accessibilities to perform
an analysis of discrepancies in the results. This second phase is the core of our
contributions and is developed in the next sections. During the audit process, we
do not need to know any supplementary information, beyond what is supplied
in a traditional cloud subscription process. All the other information we need
are automatically retrieved using APIs provided by the cloud infrastructure and
without human intervention. We take advantage of cloud computing embedded
technologies to run audit operations described later on (cloning infrastructures,
deploying and executing programs...).

3 Analysis of Firewall Access Controls

An accessibility is defined as an authorized service from a source to a destination.
The set of accessibilities is modeled in an accessibility matrix. The 1st dimension
of the matrix references the source VMs (rather than an IP address, because
when sending traffic, one does not necessarily know what would be the source
address if the machine has several interfaces) or a machine external to the client’s
networks, and the 2nd dimension references the destination IP addresses. Table 1
gives an example of such a matrix. As mentioned previously, there are two main
ways to conduct an accessibility analysis: statically or dynamically. We do it both
ways: by extracting and analyzing information from the cloned cloud components
configuration (this method falls into the static analysis category); by performing
experiments: sending traffic such as network sweeps in order to verify the effective
possible communications (this method falls into the dynamic analysis category).
We define a discrepancy as an accessibility that has not been noticed in all
accessibility matrices: the one of configured accessibilities (generated from static
analysis), the one matrix of observed accessibilities (generated from dynamic
analysis), and in the user-defined one.

Table 1. Example of accessibility matrix

Destinations
IP A1 IP B1 IP B2 IP C1

Sources
VM A Service W
VM B Service X Service Y
VM C Service Z
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3.1 Static Analysis

To build the accessibility matrix from static analysis, we need to deduce from
the cloud configuration all the authorized communications on well-known ser-
vices from: 1) VMs to IP addresses; 2) VMs to an external location (out of
client’s infrastructure, and represented as 0.0.0.0); 3) an external location to IP
addresses. Deduced accessibilities are modeled as predicates in the form of:
accessibility(X,SPROTO, SPORT, Y,DPROTO,DPORT ): there is an acces-
sibility from X , on source protocol SPROTO and port SPORT , to Y , on des-
tination protocol DPROTO and port DPORT .

To generate these end-to-end accessibility predicates, we need to take into
account the network topology and the routing/filtering/NAT rules applied to
packets. Indeed, we have to care about the interactions of rules within a fire-
wall (for example, a rule can cancel the action of another one) and accross the
topology (to memorize the actions done on packets). Furthermore, cloud com-
puting networking and security rules use concepts like grouping (of addresses
or objects), as well as service (protocol and port/subprotocol) definitions that
need to be taken into account when designing static rule analysis tools. We also
modeled two kinds of cloud firewalls: edge and hypervisor-based firewalls (cf.
section 2).

The static analysis tool we designed is composed of two main modules: a
configuration parser and a logic engine. The configuration parser extracts infor-
mation from each cloud component configuration and translates them into pred-
icates, and the logic engine uses the latters in logic rules to generate accessibility
predicates. That is why we chose the Prolog language to develop a scalable and
efficient engine able to quickly and coherently deduce the accessibilities.

Configuration Parser. The configuration parser is used to retrieve the infor-
mation (in a specific format, which is mostly XML) from components configu-
ration, so it is vendor-specific. Then it transforms this information into Prolog
predicates understood by the logic engine. Here are a few examples of Prolog
predicates generated by the configuration parser:

• vm(X): X is a VM.
• edge gateway(X): X is an edge firewall.
• introspect network(N): N is a network scope of a hypervisor-based firewall.
• network(X,N): X is part of network N .
• route(X,Y,G): X has route to Y with G as next hop.
• snat(W,X, SPROTO, SPORT, T, TPROTO, TPORT ): W translates X ,
source protocol SPROTO, source port SPORT into T , TPROTO, TPORT .

• allow/block(W,P,X, SPROTO, SPORT, Y, S): W has a filtering rule of or-
der N2 that allows/blocks traffic from source X , on protocol SPROTO and
port SPORT to destination Y , on service/service group S.

We developed a configuration parser for VMware vCloud and Linux-based VMs,
which corresponds to our targeted environment, as detailed in section 4. It uses a

2 The lower the order, the higher the priority of the rule.
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provided REST API and Shell scripts to retrieve XML files from VMs, firewalls,
and cloud management modules. Then, we run XSLT processing in conjunc-
tion with Python to parse and transform XML into Prolog logic predicates. We
designed a XSLT sheet for each configuration we need to parse3.

Logic Engine. The logic engine runs an internal logic (set of Prolog rules
using the previously presented predicates) upon the submission of an accessibility
request. Accessibility requests aim to generate the accessibility predicates, as
stated earlier. Let us consider the following requests:

• accessibility(vm-372, tcp, any,’172.16.2.66’, tcp,DPORT ).
• accessibility(’0.0.0.0’, icmp, any,’192.168.1.150’, icmp,DPORT ).

The logic engine is asked to return the accessibility predicates associated to
all open TCP ports from vm-372 to 172.16.2.66, and then all the open ICMP
subprotocols from 0.0.0.0 (external networks) to 192.168.1.150.

To process such accessibility requests, we designed an algorithm based on a
set of Prolog rules, as shown on Figure 2. Starting from the source, the algorithm
checks routing, NAT and filtering rules (using the initial parameters) on each
edge firewall node of the route from the source to the destination. In our model,
an edge firewall can also act as a simple router that allows all the traffic. Then,
it checks routing from the destination to the source, but it does not verify filter-
ing there because we consider stateful inspection firewalls. Eventually, it checks
filtering at the hypervisor-based firewall, if present, for the appropriate scopes
(source and destination network scopes, or the global scope by default).

The algorithm execution tune depends on the number of accessibility requests
to execute, because each request may process thousands of Prolog rules. For ex-
ample, to check whether a traffic is allowed on a firewall, the algorithm first looks
for a rule which allows this traffic, where the source and destination can take
several values: IP address, address range, group, network, list of IPs, keywords
like ”any”, ”internal”, ”external”, etc. The ”any” keyword can also be found for
destination protocol and port values. Then, we verify that there is no potential
denying rule with a higher priority (to take into account the cancellation of an
allowing rule) than the previously found accepting rule (the default policy is
also assumed as a rule with the lowest priority). All these possible combinations
lead to an exponential computational complexity (and can make accessibility
requests take too long, which is not acceptable in a cloud audit process). To
reduce the execution time, a maximum of rules are precompiled (once and for
all) to generate all the associated predicates (for example all the allowed traffic
on every firewall, i.e. traffic from/to each VM on every destination protocol and
port combinations). Also, the the accessibility requests jobs are multithreaded.

3.2 Dynamic Analysis

In dynamic analysis, real network packets are sent to determine the open ports on
some targets. Generally, a port scanner is used from a remote machine controlled

3 We chose not to provide details on XSLT sheets as they are implementation details.
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Fig. 2. Accessibility request processing algorithm

by the auditor. Common concerns of this method include the completeness of
the results: the remote machine has to be set in all the possible network seg-
ments to determine all the possible accessibilities. Furthermore, this one-sided
method relies on the ability to interpret network responses in order to determine
accessibilities, and this is hard to do in connectionless traffic like UDP.

We are able to address these concerns, because we can easily control all the
machines part of the analysis and monitor the traffic effectively received by the
destinations. The proposed algorithm (Algorithm 1), is based on the elaboration
of pair-to-pair sessions, testing all the possible combinations amongst all the
VMs, and from VMs to the external location and vice-versa. A session comprises
a server and a client. The client sends TCP, UDP and ICMP packets to the server
IP address (if it has several IP addresses, then other sessions will be used) on
well-known ports or subprotocols with a specific 4-octet payload we set in the
packets. The server listens for all incoming packets and applies two filters: one to
detect the specific payload; one to only capture packets addressed to it. Indeed,
a server machine could be client of another session. However, it cannot be server
twice at a time, which allows at most a total number of concurrent running
servers equal to the number of VMs. Note that we set up a sleeping time (t1)
between the launch of the server and the client, to make sure that the server is
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ready to receive packets. The client and server programs were developed using
Python sockets and Scapy API. They are automatically deployed on all the
VMs prior to the execution of the algorithm. We use a three-dimension session
array (1st dimension: clients; 2nd dimension: servers; 3rd dimension: servers IP
addresses) to report the done and undone sessions throughout the iterations of
the main algorithm. All the values of this array are initialized to false, except
when the server and the client are the same (we do not perform local sessions).
At the end of each iteration of the algorithm, the clients are monitored to know
whether their sending of packets is done so the servers can be interrupted and the
results retrieved from them. The algorithm starts by running the VMs to VMs
sessions, then the external location to VMs sessions (multithreaded, because the
external location can be client of all VMs at the same time), and finally the VMs
to the external location sessions sequentially. Let us note:

– NV as the total number of VMs.
– NIPi as the total number of IP addresses of VM i.
– NS =

∑
0<i<NV

(1 +
∑

0<j<NV
i�=j

NIPj) +
∑

0<i<NV

NIPi as the total number of

sessions. It is composed of the sessions from VMs to other VMs and the
external location, and sessions from the external location to VMs.

– NSi = NIPi × (NV − 1) the number of inter-VM sessions for a server i.
– d as the delay between packet sendings.
– NP as the number of packets to be sent in each session.

An iteration is defined as the time needed to execute a session, which is
NP ×d+ t1 (t1 is the sleeping time between the launch of a server and a client).
Remember that several sessions can be executed in a single iteration. When VMs
have one IP address, NSi = NV −1, and this is also the number of iterations for
inter-VM exchanges (one session as a server per iteration for each VM). However,
VMs can have multiple IP addresses (known as multihoming), and a VM cannot
be server twice during the same iteration. The number of extra inter-VM sessions
related to a server i due to multihoming is noted as NAi = NSi − (NV − 1).
Multihoming entails max{NAi} additional iterations (where the extra sessions
are executed in parallel according to the algorithm). Therefore, we can deduce
the number of iterations for inter-VM exchanges as NV −1+max{NAi}. Sessions
from the external location to VMs IP address are run in parallel (max{NIPi}
iterations), and sessions from VMs to an external location are run sequentially
(NV iterations). Adding the sleeping time (t2) present in the update access()
function (ensuring the results of each session are generated on a server before
retrieving them), we get an estimation of the execution time:
T = (2NV − 1 + max{NAi}+max{NIPi})× (NP × d+ t1) +NS × t2
In the formula, we do not take into account the time of code instructions and the
time needed to retrieve the accessibilities and write them on disk. Our algorithm
has a linear execution time which depends on the number of VMs and IPs per
VM. A simple algorithm that would execute each session sequentially would have
an exponential execution time depending on the number of sessions (of course
the sleeping times we put would be needed and to be considered too).
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Algorithm 1. Dynamic analysis algorithm

Require: V : set of VMs and their IP addresses; M : session matrix;
this: external audit machine; this ip: external audit machine IP address

Ensure: AM : accessibility matrix
1. still sessions ← True
2. while still sessions do
3. still sessions ← False; S ← ∅;
4. for n ∈ 1...Card(V ) do
5. session found ← False; vm1 ← 1
6. while vm1 ≤ Card(V ) and !session found do
7. vm2 ← 1
8. while vm2 ≤ Card(V ) and !session found do
9. ip ← 1

10. while M [vm1][vm2][ip] do ip++ end while
11. if !M [vm1][vm2][ip] and S ∩ {V [vm1],V [vm2],V [vm2][ip]} == ∅ then
12. still sessions ← True
13. run server(V[vm2]); sleep(t1); run client(V[vm1])
14. S ← S ∪ {V [vm1],V [vm2],V [vm2][ip]}
15. M [vm1][vm2][ip] ← True; session found ← True
16. end if
17. vm2++
18. end while
19. vm1++
20. end while
21. end for
22. for s ∈ S do update access(AM,s, t2) end for
23. end while
24. S ← ∅;
25. for vm ∈ 1...Card(V ) do
26. for ip ∈ 1...Card(vm[ip]) do
27. run server(V[vm]);sleep(t1);run client(this); S←S∪{this,V [vm],V [vm][ip]}
28. end for
29. end for
30. for s ∈ S do update access(AM,s, t2) end for
31. for vm ∈ 1...Card(V ) do
32. run server(this); run client(V[vm]); update access(AM, {V[vm],this,this ip}, t2)
33. end for

4 Testbed and Experimental Results

Testbed Environment. To validate the feasibility and efficiency of our algo-
rithms, we run our experiments on a cloud platform based on VMware which
is widely used for the deployment of IaaS clouds. This platform includes two
physical rack servers (Dell PowerEdge R620 with two Intel Xeon E5-2660 and
64GB of RAM) connected on a network switch (HP 5120-24G EI). The servers
run VMware vCloud Suite (VMware top IaaS solution). It includes a hypervisor
(VMware ESXi), cloud management software (vCenter, vCloud Director, Mi-
crosoft SQL Server) and cloud security management sofware (vShield Manager).
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Fig. 3. VMware-based experimental platform: scenario 1

Table 2. User-defined accessibility matrix implemented in scenario 1

Destinations
172.16.2.1 172.16.2.2 192.168.1.150 172.16.2.66 0.0.0.0

Sources

vm-372 echo-request
vm-375 MySQL SSH
vm-378 echo-reply
0.0.0.0 any

We deployed two scenarios: one is a small size virtual infrastructure composed
of one vDC to illustrate our approach; another one is a large size infrastructure
composed of three vDCs to explore the scalability of our approach. Figure 3
illustrates the experimental platform with scenario 1 and its layer 3 topology.
VMs run the Debian operating system. VMs and edge firewalls are connected
using distributed virtual switches. The audit operations are executed from a VM
equipped with 4 CPU cores and 4GB of RAM and running a Debian-based sys-
tem with the necessary tools and libraries. It is placed in the cloud management
network which is external to clients’ networks. In scenario 1, there are 3 VMs
(one IP address for two of them, two IP addresses for one of them). There are 8
possible inter-VM sessions. Adding the sessions related to the external location
(the VM for audit operations), we have a total of 15 sessions. We also imple-
mented a total of 30 routing, filtering and NAT rules on the firewalls in order to
implement the accessibility matrix shown in Table 2. In scenario 2, there are 23
VMs (one IP address for 22 of them, two IP addresses for one of them). There
are 528 inter-VM possible sessions. Adding the sessions related to the external
location, we have a total of 575 sessions. We also implemented a total of 120
routing, filtering and NAT rules on the firewalls. Table 3 summarizes the two
scenarios.
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Table 3. Examples scenarios

# of vDCs VMs Sessions Networks Edge
firewalls

Hypervisor-based
firewall scopes

Routing, NAT,
Filtering Rules

Scenario 1 1 3 15 3 2 3 30

Scenario 2 3 23 575 7 5 7 120

Prior to the execution of the static and dynamic analysis, we used a set of
embedded tools provided by VMware to perform the automated cloning phase of
the infrastructure. Note that in both scenarios, we consider a total of 587 known
TCP, UDP and ICMP services4, though this can be configured differently.

Static Analysis. In scenario 1, it took 1mn34s to parse the cloud configuration.
There are 587×15 = 8805 accessibility requests executed to build the accessibility
matrix, which took 22.61s. Figure 4 is the accessibility graph associated to the
generated matrix. In scenario 2, it took 4mn38s to parse the cloud configuration.
There are 587× 575 = 337525 accessibility requests to be processed, which took
4mn23s. This shows that our logic engine is scalable, where nearly 38 times more
requests are only 12 times slower to execute.

Fig. 4. Accessibility graph generated from static analysis in scenario 1

Dynamic Analysis. In scenario 1, using 2-second sleeping times and a 10ms
inter-packet delay, the theoretical execution time of our alorithm would be (cf.
section 3.2) T = (6− 1+2+2)× (587× 0.01+2)+ (15× 2) = 1mn41s. Running
the dynamic analysis on our testbed gave a real execution time of 2mn58s. The
time overhead is explained by code instructions. Figure 5 is the accessibility
graph associated to the generated matrix. In scenario 2, it took 1h16mn08s
using the parameters of scenario 1, which is an acceptable result given the size
of the infrastructure in this case, and the total number of packets sent (337 525
packets). Note that the inter-packet delay and the sleeping times parameters

4 We used the services from the DARPA Internet network, commonly found under the
/etc/services file in Linux-based distributions.
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Fig. 5. Accessibility graph generated from dynamic analysis in scenario 1

have to be adjusted according to the capacity of the physical hardware and the
size of the infrastructure to analyze. For instance, with a 5ms inter-packet delay
and 1-second sleeping times, the duration came down to 56mn47s, and 46mn30s
with a 1ms inter-packet delay and 0.5-second sleeping times.

Discrepancy Analysis. Here are the discrepancies reported from scenario 1:

– 0.0.0.0 → 172.16.2.1, 172.16.2.2 (UDP 67): not defined but configured.
– 172.16.2.1 → 172.16.2.2 (UDP 67,68): not defined but configured.
– 172.16.2.2 → 172.16.2.1 (UDP 67,68): not defined but configured.
– 0.0.0.0 → 172.16.2.1, 172.16.2.2 (UDP 67): not defined but observed.
– 172.16.2.1 → 172.16.2.2 (UDP 67,68): not defined but observed.
– 172.16.2.2 → 172.16.2.1 (UDP 67,68): not defined but observed.
– vm-378 → 172.16.2.1 (router-solicitation, traceroute, photuris): not config-

ured but observed.
– vm-372 → 172.16.2.66 (addr-mask-reply): not configured but observed.

The discrepancies noticed in scenario 2 are of the same type. There are not a lot of
them, but they can be explained. Implicitly rules (related to UDP ports 67 and 68
traffics) are configured when activating DHCP features, which was omitted in the
user-defined accessibility matrix. Furthermore, VMware firewalls let pass more
ICMP management traffic (router-solicitation, traceroute, photuris, addr-mask-
reply) than configured when allowing echo-request or echo-reply subprotocols.

5 Related Work

Network accessibilities are built by discovering the hosts and analyzing connec-
tivity between them. They could be derived either statically, based on network
equipments configuration; or dynamically, by running port scans. In [4], the au-
thors rigorously formulate the problem of reachability in networks. While this is
useful as grounding work to understand well this problem, they do not provide
methods to collect network information and their model does not handle complex
NAT. Furthermore, they do not provide a practical algorithm or experimental



An Approach for the Automated Analysis of Network Access Controls 13

results showing the scalability of their approach. The approach presented in [5],
about computing accessibility matrices and expressing accessibility queries, is
thorough and very relevant. Their data structures, algortihms and query lan-
guage were a basis to build our static analysis approach, though we kept it
simpler and more adapted to cloud networks. We also believe that using an im-
perative language (Prolog) rather than a declarative one (C++) is more adapted
to compute complex accessibility queries. [6, 7] are good examples of analysis of
filtering configurations but are restricted to a device scope. They do not compute
end-to-end accessibilities, needed in our context.

Considering the general topic of cloud security audits, one can mention the
approaches presented in [8, 9], in addition to the publication of recommandations
and guidance on security assessments by the Cloud Security Alliance (CSA) [10].
In [8], cloud infrastructures are analyzed using accessibility graphs and vulnera-
bility discovery to build attack graphs and find shortest paths as critical attack
scenarios. Although the proposed approach is judicious, their static analysis
model includes only one global firewall and thus does not address rules consis-
tency and interactions in complex network topologies. We can also cite the work
in [11] on static flow analysis in virtualized infrastructures, where interaction of
cloud resources are generated as a graph model. However, they do not take into
account filtering rules at the upper levels. Furthermore, both [8] and [11] do not
propose a dynamic analysis method to verify network accessibilities. In [9], the
authors provide an automated audit system as a service for cloud environments,
along with a language to define a cloud security policy. The goal of this system
is to allow automatic auditing of VMs following user-defined policies. The policy
scenarios are quite thorough and tend to model the security requirements a cloud
would have to meet, including network access controls. Although it can audit
systems in real time, their solution requires embedding agents within each of
the key points of the infrastructure, which is not feasible in proprietary clouds.
Our approach is more lightweight as we preserve the original components and
execute programs in cloned VMs only for the time of the analysis.

6 Conclusion and Perspectives

In this paper, we have described the basics of our approach to automatically
analyze network access controls in cloud computing virtual infrastructures. It
aims at identifying accessibilities managed by virtual firewalls, considering a
combination of static and dynamic analysis methods to derive accessibilities,
along with the analysis of discrepancies in the results. The proposed methodology
was designed to take into account the constraints inherent to cloud computing
with limited impact on the provider and client’s business. Experiments have
been carried out on a VMware-based cloud platform to illustrate the feasibility
and scalability of our approach. The developed tools shall be integrated in an
industrial secured cloud computing framework. Based on our generic approach,
we can plan to extend our VMware-based prototype to other IaaS solutions.
This would result in the development of adapted configuration parsers and XSLT
sheets, and customize the use of provided APIs to manipulate the resources.
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Ongoing work includes the extension of the evaluation of cloud security tools
to IDS/IPS mechanisms. We are currently exploring the construction and exe-
cution of attack scenarios from the accessibilities found, in order to assess the
efficiency of deployed IPS/IDS probes. We intend to keep the evaluation process
fully automated and without any impact on the client’s business.
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Abstract. Provenance-based Access Control (PBAC) has recently
risen as an effective access control approach that can utilize readily pro-
vided history information of underlying systems to enhance various as-
pects of access control in a computing environment. The adoption of
PBAC capabilities to the authorization engine of a multi-tenant cloud
Infrastructure-as-a-Service (IaaS) such as OpenStack can enhance the
access control capabilities of cloud systems. Toward this purpose, we in-
troduce tenant-awareness to the PBACC [14] model by capturing tenant
as contextual information in the attribute provenance data. Built on this
model, we present a cloud service architecture that provides PBAC au-
thorization service and management. We discuss in depth the variations
of PBAC authorization deployment architecture within the OpenStack
platform and implement a proof-of-concept prototype. We analyze the
initial experimental results and discuss approaches for potential improve-
ments.

1 Introduction

Digital provenance data captures history information of system events. The uti-
lization of provenance in computing platforms has demonstrated many benefits
in different computing fields [4,6,7,18]. In computer security, the utilization of
provenance information facilitates the achievement of many security goals in-
cluding intrusion detection and insider-threats detection. Harnessing provenance
data to provide enhanced access control in different systems and platforms has
been the basis of many recent works [2,3,8,17]. The Provenance-based Ac-
cess Control (PBAC) approach, as outlined in [12,14,15], captures application-
specific provenance data and uses the information to enable enhanced access
control in the underlying application system.

PBAC can effectively be employed in a multi-tenant1 Infrastructure-as-a-
Service (IaaS) cloud environment. Here, users (e.g., Virtual Machine (VM) cre-
ators) and data objects (e.g., VM images, VM snapshots, VM instances) are

1 We define a tenant from the perspective of a Cloud Service Provider (CSP), as an
independent customer of the CSP responsible for paying for services used by that
tenant. Payment is the norm in a public cloud while in a community cloud there
often will be other methods for a tenant to obtain services. From the perspective of
the tenant, a tenant could be a private individual, an organization big or small, a
department within a larger organization, an ad hoc collaboration, and so on. This
aspect of a tenant is typically not visible to the CSP in a public cloud.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 15–27, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. A provenance-aware cloud ar-
chitecture overview

Fig. 2. An Overview of OpenStack Autho-
rization

involved in multiple tenants that are being configured with different authoriza-
tion settings. The utilization of PBAC within a multi-tenant environment under
multiple controlling principals can serve to elevate the authorization capabilities
of cloud IaaS infrastructures, including but not limited to secure information
flow control and prevention of privileges abuse. For example, a VM resource can
be created in one tenant, shared and potentially modified in another tenant and
then saved as an image for later use. Tenant administrators can specify access
control on the shared VM resource based on its provenance data capturing its
pedigree in the original tenant. In order to achieve these authorization goals with
PBAC, it is essential to enable tenant-awareness in PBAC, a topic we discuss in
this paper.

In this work, we focus our study in the IaaS layer of the cloud computing
paradigm. Our contributions include a centralized-service architecture that en-
ables provenance-awareness as well as cross-tenant utilization of provenance data
for authorization. We proceed to describe the components, and their interac-
tions, of the three service types depicted in Figure 1. We also identify a variety
of architecture approaches the services can be deployed in the context of a cloud
environment with and without cross-service provenance data sharing. We include
several design criteria that can impact the choice of deployment approaches.

2 Preliminaries

Cloud computing paradigm has recently risen as a popular approach that al-
lows efficient utilization of computing resources that can simultaneously mini-
mize related costs and achieve massive scalability at the same time. The con-
cept has real-world practicality and development efforts are heavily invested by
both academic and industrial sectors [5]. One of the important properties of
cloud computing is multi-tenancy [10], where resources within a physical sys-
tem are allocated and divided between tenants. The notion of tenants allows
organized and secure administration of resources and management of privileged
users/consumers of the resources.
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Fig. 3. A Tenant-aware PBACC Model

In IaaS platforms, we focus on a multi-tenant single-cloud like a private cloud
rather than a multi-cloud environment that is depicted in a hybrid cloud model
[10]. In single-cloud environment, all services and associated resources within
a cloud are provided by a single provider. Essentially, from the perspective of
the tenants, there is a central provenance-aware authorization service that can
normalize access control configurations and resolve conflicts across tenants. We
adopt this setting in the incorporation of PBAC into cloud IaaS platforms as it
naturally allows PBAC to be deployed without much cross-tenant complications.

In multi-cloud environment, individual cloud provider may permit controlled
resources movement across cloud boundaries. In this case, it is a little bit more
complicated to deploy PBAC as some forms of provenance data sharing are
required. In our previous work [13], we proposed several approaches in addressing
these concerns through the use of sticky provenance data and cascading sub-
queries across tenants. In this paper, we do not explore these issues in depth.

3 Tenant-aware Provenance-Based Access Control

We start with an overview of Provenance-based Access Control (PBAC) models
as presented in [12,14,15].

Base PBAC Model (PBACB): The base PBAC Model (PBACB) [15] is
an access control model which bases the authorization decision on provenance
data. In order to effectively utilize provenance information, the PBACB model
makes use of a specific provenance data model which captures provenance data
in directed-acyclic graph format [11]. Such capturing format allows effective ways
to extract information through graph traversal queries.

Contextual PBAC Model (PBACC): The mechanism provided by the
PBACB model lays a solid foundation for access control that utilizes prove-
nance information. An extended model, PBACC [14], further enhances PBACB .
Specifically, the extended model can capture and utilize contextual information
associated with the primary entities of system events as attributes and store
these as additional provenance data.

As depicted in Figure 3, the primary components of PBACC can be briefly
described as follows. Subjects represent human users interacting with a system.
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Actions represent the type of possible interaction a subject can perform in
the system. Objects (or Resources) represent the type of data entities that
exist within a system that require authorization protection for security goals.
To interact with a system, a human user, through associated subjects, initiates
Requests that will be evaluated based on Policies to determine the access
decision (granted or denied). Provenance Data contains information on past
system events as results of granted access requests and includes two types.2

Base provenance data captures primary component-information of granted and
executed access requests while Attribute provenance data captures the contextual
information associated with the executed access requests.

In order to adopt tenant-awareness, we take the straightforward approach to
view tenant as a special type of contextual information that can also be captured
as attribute provenance data, as modeled in PBACC . We then use the relation
type “associated with” to capture the semantic relations between tenants and
other components such as: Subjects, Actions, Objects, Dependency Lists, Poli-
cies, and Provenance Data. Essentially, a set of atomic, or “base”, application-
specifically defined causality dependency edges between provenance graph ver-
tices can be expressed with regular-expression based patterns. The graph vertices
represent model components that constitute the primary entities of a system such
as users or resources. This approach allows more expressive capture of relations
between the model components. Meaningful combinations of dependency path
expressions can be captured with abstract dependency-name constructs which
represent more abstract application-specific semantics of the underlying system.
An example is a dependency name “wasOriginallyUploadedBy” which captures
any combination of dependency path expressions of actions, which can be mul-
tiple instances of modify or copy and ultimately upload, on a particular virtual
image. Further application of attribute edges on the upload action instance can
reveal the cloud user who originally uploaded the virtual image. These constructs
can also be used for PBAC policy specifications. When an access request is gen-
erated, the access evaluation module extracts the request information to locate
the appropriate policies for evaluation. When an access request is granted, the
current contextual information is stored as provenance data. This contextual
information is uniquely anchored to the action instance of the access transaction
in provenance data.

4 Provenance-aware Access Control Cloud Architecture

In this section, we discuss a provenance-aware architecture that can enable
PBAC capabilities in cloud environment. Specifically, we describe the main com-
ponents and their interactions, and how the services can be deployed given var-
ious design criteria.

4.1 Architecture Overview

An overview of the architecture of our approach is depicted in Figure 1. We
identify the three major types of services within this architecture as follows:

2 While provenance data can capture access requests that are not granted, for sim-
plicity, we assume only granted accesses are stored in provenance data.
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Cloud Service (CS) essentially provides a particular IaaS service to client
tenants. The types of services include computing (management of virtual re-
sources), authorization, virtual networks, and so on. Examples of the services
can be Amazon Web Services Elastic Compute, OpenStack Nova, etc. These
services essentially provide the functionality of the cloud.

Provenance Services (PS) is an IaaS service we propose with the purpose of
capturing and managing provenance data that can be generated from any other
typical cloud service. The provenance data captures the history information of
system events occurring within the cloud services and can be utilized for many
purposes. Our focused usage is on PBAC.

PBAC-enabled Authorization Services (PBAS) is an IaaS service we
propose with the purpose of providing authorization capabilities to all other
cloud services that require authorization. The authorization service is capable of
providing PBAC features, but at the same time it can also provide other forms
of access control including Role-based Access Control, Attribute-based Access
Control, etc. Our focus in this paper is on the provision of PBAC capability for
the authorization service.

In summary, the three service types altogether establish an infrastructure that
enables PBAC in a IaaS cloud. Specifically, the Cloud Service provides the PS
with raw system events that PS selectively stores at provenance storage. The
stored provenance data is then used to provide PBAS which enhances the secu-
rity to the Cloud Service. While this work mainly focuses on the scenario where
access requests are granted, we also note that it is possible to capture and store
the information relating to access requests being denied. This information can
allow additional control capability in a system. For example, if the provenance
data of an object reflects that there exists three consecutive instances of request
denial for a particular action type within certain recent request interval, it may
lock the object from any future access or raise a flag indicating a potential threat
or vulnerability within the system and request immediate attention with appro-
priate countermeasures. In this paper, we do not consider denied events as part
of provenance data for simplicity and leave it for future study.

4.2 Conceptual Architecture

In this subsection, as shown in Figures 4 and 5 we identify and describe the
interaction between the logical architectural components of the three service
types. These components establish the fundamental and functional aspects of
our architecture approach and can be applied to whichever deployment methods
that are discussed later in the paper.

Components Any regular cloud service includes:

– Policy Enforcement Point (PEP): is responsible for receiving and enforcing
an access request from a user. The enforcement is based on the evaluation
results of that access request generated from the authorization service.

– A User is able to generate a request to the cloud service through any forms of
interfaces such as web browsers (e.g., OpenStack Dashboard) or command-
line interfaces (e.g., OpenStack Nova pythonclient).
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Fig. 4. A Provenance Service for Cloud
IaaS

Fig. 5. A PBAC-enabled Authorization
Service for Cloud IaaS

The provenance service includes:

– Provenance Data Collector (PDC): is responsible for receiving raw system
events data captured from a granted service action request being executed
within individual services and potentially performing some filtering to select
necessary data only.

– Provenance Data Manager (PDM): is responsible for transforming the col-
lected raw data received from the PDC into provenance graph data format as
well as managing the resulting provenance data. The management responsi-
bilities include storing and loading provenance data in and from a database,
as well as forming and executing provenance graph queries, and formatting
and returning query results thereafter.

– Database (DB): represents persistent storage.

The PBAC-enabled authorization service includes:

– Policy Administration Point (PAP): is responsible for managing access con-
trol policies by enabling policies specification, storage and retrieval.

– Policy Information Point (PIP): is responsible for looking up relevant infor-
mation that is necessary for making an access decision. In regard to PBAC,
the PIP is tasked with delivering responses to provenance data requests to
the relevant provenance service.

– Policy Decision Point (PDP): serves as the main computing process in de-
ciding how a request should be resolved. In particular, the PDP receives
the requests from the PEP, looks up the policy from the PAP, and requests
information from the PIP to make decisions, which are then returned to the
PEP.
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Interactions We proceed to describe how the services perform whenever an
access request comes in, as illustrated in Figure 4 and Figure 5. When a request
is initiated by a user through any user client interface, the PEP receives the
request and proceeds to verify the request with the authorization service by
forwarding the request with relevant content to the PDP that resides in the
PBAS service. In Figure 4, this interaction is abstracted in steps 2 and 3. It is
further elaborated in Figure 5 through steps 2-11. Figure 4 demonstrates what
happens after the access request evaluation process is completed. Essentially,
if a request is granted, the PEP will enforce the execution of the requested
action. The corresponding system event is then captured and sent to the PDC
component of the provenance service where certain filtering can be performed
to remove unnecessary data. The filtered data is then passed to the PDM for
formatting into appropriate provenance data graphs for storage for later use. This
completes a functional cycle in the context of an access request being directed
at a cloud service.

In Figure 5, upon receiving the request from the PEP (2), the PDP pro-
ceeds to perform the evaluation procedure which includes, in sequential order,
retrieving the correct policies through the PAP (3,4), searching for information
required for policy rules evaluation through the PIP (5,6,9,10), and comput-
ing the actual evaluation decisions and returning the final results back to the
PEP for enforcement (11). In our architecture, the PIP is responsible for look-
ing up relevant provenance information in the provenance service for carrying
out PBAC-related policy rules. The PIP performs this task by communicating
with the PDM component of the provenance service by sending query templates.
The PDM loads provenance data from its storage, forms appropriate queries and
executes them to extract necessary provenance information to return to the PIP.

We proceed to demonstrate the above process with an example. Suppose a user
Alice requests to delete a particular virtual machine, “vm1”, in a tenant. The
policy states that only a user who creates and stops a virtual machine instance
can delete it. The PEP receives the request from Alice and delivers necessary
information to the PDP. The PDP parses the request information, matches the
request to the correct policy through the PAP to extract appropriate rules for
the action “delete”. The PIP is then sending information including “vm1” and
dependency path patterns, e.g “wasVMCreatedBy”, that express the semantics
of creating and stopping users of a virtual machine instance to the PDM. The
PDM forms appropriate queries using the provided information, executes the
queries and returns the results back to the PDP. As Alice is shown to be the
user who created and stopped “vm1”, the PDP sends the approval to the PEP
which starts the enforcement of the action. Upon completion, the PEP sends the
events information to the PDC. The PDM can then at least generate provenance
data which captures the fact that Alice performed “delete” on “vm1”.

4.3 Deployment Architecture in OpenStack Systems

Given the above logical architecture discussion, we shift the focus to how the
services can be deployed in a cloud IaaS OpenStack system.

Most extant OpenStack cloud services often embed their own authorization
service components that can enable authorization mechanisms including RBAC
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and ABAC.3 In order to enable PBAC authorization mechanism for the ex-
tant OpenStack services, we identify several deployment architectures based on
where PS and PBAS are implemented, which presents their own strengths and
weaknesses.

First, similar to the current deployment of authorization components, these
services can be integrated as structural components of an extant cloud service.
In a cloud environment where sharing provenance data in multiple services is
not a necessity, this integrated services deployment can significantly reduce the
communication decision latency that takes place. Current standalone services,
such as Nova and Glance, communicates over HTTP REST interface that can
introduce expensive latency. Communication between components within the
same service, as either inter-process or intra-process, is much less expensive
in comparison. However, the extant cloud service will have more computing
load to deal with as it will be required to maintain its own PBAS and PS
components. Essentially, the integrated service has to collect, store and manage
its own provenance data. This can also reduce the ease of services integration as
it becomes more difficult to update changes to any of the embedded services.

Furthermore, in a cloud environment where cross-service provenance data
sharing is necessary for purposes such as PBAC, a deployment of integrated
PBAC-enabling services is required to employ provenance data sharing mecha-
nisms. As each service stores and manages its own provenance data, PBAC deci-
sions of a service require the provenance data of a different service. The requiring
service has to initiate a request to the different service, therefore introduces com-
munication decision latency over HTTP channels. In order to mitigate decision
latency, each service can take the approach of maintaining duplicate provenance
data of all relevant services. However, this introduces the necessity to synchronize
all provenance data storage, and results in synchronization latency over HTTP
channels. In scenarios where immediate synchronization is vital to the correct-
ness of a PBAC decision, synchronization latency will affect decision runtime
even if the evaluation process is done locally to the extant service. In scenarios
where periodic synchronization is acceptable, optimal decision latency can be
achieved.

Individual cloud service management of locally maintained provenance data
can be complicated. The complications can be alleviated with the standalone
deployment method with the cost of communication latency. Essentially, a stan-
dalone provenance service enables central provenance data storage and manage-
ment, which facilitates duplication and synchronization.

In addition, several variety of these two deployment methods, which we term
hybrid deployment, can be employed to alleviate some of the issues faced by
the above two deployment approach. For example, since not all provenance data
is required for PBAC uses, only PBAC-relevant provenance data is necessarily
duplicated in individual regular cloud services. Other provenance data, which
can be used for auditing, can be stored and managed by standalone provenance
service. In this paper, we use the standalone architecture for our OpenStack
implementation and experiments.

3 The Swift component utilizes a different form of authorization than most other
OpenStack services.
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5 An OpenStack Implementation

In this section, we will focus on the application of our approach on the open-
source cloud management platform of OpenStack.

5.1 Overview of OpenStack Authorization Architecture

At the IaaS layer, OpenStack comprises several components that provide services
to enable a fully functional cloud platform. Each of these components controls
access to specific resources through locally maintained JSON policy files. At the
IaaS layer, the resources to be protected are composed of API functions and
virtual resources such as virtual machine images and instances.

Figure 2 captures a simplified view of the authorization as similarly per-
formed by most OpenStack components. While the solid arrows denote informa-
tion flow, the fine-dashed arrow indicates the Keystone component is responsible
for providing identity service to other OpenStack components. This also provides
authorization-required information indirectly using a token. When an access re-
quest is made, (1) authentication credentials need to be submitted to Keystone
for validation. Once validated, (2) Keystone returns a token which contains nec-
essary authorization information such as roles. (3) The token is then included
in the request that is sent to the specific service component. (4) Authorization
information is extracted from the token and used in evaluating the rules spec-
ified in the policy file native to that service. (5) The final evaluation and/or
enforcement result is then returned to the requester.

Policy rules can be specified as individual rules of each criteria or a combi-
nation of rules. For Grizzly release, OpenStack authorization engine supports
two types of rules: RBAC [16] where decisions are based on role field, ABAC [8]
where decisions are either based on the value of a specific field or the comparison
of multiple fields’ values.

The authorization engine of OpenStack is evolving as additional blue-prints
and feature proposals are raised and delivered by the open-source community on
a daily basis. Currently, OpenStack does not possess or support any variations
of PBAC in its authorization schemes. As our demonstration and discussion of
PBAC’s usefulness in a multi-tenant cloud IaaS exhibit, it is useful to incorporate
PBACmechanisms into the OpenStack authorization platform for history-based,
dynamic and finer-grained access controls.

5.2 Implementation and Evaluation

In this section, we describe and discuss our implementation of a proof-of-concept
prototype that realize the above proposed architecture for enabling a PBAC-
enabled authorization service within the OpenStack platform. Specifically, we
will demonstrate how the OpenStack Computing (Nova) service can utilize the
PBAC-enabled authorization for making access control decisions in addition to
the current authorization schemes Nova is employing.4 A similar process can

4 An implementation of the provenance service is also available. However, since the
emphasis is more on the PBAC aspect, we do not discuss the details of this com-
ponent and the associated evaluation. Henceforth, Figure 6 does not depict the PS
components.



24 D. Nguyen, J. Park, and R. Sandhu

Fig. 6. Nova Implementation Architecture with PBAS Service

be applied on the other services in OpenStack. In this paper, we implement
our solution for Nova and Glance components and evaluate the performance
runtime for each component under different experiments. Afterward, we provide
an analysis of the runtime results.

OpenStack Nova Architecture. First, we describe the current implementa-
tion approaches in the OpenStack Nova architecture.5 As depicted in Figure 6,
the Nova components include:6 Web Dashboard is the potential external compo-
nent that talks to the API, which is the component that receives HTTP requests,
converts commands and communicates with other components via the queue or
HTTP. Auth Manager is a python class component that is responsible for users,
projects and roles. It is used by most components in the system for authen-
tication purposes. Network is responsible for the virtual networking resources.
Conductor is responsible for manage database operations.

There are two methods of communication between the service components:
intra-service communication is done via AMQP mechanisms while inter-service
communication is done via HTTP REST mechanisms. These are represented in
Figure 6 as continuous lines and dashed lines respectively. Communication be-
tween sub-components of the same service can be done locally, such as invocation
of the Auth Manager.

PBAC-enabled Authorization Implementation. In order to incorporate
and enforce PBAC-enabled authorization service, the following components were
implemented to extend Nova.

– PBAC Authorization Client : a Python class that implements an authoriza-
tion method that can be invoked whenever an API/ Scheduler/ Network/
Compute method is invoked. The client sends HTTP requests to the PBAC
authorization server.

5 Similar architecture applies to Glance, the VM image repository in OpenStack.
6 This is a partial list of Nova components.
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– PBAC Authorization Server : a Python class that resides on the PBAC-
enabled authorization service. Receives HTTP requests from the PBAC au-
thorization client, forwards the requests to and receives the decisions from
the PDP, and returns the decisions to the PBAC authorization client.

– PDP, PIP, and PAP Python implementation for the corresponding architec-
ture components.

Since all access control policies are specified in JSON, we implemented a policy
parser class that can interpret policy statements specifying PBAC rules in JSON.

Evaluation and Discussion. In order to evaluate our proof-of-concept pro-
totype, we created and ran the provenance service and the PBAC-enabled au-
thorization service in a Devstack installation of the OpenStack platform.7 The
Devstack is under the OpenStack Grizzly release and is deployed on a virtual
machine that has 4GB of memory and runs on Ubuntu 12.04 OS installation.
We generated mock provenance data that simulates life cycles of VM images and
instances across tenants and is stored in Resource Description Format (RDF)[9]
with the Python RDFlib library [1]. We measured the execution performance of
the following experiments.

Experiment 1 (e1): The execution time of a Glance command and a Nova
command that require checking the associated policy for RBAC requirements
(the original DevStack system).

Experiment 2 (e2): The execution time of the commands with the presence
of an authorization service which evaluates the RBAC policy the service main-
tains and additionally PBAC policy where the authorization service also manage
provenance service operations.

Experiment 3 (e3): The execution time of the commands with the indepen-
dent presence of both a provenance service and a PBAC-enabled authorization
service. The PBAC-enabled authorization service performs both normal RBAC
requirements as well as PBAC requirements, where necessary provenance infor-
mation is obtained from the provenance service.

Table 1. Evaluation Runtime (secs)

Traversal Distance Glance(e1) Glance(e2) Glance(e3) Nova(e1) Nova(e2) Nova(e3)
No PBAC 0.55 - - 0.75 - -
20 Edges - 0.607 0.642 - 0.902 1.062

1000 Edges - 0.788 0.852 - 3.620 4.102

For each experiment and each command, we performed 10 runs and took the av-
erage run-time. As noted in [14], the size and shape of the underlying provenance
graph pose significant impact on query run-time. In this work we evaluated PBAC
queries that require depth traversal. Specifically we chose to test the two scenarios

7 We note that in this paper we do not provide experiments for measuring provenance
data update processes after granted action request enforced. Having such results can
further enrich our insights and belongs in our future line of work.
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where graph traversal takes distances of 20 and 1000 edges. These edge parame-
ters were selected to respectively reflect a normal and an extreme use case of a VM
image and instance within a cloud IaaS environment. The mock provenance data
captures a VM image that is uploaded and modified multiple times and used to
create a VM instance, which is suspended, resumed, and taken as a snapshot by
multiple cloud users. The policy is specified following the informal grammar pro-
vided in [15]. A sample policy rule can specify that a user is only allowed to resume
a VM instance if and only if he suspended that instance or a user is only allowed
take a snapshot of a VM instance if he uploaded the VM image that instance is
created from. The performance results are given in Table 1.

Based on the shown results, we make the following observations. First, com-
pared to the regular execution (e1 approach) of Glance or Nova commands,
the incorporation of PBAC services (either e2 or e3 approaches) introduces
some overhead for traversal distance of 20 edges, specifically between the 10 to
40 percent range. We also observe that the deployment of separate PBAC and
Provenance services also introduces some overhead, specifically between the 5
and 18 percent range due to the additional communication time between prove-
nance service and PBAC service. We observe that for the case of 1000 edges
distance, the additional overhead is as expected as depth traversal require re-
cursive implementation. However, the overhead is much more expensive for the
Nova command in comparison to the Glance command. The reason for this lies
in the authorization implementation of the Nova command. Specifically, the ex-
ecution of the Nova command generates several authorization calls in contrast
to only one from the Glance command. As the number of edges increases, this
additional cost increases exponentially.

We propose a potential approach to improve on these performance results.
Essentially, it is possible to reduce the performance cost associated with the
increase in traversed edges by using meaningful, abstract edges that can equiv-
alently capture the semantics of many base edges. This can help reduce the
number of edges and thus produce, for example, a 20 edges run-time for a 1000
edges case.

6 Conclusions and Future Work

In this paper, we identified the potentials of adopting PBAC into the cloud
Infrastructure-as-a-Service. To achieve practical deployment of PBAC, we pro-
posed several variations of a centralized provenance and PBAC-enabled autho-
rization services architecture.We demonstrated the architectural implementation
in the context of the OpenStack cloud management platform. We implemented,
evaluated and analyzed the performance runtime of our proof-of-concept proto-
type for the Nova and Glance components. From the results and our analysis, our
work in this paper constitutes a strong foundation for enhanced authorization in
cloud platforms. In order to further consolidate the validity of our approach, we
are working on designing and performing more experiments. In addition, our pro-
totype is still in preliminary stage and in need of additional development.We plan
to release the prototype as an open source project in the near future.
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Abstract. With mobile cloud storage, mobile users can enjoy the ad-
vantages of both mobile networks and cloud storage. However, a major
concern of mobile users is how to guarantee the integrity of the remote
data. Taking into account the mobility of mobile devices, in this paper,
we propose an identity privacy-preserving public auditing protocol in
mobile cloud storage for dynamic groups. In our proposal, a dynamic
group key agreement is employed for key sharing among mobile users
group and the idea of proxy re-signatures is borrowed to update tags
efficiently when users in the group vary. In addition, the third party au-
ditor (TPA) is able to verify the correctness of cloud data without the
knowledge of mobile users’ identities during the data auditing process.
We also analyze the security of the proposed protocol.

1 Introduction

Mobile devices have become convenient terminals to access Internet Service with
the adancement of wireless technology. However, because of the computation,
energy and storage limitations, mobile devices cannot support complex data
mining and large data storage. As a consequence, Mobile Cloud Computing [1–3]
is emerged as a new mobile computing paradigm which allows mobile users enjoy
the features from both mobile devices, such as mobility, communication and
sensing capabilities [4], and cloud computing [5], say, on-demand self-service,
ubiquitous network access, rapid resource elasticity, etc.

As one of the dominate services in Mobile Cloud Computing, mobile cloud
storage allows mobile users to store data such as contacts, calenders and SMS
on clouds to compensate for the low capacity of mobile device storage [6]. In
addition, mobile users can access their files via wireless networks at anytime
and from anywhere. The risk of data loss is significantly increased, since mo-
bile phones are always vulnerable to eavesdropping, stealing and loss for exam-
ple. While mobile cloud storage makes these advantages more appealing than
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ever, it also inherits the security threats of conventional cloud computing and
causes a group of challenges that are particular to mobile devices offloading jobs
through wireless communication channels [7]. Once the files are outsourced to
cloud servers to extend the storage capacity, mobile users lose the physical con-
trol of their data simultaneously. As a result, the correctness of the files becomes
one of the biggest concerns for mobile users in mobile cloud storage scenario.
First of all, even though the cloud infrastructures are much more reliable and
powerful than mobile devices, they are still facing a multitude of threats from
internal and external for data integrity. Gmail’s mass email deletion incident [8],
Apple’s MobileMe’s post-launch downtime [9] and T-Mobile Sidekick users’ per-
sonal data loss incident [10] are all such examples. Secondly, the mobile cloud
service providers may not behave faithfully towards the outsourced data for the
benefits of their own. For instance, the mobile cloud server may discard the data
that have not or rarely been accessed for monetary reasons or even hide the
data loss incidents to maintain a good reputation. Therefore, there should be a
mechanism to ensure the correctness of the cloud data for mobile users.

Despite some auditing schemes [11–18] have been proposed to guarantee the
integrity and availability of users’ data in cloud, they are all designed for tradi-
tional cloud storage environment without considering the applications for mobile
cloud. In the new scenario, public auditing, in which a third party auditor (TPA)
is involved to check the integrity of the remote data for mobile users, is highly
essential due to low computational capacity of mobile devices. Besides, the data
sharing among multiple mobile users is perhaps one of the most beneficial fea-
tures that motivates the mobile cloud storage, for example, mobile users share
contacts and photos among friends and documents for colleagues frequently.
Because of the mobility of the devices, the group members change constantly,
including members’ joining, leaving or revocation. A trivial approach to achieve
group dynamic operations is to retrieve the entire outsourced file and re-compute
the tags for blocks of this file, and then upload the updated data. This method is
inefficient due to a ton of overhead on computation and communication. There-
fore, a practical auditing protocol for secure mobile cloud storage is supposed to
support public verification as well as group dynamic operation.

Another issue that should be considered in integrity verification for shared
data is identity privacy protection against the TPA. Even the TPA follows the
execution of an auditing protocol and responds a correct auditing result to a
mobile user, TPA is also curious about the identities or other information of
mobile users or the relative groups. If the identity information of mobile users
are not protected, other confidential information such as the social relationship,
circle of friends and family backgrounds will leak to TPA. What’s worse, through
the auditing process, the TPA will learn extra knowledge such as which mobile
user plays a more essential role than others in a particular group or which data
block has a higher value than others in shared data. While, the only responsibility
for TPA is to check the integrity of the shared data, the mobile users are unwilling
to reveal these sensitive information to it. Of cause, all these information might
help hackers to find the attack targets or bring disasters to mobile users.
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In general cloud storage, several recent works [19–21] help to preserve identity
privacy for group users from public auditors. In 2012, Wang et al. proposed the
first identity privacy-preserving public auditing mechanism for shared data in
untrusted cloud [19] which utilized the ring signature [23] to construct homo-
morphic authenticators, but this scheme fails to scale well to a large number of
users sharing data in a group and does not adapt to dynamic group. In order
to address these issues, they used a group signature [24, 25] to design a public
auditing scheme [20] which supports group scalability and data sharing among
a large number of users in an identity privacy-preserving manner. While this
auditing scheme imposes a heavy burden on the storage of block tags because
of the large size of the group signature and makes the shared data unloaded
by a revoked user be unaccessible for other group members. In 2013, they har-
nessed a proxy re-signature [26] to construct a public auditing scheme [22] for
shared cloud data with efficient user revocation and data sharing without car-
ing about the privacy of the group members. Later, they expanded this scheme
to a privacy-preserving public auditing mechanism [21] by applying a dynamic
broadcast encryption [27]. In this mechanism, the TPA is able to verify the in-
tegrity of shared data without learning identity information of group members
and efficiently handle the user joining and revocation simultaneously. Unfortu-
nately, these schemes [21,22] are vulnerable to the collusion attack launched by
a revoked user and the cloud server. In addition, their schemes are impractical to
be applied to mobile cloud storage since an original user who acts as a manager
to broadcast a group private key for every member in the group is required, but
groups in mobile cloud storage are non-center and self-built, so every member
has an equal status in the group. In terms of efficiency, every group member has
to calculate two bilinear pairing operations to decrypt the ciphertexts to obtain
the group private key, which is the most time and energy consumption operation
in cryptographical computing and will cause heavy workload for the mobile de-
vices. In 2011, Yang et al. [28] used the tricks due to Shacham et al. [29,30] and
trusted computing technology to design a provable data possession protocol for
resource-constrained mobile devices, but their construction only covers limited
desirable properties, say stateless verification and public auditing.

Therefore, providing an identity privacy-preserving public auditing protocol
supporting efficient group dynamic in mobile cloud storage is the problem we
are going to solve in this paper. To the best of our knowledge, our work is among
the first few ones to ensure the data integrity in mobile cloud storage. With the
prevalence of mobile cloud computing, a foreseeable increase of auditing needs
with some particular features for mobile users will be popular in real-world
applications. Our contributions can be summarized as the following aspects:

1. We motivate the identity privacy-preserving public auditing with group dy-
namic for secure mobile cloud storage and discuss the security model and
potential security threats.

2. Deriving from the state of art, we propose a concrete public auditing protocol
which provides the anonymity to TPA, group dynamic and efficient tag-
updating.



Identity Privacy-Preserving Public Auditing with Dynamic Group 31

3. We prove the security and justify the performance of our protocol through
analyzing the computation, communication and storage overhead.

4. In order to be secure against the collusion attack from a revoked mobile user
and the cloud server, our protocol offers a solution but with a lose of the
efficiency in an acceptable bound.

2 Problem Statement

In this section, we describe mobile cloud storage system model as well as the
security model of the data auditing protocol in mobile cloud storage environment.

2.1 The System Model

Mobile cloud storage service involves three entities: mobile users, cloud server
and TPA, as illustrated in Fig 1. Mobile users have limited storage space but
large amount of data files to be stored. The cloud server has large storage spaces
and computation resources and provides cloud storage services to mobile users.
The TPA can be a trusted organization that offers the data auditing service.
It has expertise and capacities that mobile users do not have and is trusted by
the user to check the integrity of the hosted data on behalf of cloud users upon
request.

Fig. 1. System model of data auditing in mobile cloud storage

Each entity has his own obligations and benefits. Mobile users enjoy the con-
venience to store a multitude of files in cloud and share them among group
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members. Upon a cloud user in the group is corrupted, he can be revoked from
the group by other group users. The cloud server will perform the auditing task
honestly and will not reveal the content of hosted data to TPA. At the same
time, it may be self-interested and has its own benefits, such as to hide data loss
accidents to maintain its reputation or discard the files that rarely be accessed
to reclaim storage. The TPA contributes to checking the integrity of the cloud
data and returns the auditing reports to mobile users.

2.2 System Components

An identity privacy-preserving public auditing protocol consists of eight algo-
rithms, namely KeyGen, GkeyGen, TagGen, Challenge, ProofGen, ProofCheck,
Join and Leave as follows.

1. KeyGen: Taking a security parameter κ as inputs, this algorithm generates
a public key pki and a secret key ski for each mobile user Ui in the group
S = {U1, · · · , Un}, where n is the number of mobile users and publishes pki.

2. GkeyGen: Taking every (pki, ski) in S as inputs, this algorithm outputs a
group public key Gpk and a group secret key Gsk, and publishes Gpk.

3. TagGen: Taking the group key pair (Gpk,Gsk) and a data block mj of the
file F as inputs, this algorithm generates a tag Tj for each block, which is
appended to the block mj when uploading the file F and will be used for
checking the block integrity in auditing phase.

4. Challenge: Taking the request from mobile users as inputs, this algorithm
generates a challenge Chal to query the integrity of the data file.

5. ProofGen: Taking as inputs the group public key Gpk, data blocks mj , tags
Tj and the challenge Chal, this algorithm responds a proof P for the chal-
lenged blocks to the TPA.

6. ProofCheck: Taking the group public key Gpk and the proof P as inputs,
the algorithms outputs the verification result of proof P and returns it to
mobile users.

7. Join: Taking as inputs each (pki, ski) in the new group S′ = {U1, · · · , Un,
Un+1, · · · , Un+n′}, where {Un+1, · · · , Un+n′} are the new joined members,
this algorithm generates a new group public-secret key pair (Gpk′, Gsk′),
and updates the block tags.

8. Leave: Taking as inputs every (pki, ski) in the new group members S′ =
{U1, · · · , Ui−1, Ui+1, · · · , Un}, where {Ui} has departed from the group, this
algorithm generates a new group public-secret key pair (Gpk′, Gsk′), and
updates the block tags.

2.3 Security Model

The security model of data auditing protocols proposed by Ateniese et al. [31,32]
ensures that an adversary cannot construct a valid proof without possessing all
the challenged blocks, unless it guesses all the missing blocks. We expand this
model by considering the GkeyGen, Join and Leave queries to ensure that the
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adversary will not acquire the capacities of generating the group secret key and
forging the valuable tags from GkeyGen, Join and Leave phases. The new security
game is shown involving an adversary A and a challenger C as follows:

– KeyGen: The challenger C runs KeyGen algorithm to generate a series of
public-secret key pairs (pki, ski) for mobile users. It offers the public keys
pki to the adversary A and keeps ski secret.

– Queries 1: C responses the queries launched by A and these interactions can
be repeated polynomial times.

1. GkeyGen queries: A chooses a group S = {U1, · · · , Un} to query adap-
tively. C generates the group public-secret key pair (Gpk,Gsk) for the
group S and responses it to A.

2. TagGen queries:A chooses data blocksmj and a group S = {U1, · · · , Un}
to query adaptively. C generates the corresponding tag Tj for each block
under the group secret key Gsk and responses them to A.

3. Join queries: A chooses the tags Tj under the group S that received
from TagGen queries and some new users S′ = {U ′

1, · · · , U ′
n′} to query

adaptively. C generates the group public-secret key pair (Gpk,Gsk) for
the group S” = S + S′ and the updated tags T ′

j , and then responses
them to A.

4. Leave queries: A chooses the tags under the group S that received from
TagGen queries and a leaved user Ui to query adaptively. C generates
the group public-secret key pair (Gpk,Gsk) for the group S′ = S \ Ui

and the updated tags T ′
j , and then responds with them to A.

– Challenge: C sends a challenge Chal and a group S∗ = {U∗
1 , · · · , U∗

n} and
requests A to respond a proof P for the challenged blocks.

– Queries 2: A can continue to ask for the public-secret key pair (Gpk,Gsk)
and updated tags T ′

j for any group S as long as S∗ �= S∗⋂S and S �= S∗⋂S
– Forge: A generates a proof P for the challenge chal and returns it to C.

If ProofCheck(Gpk, chal, P ) = “success”, then the adversary has won the data
possession game.

Definition 1. A data auditing protocol is able to guarantee data integrity if for
any (probabilistic polynomial-time) adversary A, the probability that A wins the
data possession game on a set of file blocks is negligibly close to the probability
that the challenger extracts those file blocks by means of a knowledge extractor.

2.4 Design Goals

To enable identity privacy-preserving public auditing for mobile cloud data stor-
age, apart from the basic requirements, such as public auditability, stateless
verification, blockless verification and batch auditing, our protocol should meet
the following desirable security and performance goals:

1. Identity privacy-preserving: to ensure that it is hard for TPA to derive mobile
users’ identities from the proof during data auditing process.



34 Y. Yu et al.

2. Group dynamic: to adapt to the scenario that the mobile users are dynamic,
such as join an existing group or leave a current group.

3. Efficient tag-updating: to enable to re-generate the tags efficiently by the
present mobile users in group, when some mobile users leave the group or
join an existing group.

4. Security: to ensure that there is no way for a polynomial-time adversary
to generate a valid proof, even this adversary behaves as the cloud server
colluding with a leaved mobile user.

5. Lightweight: to allow TPA to perform auditing task with minimum overhead
of computation and communication and make the computation of generating
group key and tags be feasible for mobile devices.

3 Our Construction

Our identity privacy-preserving public auditing protocol derives from compact
proofs of retrievability which utilizes a BLS based homomorphic authenticator
due to Shacham and Waters [29,30]. For the dynamic of mobile users, we resort
to the dynamic asymmetric group key agreement scheme [33], in which a set of
users from a temporary group and negotiate to share a public-secret key pair. To
achieve the tag-updating, we borrow the idea of proxy re-signature [26], which
enables a semi-trusted proxy to transform Alice’s signature on a message m into
Bob’s signature on m. In addition, the message flows of our protocol should be
transmitted on a certified channel to avoid the attack proposed by Ni et al. [34].
The details of the protocol are as follows. Let q be a large prime and G and
GT be two multiplicative cyclic groups with the same prime order p, and g be a
generator of G. ê : G×G → GT denotes a bilinear map and H : {0, 1}∗ → Z∗

p ,
H1 : {0, 1}∗ → G represent two cryptographic hash functions. Assume n mobile
users form a temporary group S = {U1, · · · , Un} to share a file F which is
divided into t blocks {m1, · · · ,mt} after encoded using RS codes.

1. KeyGen: Ui randomly chooses xi ∈ Z∗
p and computes gxi . Ui publishes the

public key pki = gxi and keeps the secret key ski = xi privately.
2. GkeyGen: A group of mobile users S = {U1, · · · , Un} form a circle structure,

with Un+1 = U1, U0 = Un, to negotiate to share a public-secret key pair
(Gpk,Gsk). They use the system time N as a timestamp which is the unique
identifier for this group. This phase consists of three steps as follows:

– Step 1: Each Ui calculates his shared key with neighbours pki,i+1 = pkxi

i+1

and pki−1,i = pkxi

i−1, and then generates Xi = H(pki,i+1) ⊕ H(pki−1,i)
and Mi = Ui || N || H(S) || Xi. Finally, Ui published Mi to each mobile
user in group S.

– Step 2: Upon receiving the Mi from all the users, Each mobile user Ui

verifies X1⊕· · ·⊕Xn
?
= 0. If not, it outputs failure and abort; Otherwise

generates a group secret key Gsk as:

Gsk = H(H(pk1,2) || · · · || H(pki,i+1) || · · · || H(pkn,1) || N),

where
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H(pki−j,i−j+1) = H(pki,i−1)⊕Xi−1 ⊕ · · · ⊕Xi−j .

for each j = {1, · · · , n− 1}.
– Step 3: Each Ui in S computes and publishes the group public key Gpk =

gGsk.

3. TagGen: Given the file F = {m1, · · · ,mt}, Ui splits mj into s sectors mj =
{mj1, · · · ,mjs}, chooses s random values {b1, · · · , bs} ∈ Zp and computes
ul = gbl ∈ G for l ∈ [1, s]. Then, for each block mj (j ∈ [1, t]), it computes
a tag Tj as

Tj = (H1(Fid || j) ·
∏s

l=1 ul
mjl)Gsk

where Fid is the unique identifier of the file F and j denotes the block number
of mj. It outputs the set of data tags T = {Tj}j∈[1,t] and uploads (F, T ) to

the cloud server .
4. Challenge: The TPA selects some data blocks to construct a challenge set

Q and picks a random vj ∈ Z∗
p for each mj (j ∈ Q), and then sends the

challenge Chal = {j, vj}j∈Q to the cloud server.
5. ProofGen: After receiving the challenge Chal from the TPA, the cloud server

computes

μl =
∑

j∈Q vjmjl ∈ Zp for 1 ≤ l ≤ s,

and

σ =
∏

j∈Q T
vj
j ∈ G.

The cloud server responds with the proof P = {μ1, · · · , μs, σ} to the TPA.
6. ProofCheck: Upon receiving the proof P , the TPA uses the group public key

Gpk to check whether

ê(σ, g)
?
= ê(

∏
j∈Q H(Fid || j)vj ·

∏s
l=1 uμl

l , Gpk).

If so, return “1” to mobile users; Otherwise, return “0”.
7. Join: Suppose a certain outsider J = {Un+1, · · · , Un+n′} wants to join the

current group S. They form a new circle structure S′ = {U1, · · · , Un+n′}
with Un+n′+1 = U1, U0 = Un+n′ . A new timestamp N ′ is chosen based on
the system time. The mobile users calculate a new group public-secret key
pair (Gpk′, Gsk′) and update the tags as follows:

– Step 1: U1, Un and J = {Un+1, · · · , Un+n′} follows the step 1 in GkeyGen
phase to publish Mi. pk1,2 and pkn−1,n are unchanged and the remaining
mobile users {U2, · · · , Un−1} re-publish the previous Mi.

– Step 2: All the mobile users in S′ compute a group secret key Gsk′

according to Step 2 in GkeyGen phase and generate the corresponding
group public key Gpk′.

– Step 3: A mobile user in S downloads tags T of file F firstly, and generates
a proxy re-signature key ReGsk = Gsk′/Gsk. Then it computes T ′

j =

TReGsk
j for each Tj in T . Finally, it uploads T ′ to the cloud and the cloud

server updates T to T ′.
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8. Leave: Assume Ui leaves the group S and the remainders form a new circle
structure among users S′ = {U1, · · · , Ui−1, Ui+1, · · · , Un}. The neighbour-
hood changing concerns only Un−1 and Un+1. A new timestamp N ′ is cho-
sen based on system time. The remaining mobile users calculate a new group
public-secret key pair (Gpk′, Gsk′) and update the tags as follows:

– Step 1: Ui−1 and Ui+1 follows the step 1 in GkeyGen phase to publish
Mi. pkn−2,n−1 and pkn+1,n+2 are unchanged and the rest users re-publish
the previous Mi.

– Step 2: All the mobile users in S′ compute the group secret key Gsk′ ac-
cording to Step 2 in GkeyGen algorithm and generate the corresponding
group public key Gpk′.

– Step 3: Some mobile user in S′ downloads the tags T of the file F firstly,
and generates a proxy re-signature key ReGsk = Gsk′/Gsk. Then it
computes T ′

j = TReGsk
j for each Tj in T . Finally, it uploads T ′ to the

cloud server and the server updates T to T ′.

The correctness of the Gsk ensures that every mobile user in group S will
generate the same group secret key. The correctness of the data auditing phase
is shown as follows:

ê(σ, g) = ê(
∏
j∈Q

T
vj
j , g)

= ê(
∏
j∈Q

(H1(Fid || j) ·
s∏

l=1

ul
mjl)Gsk·vj , g)

= ê(
∏
j∈Q

(H1(Fid || j) ·
s∏

l=1

ul

∑
j∈Q vjmjl), Gpk)

= ê(
∏
j∈Q

H(Fid || j)vj ·
s∏

l=1

uμl

l , Gpk).

Regarding the tag updating, a mobile user generates new tags using the proxy
re-signature ReGsk. If the user is honest, we have

T ′
j = T

Gsk′/Gsk
j

= (H1(Fid || j) ·
s∏

l=1

ul
mjl)Gsk·Gsk′/Gsk

= (H1(Fid || j) ·
s∏

l=1

ul
mjl)Gsk′

= TGsk′
j ,

Thus, the verification equation ê(σ, g) = ê(
∏

j∈Q H(Fid || j)vj ·
∏s

l=1 uμl

l , Gpk′)
in data integrity checking still holds.
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4 Security of the Proposed Protocol

Theorem 1. The group public-secret key pair is securely generated as long as
all the mobile users in group are honest.

Proof. The security of the group key generation indicates that there is no adver-
sary that can get enough information to generate a valid group secret key. This
proof is straight-forward. Our method of generating group public-secret key pair
derives from the dynamic asymmetric group key agreement scheme [33]. If the
mobile users in group are honest, the correctness of the group key agreement
scheme ensures to generate a shared group secret key. According to the security
proof in [35], the group public-secret key pair is secure if Diffie-Hellman key
agreement scheme is secure, whose security can be reduced to CDH assumption.

Theorem 2. The data auditing protocol has key privacy with respect to the join-
ing or leaving mobile users as long as s-CDH assumption and s-CDHI assump-
tion hold.

Proof. In the GkeyGen phase, the Diffie-Hellman key agreement scheme is reused
for n+1 times to generate secret keys for dynamic groups. Actually, gx, gx

2

, · · · ,
gx

2v

are immediate values used for computing the group secret keys. We firstly
consider the joining case. Suppose a mobile user joins the group in the (i +

1)th key exchange process, the joining user knows gx
2i+1

possibly along with
some subsequent items. Here we consider the extreme case in which he knows

Q,Qx, Qx+1, · · · , Qxw

(Q = gx
2i+1

, w = v−2i−1, 0 ≤ i < v) and tries to compute
the ith group secret key. If the s-CDHI assumption holds, the joining mobile user

is unable to compute Q1/x = gx
2i

. In addition, since the target group secret key
is computed using a hash function, the joining member can not retrieve any
information about it. Thus, the data auditing protocol has key privacy with
respect to joining members.

Regarding the leaving case, assume a mobile user leaves the group in the ith

key exchange process. The leaving mobile user could know gx
2i−1

along with
some foregoing items. Here we consider an extreme case in which he knows
Q,Qx, Qx+1, · · · , Qxs

(Q = gx, w = 2i − 2, 0 < i ≤ v) and tries to compute
the ith group secret key. If the s-CDH assumption holds, the leaving mobile

user is unable to compute Qxw+1

= gx
2i

. Besides, since the target group secret
key is computed via a hash function, the leaving member can not retrieve any
information about it. Thus, data auditing protocol has key privacy with respect
to the leaving members.

Theorem 3. There exists no adversary to generate a corrupted proof that can be
accepted by the TPA in the data auditing process within non-negligible probability.

Proof In the data auditing interactions, the adversary outputs a proof that
makes the verification equation hold and is not what would have been computed
by the challenger. In the phases of Join and Leave, an honest mobile user acts as
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a proxy to re-compute the tags using the proxy re-signature key. The capability
of the attack that the adversary can get from these two phases is the same as
that from the GkeyGen phase, which have been discussed in Theorem 1. Thus,
following the proof of the scheme with public verifiability in [30], we are able to
reduce the unforgeability of an auditing proof to the CDH assumption.

5 Conclusion

We presented an identity privacy-preserving public auditing protocol in mobile
cloud storage for dynamic groups. By exploiting the asymmetric group key agree-
ment scheme, mobile users in group are able to share a group public-secret key
pair and generate the tags for the file, so that the TPA enables to audit the in-
tegrity of the shared data without knowing the identities of users. Manipulating
the proxy re-signature, the mobile user can update the tags in an efficient way.
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Abstract. Datacenters for cloud infrastructure-as-a-service (IaaS) con-
sist of a large number of heterogeneous virtual resources, such as vir-
tual machines (VMs) and virtual local area networks (VLANs). It takes
a complex process to manage and arrange these virtual resources to
build particular computing environments. Misconfiguration of this man-
agement process increases possibility of security vulnerability in this
system. Moreover, multiplexing virtual resources of disjoint customers
upon same physical hardware leads to several security concerns, such as
cross-channel and denial-of-service attacks. Trusted Virtual Datacenter
(TVDc) is a commerical product which informally presents a process to
manage strong isolation among these virtual resources in order to miti-
gate these issues. In this paper, we formally represent this TVDc man-
agement model. We also develop an authorization model for the cloud
administrative-user privilege management in this system.

Keywords: isolation, virtual resource management, cloud computing.

1 Introduction

Cloud service providers (CSPs) of infrastructure-as-a-service (IaaS) offer a num-
ber of heterogeneous virtual resources, e.g. virtual machine (VM), to the cloud
customers. Management process of these virtual resources is very complex since
the datacenter of a CSP may contain thousands of these resources from differ-
ent customers and it also increases likelihood of misconfiguration which makes
this system vulnerable. On the other hand, multi-tenancy — sharing a hard-
ware resource among different customers’ workloads enables cost reductions and
economic benefits of the CSPs. However, this situation may also lead to differ-
ent security vulnerabilities for the customers’ workloads such as cross-channel
attacks and denial-of-services.

Recently, trusted virtual datacenter (TVDc) [3] proposed an isolation manage-
ment process in cloud IaaS that addresses these multi-tenancy and management
issues. In TVDc virtual machines and their associated resources, such as vir-
tual bridge and virtual local access network (VLAN), are grouped into trusted
virtual domains (TVDs). Each TVD, represented as a security clearance (also
referred to as color), enforces an isolation policy towards its group members.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 41–53, 2014.
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More specifically, resources are only allowed to interact with each other if they
are assigned to same color. For instance, VMs with same color can communicate
and a VM can run on a hypervisor only if this hypervisor has the same color as
that VM. The main goal of this process is to isolate customer workloads from each
other. As described in [3], the purpose of this isolation is to reduce the threat of
co-locating workloads from different customers by preventing any kind of data
flow among these workloads where the data might includes sensitive information
of the customers or any virus or malicious code. Again, this simple management
process also reduces the incidence of misconfiguration of the virtual-resource
management tasks. TVDc [3] also develops a hierarchical administration model
based on trusted virtual domains.

In this paper, we develop a formal model for TVDc which we call Formalized-
TVDc (also referred as F-TVDc). We leverage the attribute based system pro-
posed in [16] in order to represent different properties of the virtual resources,
such as color. Then, resources with similar attributes will be arranged together
to built a particular computing environment. For instance, a VM can run on a
hypervisor (host) if the host has same color of the VM. This formal model con-
sists authorization models for three types of administrative-user operations. We
also derive enforcement process for the constraints discussed in [3].

2 Background: Trusted Virtual Datacenter (TVDc)

Trusted virtual datacenter (TVDc) [3] manages isolation by defining a trusted
virtual domain (TVD) for a set of VMs and their associated resources that con-
stitute a common administrative unit. The boundary of a TVD is maintained
by assigning the TVD identifier to the respective VMs and resources. A TVD
identifier represents a security clearance (also referred to as a color to emphasize
there is no ordering or structure). For instance, a color can represent the virtual
resources of a particular customer or virtual resources running specific workloads
of a customer. Hence, basically, a color represents a particular context for the as-
signed VMs and resources. Figure 1, from [3], shows the TVDc view of the virtual
resources running two physical data centers and their resources, such as servers,
storage, and network components. The TVDc view separates the association of
physical resources for each color. For instance, in figure 1, the red color includes
VMs 3, 7, 9, and 11, and associated storages.

In order to manage this isolation process, three different administrative roles
are proposed in TVDc: IT datacenter administrator, TVDc administrator , and
tenant administrator. Administrative users (also generally referred as admin-
users) having IT datacenter administrator role are the superusers in this system.
Their main task is to discover the physical and the virtual resources and group
the discovered resources into TVDcs. They also define the security labels or
colors. IT datacenter admin-users further can assign a TVDc group to both
TVDc and tenant admin-users, and assign a set of colors to TVDc admin-users in
order to delegate isolation management of resources in that specific TVDc group.
The tasks of a TVDc admin-user include assigning colors to the resources, belong
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Fig. 1. TVDc View of the IaaS Cloud Resources [3]

to the same TVDc group, from her assigned set of colors. She also assigns a color
to an admin-user if the admin-user is in the same TVDc group and assigned to
the tenant administrator role. The job function of a tenant admin-user is to
perform basic cloud administrative operations on the cloud resources, such as
boot a VM and connect a VM to a virtual network, if both the resources and the
tenant admin-user are in same TVDc group and assigned with same color.

This color-driven isolation management process supports four different types
of isolation which are described as follows:

1. Data Sharing: In this model, VMs can share data with each other only
if they have common colors. In order to constrain this, a VM is allowed to
connect to a VLAN only if both the VM and the VLAN have common colors
and, therefore, it is restricted to communicate with VMs having same color.

2. Hyperviosr (host) Authorization: A host is assigned to a set of colors
and is only allowed to run a VM having a color in that set. Therefore, a host’s
capability to run VMs is isolated to its assigned colors.

3. Colocation Management: Two colors can be conflicted with each other
if context of operation is mutually exclusive. Colors can be declared to be
conflicting and two VMs with conflicted colors are prohibited from running in
same host. For instance, VMs A and B with color red and blue respectively
which have been declared to be conflicting cannot run on same host.

4. Management Constraints: For management isolation, tenant administra-
tive roles are created where each user having this role is restricted to perform
administrative operation within a single color.

3 Formal Isolation Management Model (F-TVDc)

In this section, we formalize the isolation management process in cloud IaaS
which is informally described in TVDc [3]. We call the resulting model as
Formalized-TVDc (F-TVDc) for ease of reference and continuity. In F-TVDc,
different properties of the cloud entities are represented as assigned attributes
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Table 1. Basic Element-Sets

CLR = Finite set of existing colors
VDc = Finite set of existing virtual data centers
AROLE = {itAdmin, tvdcAdmin, tntAdmin}
AU = Finite set of existing admin-users
VM = Finite set of existing virtual machines
VMM = Finite set of existing hypervisors
BR = Finite set of existing virtual bridges
VLAN = Finite set of existing virtual LANs

to them. For instance, a virtual machine(VM) attribute color represents assigned
colors to that VM and an administrative user (admin-user) attribute adminRole
represents assigned role to that user. For this purpose we utilize the attribute
based system [16], specifically its attribute representation for the entities in a
system. In this attribute based representation of F-TVDc, the admin-users can
manage the resources in data-center by assigning proper attributes to them. For
instance, a TVDc admin-user can assign a set of colors to a host and, con-
sequently, the host is authorized to run a VM if the assigned color of the VM

is an element of the set of colors assigned to the host. F-TVDc also formally
represents an authorization model for these admin-user privileges.

3.1 Basic Components

The sets that contain basic entities of F-TVDc are shown in table 1. In F-TVDc,
CLR contains the existing colors/clearances in the system. We will see later that
the colors from CLR will be assigned to the cloud-resources’ and admin-users’
respective attributes, such as the admincolor attribute of an admin-user. The
data-center is divided into multiple virtual data-centers. VDc contains the names
of these virtual data-centers. There are three administrative roles: IT adminis-
trator (itAdmin), TVDc administrator (tvdcAdmin), and tenant administrator
(tntAdmin) which are contained in set AROLE. The set AU contains all admin-
users in the system. VMM and VM contains the current existing hypervisors
(hosts) and the virtual machines(VMs) in the system. Similarly, existing virtual
LANs and virtual bridges are contained in set VLAN and BR respectively.

3.2 Attributes

Attributes characterize properties of an entity and are modeled as functions.
F-TVDc recognize two types of attribute functions for each entity depending on
the nature of the functions values: atomic-valued and set-valued. For instance,
an admin-user attribute function adminRole can only take a single value that
indicates the assigned role to that user. On the other hand, the attribute function
admincolor, representing the assigned colors to an admin-user, can take multiple
values. For convenience we understand attribute to mean attribute function for
ease of reference. Attributes of an entity, let’s say VM attributes, can be formally
defined as follows:
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Table 2. Attributes Specification

Entity Attributes attType SCOPE

Admin-User adminRole atomic AROLE
adminvdcenter set VDc
admincolor set CLR

Virtual Machine vmvdcenter atomic VDc
vmcolor atomic CLR
host atomic VMM
status atomic {Running, Stop}
bridge set BR

Hypervisor (host) vmmvdcenter atomic VDc
vmmcolor set CLR

vm set VM
Virtual Bridge brvdcenter atomic VDc

brcolor atomic CLR
vm set VM
vlan atomic BR

Virtual LAN vlanvdcenter atomic VDc
vlancolor set CLR
bridge set BR

– ATTRVM is the finite set of VM attributes, where
attType: ATTR → {set, atomic}.

– For each att ∈ ATTRVM, SCOPEatt is a finite set of atomic values which
determines the range of att as follows:

Range(att) =

⎧⎨⎩SCOPEatt if attType(att) = atomic

P(SCOPEatt) if attType(att) = set

where P denotes the power set of a set.

– An attribute is a function that maps each VM∈VM to a value in range, i.e.,

∀att ∈ ATTRVM. att : VM → Range(att)

Similary, attributes of other entities can be defined. Table 2 shows the neces-
sary attributes for the entities in F-TVDc which are described as follows:

– Admin-User (aUser) attributes: adminRole attribute of an admin-user
(aUser) specifies the assigned administrative role to aUser. Note that, an
aUser can get only one administrative role, hence, adminRole is an atomic at-
tribute. Attribute adminvdcenter represents the assigned virtual data-center
of an aUser. If the aUser is an IT administrator then its adminvdcenter con-
tains all the members in VDc. Otherwise adminvdcenter of an aUser contains
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only one element from VDc. Similarly, admincolor specifies the assigned col-
ors to an aUser. If an aUser is an IT administrator then her admincolor
contains all the elements of CLR. On the other hand, an aUser having tvd-
cAdmin role can get subset of colors from CLR and a tntAdmin gets only
one color. Section 4 represents the operations to assign values of these aUser
attributes.

– Virtual machine (VM) attributes: The VM attribute host represents the hyper-
visor (host) where a VM is running. Attribute bridge represents the connected
bridges of a VM. vmvdcenter represents the virtual data-center a VM belongs
to and vmcolor specifies the assigned color to that VM.

– Hypervisor (host) attributes: The VM attribute represents the running VMs
in a host. The vmmvdcenter attribute represents its virtual data-centers and
vmcolor the assigned colors to it.

– Virtual Bridge (bridge) attributes: The VM attribute of bridge specifies
the connected VMs to a bridge. Similarly, vlan specifies the vlan to which
a bridge is connected. Similar to the other entities, brcolor and brvdcenter
represent the virtual data-center and color assigned to a bridge. Note these
are atomic in this instance.

– Virtual LAN (vlan) attributes: The bridge attribute of a vlan specifies the
connected virtual bridges to it. Also, vlancolor and vlanvdcenter represents
the virtual data-center and colors assigned to a vlan.

4 Administrative Models

In this section, we discuss administrative operations for the three types of admin-
users. Table 3 formally specifies the set of administrative operations for the IT
admin-user. The first column specifies the operation name and parameters. The
second column specifies the conditions that need to be satisfied to authorize the
operation. Attributes and sets that will be updated after an authorized operation
are listed in the third column, with the ′ symbol indicating the value after the
update. Administrative operations of Table 3 are discussed below.

– CreateVDC: First column of table 3 shows that this function takes two
parameters: users u and a virtual data-center vdc. Then, in second column,
these parameters need to satisfy the given formula which checks if u belongs
to AU, adminRole of u is itAdmin and vdc is not present in VDc. If the
precondition is satisfied, in column 3, vdc is created by adding it to set VDc.

– CreateCl and RemoveCl: Using these two operations, an itAdmin can
create a new color cl and remove an existing color cl.

– Add ClTVDcAdmin: This function takes three parameters: users u1 and u2,
and a color cl. These parameters need to satisfy the given formula in column
2 which checks if u1 has role itAdmin, u2 has role tvdcAdmin and cl is a valid
member in CLR. If so, color cl is assigned to tvdcAdmin u2 by adding cl to
tvdcAdmincolor attribute of u2, as shown in column 3.

– Rem ClTVDcAdmin: Using this operation, an itAdmin removes a color cl
from an admin-user having role tvdcAdmin.
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Table 3. IT admin-user Operations

Operation Precondition Updates

CreateVDC(u, vdc) u∈AU∧vdc/∈VDc∧ VDc′=VDc∪{vdc}
/*Creates a virtual data-center adminRole(u)=itAdmin
vdc*/
CreateCl(u,cl) u∈AU∧cl/∈CLR∧ CLR′=CLR∪{cl}
/*Creates a color cl*/ adminRole(u)=itAdmin

RemoveCl(u,cl) u∈AU∧cl∈CLR∧ CLR′=CLR-{cl}
/*Removes a color cl*/ adminRole(u)=itAdmin

Add ClTVDcAdmin(u1,u2,cl) u1∈AU∧adminRole(u1)= admincolor ′(u2)←
/*Adds cl to tvdcAdmin u2*/ itAdmin∧u2∈AU∧cl∈CLR∧ admincolor(u2)∪{cl}

adminRole(u2)=tvdcAdmin∧
cl	∈admincolor(u2)

Rem ClTVDcAdmin(u1,u2,cl) u1∈AU∧adminRole(u1)= admincolor ′(u2)←
/*Removes cl from itAdmin∧u2∈AU∧ admincolor(u2)-{cl}
tvdcAdmin u2*/ adminRole(u2)=tvdcAdmin∧

cl∈admincolor(u2)

Assign VDCAdmin(u1,u2,vdc) u1∈AU∧adminRole(u1)= adminvdcenter ′(u2)←
/*Assigns virtual datacenter vdc itAdmin∧u2∈AU∧vdc∈VDc∧ {vdc}
to tvdcAdmin or tntAdmin u2*/ (adminRole(u2)=tvdcAdmin∨

adminRole(u2)=tntAdmin)

Assign VDCVM(u,vm,vdc) u ∈AU∧vm∈VM∧vdc∈ vmvdcenter ′(vm)←
/*Assigns virtual datacenter VDc∧adminRole(u)=itAdmin vdc
vdc to a virtual machine vm*/

Assign VDCVMM(u,vmm,vdc) u ∈AU∧vmm∈VMM∧vdc∈ vmmvdcenter ′(vmm)←
/*Assigns virtual datacenter VDc∧adminRole(u)=itAdmin vdc
vdc to a hypervisor vmm*/

Assign VDCBR(u,br,vdc) u ∈AU∧br∈BR∧vdc∈ brvdcenter ′(br)←
/*Assigns virtual datacenter VDc∧adminRole(u)=itAdmin vdc
vdc to a bridge br*/

Assign VDCVLAN(u,vlan,vdc) u ∈AU∧vlan∈VLAN∧vdc∈ vlanvdcenter ′(vlan)←
/*Assigns virtual datacenter VDc∧adminRole(u)=itAdmin vdc
vdc to a virtual lan vlan*/

– Assign VDCAdmin: Using this operation an itAdmin user assigns a virtual
data-center vdc to attribute adminvdcenter of a tvdcAdmin or tntAdmin user.

– Assign VDCVM: A virtual data-center vdc is assigned to the vmvdcenter
attribute of a virtual machine vm. This value specifies that vm belongs to
virtual data-center vdc.

– Assign VDCVMM: Similarly, a virtual data-center vdc is assigned to the
vmmvdcenter attribute of a hypervisor vmm.
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Table 4. TVDc-ADMIN Operations

Operation Precondition Updates

Assign ClTAdmin(u1, u1∈AU∧u2∈AU∧adminRole(u1)= admincolor ′(u2)←
u2,cl) tvdcAdmin∧adminRole(u2)= {cl}
/*Assigns a color cl tntAdmin∧ adminvdcenter(u1)=
to a tntAdmin u2*/ adminvdcenter(u2)∧cl∈

admincolor(u1)∧cl	∈admincolor(u2)

Rem ClTAdmin(u1, u1∈AU∧u2∈AU∧adminRole(u1)= admincolor ′(u2)←
u2,cl) tvdcAdmin∧adminRole(u2)= φ
/*Removes the color cl tntAdmin∧ adminvdcenter(u1)=
from a tntAdmin u2*/ adminvdcenter(u2)∧cl∈

admincolor(u1)∧cl∈admincolor(u2)

Add ClVMM(u,vmm,cl) u∈AU∧vmm∈VMM∧cl∈ vmmcolor ′(vmm)←
/*Adds a color cl admincolor(u)∧adminRole(u)= vmmcolor(vmm)∪
to hypervisor vmm*/ tvdcAdmin∧adminvdcenter(u)= {cl}

vmmvdcenter(vmm)

Assign ClVM(u,vm,cl) u∈AU∧vm∈VM∧cl∈ vmcolor ′(vm)←
/*Assigns a color cl admincolor(u)∧adminRole(u)= {cl}
to virtual machine vm*/ tvdcAdmin∧adminvdcenter(u)=

vmvdcenter(vm)

Assign ClBR(u,br,cl) u∈AU∧br∈BR∧cl∈ brcolor ′(br)←{cl}
/*Assigns a color cl admincolor(u)∧adminRole(u)=
to bridge br*/ tvdcAdmin∧adminvdcenter(u)=

brvdcenter(br)

Add ClVLAN(u,vlan,cl) u∈AU∧vlan∈VLAN∧cl∈ vlancolor ′(vlan)←
/*Adds a color cl to admincolor(u)∧adminRole(u)= vlancolor(vlan)∪
virtual LAN vlan*/ tvdcAdmin∧adminvdcenter(u)= {cl}

vmmvdcenter(vlan)

– Assign VDCBR: This operation assigns a virtual data-center named vdc
to brvdcenter attribute of a virtual bridge br.

– Assign VDCVLAN: A virtual data-center, vdc, is assigned to the vlanvd-
center attribute of a virtual LAN vlan.

Similarly, table 4 shows the operations for TVDc admin-users. The TVDc admin-
users are responsible to assign colors to the tntAdmins and the resources in data-
centers where the TVDc admin-users are authorized to exercise their priviledges.
The description of these operations are as follows:

– Assign ClTAdmin: A tvdcAdmin u1 assigns a color cl to a tntAdmin u2.
Authorization of this operation needs to satisfy the precondition that u1
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Table 5. Tenant-ADMIN Operations

Operation Precondition Updates

Boot(u,vm,vmm) vmcolor(vm)∈admincolor(u)∧ host ′(vm)←
/*Boots a virtual machine admincolor(u)∩ vmmcolor(vmm) 	= vmm
vm in a host vmm*/ ∅∧adminvdcenter(u)= vm ′(vmm)←

vmvdcenter(vm)∧adminvdcenter(u)∈ vm(vmm)∪vm
vmmvdcenter(vmm)∧vmcolor(vm)∈
vmmcolor(vmm)∧vm∈VM∧vmm∈ status ′(vm)←
VMM∧ Evaluate CLocConst(vm,vmm)∧ Running
u∈AU∧adminRole(u)=tntAdmin∧
status(vm)=Stop

ConVmToBr(u,vm,br) u∈AU∧vmcolor(vm)∈admincolor(u)∧ bridge ′(vm)←
/*Connects virtual brcolor(br)=vmcolor(vm)∧brcolor(br)∈ br
machine vm to a virtual admincolor(u)∧br∈BR∧vm∈VM∧ vm ′(br)←
bridge br*/ adminvdcenter(u)=vmvdcenter(vm) ∧ vm(br)∪

adminvdcenter(u)=brvdcenter(br)∧ {vm}
adminRole(u)=tntAdmin

ConBrToVLAN(u,br,vlan) u∈AU∧brcolor(br)∈admincolor(u)∧ bridge ′(vlan)←
/*Connects a virtual bridge brcolor(br)∈ vlancolor(valn)∧ bridge(vlan)∪
br to a virtual LAN vlan*/ vlancolor(vlan)∩admincolor(u) 	= {br}

∅∧br∈BR∧vlan∈VLAN∧ vlan ′(br)←
adminvdcenter(u)=vlanvdcenter(vm)∧ vlan
adminvdcenter(u)=vlanvdcenter(br)
∧adminRole(u)=tntAdmin

and u2 are in the same virtual data-center. Also, the admincolor attribute
of u2 must contain cl.

– Rem ClTAdmin: Using this operation a tvdcAdmin removes a color from
tntAdmin.

– Add ClVMM: This operation adds a color cl to a host named vmm if vmm
and tvdcAdmin are in same virtual data-center. Note that, a host can contain
multiple colors.

– Assign ClVM, Assign ClBR, and Add ClVLAN: Using first two opera-
tions operations a tvdcAdmin u assigns a color cl to a virtual machine vm
and a bridge br respectively. Also, using Add ClVLAN the tvdcAdmin adds
a color to the vlancolor attribute of a virtual LAN. Note that, vlancolor at-
tribute can contain multiple colors since a virtual LAN can be connected to
multiple virtual bridges.

Now, table 5 shows the administrative operations for tenant admin-users and
preconditions to authorize these operations. The operations of the tenant admin-
users are to manage cloud resources within their assigned TVD groups, i.e.,
colors. The operations are described as follows:
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– Boot: Using this operation a tenant admin-user u boots a VM vm in a
hostvmm. Table 5 shows the necessary precondition in order to authorize
this operation. The precondition verifies if the u has same color of the vm
which is basically an implementation of the management isolation constraint
shown in section 2. In addition to that, the precondition also checks if these
three entities belong to the same data-center. It also verifies if the host

vmm’s vmmcolor attribute contains the color of the vm’s assigned color in
vmcolor which is an implementation of host authorization isolation which
is also shown in section 2. The authorization process of this operation also
calls Evaluate CLocConst function to satisfy the co-location management
constraint, also given in section 2, for the vm with other running VMs in vmm.
The algorithm 1 shows the evaluation process of Evaluate CLocConst. Upon
successful checking of these conditions the vm is scheduled to the vmm.

– ConVmToBr: It connects a VM to a virtual bridge . A VM can only connects
to bridge if they have same color and they belongs to the same data-center.

– ConBrToVLAN: Using this function a tenant admin-user connects bridge
to a VLAN. They can be connected if color of the bridge is present in the
vlancolor attribute of the VLAN.

Algorithm 1 Colocation Constraints Verification

1: procedure Evaluate CLocConst(reqVm,vmm)
2: Flag=True
3: for vm∈VM do
4: if host(vm)=vmm then
5: for conele∈ConflictColor do
6: if vmcolor(reqVm) �= vmcolor(vm) then
7: if vmcolor(vm)∈conele∧vmcolor(reqVm)∈conele∧status(vm)=Running then
8: Flag=False
9: return Flag
10: end if
11: end if
12: end for
13: end if
14: end for
15: return Flag
16: end procedure

Algorithm 1 shows the evaluation algorithm of the co-location constraints.
It takes two inputs: requested VM (reqVm) and the host (vmm). For each VM

running in the vmm, this algorithm verifies if there is any conflict between the
assigned color to the vmmcolor attribute of VM with the assigned color to the
vmmcolor of reqVm. Attribute values can have different type of conflicts that
can represent various relationships among these such as mutual-exclusion, pre-
condition, etc. A generalized approach to represent the various types of attribute
conflict-relations are shown in Bijon et al [4, 5]. Here, the conflicting values, i.e.
colors, of the attribute vmmcolor are stored in a set called ConflictColor where
each element in the set contains a set colors that are conflicting with each-other.
Formally this set is defined as follows,
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ConflictColor = {conele1, conele2, ..., conelen} where conelei ⊆ CLR
If algorithm 1 identifies no conflicts between reqVm and all running VM in vmm,
it returns True. Otherwise, it returns a False.

5 Related Work

Presently, cloud providers, such as Amazon Elastic Compute Cloud [1], are
highly multiplexed shared resources among different clients for achieving on de-
mand scalability and cost effectiveness, although, it raises several issues making
security and performance predictability a key concern for the customers [11].
For instance, Ristenpart et al [19] shows that it is possible to initiate a side-
channel attacks from a VM to another co-locating VMs in same server. Rocha et
al [20] shows different attacking scenarios including stealing cleartext password,
private keys, etc. when tenants run their workloads without proper control in
cloud. Moreover, complex and limited virtual resource management mechanism
in cloud increases the likelihood of the risk of possible misconfiguration. Sea-
wall [21] shows that arbitrary sharing of network, in cloud, may cause denial of
service attack and performance interferences. Wei et al [23] shows that uncon-
trolled snapshots and uses of images cause security risk for both creator and user
of it. Sivathanu et al [22] presents an experimental analysis on I/O performance
bottleneck when virtual storages are placed arbitrarily in physical storage. Also,
several performance and security issues, are basically resulted from unorganized
management and multiplexing of resources, are summarized in [12, 14, 15].

In this paper we develop a formal model for isolation management of both
admin-users and cloud resources that provides a simple but effective resource
management mechanism for cloud. This isolation management is informally ad-
dressed in Trusted Virtual Datacenter(TVDc) [2]. TVDc builds upon Trusted
Virtual Domains [2,3], which provides strong isolation that significantly enhance
the security and management capabilities in cloud IaaS environment. Cabuk et
al [8] also utilize Trusted Virtual Domains for the orchestration of various cloud
resources. Lohr et al [17] propose isolation management in cloud system which
is designed for medical services. This work proposes that the end-user, e.g. a
patient, should be able to divide the execution environment for applications into
separated domains isolated from each other so that medical data of a patient
can only resides within her personal domain. Also, Bleikertz et al [6] develop an
assurance language for isolation management in cloud computing environment.
Prior literature also contains several processes on users authorization and access
control models for cloud IaaS including [7,9] and, also, various processes for vir-
tual resource management, e.g., virtual machine placement algorithms [10,13,18]
for improving different aspects, e.g. high performance, load balancing.

6 Conclusion

In this paper, we formally represent an isolation management process of virtual
resources in cloud IaaS. We utilize attribute-based system [16] in order to repre-
sents different properties of cloud resources, such as colors (security clearance),
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as assigned attributes to them. Then, resources are organized together based on
similar attribute values. We also develop a process to enforce co-location con-
straints for the VMs having conflict with each other which prohibits them to be
scheduled in same physical server.
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Abstract. OpenStack has been rapidly established as the most popu-
lar open-source platform for cloud Infrastrusture-as-a-Service in this fast
moving industry. In response to increasing access control requirements
from its users, the OpenStack identity service Keystone has introduced
several entities, such as domains and projects in addition to roles, re-
sulting in a rather complex and somewhat obscure authorization model.
In this paper, we present a formalized description of the core OpenStack
access control (OSAC). We further propose a domain trust extension
for OSAC to facilitate secure cross-domain authorization. We have im-
plemented a proof-of-concept prototype of this trust extension based on
Keystone. The authorization delay introduced by the domain trusts is
0.7 percent on average in our experiments.

Keywords: Distributed Access Control, Identity Management, Security
in Cloud and Grid Systems, Trust Management.

1 Introduction

Cloud computing is widely anticipated as the next generation computing in-
frastructure although it is still in its infancy. The concept of cloud comput-
ing is attracting attention from both business and technology perspectives. Its
pay-on-the-go business model tremendously minimizes on-premise investment on
IT infrastructures for organizations and individuals. The multi-layered service-
oriented architecture (SOA) design enables cloud service providers (CSPs) to
serve their consumers with centralized software and data centers in a multi-
tenant fashion. However, concerns of security with respect to data location and
control, as well as availability create resistance to cloud adoption. One of the
key issues in this regard is access control.

Multi-tenancy is one of the crucial characteristics of cloud services. We define
a tenant from the perspective of a CSP, as an independent customer of the CSP
responsible for paying for services used by that tenant.1 A principal responsibility

1 Payment is the norm in a public cloud while in a community cloud there often will
be other methods for a tenant to obtain services. From the perspective of the tenant,
a tenant could be a private individual, an organization big or small, a department
within a larger organization, an ad hoc collaboration, and so on. This aspect of a
tenant is typically not visible to the CSP in a public cloud.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 54–69, 2014.
c© Springer International Publishing Switzerland 2014
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of the CSP is to maintain isolation across tenants, so that the tenant’s users can
only access resources within that tenant’s scope. Over time it has been recognized
that controlled cross-tenant access is desirable and some models for that purpose
have been proposed [10,20,21,22]. These models establish cross-tenant trust on a
bilateral basis so as to enable appropriate cross-tenant access. Some notion of a
trust relationship of this nature has been prevalent in prior work on distributed
systems when crossing administrative boundaries. This is exemplified by the well-
known mechanisms in Windows Active Directory (AD) [3] and the Grid [6,11].

Our central goal in this paper is to investigate the addition of cross-tenant ac-
cess in the popular open-source OpenStack [4] platform for cloud infrastructure-
as-a-service (IaaS). Specifically, with respect to the Havana release. The general
concept of a tenant in a cloud maps to the concept of domain in the Havana re-
lease of OpenStack.2 The identity service in OpenStack, called Keystone, is used
to manage users as globally available resources. More specifically, the adminis-
trator of a domain can view all the user information and assign any user to roles
controlled by that domain. Each user, as created, belongs to a single domain
and the domain owner or administrator can only see and manage users within
the domain. So far, the use cases of cross-domain access has not been carefully
addressed in OpenStack. This lack is the main motivation for this paper.

In this paper, we propose a domain trust model addressing cross-domain ac-
cess control in OpenStack and provide a proof-of-concept implementation by
extending KeyStone. In response to increasing access control requirements from
its users, Keystone has introduced several entities, such as domains, projects and
groups in addition to roles, resulting in a rather complex and somewhat obscure
authorization model. Before we can add cross-domain trust to this model it is
necessary to cast the core OpenStack access control (OSAC) model in a formal
way which is consistent with familiar terminology from the access control re-
search literature. Development of this formal rigorous statement of OSAC is in
itself an important contribution of this paper.

The rest of this paper is organized as follows. Section 2 gives the motivating
use case of cross-domain authorization and some of the existing approaches. The
formalized OpenStack Access Control (OSAC) model is presented in Section 3,
followed by the extended domain trust model in Section 4. To demonstrate the
feasibility of the novel domain trust model in OpenStack, we develop a proof-of-
concept prototype based on Keystone. This is described in Section 5, along with
evaluation results. Related work in the cross-domain trust arena is discussed in
Section 6. Finally, we conclude the paper in Section 7.

2 Background and Motivation

In this section, we use a DevOps [1] example to explain why we need cross-
domain accesses in the cloud and what potential problems we have in the latest

2 Previous releases of OpenStack employed the term tenant for what has now come
to be called project in OpenStack. The term tenant is no longer used in OpenStack.
In this paper we use the term tenant as a generic concept in cloud computing, while
domain is specific to OpenStack as its realization of a tenant.
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OpenStack solution. Also, we discuss the pros and cons of existing cross-domain
authorization solutions. The scope and assumptions of our work are given.

Motivation. DevOps is a newly emerged software development methodology
that stresses collaboration among software development, quality assurance (QA)
and operations. Numerous companies are actively practicing DevOps since it
aims to help organizations rapidly produce software products and services [1].
When DevOps for an organization comes into play in an OpenStack cloud, cross-
domain accesses become inevitable and requires suitable control. Figure 1 shows
the authorization related components in OpenStack giving cross-domain accesses
for a DevOps use case. The token information is managed by the centralized
identity service. The policy rules are administered and checked against access
requests along with user tokens in each distributed cloud service.

User / Group Role OperationDomain Scope
user-role-project 
assignment

ROLES

COMPUTE
SERVICE

IMAGE
SERVICE

NETWORK
SERVICE

SALES
PROJECT

HR
PROJECT

DEVELOPMENT DOMAIN PRODUCTION DOMAIN
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USERS / 
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INFO

POLICY
RULES

tester

Tom

developer

STORAGE
SERVICE List Files Edit File

Create VM

Add Image

List Files

Add Router

Fig. 1. An DevOps use case of cross-domain accesses

Suppose the organization has two domains in the cloud: Production and De-
velopment. Production hosts live applications supporting the organization’s daily
business requiring strict controls on changes. Meanwhile, Development consists
of development and testing environments, basically a sandbox, where developers
and testers can freely conduct experiments with the cloud resources. The isola-
tion of the two domains is mandatory for best practice and compliance reasons.
Each domain contains its own set of users, groups, projects and controlled ac-
cess to the full-spectrum of cloud services, such as compute, image and network.
As shown in Figure 1, Owen is an operator in Production. Dan and Tom are a
developer and a tester respectively in Development. Each domain has two inde-
pendent projects: Sales and HR. The users are assigned necessary permissions
to access projects in their owning domains to accomplish their daily jobs (each
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user in OpenStack has a single domain which “owns” the user). In order to pro-
cess a DevOps case in which a live application in Sales.Production3 needs to be
updated by a developer, Dan needs authorization to access the application. The
Production administrator may prefer not to create another user account for Dan
in Production but to assign Dan as a developer to Sales.Production instead for
the following reasons.

– Dan does not have to switch between user accounts in different domains.
– Intra-domain and cross-domain assignments can be distinguished.
– After the DevOps case is completed, Production administrator can avoid

removing the temporary user and correlated assignments by simply revoking
the cross-domain user assignments.

This example is a typical use case for organizations using either public or
community clouds. By design, OpenStack supports cross-domain assignments
however they are treated much the same as intra-domain assignments. For ex-
ample, Production’s administrator can assign any user from other domains to
roles in Production’s projects. This approach may cause a series of problems.

a) Production administrator should be able to see Development users and their
assigned roles in all Development projects, at least during authorization time,
to issue proper cross-domain assignments.

b) Development administrator cannot control the cross-domain authorization.
c) Since DevOps jobs are usually temporary, the management of cross-domain

authorization should be flexible, convenient and rapid.
d) No option to specify additional controls upon cross-domain accesses.

On the one hand, the visibility of a user’s roles inside its owning domain
provides crucial information for other domain administrators to authorize access
of the user since the users in OpenStack are not global but identifiable inside
each domain. On the other hand, the user owner needs to monitor or constrain
the roles assigned to its users in other domains in order to prevent violations of
security in multi-domain interoperation [7,18]. In this setting, the collaborating
domains should both have control over the cross-domain access instead of only
one of them.

Letting the cloud administrator take charge of all cross-domain assignments
can solve the visibility issue in Problem a) but the administrative overhead may
become overwhelming. Moreover, it is inappropriate for the cloud administrator
to be so closely involved in the management within individual domains. To ad-
dress Problem b), mechanisms that involve both domain administrators should
be introduced. For Problem c) we need a rapid means to enable or disable cross-
domain assignments for better efficiency. As Problem d) refers, collaborative
cross-domain accesses rather than intra-domain accesses need more control re-
lated to the authorization.

3 We use “.” to represent the ownership relation between projects and domains. For
example, Sales.Production refers to the Sales project in Production domain.



58 B. Tang and R. Sandhu

Existing Approaches. We have found similar problems in Microsoft Windows
Active Directory (AD). An AD, comparable with the identity service in Open-
Stack, maintains various types of trust relations to allow users in one domain
to access resources in another [3]. But they are not directly applicable in the
cloud environment since AD is designed to manage identities for a centralized
authority but not decentralized ones like in the cloud.

Currently, OpenStack Keystone supports delegation for users. In particular,
a user can delegate a part of his or her permissions to another user through a
trust relation. The trustee can impersonate the trustor to perform a subset of
the permissions that the trustor has been authorized. Issuing a trust relation
does not need involvement of the domain administrators so that Problem b) still
exists. In addition, it requires a single user to have all the permissions that the
requesting user needs in the target project and limits the capability of cross-
domain collaborations.

Amazon Web Service (AWS) allows delegating access across accounts (ac-
counts are comparable to OpenStack domains). By creating a trust relation and
associating an assumed role with it, the trustor account authorizes the users
from the trustee account to access permissions associated with the assumed role
in the trustor account. In this way, cross-account accesses are enabled. However,
the trust relation cannot support customized control other than the assumed
role or be constrained.

Scope and Assumptions. In this paper we assume that cross-domain au-
thorization only happens in a single cloud. Nevertheless, the model we propose
may be extended to federated cloud scenarios. We assume the users in our mod-
els are properly authenticated as supported by Keystone. Our discussion and
implementation are based on the Havana release of OpenStack [4].

3 OpenStack Access Control Model

In this section, we present the core OpenStack Access Control (OSAC) model
based on the OpenStack Identity API v3 [5] which is relatively the latest stable
version. Since OpenStack is a rapidly changing system solving practical prob-
lems, we feel it impossible and unnecessary to model every feature in OpenStack
identity service. Instead, we keep only the core components in the model and
formally present how they interplay with each other in the authorization and ad-
ministration processes. Hence, the term core OpenStack Access Control model.
For simplicity we will often omit the core prefix.

Core OSAC. Core OSAC extends the traditional RBAC model [12] to support
multi-tenancy. The model elements and relations are defined in Figure 2. OSAC
contains eight core entity components: Users (U), Groups (G), Projects (P ),
Domains (D), Roles (R), Services (S), Operations (O) and Tokens (T ). Other
entities in the OpenStack Identity API are regarded implementation specific such
as credentials, regions and endpoints. Each of the entities has a globally unique
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Fig. 2. Core OpenStack Access Control (OSAC) model with domain trust

resource identifier provided by the identity service. The Domain Trust (DT)
relationship is shown in dashed lines since it is not currently part of OpenStack
but is proposed as an extension in this paper.

Users and Groups. A user represents an individual who can authenticate
and access cloud resources. In OpenStack, users are the only consumers of cloud
resources. A group is simply a collection of users. Each user or group is owned by
one and only one domain. Each group contains only users in its owning domain.
Since groups share the nature of users, for convenience reason we understand
“users” to mean “users or groups” in the rest of this paper.

Projects. A project is a scope and/or a container of cloud resources. A project
manages multiple services and a service segregates its resources into multiple
projects. Using a project and a service, we can locate a specific set of resources.
For example, the compute service of Sales.Production project manages the vir-
tual machine (VM) instances of production applications for the sales department.
Each project is owned by one and only one domain.

Domains.A domain is an administrative boundary of users, groups and projects.
Domains are mutually exclusive. Each user, group and project belongs to one
and only one domain.

Roles. Roles are global names which are used to associate users with any of
the projects. A user is assigned a role with respect to a project, in other words
to a project-role pair.4 Users can be authorized permissions only through roles.

4 Users can also be assigned a domain-role pair. This is for administrative usage only
and will be discussed in Section 3.
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The functions of roles may vary drastically in different services depending on
the nature of the service.

Services. A service represents a distributed cloud service. Since OpenStack and
most of other cloud systems are designed following service-oriented architecture
(SOA) model, cloud applications and resources are delivered to the customers as
services. The core service types in OpenStack include compute, image, identity,
volume and network.

Object Types and Operations5. An object type represents a kind of cloud
resources such as VM or image. Each service may provide multiple object types.
For example, within the network service, IP and port are different object types.
An operation is an access method to the object types. General operations are
create, read, update and delete (CRUD) interacting with object types.For exam-
ple, a typical permission “Delete VM” is a combination of delete operation and
VM object type. Note that in cloud environments we cannot specify a partic-
ular object in the policy since the objects are created “on-demand”. Thus, the
finest-grained access control unit is a collection of objects identified by a specific
object type and a specific project.

As a role-based authorization model, the central part of OSAC is the as-
signments related to roles: user assignment (UA), group assignment (GA) and
permission assignment (PA) as illustrated in Figure 2. Both groups and users
are assigned to project-role pairs but permissions are assigned to roles. As a
result, the permissions assigned to a role populates across all the projects. For
example, if Dan is assigned a developer role in both Sales.Development and
HR.Development, the permissions available to Dan through the developer role
in both projects are identical. This arrangement embodies the multi-tenant na-
ture of cloud resources and provides great flexibility for the assignments as long
as the definition of roles is consistent within each service. It is worth noting that
user assignments and group assignments are managed centrally in the identity
service which permission assignments are distributed into each service.

Tokens. A token represents a subject acting on behalf of a user. A token is
issued by the identity service for an authenticated user and then validated by
other services whenever the user requests cloud resource accesses. A token may
be expired or revoked during its lifetime. The content of a token is encrypted
with public key infrastructure (PKI) so that it cannot be altered during trans-
portation. It reveals all the information needed to authorize the access including
the accessing user, the target project6, all the assigned roles in the project7 and
service catalogs. The function user tokens returns the set of tokens that are

5 For clarity, we introduce object types and operations as components of permissions
to the OSAC model. There is no specification of these two concepts in the identity
service API.

6 The accessing scope may be project, domain, or even unscoped. For ordinary ac-
cesses, a token is scoped to a project

7 Currently, OpenStack does not support activating an arbitrary subset of roles as-
signed to a user in the project.



Extending OpenStack Access Control with Domain Trust 61

associated with a user, the function token project returns the target project
and the function token roles returns the roles assigned to the user in the target
project. Typically a user is issued one token for each project. Thus, in a partic-
ular project, the permissions available to the user are the permissions assigned
to the roles revealed in the correlated token.

We summarize the above in the following definition.

Definition 1. Core OSAC model has the following components.

– U , G, P , D, R, S, OT , OP and T are finite sets of users, groups, projects,
domains, roles, services, object types, operations and tokens respectively.

– user owner : U → D, a function mapping a user to its owning domain.
Equivalently viewed as a many-to-one relation UO ⊆ U ×D.

– group owner : G → D, a function mapping a group to its owning domain.
Equivalently viewed as a many-to-one relation GO ⊆ G×D.

– project owner : P → D, a function mapping a project to its owning domain.
Equivalently viewed as a many-to-one relation PO ⊆ P ×D.

– UG ⊆ U ×G, a many-to-many relation assigning users to groups where the
user and group must be owned by the same domain.

– PRP = P ×R, the set of project-role pairs.
– PERMS = OT ×OP , the set of permissions.
– ot service : OT → S, a function mapping an object type to its associated

service.
– PA ⊆ PERMS×R, a many-to-many permission to role assignment relation.
– UA ⊆ U × PRP , a many-to-many user to project-role assignment relation.
– GA ⊆ G×PRP , a many-to-many group to project-role assignment relation.
– user tokens : U → 2T , a function mapping a user to a set of tokens; corre-

spondingly, token user : T → U , mapping of a token to its owning user.
– token project : T → P , a function mapping a token to its target project.
– token roles : T → 2R, a function mapping token to its set of roles. Formally,

token roles(t) = {r ∈ R|(token user(t), (token project(t), r)) ∈ UA} ∪
(
⋃

g∈user groups(token user(t) {r ∈ R|(g, (token project(t), r)) ∈ GA}).
– avail token perms : T → 2PERMS , the permissions available to a user

through a token, Formally,
avail token perms(t) =

⋃
r∈token roles(t){perm ∈ PERMS|(perms, r) ∈ PA}.

Role hierarchy (RH) is not supported in OSAC but it could be a reasonable
extension for convenience. Depending on operation needs, the hierarchy relation
may be added upon roles or to project-role pairs. Both approaches allow spec-
ification of role-hierarchy assignments in the centralized identity service while
the former also supports distributed assignment since different service may build
different structures of role hierarchy as needed. Consideration of these extensions
is beyond the scope of this paper.

Administrative OSAC Model. As described previously, the identity infor-
mation of all the entities including services, domains, users, groups, projects
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and roles are stored and managed by the Keystone identity service in Open-
Stack, as are the assignments associating users and groups with roles in domains
or projects. It is worth to note that the permission assignments are separately
maintained by each cloud service provider in a policy file. The policy file for the
identity service specifies the permissions to manage identities and assignments
for administrator roles.

The administrative OSAC (AOSAC) model consists of three levels of admin-
istrative roles: cloud admin, domain admin and project admin. As their names
indicate, cloud admin refers to top-level administrators with the CSP manag-
ing all the information in the identity service; domain admin at the middle-
level is able to conduct administrative tasks within the associated domain; and
project admin at the bottom-level take the responsibility of managing UA and
GA assignments for the associated project. A user can only be assigned to
cloud admin role at the installation time of the cloud or by other users with
the cloud admin role afterwards. The domain admin and project admin roles
are assigned to users by associating the users with the “admin” role in a specific
domain or project respectively. Figure 3 illustrates an example administrative
role hierarchy in AOSAC.

Cloud_Admin 
(CA)

Development 
Domain_Admin

(DDA)

Production 
Domain_Admin

(PDA)

Sales.Development 
Project_Admin

(SDPA)

HR.Development 
Project_Admin

(HDPA)

Sales.Production 
Project_Admin

(SPPA)

HR.Production 
Project_Admin

(HPPA)

Fig. 3. An example administrative role hierarchy

In the DevOps example described in Section 2, Development domain admin
(DDA) and Production domain admin (PDA) roles are assigned to users owned
by each domain respectively. A PDA can list and view users, groups and projects
in Production. He or she can also assign roles, including the “admin” role, in
a project of Production to a user. A Sales.Production project admin (SPPA)
can assign roles other than the “admin” role in Sales.Production to a user.
Note that a PDA or a SPPA can assign Dennis@Development to the “de-
veloper” role in Sales.Production. As a result, DevOps cross-domain accesses
may be authorized. However, the administrative boundary of the two domains
are intersected with each other. This may lead to unwanted authorization in
cross-domain collaboration, such as the DevOps example.

4 Domain Trust Model

In order to achieve additional control for cross-domain accesses, we propose
domain trust models integrating with the OSAC model. From the description in
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the previous sections, we observe that domains are introduced as administrative
boundaries. Bridging domains using trust relations gives a controlled way to
allow cross-boundary collaborations. For a user to have roles in a project, a
proper trust relation needs to be established between the owning domains of the
user and the project.

Domain Trust Relation. The definitions of trust relations vary in different
application scenarios. In the field of access control, either explicit or implicit trust
relation is essential to decentralized authorization [9]. Thus, in order to properly
authorize cross-domain accesses, we have to specify what a trust relation means
and how the trust relation interacts with the existing access control model.

Trust is a complicated concept and has been treated in different ways in the
context of access control. The following is a list of characteristics related to
domain trust relations. Figure 4 depicts the potential combinations.

Trust

Two-party Federation

Unilateral Bilateral

BidirectionalUnidirectional Bidirectional

TransitiveNon-Transitive

Fig. 4. A tree structure showing characteristics of domain trust relation

Protocol (Two-party vs Federation). Two-party trust is established be-
tween two domains. A federation trust exists in an alliance or cooperative as-
sociation in which a participant that is a domain trusts each other participants
and it is also true in return.

Initiation (Bilateral vs Unilateral). When the trustor creates a trust rela-
tion, if the trustee is required to confirm, then the trust relation is regarded as
bilateral otherwise unilateral. It is worth to note that transferring a unilateral
trust relation to a bilateral one is much easier than doing the reverse.

Direction (Bidirectional vs Unidirectional). A bidirectional trust relation
requires the actions enabled through the trust relation are equally available for
the trustor and the trustee. Conversely, a unidirectional trust, as the name refers,
requires availability of the actions only on one side.

Transitivity (Transitive vs Non-transitive). For domain A, B and C, if A
trusts B and B trusts C it is implied that A trusts C, then the trust relation is
transitive. Otherwise, the trust relation is non-transitive.

In this paper, the domain trust relation is specified as an two-party, unilateral,
unidirectional and non-transitive relation. Moreover, it is reflexive meaning each
domain trusts itself. It is functionally defined as the following.
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Definition 2. If and only if Domain A trusts Domain B, also written as “A�
B”, A or B can perform unidirectional cross-domain authorization.

The actions enabled through a domain trust relation depend on the trust
types defined as follows.

Definition 3. Based on collaborative access control needs, the domain trust re-
lation described in Definition 2 can be categorized into three useful types.

– Type-α, requires visibility of the trustee’s user information for the trustor
to assign trustee’s users to roles in trustor’s projects, written as “�α”.

– Type-β, requires the trustor to expose its user information for the trustee to
assign trustor’s users to roles in trustee’s projects, written as “�β”.

– Type-γ, requires the trustor to expose its project information for the trustee
to assign trustee’s users to roles in trustor’s projects, written as “�γ”.

Type-α Trust is used implicitly in current OpenStack since the trustor
domain admin and project admin can see the users in all the domains and
assign them to roles in the trustor’s projects. Type-α Trust is only useful when
user related information is not sensitive and available across domains by default.
In contrast, Type-β Trust and Type-γ Trust protect user information as sensi-
tive property of each domain. Both of them require dual control. In particular,
the trustor manages the trust relation while the trustee manages cross-domain
authorization. In this way, cross-domain accesses can be revoked by either end
of the trust relation.

OSAC Domain Trust Since we have specifically defined the domain trust
relation above, integrating it with OSAC becomes straightforward. The formal
definition of the OSAC Domain Trust (OSAC-DT) model follows.

Definition 4. The OSAC-DT model extends the OSAC model in Definition 1
with the following modifications.

– DT ⊆ D ×D, a many-to-many trust relation on D, also written as “�”.
– UA is modified to require that (u, (p, r)) ∈ UA only if

project owner(p) ≡ user owner(u)∨project owner(p) �α user owner(u)∨
user owner(u) �β project owner(p)∨project owner(p) �γ user owner(u).

– GA is modified to require that (g, (p, r)) ∈ GA only if
project owner(p) ≡ group owner(g)∨project owner(p) �α group owner(g)
∨ group owner(g) �β project owner(p) ∨ project owner(p) �γ

group owner(g).

The modification focuses on the effect of the domain trust relation introduced.
Particularly, the project owner has to trust the user owner for UA and GA to
take effect. The trust relation is checked during both authorization time and
accessing time so that if it is revoked the correlated cross-domain accesses may
be automatically or manually revoked depending upon implementation.
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OSAC-DT allows the three types of trust relations to coexist with each other.
A specific cross-domain UA or GA is effective as long as the trust relation be-
tween the user or group and the project domains satisfy the condition described
in Definition 4. In fact, combining Type-α and Type-β trusts we achieve a bi-
lateral trust relation. For example, only if both Production �α Development
and Development �β Production exists, then cross-domain authorization by
Production is enabled.

By introducing explicit domain trust relation, the following constraints may
be enforced over cross-domain authorization.

Separation of Duties (SoD). Some of the collaborations among domains may
have conflict of interests which should be addressed by additional constraint
policy and lists of mutually exclusive domains.

Minimum Exposure. In collaboration, the over-exposure of user or project
information increases security and privacy risks. An effective solution is limiting
exposure of information based on each domain or each trust requirements.

Cardinality. A domain may limit the number of domains to be trusted. For
example, some domains , such as Production, require high-level security and
allow only one trusted domain at a time for temporary access if necessary.

The constraints listed above and a lot more are previously not available with-
out domain trust relations.

Domain Trust Administration. The administrative OSAC-DT (AOSAC-
DT) model extends the AOSAC model by the administration of domain trust
relations and their enabled actions. Since the trust relation is unilateral, only
the cloud admin the domain admin of the trustor and have permission to cre-
ate and revoke a specific domain trust relation. The trust relation enables the
project admin and domain admin of the trustor, in case of Type-α trust, or
the trustee, in case of Type-β trust or Type-γ trust, to view the user or project
information necessary for them to make cross-domain authorization.

5 Prototype and Evaluation in OpenStack

To further explore the feasibility of our OSAC-DT model, we implement a pro-
totype system based on the Havana release of Keystone source code [4]. Further-
more, we conduct experiments on the prototype system in terms of performance
and scalability. The results turn out to be convincing that the integrated domain
trust introduces minimum authorization overhead.

Implementation Overview. The architecture of our prototype follows the
Keystone design. The domain trust verification process intercepts the authenti-
cation process. Before Keystone issues the token for a requesting user, the domain
trust relations stored in the MySQL database are checked. Only if the requesting
user’s owning domain is trusted by the target project’s owning domain, then the
token issuing process can go through. Otherwise, an “unauthorized” response
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will be returned. For proof of concept purpose, we implement only Type-γ trust
in the prototype system. It is straightforward to extend the implementation
other types of domain trust relations discussed in Section 4 and similar evalu-
ation results are predicted because the domain trust verification processes are
similar.

Evalutation. The implementation and experiments are conducted in experi-
mental Devstack [2] deployments in a private cloud. The core OpenStack ser-
vices, including Keystone, are running on a single VM. The requesting clients
are from the same data center network of the private cloud. Since only Keystone
code is modified, the experiments focus on evaluating the token issuing process
including sequential processes of authentication, domain trust verification, token
composition and network transmission, etc.
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Fig. 5. Performance and scalability evaluation results

The experiments simulate sequential token requests for one-hundred users
and projects owned by ten independent domains. Each user is associated with
both intra-domain and cross-domain assignments through ten different roles.
As Figure 5a shows, the x-axis represents the requests per user and the y-axis
indicates the latency between request time and response time from the client end,
also known as the token issuing delay. Comparing the token issuing delay of intra-
domain and cross-domain access requests, the domain trust verification process
costs 0.96 ms on average or 0.7% performance overhead which is acceptable.

Figure 5b presents the results for scalability tests on our prototype system.
The x-axis represents the capability of the VM running Devstack in the unit
of “1CPU/1GB RAM”. The y-axis is the calculated throughput for the token
issuing process. The plotted diagram shows that with ten requests per user, the
throughput increase of the prototype system is proportional to the increase of
the capability of Keystone servers from 1 unit to 8 units so that the system is
scalable and adding the domain trust does not cause scalability problem.
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6 Related Work

Role-Based Access Control (RBAC) [12] is a dominant model in single organi-
zation scenarios. ROBAC [24], one of the RBAC extensions, is able to manage
authorization for multiple organizations, comparable to domains, but collabora-
tion among organizations are not allowed. GB-RBAC [15] supports collaboration
among groups. Yet, the group admin can not manage the users inside the group
which is different with domains in OpenStack. More importantly, most of RBAC
extensions need a centralized authority to administer each collaboration. In the
cloud environment, the centralized authority is the cloud service provider (CSP)
who is inappropriate and incapable to manage all the collaborations.

Role-based delegation models [8,13,14,23] are designed to solve collaboration
problems. However, the chained delegation relations are not flexible enough.
Since the entities in the cloud are created on-demand and deleted afterwards,
any node of the chain may disappear resulting in void delegation. Comparing to
OSAC-DT, the trust relation is always created and maintained by the trustor
and non-transitive so that the management of trust relations is simple.

Secure multi-domain interoperation solutions [19,18] leverage role mapping
techniques between domains to facilitate interoperation. Role mapping is a form
of role hierarchy linking roles across domains. But it cannot be integrated with
OpenStack since role hierarchy is not supported. Even if role hierarchy can be
established, as we discussed in the OSAC model, role-mapping will not func-
tion until the PA becomes project-specific or domain-specific. In OSAC-DT, the
trust relations is on domains and only affects UA and GA which are project-
specific. Authorization services [6,11,16] in the Grid leverage decentralized trust
management [9]. In order to establish collaboration, maintaining credentials be-
tween nodes becomes a huge performance overhead which could be avoided in
the Cloud by the centralized identity service.

OSAC-DT is closely related to the models like MTAS [10,22], MT-RBAC [20]
and CTTM [21]. OSAC-DT differs in its compatibility with the OpenStack Iden-
tity API v3. Further, the administrative model also merges with the OpenStack
Keystone management. Ray et al [17] propose a formal trust-based delegation
model solving similar problems in mobile cloud environment. However, the calcu-
lated trust relation is inappropriate and unnecessary between domains in Open-
Stack since domains have the authority to assign trust relations with each other.

7 Conclusion

In this paper, we present a formalized OpenStack access control model from
which we propose a domain-trust extension to better facilitate the decentral-
ized authorization for cross-domain collaborations. There are three useful types
of OpenStack-specific domain trust relations, intuitive trust, user-aware trust
and project-aware trust, applicable to various collaboration needs. Further, we
implement a proof of concept prototype system with project-aware trust based
on Keystone Havana release source code. The experiment results show that the
integrated domain trust model is acceptable in both performance and scalability.
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Abstract. Software defined network(SDN) one of most popular and influential 
technique is an emerging network architecture. It has attracted great attention to 
reform its performance and extend its applications in recent years. Although 
this new architecture provides all parties with a common programming 
environment to drive differentiation, almost all studies focus on efficiency and 
utility. Few efforts have been made to enforce authentications or access control 
in SDN. In this paper, we propose a hierarchical attribute-based access control 
scheme by incorporating the hierarchical identity based encryption and cipher-
policy attribute based encryption(CP-ABE) system. Combing the hierarchical 
structure and the characteristic inherited from CP-ABE, the prosed scheme 
gains not only scalability, but also flexibility and fine-gained access control. 
Based on this we then present an authentication protocol for this special 
architecture to enhance the ability of controllers in SDN for managing the users, 
devices and data flows flexibly. 

Keywords:SDN, authentication, access control. 

1 Introduction  

Software defined network (SDN) is a new network architecture introduced by Nick 
McKeown [1]  in 2008. Since then, SDN has been one of the most influential 
paradigms in the IT industry. It has attracted abundant attention from both the 
academia and industry. SDN inherits the concept of ForCES [2] in which the control 
plat and the data plat are decoupled. So the design not only benefits network operators 
from reducing the cast of devices, but also benefits administrators of the whole 
network domain from increasing the convenience of configuring huge numbers of 
devices from different equipment manufacturers. Numerous commercial Internet 
companies take part in the wave of developing SDN, such as Google’s B4 [3], Cisco’s 
NFV [4], Huawei’s Carrier SDN. 

Although SDN has brought the great advantages interesting IT companies, 
academic researchers, network operators and potential network access users, the 
security problem of SDN become serious obstacles for its wide development. If no 
suitable solutions are presented, there is no doubt that the problems will prevent the 
SDN’s wide deployment and usage in future. One of the most significant security 
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threats in SDN network is that how to prevent the network statistics traffics data from 
being stolen by attacker due to its remote management. Compared with traditional 
architecture, the unique component controller collects and stores the status and traffic 
data that open APIs can invoke easily. Flow data contain user’s information, such as 
user’s habit of surfing Internet, contacts user frequently emailed, place where they 
stay, which will lead to a victim of spam. Thus, SDN controller should ensure that the 
sensitive information should be offered only to the ones who are authorized, but in 
fact open APIs can offer the common information to the public. 

In addition to data confidentiality requirement for controller, flexible and fine-
grained access control is also important to protect user’s information in SDN’s overall 
objectives. However, the access control described in Ethane, which is regard as the 
prototype of SDN, shows its short for managing access users accurately and 
efficiently. Traditional authentication technique always needs only one factor, such as 
password, certificate, fingerprint, and so on. Unfortunately, it can hardly predict the 
behaviors after the user access in. Once a bug of system is found, a malicious user 
may have chance to bypass access control policy to gain sensitive information or use 
network resources illegally. 

In this paper, we propose a new authentication with a hierarchical attributed based 
encryption in order to achieve security and flexible goals for the components in the 
SDN network. Our scheme enforces the authorization verification during the process 
of authentication to ensure the user can’t obtain the unauthorized information or 
illegal network resources. 

In summary, the contribution of our work is described as follow: 

• We propose a hierarchical attribute-based encryption(HABE) for software defined 
network, incorporating the hierarchical Identity-based encryption and CP-ABE to 
improve scalability and flexibility of access control for secure SDN. The size of the 
ciphertext is only growing with the number of attribute in access control policy In 
our scheme, one can encrypt or decrypt messages with the attributes keys 
distributed by different domain authority. It is easy to share messages to the 
members in different domains. Because multiple domain authorities may 
administrate the attributes in an access control policy, one can form fine-grained 
control policy and share the messages to the members in different domains easily.  

• We demonstrate an authentication protocol based on our HABE scheme for SDN 
network. The protocol can provide the support of the fine-grained access control 
and users’ information protection. Comparing with the traditional protocols, user in 
ours’ network has the right to choose he prefer to, our scheme also distributes the 
burden of the access server to deployed controllers. 

Paper organization: The rest of the paper is organized as follows. Section II 
presents the overview of related work. The system model and security assumption are 
shown in section III. In section IV, we describe our HABE scheme and present how to 
use it to improve the security in SDN network. In section V, the whole authentication 
protocol based on the scheme we present before is proposed in detail. Then in section 
VI, we analysis the security of our protocol and the computation complexity of the 
scheme and evaluate the performance of the protocol. 
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2 Related Work 

Although this new structure has the advantages of efficient network and flexible 
reconfiguration, the security problems is still blocking the development of SDN. 

Ethane[8], an early form of SDN, provides a model of user access and 
management, while the user management is so simple that can hardly satisfy the 
necessary security requirement for large scale deployment. For enhancing the security 
between controller and applications, IETF in [5]clearly point out the solution to 
enable multiple organizations to access network resources by using authorization and 
authentication mechanism. However not all applications need same network privilege 
and it is no doubt that traditional schemes lead to a complex access control policy and 
huge waste of storage space of credentials. In current openflow specification [6] 
security channel established by transport layer security protocol (TLS) provide mutual 
authentication between controller and switch can reduce the threat that attacker 
disguises as controller and carry out malicious activities. The authentication with TLS 
in SDN may provide necessary security in the scenario that single controller 
administrate the whole network. While unfortunately, multiple controllers will also 
get into as the same trouble as the solution above in a huge network and this security 
measure is optional not compulsory. In[7], the author found that the leak of using 
security mechanism would lead to fraudulent rule insertion and rule modification. 

Since Lamport first proposed a password authentication protocol in 1981, there are 
thousands of the authentication protocol for users’ access has been presented based on 
password [10][11], trusted platform module[12][13], credentials and smart card. With 
the change of the network structure, controller in SDN possesses partial function of 
authentication severs and bears the responsibility of access control that raises a 
question whether the existing protocols can be adopted to this new structure to 
efficiently verify and manage the entity in network. Until now, in our view, there have 
been no new security protocols for this novel structure.  

ABE scheme is a new encryption system associated with an access control policy. 
Some ABE schemes [14][15][16][17] can be tracked back to Identity-based 
encryption. Since Sahai and Waters first introduced the attribute-based encryption 
[18], several authors have proposed different encryption schemes almost of which can 
be classify into two categories. One is so-called key-policy attribute based encryption 
(KP-ABE)[14] and the other is ciphertext-policy attribute based encryption(CP-
ABE)[15]. The difference between KP-ABE and CP-ABE is the way that the access 
control structure associated with private key or cipher text. In other words, in KP-
ABE, the user’s decryption key is associated with the access structure when key 
generates and the ciphertext is associated to a set of attributes. Only when the 
attributes satisfied the access structure the user can decrypt the cipher text. 
Nevertheless, in CP-ABE the roles of key and ciphertext will be exchange. So 
comparing with the KP-ABE, CP-ABE is more scalable, because in CP-ABE 
encryptors can arbitrary decide who has the right to decrypt the messages, while in 
KP-ABE encryptors can just encrypt messages for some specific ones. 

Although ABE schemes provide a fine-grained access control which other encryption 
system can’t support, a single authority may be overload or inefficient and causing the 
dilemma of the key escrow. In a real world application, considering the attribute key size 
which is naturally larger than the traditional private key and the security of the authority, 
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distributed system seems to be more suitable. Wang et al [19] proposed hierarchical 
attribute encryption first for cloud storage that supports fine-grained access control and 
fully delegation. The scheme uses the disjunctive form policy and demand that the 
attributes for encrypting should be administrated by the same domain master. Zhi et al 
[20]. Proposed another HABE scheme called HASBE using the technique of attribute-set 
which an extended form of CP-ABE manage user’s attributes into a recursive set 
structure. Attributes in a recursive set can be combined easily. However, attributes in 
different sets need translating from one to another. 

3 System Model 

As described in Fig.1, the whole system consists of five components: series of SDN 
controllers, access servers, users and network devices, a trusted authority and a 
number of domain authorities. The structure that inherits from the Onix [9] is shown 
in Fig.1. 

System structure. The controllers manage users’ access requests and network flows 
and meanwhile dispose sensitive information producing by users, devices, or 
themselves. The access servers generate the authentication elements to controllers for 
user access when user finishes its register to servers. A domain authority that is 
administrated by its parent authority or supervised by trust authority will administrate 
all parts above in one domain immediately. All these five components are deployed in 
the hierarchical structure as shown in Fig 1. We assume that no matter root authority 
or domain authority is trusted and always online. The controller is not completely 
honest some of which may be apocryphal by malignant for stealing the users’ privacy. 
Moreover, the devices or access users are also untrusted who may want to bypass the 
access control to achieve honest users’ data illegally or use extra network resources 
without authorization.  

 

Fig. 1. System Structure 
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Fig. 2. HABE System model 

HABE system model. Simplifying the system model, the HABE model that gets 
together the advantages of HIBE and ABE is shown in Fig 2. Root authority generates 
the system params and is charged of managing the lower –layer domain authorities. 
According to the delegated key delivered from its upper-layer and the system params, 
the domain authority that acts the role as PKG in HIBE and AA in CP-ABE creates 
and distributes user attribute key and has responsibility to deliver the delegated key to 
next domain authority. In our HABE model, the domain can be not only large as a 
campus network but also small as a single-family network. In the model, the domain 
authority is marked with a unique ID and a user is represented by a set of attributes that 
is also named by attribute identity. As HIBE, the domain authority extracts the user’s 
private key and users’ ID-tuple consisting of its own identity and the ID-tuple of the 
domain authority reveals its position in model. 

4 The Proposed HABE Scheme 

In this section, we first present our HABE scheme, which is suitable to the SDN 
network structure with a hierarchical user structure. 

4.1 Preliminaries 

We brief review the notion of bilinear group and the access structure [21] we use in 
our scheme. 

1. Bilinear map: Let G, G1 are two cyclic groups of prime order p, and g be a 
generator of G.Then existing : G G  is a bilinear map with these two 
following properties” 

2. Bilinearity: for all , G and a, b Z, we have , , ; 
3. Non-degeneracy: , 1.  
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We define that G is a bilinear group if the group action in G and a bilinear map  
with the existing group G1 can be both computed efficiently. 

Linear Secret-Sharing Scheme (LSSS[21]): Secret-sharing scheme П over a set of 
parties  is called linear if: 

1. The share for each party form a vector over ; 
2. There exists a matrix an M with ℓ rows and n columns called the share-generating 

matrix for П. For all i=1,……,ℓ,the i’th row of M we let the function ρ defined the 
party labeling row i as ρ(i).When we consider the column vector v=(s,r2,…,rn), 
where  is the secret to be shared, and , … ,  are random chosen, 
then Mv is the vector of ℓ shares of the secret s according to П. The share (Mv)i 
belong to party ρ(i). 

The linear secret sharing-scheme according to the above definition also enjoys 
linear reconstruction property that is defined as follow: Assuming that П is an LSSS 
for an access structure .S  is any authorized set, and I 1,2, … , ℓ  is defined 
as : . Then, there exist constants , such that if{λi} are 
available shares of the secret s, then existing ∑ . The constants

 can be found in time polynomial in the size of the matrix M. 

4.2 Our Scheme  

We now propose our HABE scheme detailly with the operations as follow: System 
Setup, Create DA, create User. 

System Setup. The root authority runs setup algorithm to generate system public 
parameters PP, and system master key MK0.The PK may be public later and the MK0  
should be keep secret. 

Setup ℓ MK  , . The input parameter ℓ for the setup algorithm is the 
depth of HABE structure. Then algorithm selects a bilinear group G of prime order p 
with the generator  and let : G G  be a bilinear map. Then pick random 
elements , , , … , ℓ .Finally compute the system master key G. 
The algorithm set the public parameters and the master key as follow: , , , , , , , , … , ℓ  

 
CreateDA: (PP,MKk-1)→(MKk).This algorithm is used to generate the master for 

the domain authority by its parent authority. When a domain authority which is 
associated with an ID and an attribute set wants to join in the system, its upper 
authority first check whether it is the legal authority and the attribute set it provided is 
valid. Then according the public parameters, the upper authority runs createDA 
algorithm. Assuming that the new domain authority is in the level k with an ID= {I1, 
I2,…,Ik}, its parent node according its own master key:  

 SKk= {g . hID … hID · g ,g , h , … , hℓ}={a , a ,b ,…,bℓ}; 

Choose a random number t G , and compute : 
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 SKk= {a a · bID · hID … hID · g , a, a · g ,   b b · h  ,…, bℓ bℓ · hℓ} ;  
Finally output the SKk to the authority in k’th level. 
CreateUser: (PP, MKk, . ) →(SKu,a). For the attribute ADMi in set  

administrated by the domain authority, domain authority choose a random  
as private key for attribute i and compute PK  as the 
attribute’s public key. When a new user donated u with an attribute set  wants to 
join in the system, the domain authority that is supposed to generate the decryption 
key to him will also firstly check if the user is eligible for the attribute Ai in  and 
if the Ai is under its administration. For a legal user, the domain authority then runs 
CreateUser(PP, MKk, ) to generate the user’s decryption key. The algorithm 
chooses a unique random number , for each attribute Aui , it compute 
every part of user’s decryption key as follow: 

, . … ·  

Then the whole decryption for user with the attribute  output as: 

, , , . 

Encryption: (PKA . , M, , A, ρ )→CT.the encryption algorithm take an LSSS 
access structure A, ρ  in which A is an  matrix and ρ(x) is associated the 
x’th row of M to denote attributes in access structure. Then the domain selects a 
random s , and generates a random vector , , …  of which s is the 
first element. Let λ ·  where  denotes the row x of A. In addition, we 
choose another random vector  0, , …  and let w · . For each 
attribute Aux denoted as ρ(x) in A, encryptor select a random number Rx , and 
finally output the ciphertext C as follow: 

 {CT M · e g, g ,  ,  g, g , . , , , … · , , ·  ,  ……, ( , , , , ,  )} 

Decryption: ( ,  , C)→M. Assuming that the received ciphertext C is 
encrypted with the access structure and the user’s private key is satisfied the access 
structure. For each attribute  in user’s private keys compute: , · e .  , , , , g, g . .  , g  

Then the decryptor chooses constants  which leading to the 
equation  ∑ 1,0, … . .0 ; finally, compute: ∏ g, g . .  , g e g, g ; 

To receive message M by computing CT/ e g, g . 

Observe that: as it has been described above that ë · , ·  so 

according to the theory of LSSS the equation:  
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λ C A · V C s 

and ∑ ∑ · 0 are set up. 

5 The Proposed Authentication Protocol for SDN with HABE 

In this section, we use our scheme to change the traditional way that verifying 
authorization is always after user’s authentication by checking the user’s authorization 
and identity at same time. It is benefited from avoiding unauthorized user to access 
network resources illegally and providing a fine-grained access control. The protocol 
is setup in two stages: the first is register and the last one is authentication. 

Register 
If one who wants to join in a network is a new user for the whole network, he 

should register first. Firstly the applicant set up its password denoted by pwd; and 
then select a random R  cascading after the pwd; and then run hash function H：
{0,1}* 0,1  to compute H(pwd||R).Finally send his request message M={IDu, 
H(pwd||R)} to one of access servers by a security channel. 

When the access server receives the application, it should check the legality of the 
qualification of applicant. After that severs also pick up a random number Ru in group 

 compute the messages: Mu=H , M0=
||R . The Mu is sent back to 

the application and Mc which is consist of M0 and H(IDu) is forwarded to SDN 
controllers which is authorized to finish authentication with the attribute of 
authentication for following steps and drop the random . In fact work of the access 
servers is over; following operation for authentication can be finished by 
communication between user and authorized controller.  

Authentication 
(1) After finishing register, when user tries to access the network, the user first 

choose a random R , compute Mc0= , ||R , Mc1=
||R , 

Mc2= , h H || || ||H ID ) .Then user will select the access 
structure A that he wants the attributes of the controller to be satisfied and utilize 
HABE encryption we proposed above to encrypted the authentication message C1: 
{H(ID),Mc1, Mc2,h}. 

(2) The controller will respond the requirement, if it can be able to decrypt the 

message. Let q=
,

（ , ）
  and H || || ||H ID .Compared h1 with h2, 

if  which means that the applicant provide error messages, controller 
interrupt the communication. Otherwise, controller then chooses a random R  
and then compute H H H ID ||q|| || ||  and , .Finally, the controller try to match a suitable access control policy for 
user and encrypt the responding message C2: { , h2} with the access structure that 
user’s attributes should be satisfied according to that policy. 

(3) In the next step, after the user decrypted the response message he will compute 
the hash value h3=  H H H ID || || || | . And judge whether the 
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equation: h3=h2 is true. If so, user compute h4=H (H (ID) ||h3) and encrypt this 
message by the way we introduced in step (1) which then is delivered to the 
controller. 

(4) The final step: Once the message is decrypted, the controller compare the 
computed value h5=H(H(ID)||h2) with the received value. When the result of 
comparing is equal, the whole authentication is finished or it will interrupt by 
controller. In addition, both of them also can agree the session key between user and 

controller by computing H ||R ||C1||C2  for user and H ||C1||C2  
for controller. 

6 Security and Performance Analysis  

6.1 security Analysis of the Protocol 

Inner attack. In this protocol the password store in severs is hashed combing a 
random number R which for severs is unknown. In case that the register messages in 
severs are revealed, adversary can only get the information about H(ID) and M0 which 
is used for verify user’s identity. Nevertheless, he has no chance to recover the 
password because only the user knows the random number R and the hash value pwd||R  and random Ru will be dropped once the user has finished register.  

Replay attack. After listening to the communication between controller and legal 
user, the attacker replay the login message to try to pass the authentication process. If 
the attacker never owns as same attributes as the victim to satisfy the access structure 
made by the controller, he has no way to encryption the message from controller. In 
case the attacker’s attributes happen to satisfy the controller’s access structure leading 
to encrypting the message, in the case of unknown the secret value , it is scarcely 
possible that the attacker can compute the value of h4. For controller, it is easy to find 
a replay attack by comparing the hash value h4 with h5. In the same way, users can 
also distinguish the replay attack easily by comparing the value h3 with h2. 

Man in middle attack.  In this type attack, the attacker interrupts the 
communication between severs and users and try to replace the messages for cheating 
sever of regarding him as a legal user or acting as sever to user. In our protocol, if the 
attacker want to hijack session, he should have be able to encrypt the both ciphertext 
from user and severs which means that he obtains the controller’s attributes and user’s 
attributes decryption key at the same time. It is impossibly that this situation will 
happen, because the domain authority which can be trusted will not provide the user’s 
attribute key to an entity with the attribute ‘controller’ and vice-versa, only if the 
private keys are revealed by themselves. 

Impersonation attack. In this type attack, the attacker tries to impersonate a 
legitimate user by forging authentication messages. If he success to access the 
network, he has to guess the authentication messages about Mu and pwd||R  
which is hardly totally accurate in a real polynomial time. 
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6.2 Performance Analysis 

In this part, we analyze the computation efficiency and complexity of each entity 
system operation of our schemes as follow. 

System setup. In the process of the system setup, the trust root’s work is selecting 
series of random numbers and two bilinear groups. The public params and  will 
be generated with some exponentiation operations. Therefore, the computation 
complexity of system setup is O (1). 

Create domain authority. In this step, the domain authority generates attributes’ 
public keys, corresponding private keys and transmitting parameters for lower domain 
authority. Let S be the number of attributes in attribute set  that is administrated 
by the domain authority. The computation complexity consist of an exponentiation 
with each attribute in attribute set .The computation complexity of the create 
domain authority operation is O(S). 

Create user. The main computation complexity which in this part concentrate on 
the generation of the user’s private key is O(U) in which the U means the attributes 
number in user’s attribute set Au. 

Decryption and Encryption. The computation complexity of the encryption depends 
on size of the access structure of the data. Let N is the number of the attribute 
associated to the access structure. So the computation complexity is O(5N) of 
exponentiation and O(N) of mapping. In same way, the computation complexity of 
the decryption is O(N) of exponentiation and O(2N) of mapping. 

Table 1. Comparison of computation complexity 

property HASBE[20] Yu’s scheme[22] Wang’s 

scheme[19] 

Our scheme 

system setup O(1) O(A) O(1) O(1) 

DM create O(2Q+P)  O(S) O(S) 

user create O(2Q+P) O(N) O(U) O(U) 

user key size O(2Q+P) O(N) O(U) O(U) 

cipher size O(2N+X) O(N) O(CT) O(3N) 

access structure access tree access tree DNF LSSS 

based on CP-ABE KP-ABE CP-ABE CP-ABE 

 
In Table 1, A is the number of the whole attributes the system administrated and 

U is the number of attributes associated with a user, N is the number of attributes in 
an access structure is matched by attributes in a user’s private key; C is the number of 
conjunctive clauses in an access structure. X is the set of translating nodes of the 
policy tree. Q is the number is attributes in the set of user and P is the number of sets 
in whole attribute set A in HASBE, T is the depth of the user in the hierarchical 
system. 

Since the authentication process combined with the process of authentication by 
HABE scheme for flexibility and scalability, the computation complexity will be 
larger than that in traditional ways. The performance of protocol is shown below 
excluding the procedure of decryption and encryption for whose performance is 
proposed above. For the register process the computation is only 2 hash computation; 
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and for verification, the user need 4 hash computations, 2 exponentiations in group G 
and 1 exponentiation in group G1 and the controller need 4 hash computation , 2 
bilinear pairings Computation and 1 exponentiation in group G1. 

7 Conclusion 

In this paper, we proposed a HABE scheme for SDN network for achieving 
flexibility, high scalability, and fine-grained access control. The scheme combines the 
hierarchical structure and the benefits of the attribute based encryption. Comparing 
with the other hierarchical schemes, our scheme has the advantages on the store space 
of the user keys and size of ciphertext. Based on the scheme, we then proposed an 
authentication protocol associated with the access policy presented by controller and 
the choice given by user, which provide a security channel and the right of 
autonomous select communication objects for both user and controller by applying 
our HABE schemes. 
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Abstract. In this paper, we introduce a new concept of limited proxy
re-encryption with keyword search (LPREKS) for fine-grained data ac-
cess control in cloud computing, which combines the function of limited
proxy re-encryption (LPRE) and that of public key encryption with key-
word search (PEKS). However, an LPREKS scheme cannot be obtained
by directly combining those two schemes since the resulting scheme is
no longer proven secure in our security model. Our scheme is proven
semantically secure under the modified Bilinear Diffie-Hellman (mBDH)
assumption and the q-Decisional Bilinear Diffie-Hellman inversion (q-
DBDHI) assumption in the random oracle model.

Our proposal realizes three desired situations as follows: (1) the proxy
cloud server can re-encrypt the delegated data containing some keyword
which matches the trapdoor from delegatee, (2) the proxy can only re-
encrypt a limited number of delegated data to the delegatee; otherwise,
the private key of the proxy will be exposed, and (3) the proxy cloud
server learns nothing about the contents of data and keyword.

Keywords: Limited proxy re-encryption, Keyword search, Data access
control, Cloud computing.

1 Introduction

1.1 Background and Motivations

Cloud computing is a new computing paradigm wherein the resources are pro-
vided as services over the internet. The benefits offered by the public cloud en-
courage the data owners/organisations to store their data on to the cloud storage
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provided by the cloud provider, which makes the users reduce maintenance cost
and enhance access and availability to data. The data stored in public cloud will
not be in the user’s control but in cloud storage provider’s control whereas the
cloud storage server is untrusted. To protect the confidentiality of the outsourced
files, the owner encrypts them prior to outsourcing them to an untrusted cloud
storage server. For example, user i will have n data {d1, · · · , dn} to be stored on
to the cloud storage. Each data item can be encrypted with distinct symmetric
key and each symmetric key is encrypted with the public key of the data owner
i. After this, the encrypted data items and the encrypted symmetric random
keys are stored in cloud storage server. User i deletes the data items to save his
storage space, and only needs to store a single secret key. When user i wants to
give an access to his/her data to another user j, firstly, user i downloads the n
encrypted symmetric keys and gets them using his secret key ski. Again, user i
encrypts the n symmetric random keys of the data items using user j’s public key
pkj . This process involves n decryptions and n encryptions. Moreover, user i has
to be online to complete the sharing process as he/she is the only one possessing
secret key ski. These make the data sharing inefficient. An alternative approach
is to allow the data owner to delegate most of the computation tasks involved
in data access control to untrusted cloud servers, which discloses nothing about
the underlying data contents. Furthermore, user i does not need to be online for
the data sharing.

To address this problem, Blaze, Bleumer, and Strauss [1] first designed a proxy
re-encryption (PRE) scheme, which can be used to provide an access control to
outsourced data. The proxy key (re-encryption key) generated by the owner
(delegator) to delegate the messages to an authorized user (delegatee) was given
to the c1oud storage server (which acts as a proxy). By using this scheme, user
i should just generate a proxy key and go off1ine, and the cloud storage server
can perform some functions on the ciphertexts such that the authorized user j
can access the desired sensitive data. The PRE scheme have many intriguing
applications, such as email-forwarding[2], secure file systems [4] and personal
health records [3].

Since the proxy is untrusted, many existing proxy re-encryption schemes have
the following feature: once receiving the re-encryption key, the proxy is able to
re-encrypt all the ciphertexts so that the delegatee can obtain all the plaintexts.
This is an intolerable property in many practical applications such as in personal
health records (PHR) service transferred to storing data into cloud storage. In
this case, it is required a secure protection scheme for the privacy of patient
and an accurate access for professional diagnoses and medical care. Consider the
following scenario:

Doctor Alice might want PHR encrypted with keywords “vaccination”
and “cancer ” to be “automatically” converted into the ciphertexts for her
assistant Bob via proxy cloud storage server. Furthermore, Alice might
want more fine-grained control on the proxy cloud storage server, such
that a limited number of PHR encrypted with these keywords can be con-
verted.
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Inspired by the scenario above, we are looking for a fine-grained data access
control in cloud computing, which allows not only user j to accurately access
the data including needed keyword but also the proxy cloud storage server just
to re-encrypt a limited number of needed data.

1.2 Contributions

In this paper, we propose a new cryptographic concept, called limited proxy
re-encryption with keyword search (LPREKS). LPREKS is the combination
of limited proxy re-encryption (LPRE) and public key encryption with key-
word search (PEKS), which is appropriate for the above scenario. However,
an LPREKS scheme cannot be constructed by directly combining those two
schemes. It is because in the PEKS scheme the item in a ciphertext always con-
tains the decryptor’s information, while in PRE, the decryptor is changed after
re-encryption. In order to use these techniques for PEKS to build an LPREKS
scheme, we make a modification on PEKS techniques such that it allows a proxy
with a re-encryption key to translate a keyword w encrypted under a public key
pki into the same keyword encrypted under a different public key pkj .

We achieve our goals by exploiting an off-the-shelf LPRE [12], and uniquely
combing it with the technique for the PRKS [8]. Also, we present a model of
LPREKS, and some semantic security notions: privacy for keyword, privacy for
message and privacy for secret key of the proxy.

The primary advantages of our scheme is summarized as follows.

1) Privacy and efficiency. Our proposed scheme enables the delegator to delegate
most of intensive computation tasks to proxy cloud servers without disclosing
the contents of data and keywords, which frees the delegator from the heavy
computation overhead.

2) Off-line: The delegator can be offline in the process of data sharing.
3) Accuracy: Our scheme can provide the delegatee with an accurate access to

needed data including specific keyword.
4) Limitation: The proxy cloud servers can only re-encrypt a limited number of

delegated data to the delegatee.

Remark 1. In our scheme, we need the assumption of the proxy to be semi-
trusted, i.e., the proxy cloud server does not collude with the delegatees in order
to protect the secret key of delegator from collusion attacks.

1.3 Roadmap

The remainder of this paper is organized as follows. In Section 2, we briefly
present the related cryptographic assumptions, while in Section 3, we provide the
definition and the security model of LPREKS scheme. In Section 4, our protocol
is described in detail. Security analysis of the proposed scheme is presented
in Section 5. In Section 6, A brief performance analysis of our scheme and a
comparison with existing protocols are showed. Finally, conclusions are given in
Section 7.
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1.4 Related Works

From the seminal paper [1], a new cryptographic primitive, called proxy re-
encryption (PRE) is quickly popularized.

Ateniese et al. [4] improved the concept of PRE and employed it to data
storage. In order to reduce the trusted requirement of the cloud storage servers,
this scheme mainly adopts a method that the delegator can encrypt different level
ciphertexts under his own public key, however, the solution cannot completely
free the users from the heavy computation overhead of traditional decrypt-and-
then-encrypt.

Since the proxy cloud storage server is intrusted, it is desirable to restrict the
proxy’s ability in PRE. In Indocrypt 2008, Tang [6] proposed the concept of type
based proxy re-encryption (TPRE). Shortly afterwards, Weng et al. [7] proposed
the concept of conditional proxy re-encryption (CPRE) in AisaCCS 2009. Both
primitives aim at a fine-grained delegation. In TPRE or CPRE, every ciphertext
is labeled with a type l or a condition t. The proxy is given by the delegator a
re-encryption key also labeled with a type l or a condition t. Just the label (or
condition) of ciphertext matches that of re-encryption key, the ciphertext can
be re-encrypted.

In 2010, the concept of proxy re-encryption with keyword search (PRKS) was
introduced by Shao et al. [8], which is based on the techniques for PRE [16]
and PEKS [10]. Their scheme achieved two goals: (1) the proxy with a trapdoor
including a keyword such as “vaccinations” from a delegatee can test whether
the keyword is contained in the delegated data, but learn nothing else about the
keyword, and (2) the proxy can re-encrypt the delegated data containing this
keyword to the delegatee, but cannot get the content of data. It is seems that
the PRKS is suitable for our scenario.

However, in all the schemes above, even with these research results on fine-
grained PRE, TPRE, CPRE or PRKS, the proxy can re-encrypt an infinite
number of delegated data. The situation is not yet satisfying.

In 2011, Wang et al. [11] constructed a k-times proxy re-encryption, and
Purushothama et al. [12] subsequently designed a limited proxy re-encryption
(LPRE) for enforcing access control in public cloud in 2013. These two schemes
can only re-encrypt a limited number of ciphertexts to outsourced data, and
meanwhile, hold good properties such as against collusion attacks, unidirection-
ality and non-transitivity [4]. They borrow the idea of k-times signature in [14]
and in [13], where the proxy should be prevented from re-signing more than
k-times message, otherwise the private key of the proxy will be leaked. However,
these schemes cannot guarantee the delegatee an accurate access to needed data
but restrict the number of re-encrypted ciphertexts.

2 Preliminary

2.1 Bilinear Pairings

Assume that G1 and G2 are two groups with the same order q where q is a prime
number, and g is a generator of group G1. A bilinear pairing ê is a function
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defined by ê : G1 × G1 → G2. For all a, b ∈ F ∗
q , P,Q ∈ G1, we say ê is an

admissible bilinear map if the function ê satisfies the following three conditions:

1) Bilinear: ê(ga, gb) = ê(g, g)ab.
2) Non-degenerate: ê(g, g) �= 1.
3) Computable: ê(P,Q) is efficiently computable.

2.2 Related Complexity Assumptions

For security analysis of our scheme, we summarize some important security prob-
lems and assumptions as follows.

– Modified Bilinear Diffie-Hellman (mBDH) Problem [9]: Given
g, ga, gb, gc ∈ G1 for some a, b, c ∈ Z∗

q , the mBDH problem is to compute

ê(g, g)ab/c.
– mBDH Assumption [9]: No PPT algorithm can solve the mBDH problem

with a non-negligible advantage.
– q-Decisional Bilinear Diffie-Hellman Inversion (q-DBDHI) Prob-

lem [18]: Given g, gx, gx
2

, · · · , gxq ∈ G1, T ∈ G2 for some x ∈ Z∗
q , the

q-DBDHI problem is to determine whether T = ê(g, g)1/x or not.
– q-DBDHI Assumption [18]: No PPT algorithm can solve the q-DBDHI

problem with a non-negligible advantage.

3 Definition and Security Model

3.1 Definition

Definition 1. A limited proxy re-encryption with keyword search (LPREKS)
system consists of a 10-tuple of algorithms

∏
= (Setup,KeyGen,ReKeyGen,

Publish, V erify, Enc,ReEnc, T rapdoor, T est,Dec) for message space M and
keyword space W :

– Setup(1k)→ PP . On input security parameter 1k, the setup algorithm out-
puts the public parameters PP .

– KeyGen(PP )→(pk, sk). On input public parameters PP , the key generation
algorithm outputs a public/private key pair (pk, sk).

– ReKeyGen(PP, ski, skj)→ rki→j . Given user i’s secret key ski and user j’s
secret key skj where i �= j, this algorithm outputs a re-encryption key rki→j .
This process is performed by user i, user j and the proxy cloud server.

– Publish(PP, skp, n)→ params. On input a secret key skp of the proxy cloud
server and a constant value n, the proxy constructs a polynomial f of degree n
by randomly choosing n random values ∈ Z∗

q and setting skp as the constant
term of f . This algorithm outputs the public parameters corresponding to the
coefficients of f .

– V erify(params, pkp, u, f(u))→ 1 or 0. Takes params, u, pkp, f(u) as input
and returns 1 if f(u) is indeed the evaluation point using f at u; otherwise
returns 0 where u is randomly chosen by user i.
Note: This process can be executed by knowledge commitment to n.
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– Enc(PP, pki, w,m)→ Ci. On input a public key pki, a keyword w and a
message m, the encryption algorithm outputs an original ciphertext Ci for
user i.

– ReEnc(PP, rki→j , Ci)→ Cj. Given a re-encryption key from user i to user j
and an original ciphertext Ci for user i, the re-encryption algorithm converts
the ciphertext Ci to Cj for user j or an error symbol ⊥.

– Trapdoor(PP,w′, skj) →T ′
w′ . Given user j’s private key skj and a keyword

w′, this algorithm outputs a trapdoor T ′
w′ .

– Test(PP,Cj , T
′
w′)→ 1 or 0. Given a ciphertext Cj and a trapdoor T ′

w′, the
test algorithm outputs 1 if w′ = w, or 0 otherwise.

– Dec(PP, skj , Cj)→ m. Given a secret key skj and a ciphertext Cj for user
j, the decryption algorithm outputs a message m ∈ M or an error symbol
⊥.

3.2 Security Model

There are three security notions for LPREKS: privacy for keyword, privacy for
message and privacy for proxy’s secret key. Note that we adopt the assumption
to define privacy for keyword, privacy for message and privacy for proxy’s secret
key: static corruption, i.e., the adversary has to determine the corrupted parties
before the computation starts, and it does not allow adaptive corruption of proxy
cloud servers between corrupted and uncorrupted parties.

Privacy for Keyword. Under this security notion, the adversary is allowed
to get almost all trapdoors except those which are associated to the two speci-
fied keywords, however, it cannot decide which keyword corresponds to a given
ciphertext. This security notion guarantees that only the one who has the trap-
door can do the test. Formally, we define the security against chosen keyword
attack (CKA) using the following game between a challenger and an adversary
A (the security parameter k is given to both players as input).
IND-CKA-LPREKS game

– Query Phase 1.
- KeyGen query:

1) Uncorrupted KeyGen query: The challenger runs KeyGen(PP ) and
returns a key pair (pk, sk). A is given pk. Let LU be the set of honest
users indices.

2) Corrupted KeyGen query: The challenger runs KeyGen(PP ) and re-
turns a key pair (pk, sk). A is given (pk, sk). Let LC be the set of
dishonest users indices.

- Trapdoor query: The adversary can adaptively ask the challenger for
the trapdoor Tw = Trapdoor(sk, w) for any keyword w ∈ {0, 1}∗ from
keyword space of his choice.

- Re-encryption key query: The adversary can adaptively ask the chal-
lenger for the re-encryption key rki→j = ReKeyGen(ski, skj) for any
two public keys pki, pkj . Here, we require that either both pki and pkj
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are corrupted, or alternatively both are uncorrupted. As a result, the
re-encryption key generation queries between a corrupted key and an
uncorrupted key is not allowed.

– Challenge Phase. At some point, the adversaryA sends the challenger two
keywords w0, w1 from the keyword space, a message m from the message
space and a public key pkj on which it wishes to be challenged. The only
restriction is that the adversary did not previously ask for the trapdoors Tw0

or Tw1, and the pkj cannot be corrupted. The challenger picks a random
b ∈ {0, 1} and gives the adversary C′

b = ReEnc(PP,ReKeyGen(ski, skj),
Enc(pki, wb,m)). We refer to C′

b as the challenge ciphertext of LPREKS.

– Query Phase 2.

- KeyGen query: Identical to that in Phase 1.

- Trapdoor query: The adversary can continue to ask for trapdoors Tw for
any keyword w of his choice as long as w �= w0, w1.

- Re-encryption key query: Identical to that in Phase 1.

– Guess Phase. Eventually, the adversary A outputs b′ ∈ {0, 1} and wins the
game if b′ = b.

We define such adversaryA’s advantage in attacking the re-encrypted ciphertext
of LPREKS as the following function of the security parameter k:

AdvA,w(k) = |Pr(b′ = b)− 1

2
|.

Definition 2. We say that an LPREKS is semantically secure against chosen
keyword attack if for any polynomial time adversary A we have that AdvA,w(k)
is negligible.

Remark 2. The CKA security for the ciphertext of LPREKS is almost the same
as that for the re-encrypted one except that the challenge ciphertext is of the
format C′

b = Enc(PP, pk, wb,m) not the re-encrypted one.

Privacy for Message. Under this security notion, the adversary is allowed
to get all the trapdoors and almost all secret keys except that which is used
to encrypt two specified messages, however, it cannot decide which message
corresponds to a given ciphertext. This security notion guarantees that only the
one who has the private key can decrypt the ciphertexts. Formally, we define
the security against chosen plaintext attack (CPA) using the following game
between a challenger and an adversary A (the security parameter k is given to
both players as input).
IND-CPA-LPREKS game

– Query Phase 1. Identical to that in the security model of privacy for
keyword.
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– Challenge Phase. At some point, the adversaryA sends the challenger two
messages m0,m1 from the message space, a keyword w from the keyword
space and a public key pkj on which it wishes to be challenged. The only
restriction is that the pkj can be uncorrupted. The challenger picks a random
b ∈ {0, 1} and gives the adversary C′

b = ReEnc(PP,ReKeyGen(ski, skj),
Enc(pki, w,mb)). We refer to C′

b as the challenge ciphertext of LPREKS.
– Query Phase 2.

- KeyGen query: Identical to that in Phase 1.
- Trapdoor query: The adversary can continue to ask for trapdoors Tw for
any keyword w of his choice.

- Re-encryption key query: Identical to that in Phase 1.
– Guess Phase. Eventually, the adversary A outputs b′ ∈ {0, 1} and wins the

game if b′ = b.

We define such adversary A’s advantage in attacking re-encrypted ciphertext of
LPREKS as the following function of the security parameter k:

AdvA,m(k) = |Pr(b′ = b)− 1

2
|.

Definition 3. We say that an LPREKS is semantically secure against chosen
plaintext attack if for any polynomial time adversary A we have that AdvA,m(k)
is negligible.

Remark 3. The CPA security for the ciphertext of LPREKS is almost the same
as that for the re-encrypted one except that the challenge ciphertext is of the
format C′

b = Enc(PP, pk, w,mb) not the re-encrypted one.

Privacy for Proxy’s Secret Key. This security notion guarantees that the
proxy cloud server can only re-encrypt a limited number of ciphertexts corre-
sponding to the keywords. If the proxy re-encrypts more than a specified number
of ciphertexts of the delegator, the secret key of the proxy cloud server will be re-
vealed. Formally, we define the security against chosen ciphtertext attack (CCA)
using the following game between a challenger and an adversary A where the
chosen ciphertext attack (CCA) is different from the traditional one (the secu-
rity parameter k is given to both players as input).
IND-CCA-LPREKS game

– Query Phase 1. Identical to that in the security model of privacy for
message.

– Challenge Phase. At some point, the adversary A sends the challenger
two messages m0,m1 from the message space, a keyword w from the key-
word space on which it wishes to be challenged. The challenger picks a ran-
dom b ∈ {0, 1} and gives the adversary C′

b = ReEnc(PP,ReKeyGen(pkp,
Enc(pki, w,mb)) where pkp is the public key of proxy. We refer to C′

b as the
challenge ciphertext of LPREKS.
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– Query Phase 2. Identical to that in Phase 1.
– Guess Phase. Eventually, the adversary A outputs b′ ∈ {0, 1} and wins the

game if b′ = b.

We define such adversary A’s advantage in attacking security of LPREKS as the
following function of the security parameter k:

AdvA,L(k) = |Pr(b′ = b)− 1

2
|.

Definition 4. We say that an LPREKS is semantically secure against chosen
ciphtertext attack if for any polynomial time adversary A we have that AdvA,L(k)
is negligible.

4 Proposed Scheme

4.1 Construction

Our scheme
∏

= (Setup,KeyGen,ReKeyGen, Publish, V erify, Enc,ReEnc,
T rapdoor, T est,Dec) is described as follows:

– Setup. This algorithm takes a security parameter 1k as input, and outputs a
bilinear map ê : G1×G1 → G2 defined over two multiplicative groups G1, G2

of same prime order q. Choose a random generator g ∈ G1 and compute
Z = ê(g, g). Furthermore, we need two hash functions H1 : {0, 1}∗ → G1

and H2 : G2 → {0, 1}log2 q. As a result, we set the public parameters be
(g, Z, ê, q, G1, G2, H1, H2).

– KeyGen. For user i and user j, the key pairs are of the form (ski = a, pki =
ga) and (skj = b, pkj = gb), respectively, where a, b are randomly chosen
from Z∗

q .
– ReKeyGen. The re-encryption key rki→j = b/a(mod q) can be generated as

follows:
1) User i may select a random r ∈ Z∗

q and send (skir)(mod q) to user j
and r to proxy P .

2) User j sends skj/(skir)(mod q) to proxy P .
3) Proxy P computes skj/ski(mod q) = b/a(mod q) as re-encryption key

rki→j .
– Publish. For proxy P , the key pair is of the form skp = p, pkp = gp, where

p is randomly chosen from Z∗
q . Proxy P chooses randomly and uniformly n

values a1, · · · , an from Z∗
q and constructs a polynomial f(x) of degree n as

follow:

f(x) = p+ a1x+ a2x
2 + · · ·+ anx

n(mod q).

Later, he publishes params = (ga1 , · · · , gan).
– Verify.

1) User i chooses a random number u ∈ Z∗
q and sends it to proxy P .
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2) Proxy P evaluates f(x) at u and sends f(u) to user i.
3) User i checks whether V erify(pkp, params, f(u)) = 1, namely, gf(u) =

gpga1u · · · ganu
n

. If it holds, that means proxy P has faithfully committed
to n.

– Enc. On input m ∈ G2 and keyword w ∈ {0, 1}∗, user i randomly chooses
k ∈ Z∗

q and computes C1 = mZk, C2 = (ga)k, t = ê(H1(w), g)k and outputs
the ciphertext

Ci = (C1, C2, t,H2(t)).

– ReEnc. Proxy P takes Ci = (C1, C2, t,H2(t)) (the ciphertext of user i) as
input and outputs the ciphertext Cj for user j using the re-encryption key
rki→j = b/a(mod q) as follows:

C′
1 = C1, C′

2 = C
b/af(C′

1)
2 = gakb/af(C

′
1) = gbkf(C

′
1), C′

3 = f(C′
1), t′ = t

Outputs

Cj = (C′
1, C

′
2, C

′
3, t

′, H2(t
′)).

Note. C′
3 = f(C′

1) = f(C1).
– Trapdoor. On input user j’ secret key skj = b corresponding to the public

key pkj = gb and a keyword w′, outputs a trapdoor T ′
w′ = H1(w

′)1/b.
– Test. ProxyP takes the trapdoor T ′

w′ and the ciphertext (C′
1, C

′
2, C

′
3, t

′, H2(t
′))

as input, checkswhetherH2(ê(C
′1/C′

3
2 , T ′

w′)) = H2(t
′). If it holds, then outputs

1; otherwise, outputs 0.
– Dec. Suppose (C′

1, C
′
2, C

′
3) be the re-encrypted ciphertext, user j obtains the

message m using his secret key skj = b by computing the following equation.
If

V erify(C′
1, C

′
3, g

p, ga1 , · · · , gan

) = 1,

namely,

gC
′
3 = gpga1(C

′
1) · · · gan(C

′
1)

n

,

then

m =
C′

1

ê(g,C′
2)

1/bC′
3
.

Otherwise, outputs ⊥.

4.2 Correctness

Decryption Correctness
Correctness(delegator). From ciphertext Ci, user i can compute message m from
the following equation using his secret key ski = a.

C1

ê(g, C2)1/a
=

mZk

ê(g, gak)1/a
=

mZk

Zk
= m
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Correctness(delegatee). From ciphertext Cj , user j can compute plaintext m from
the following equation using his secret key skj = b.

C′
1

ê(g, C′
2)

1/bC′
3

=
mZk

ê(g, gbf(C
′
1)k)1/bf(C

′
1)

=
mZk

Zk
= m

Test Correctness
Correctness(delegator). User i holding the correct trapdoor Tw′ = H1(w

′)1/a

under ski = a is able to pass the test.

H2(ê(C2, Tw′))

= H2(ê(g
ak, H1(w

′)1/a))

= H2(ê(H1(w
′), g)k)

= H2(t) if w′ = w.

Correctness(delegatee). User j holding the correct trapdoor T ′
w′ = H1(w

′)1/b

under skj = b is able to pass the test.

H2(ê(C
′1/C′

3
2 , T ′

w′)

= H2(ê(g
bk, H1(w

′))1/b)

= H2(ê(H1(w
′), g)k)

= H2(t
′) if w′ = w.

The Number of Re-Encryption Correctness
Suppose that the proxy cloud server re-encrypts more than n ciphertexts cor-
responding to the keywords w1, w2 · · · to delegatee j. Any adversary (including
users i, j) can collect at least n+1 re-encrypted ciphertexts (C′

1, C
′
2, C

′
3 = f(C′

1))
and construct a polynomial f(x) of degree n from (C′

1, C
′
3) using Lagrange’s in-

terpolation method [17] and then evaluate f(0) = p, which will reveal the private
key skp of proxy cloud server.

5 Security Analysis

Our LPREKS construction relies on the simplified q-DBDHI assumption which
was originally proposed in [4]. The simplified q-DBDHI problem is described as
follows:

Given (g, gc, gb, T ), for g ∈ G1, c, b ∈ Z∗
q and T ∈ G2, decide if T = e(g, g)c/b

or not .

Lemma 1. [4] We say that the simplified q-DBDHI is intractable if no poly-
nomial time algorithms have a non-negligible advantage in solving simplified q-
DBDHI problem.
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For simplicity, we omit the proof of the following theorems and only give the
conclusions.

Theorem 1. The proposed LPREKS scheme is semantically secure against cho-
sen keyword attack in the random oracle model assuming mBDH is intractable.

Theorem 2. The proposed LPREKS scheme is semantically secure against cho-
sen plaintext attack in the random oracle model assuming simplified q-BDHI is
intractable.

Theorem 3. Let A be a polynomial time adversary making more than n (n is
the constant agreed between delegator and delegatee) re-encryption queries to the
proxy in the game described in Section 3.3.3. Then, the A’advantage in breaking
the LPREKS scheme is 1/2.

6 Performance Analysis and Comparison

In related schemes, the operations for users mainly include encrypting plaintext,
generating trapdoor and decrypting ciphertext, while the others are performed
by the proxy cloud server. For the computation cost, we only consider the “costly
computation”. As the computational overhead of modular exponentiations and
pairing operation dominate those of other operations, we evaluate the computa-
tional overhead of the protocol by counting modular exponentiations and pairing
operation. We make a comparison among our protocol with those in [4,8] and
[12] in terms of the computation overhead of delegatee and the off-line delegator,
the number of re-encrypted ciphertexts, and the accuracy of data access control.

In [4], the protocol can provide an accurate data access control and the proxy
can only re-encrypted a limited number of ciphertexts. However, this approach
does not completely free the users from the heavy computation overhead of tradi-
tional decrypt-and-then-encrypt since the delegator needs to re-encrypt different
level ciphertexts under his own public key, which makes the delegator be still
on-line for the data access. In encryption phase, the delegator requires 3 mod-
ular exponentiations and 1 pairing operation, while in decryption phase, the
delegatee requires 1 modular exponentiation and 1 pairing operation.

In [8], the protocol can provide an accurate data access control by means
of keyword search. However, this approach cannot prevent the proxy from re-
encrypting an infinite number of ciphertexts once obtaining a re-encryption key.
In encryption phase, the delegator requires 4 modular exponentiations and 2
pairing operations, while in generating trapdoor phase, it requires 1 modular
exponentiation. In decryption phase, the delegatee requires 1 modular exponen-
tiation. and 1 pairing operation.

While in [12], the proxy can only re-encrypt a limited number of ciphertexts
whereas the protocol cannot provide an accurate data access control. In en-
cryption phase, the delegator requires 3 modular exponentiations. and 1 pairing
operation, while in decryption phase, the delegatee requires 3 modular exponen-
tiations.
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The above two schemes in [8,12] are similar to ours where the users only need
to perform encryption and decryption operations while re-encryption and test
operations using pairing are performed by the proxy cloud server.

In our scheme, we provide not only an accurate data access for delegatee but
also a limited number of re-encrypted ciphertexts to restrict the ability of proxy
cloud server.Our scheme is very efficient since the number of ciphertexts converted
by proxy cloud server do not increase a lot but only one, which does not occupy
excess storage space in cloud storage server. Furthermore, the decrypting process
of the delegatee is the same as that of the delegator. In encryption phase, the del-
egator requires 3 modular exponentiation and 2 pairing operations. In generating
trapdoor phase, it requires 1 modular exponentiations, while in decryption phase,
the delegatee requires 1 modular exponentiation and 1 pairing operation.

The concrete comparison is given in Table 1. We denote modular exponen-
tiations by Me, denote pairing operation by Mp. The first column is the serial
number of four references , the second column is the computation overhead of
users (a.k.a., COU), the third column is whether the delegator is off-line (a.k.a.,
OL), and the fourth and the fifth columns are whether a limited number of re-
encrypted ciphertexts (a.k.a., LNREC) and the accuracy of data access control
(a.k.a., CDAC) are provided for delegatee, respectively.

Table 1. Comparison of Four Protocols

Protocol COU OL LNREC CDAC

[4] 4Me+2Mp no yes yes
[8] 6Me+3Mp yes no yes
[12] 6Me+1Mp yes yes no
Ours 5Me+3Mp yes yes yes

From Table 1, it is shown that our scheme achieves better properties and
higher efficiency compared with others. To the best of our knowledge, we first
provide a limited proxy re-encryption with keyword search for data access control
in cloud computing so far.

7 Conclusions

In this paper, we introduced the concept of limited proxy re-encryption with
keyword search for data access control in cloud computing, in which an accurate
data access control including needed keyword which can match the trapdoor
from delegatee was guaranteed. Furthermore, the proxy cloud server was re-
stricted only to re-encrypt a specified number of delegator’s ciphertexts. The
proxy’s private key would be revealed if he re-encrypted more ciphertexts than
the number. Our scheme made the delegator not be online for the data sharing
process, and the main computation tasks executed by proxy cloud server not
disclose the contents of the data and keywords.
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Abstract. When visiting a web page, a sequence of request-response
transactions will be introduced. On one hand, the browser issues re-
quests for objects in order. On the other hand, the server responses with
required object contents. This makes the traffic of a specified web page
demonstrate pattern features different from other pages. Traffic analysis
techniques can extract these features to identify web pages effectively
even if the traffic is encrypted. In this paper, we propose a counter-
measure method, psOBJ, to defend against traffic analysis by introduc-
ing pseudo-objects in browser-server communications. We compose some
object fragments into a constructed object, the pseudo-object, and force
the object requests and responses on pseudo-objects. By randomly com-
posing pseudo-objects with different number of object fragments with
different sizes, the traffic for a given web page could be variable and ex-
hibits different traffic patterns in different visits. We have implemented a
proof of concept prototype and validate the psOBJ countermeasure with
some state of the art traffic analysis techniques.

Keywords: Encrypted Web Traffic, Web Page Identification, Traffic
Analysis, pseudo-Object.

1 Introduction

Web visitors are increasingly concerned with the privacy in their web browsing
behaviors. They want to preserve the privacy of the content they have browsed
or the web page they have visited. The secure protocol suites, such as SSL, SSH,
IPSec, and Tor, etc., are widely used in current web applications to ensure data
privacy in flight. These protocols are technically based on the modern encryption
methods. The user browsing privacy seems to be preserved when the encryption
method is perfect and the encryption key is not broken. However, encryption
cannot hide everything in browser-server communications. The encrypted data
streams are on web request-response communications, the secure protocols do not
change the pattern of the traffic. Some basic traffic features, such as the order,
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number, length, or timing of packets, are closely associated with the original
web page and corresponding objects. These explicit and implicit features can be
extracted by traffic analysis (TA) and may lead to the disclosure of the web sites
and the web pages user visited, or even the user private inputs [2][3][4][6][8][9].

Many proposals against TA attacks are on varying packet features on packet
level. Padding extra bytes into transmitting data is the general method. The
padding procedure is performed at server side before or after encryption [3][6],
and the padded traffic could be similar to a predefined traffic distribution [11].
These efforts are on fine-grained single object analysis and they are not efficient
against the coarse-grained aggregated statistics [4]. The BuFLO method intends
to cut off the aggregated associations among packet sizes, packet directions,
and time costs [4] by sending specified packets in given rates during a given
time period. Some other techniques on higher level, such as HTTPOS [7], try
to influence the packet generation at server side by customizing specified HTTP
requests or TCP headers at client side.

In this paper, we propose psOBJ, a TA defence method on web application
level. We try to make a web page with varying traffic features by introducing
the notion of pseudo-object. A pseudo-object is an object fragment combina-
tion which is composed by a set of fragments of original objects. Our proposed
method is on client-server cooperation. We translate a common web page into
pseudo-object-enabled (PO-enabled) web page by introducing embedded scripts
for pseudo-objects and object identifiers within object tags. When the browser
renders the PO-enabled web page, the embedded scripts are triggered and ini-
tiate requests for pseudo-objects. We introduce the notion of master object to
support the order of browser rendering. Cooperatively, a script running on server
will produce object combinations with random sizes and random chosen com-
ponents, including all the remaining contents of the current master object. This
kind of object generating and fetching procedure changes the traffic features
of the original web page, and hence may be used to defend against the traffic
analysis.

The contribution of this paper can be enumerated as follows.

1. We introduce the notion of pseudo-object to design a new defence method,
psOBJ, against traffic analysis.

2. We develop the PO-enabled web page structure to support the requests and
responses for pseudo-objects. By composing the pseudo-objects with random
number of chosen object fragments with random sizes, the traffic features of
PO-enabled web pages can be varied in different visits.

3. We have implemented a proof of concept (POC) prototype with data URI
scheme and the AJAX technique, and we demonstrate the effectiveness of
psOBJ on defending against some typical TA attacks.

The rest of this paper is structured as follows. In Section 2, we overview some
works on traffic analysis. In Section 3, we introduce the notion of pseudo-objects.
In Section 4, we discuss the method to construct the pseudo-objects. In Section
5, we conduct some experiments to validate our proposed method. And finally,
the conclusion is drawn in Section 6.
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2 Traffic Analysis in Encrypted Web Flows

2.1 HTTP Traffic

We view a web page as a set of document resources (objects) that can be accessed
through a common web browser. When accessing a web page, the browser first
fetches the basic HTML file from a destination server who hosts that file, and
then, issues network requests to fetch other objects in sequence according to the
order of corresponding objects in retrieved HTML document. This makes the
traffic of a certain web page demonstrate distinctive pattern.

Table 1 shows the numbers and sizes of objects related to two typical portal
websites, www.yahoo.com and www.sina.com.cn. Note that many object requests
are issued by the browser in order to render the required pages, and hence
volumes of object downloading traffic are introduced. As illustrated in Table 1, at
least 57 image files are needed to retrieve when visiting www.yahoo.com while the
number is increased to 158 when visiting www.sina.com.cn. Correspondingly, the
downloaded volumes of images are reached to 434kB and 2,074kB, respectively.
In total, the number and the volume of requests for rendering these two pages
are reached to 94, 931kB and 321, 2,840kB, respectively. It implies that these
two web pages can easily be distinguished on the number of requests and the
volume of downloaded objects.

Table 1. Features of Some Web Pages on Jun. 15, 2014 (source: [12])

Object
www.yahoo.com www.sina.com.cn
Number Size (kB) Number Size (kB)

HTML 10 108 40 190
Script 19 298 108 277
CSS 3 49 2 6
Image 57 434 158 2,074
Flash 1 39 11 292
Total Requests 94 931 321 2,840

It is well known that HTTP is not a secure protocol which is faced with the
leakage of message payloads. As shown in Fig. 1(a), the default HTTP payload is
in plain. A simple man-in-the-middle (MITM) attack could easily eavesdrop and
intercept the HTTP conversations. HTTPS is designed to resist such MITM at-
tacks by providing bidirectional encrypted transmissions. As shown in Fig. 1(b),
the HTTPS payloads are encrypted but the TCP and IP headers are preserved.

We often require tunnel-based transmissions to hide real communicating IP
address in some applications. This kind of transmission means that the entire
specified IP packet is encapsulated into a new IP packet, i.e., that specified
packet is as the payload of that new packet. If the tunnel is encrypted, the
encapsulated packet is also encrypted. It implies that both the real IP addresses
and port numbers are protected from any MITM attackers. As shown in Fig.
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Fig. 1. IP packets without/with encrypted HTTP payloads

1(c), all the IP packet with HTTP payload is encrypted and encapsulated into
a new packet with new header. A typical encrypted tunnel is the secure shell
(SSH) tunnel. A SSH tunnel can be used to forward a given port on a local
machine to HTTP port on a remote web server. It means a user may visit an
external web server in private if he can connect to an external SSH server to
create an SSH tunnel.

From the viewpoint of confidentiality, it seems that the privacy of the con-
versations on HTTPS or SSH tunnel is preserved because of the encryption of
browsed web pages in flight. However, some traffic features, such as the number
of object requests, are consistent in the same way whether or not the traffic is
encrypted. A traffic analysis attack can effectively use these features to identify
the web page the user visited, or even the data that the user input. For example,
when visiting the two portal websites in Table 1, counting the number of object
requests can distinguish them easily.

2.2 Traffic Analysis

We abstract a web page page as an ordered object set {obji}, i.e., page = {obji},
where each object obji is needed to retrieve from some hosted web servers. To
render these objects, the src attribute is used to specify the URI for retrieving.
With specified URIs, the browser will send a sequence of HTTP requests to
servers, and the servers will reply those requests with response packets. It is
noted that the order of objects retrieving requests are basically on the order of
corresponding objects in page.

When the traffic is encrypted and the encryption is perfect, only the en-
crypted payload size and the packet direction can be sniffed in communica-
tion channel. Consider that the popular encryption methods cannot largely en-
large the difference between the length of encrypted message and the length
of corresponding plaintext version, we assume that the encryption is approx-
imatively length-preserved. This implies that the size of an encryption object
is similar to the size of object in plain. On the other hand, the order of ob-
jects in transmitting implies that the aggregated size of packets between two
requests is generally related to a certain object size. For example, the traffic vec-
tor 〈(30, ↑), (100, ↓), (60, ↓), (20, ↑)〉 denotes four sets of encrypted HTTP traffic,
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Table 2. Traffic Analysis Attack Instances

Method Classifier Features Considered

LL [6] näıve Bayes packet lengths
HWF [5] multinomial näıve Bayes packet lengths
DCRS [4] näıve Bayes total trace time

bidirectional total bytes
bytes in traffic bursts

the first and the last are from client to server with sizes 30, 20, respectively, the
others are from server to client with sizes 100, 60, respectively, and we can infer
that the client possibly downloads an object with size 160.

We consider three typical TA techniques listed in Table 2.
Liberatore and Levine [6] developed a web page identification algorithm (LL)

by using näıve Bayes (NB) classifier. They used the packet direction and the
packet length as feature vector. NB classifier is used to predict a label page:
page = argmaxi P (pagei|F

′
) for a given feature vector F

′
using Bayes rule

P (pagei|F
′
) = P (F

′ |pagei)P (pagei)

P (F ′ ) , where i ∈ {1, 2, ..., k} and k is the number of

web pages. The LL method adopts the kernel density estimation to estimate the
probability P (F

′ |pagei) over the example vector during the training phase, and
the P (pagei) is set to k−1. The normalization constant P (F

′
) is computed as∑k

i=1 P (F
′ |pagei) · P (pagei).

Herrmann, Wendolsky, and Federrath [5] proposed a web page identification
algorithm (HWF) by using a multinomial näıve Bayes (MNB) classifier. Both
LL and HWF methods use the same basic learning method with the same traffic
features. The difference is in the computation of P (F

′ |pagei). The HWF method
determines the P (F

′ |pagei) with normalized numbers of occurrences of features
while the LL method determines with corresponding raw numbers.

Most of the works are on single fine-grained packet analysis. In [4], Dyer, Coull,
Ristenpart, and Shrimpton proposed an identification method (DCRS) based on
three coarse trace attributes. The three coarse features are total transmission
time, total per-direction bandwidth, and traffic burstiness (total length of non
acknowledgement packets sent in a direction between two packets sent in another
direction). They use NB as the underlying machine learning algorithm and build
the VNG++ classifier. Their results show that TA methods can reach a high
identification accuracy against existed countermeasures without using individual
packet lengths. It implies that the chosen feature attributes are more important
in identifying web pages.

2.3 The Padding-Based Countermeasures

Visiting a web page means an HTTP session is introduced. This session is com-
posed by a sequence of network request-response communications.
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To change the profiles of communicated packets, a simple and effective method
is padding extra bytes to packet payloads [9]. Note that the length of packet
payload is limited by the length of maximum transmission unit (MTU). When
no ambiguity is possible, we also denote the length of MTU asMTU. There exists
many padding-based methods [4]. In this paper, we consider the following four
padding-based methods.

1. PadFixed This method randomly chooses a number r, r ∈ {8, 16, ..., 248},
and pads some bytes data to each packet in session. In detail, let len be the
original packet length, we pad r bytes data to packet if r + len ≤ MTU,
otherwise, pad each packet to MTU.

2. PadMTU All packet lengths are increased to MTU.
3. PadRand1 For each packet in session, randomly pick a number r : r ∈
{8, 16, ..., 248} and increase packet length to min{len + r,MTU} for this
packet where len is the original packet length.

4. PadRand2 For each packet in session, randomly pick a number r : r ∈
{0, 8, ...,MTU − len} and increase packet length to len + r for this packet
where len is the original packet length.

3 The pseudo-Object

Let obj be an object in a web page and || be the concatenation operator.

Definition 1. A fragmentation of obj with length m is a piece set, F (obj) =

{objf1 , obj
f
2 , ..., obj

f
m}, such that obj = ||mi=1obj

f
i where each objfi is not empty.

For example, let js be a script object whose content is <script> alert("Hello

World!"); </script>. A fragmentation of this script object with length 3 is the
piece set {jsf1 , js

f
2 , js

f
3}, where jsf1 , js

f
2 , and jsf3 is <script> al, ert("Hello

World!"), and ; </script>, respectively. It is obviously that we can reassem-
ble the object js by simply concatenating the fragments in sequence, i.e., js =
jsf1 ||js

f
2 ||js

f
3 .

Another example is for the css object, css, whose content is hr {color:sienna;}.
A fragmentation of this css object with length 2 is the piece set {cssf1 , css

f
2}, where

cssf1 and cssf2 is hr and {color:sienna;}, respectively.
Suppose there is an object set S, S = {obj1, obj2, ..., objn}, where each obji

is in a web page with 1 ≤ i ≤ n. Let F (obji) = {objfi,1, obj
f
i,2, ..., obj

f
i,mi

} be a
fragmentation of obji with length mi for each obji.

Definition 2. A pseudo-object psObj with length k is ||kj=1obj
f
ij ,nj

, where each

component object objij ∈ S, objfij ,nj
∈ F (objij ), and for any two component

object objij and obji
j
′ , objij �= obji

j
′ if ij �= ij′ .

For the two objects, js and css, we discussed before, we can construct some
pseudo-objects. For example, the pseudo-object, psObj1 = jsf1 ||css

f
1 , is concate-

nated by the first fragment of js and css, while the object psObj2 = jsf2 , is only
constructed by the second fragment of js.
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Follow the Definition 2, we call the objects associated with a pseudo-object as
the component objects, abbreviated as components. We also call the fragments
associated with a pseudo-object as the component pseudo-fragment. When with-
out causing confusion, we abbreviate the pseudo-fragment as fragment. As an
example, the components of psObj1 are js and css, and the corresponding frag-
ments are jsf1 and cssf1 .

Definition 3. The number of bytes contained in a fragment is called the size of
the fragment. The sum of the sizes of all fragments in a pseudo-object is called
the size of this pseudo-object.

For example, the size of the fragment jsf1 and cssf1 is 11 and 2, respectively,
and hence, the size of the pseudo-object psObj1 is 13.

Note that if we define the third pseudo-object psObj3 as jsf3 ||css
f
2 , we can

reassemble the two original objects js and css with the three pseudo-objects
psObj1, psObj2, and psObj3. And further, retrieving the three pseudo-objects is
basically equivalent to retrieving the two original objects on the view of com-
municated data. We focus on the the traffic variation. The traffic flows are dif-
ferent not only in the number of retrieved objects but also in the volumes of
each retrieved objects. It implies that the traffic feature is different although
the accumulative transferred data is invariable. Furthermore, when the traffic is
encrypted, it is hard for a traffic analysts to infer the original transferred web
page.

In the next section, we will consider to construct the pseudo-objects to change
the traffic features dynamically.

4 psOBJ: Varying Web Traffic with pseudo-Objects

In this section, we will discuss psOBJ, the method for changing features of web
traffic by introducing pseudo-objects in browser-server communications. We will
discuss how to represent pseudo-objects in an HTML document, and how to
retrieve those objects from web servers. We will present the structure of pseudo-
object-enabled (PO-enabled) HTML document to support retrieving the pseudo-
object and assembling the original objects.

4.1 The PO-enabled HTML Document

To render web page, a browser often needs to require different kinds of object
from servers. Not all objects are text-based. For the non-text-based objects, such
as the image files, describing them directly in fragments is not easy. We consider
adopting data URI scheme to handle the non-text-based objects [13].

The data URI scheme allows inclusion of small media type data as immediate
data inline. The data URIs are in the form of data:[<mediatype>][;base64],<encoded-

data> where the mediatype part specifies the Internet media type and the ;base64

indicates that the data is encoded as base64. For example, the segment <img

src=”data:image/png;base64,iVBORw0...”> could be used to define an inline image
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embedded in HTML document. Considering that the base64-code is text-based,
the base64-encoded objects can be easily cut into fragments and translated into
pseudo-objects.

In order to support retrieving pseudo-objects, it needs to redefine the structure
of traditional HTML document. We call the HTML document that can support
accessing pseudo-objects as the pseudo-object-enabled (PO-enabled) HTML doc-
ument. The following demonstrates this kind of PO-enabled HTML document
structure with img tags.

<html>
<head> ...... </head>

<body>

<script> ......

function pseudoObject()

......
</script>

......

<img id = objID1>

......

<img id = objID2>
......

</body>

</html>

To retrieve the pseudo-objects, the scripts for pseudo-objects must be in-
cluded in HTML document and the URIs for extern objects are also needed to
be changed. Note that the contents within img tags are referred to the object
identifier (objID), the browser does not request for the single image file. The
script pseudoObject() is initiated to require the pseudo-objects, and assemble
them into original objects.

4.2 The Communications for pseudo-Objects

Fig. 2 demonstrates the communications between browser and web server for
pseudo-objects in PO-enabled HTML document. When the web browser initiates
the request for basic HTML file, the server returns the PO-enabled HTML file.
The browser renders this HTML file, and then requires some object features,
such as the sizes of the encoded objects, in order to manage the requirements
of pseudo-objects. The pseudo-objects are required according to a predefined
order and composed at server side with different object fragments. The returned
encoded pseudo-objects are then decomposed and dispatched to the browser for
rendering. The require-compose-decompose-dispatch procedure will be continue
until all objects are downloaded.

In our implementation, a script for the features of objects is initiated at first.
This makes the browser issue a request for the number of objects in render-
ing page and the size of each encoded objects. The server will return a seri-
alized feature vector. This vector can be expressed as the regular expression
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Fig. 2. Communications for pseudo-Objects

<objID@objlen@<mediatype>(;base64)?,|>{n}, where n is the number of objects
in this web page, objlen is the size of the object, which is denoted by objID,
encoded in text or base64, and each object item is separated by |.

With the received encoded object sizes, the browser maintains a buffer to store
the downloaded fragment contents for each object. A simple comparing operation
could be used to decide whether or not a given object has been downloaded.

The request for pseudo-object is issued on the order of objects in a web page.
The required pseudo-object is constituted by the fragments of master object
and some slave objects. The master object is the object in current fetching
order. It implies that if the current request is for the ith pseudo-object, the
ith object is the master object. The number of slave objects and corresponding
serial numbers are decided at client side. The pseudo-object request contains
the serial numbers of the master object and slave objects. When the server
receives the request, it reads all the remaining content of master object, and
then reads random size of contents for each slave objects. With the two content
parts of objects, the pseudo-object is composed at server side. The format of the
pseudo-object is as <remained-master-object>(|<slave-object-fragment>{sizel,
sizeh}){lenl, lenh}. It implies that besides contains the remained contents of
the master object, the number of slave component objects in this pseudo-object
is between lenl and lenh, where each slave fragment sizes are ranged from sizel

to sizeh.

5 Experiments and Discussions

5.1 The Experiment Setup

Our experiments are on artificial web pages with only image objects. We create
an image library by picking some image files whose sizes are ranged from 5k to
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25k from some websites. We then randomly select m image files to construct 200
pseudo-object-enabled web pages, respectively. We also construct 200 traditional
web pages with the same number of images for comparison. For each artificial web
page, we visit 100 times via HTTPS and SSH tunnel, respectively. We record the
traces in each visit, strip packet payloads with TCPurify tool [15], and construct
two types of traces set, psDataHTTPSm and psDataSSHm. For comparing with
other TA countermeasures, we also construct 200 traditional web pages with the
same number of image and visit them via HTTPS and SSH tunnel. The datasets
for comparison tests are TrDataHTTPSm, and TrDataSSHm. In our conducted
experiments, we set m as 20, 60, and 100, respectively.

To test the performances against the traffic analysis, we run the code from [14]
with classifiers and countermeasures we discussed in Section 2 on our constructed
test datasets. The size K of private traces are set to 2i with 1 ≤ i ≤ 7 and 200,
respectively. This means that the identifying web page is limited in K web pages.
We use the default parameters in original code configuration. For each K with
different classifiers and countermeasures, we run the test 10 times and average
the accuracy as the ratio of successful identification.

5.2 Visiting Web Pages with psOBJ Method via HTTPS and SSH

We test our proposed psOBJ method against the 3 discussed classifiers on the
PO-enabled pages with 60 objects and compare the results with other counter-
measures. Fig. 3 and Fig. 4 show the comparison results for the case of HTTPS
transmission and SSH transmission, respectively.

For the case of HTTPS transmission, as demonstrated in Fig. 3, the perfor-
mances of the psOBJ method are different in the 3 classifiers. It is the most
effective countermeasure to defend against the DCRS classifier, but for the LL
classifier, the effectiveness is neither good nor bad. It is weak in defending against
the HWF classifier.

The case for transmission over SSH tunnel is shown in Fig. 4. Comparing with
the other four padding-based countermeasures, the psOBJ method minimized
the identification accuracy for the DCRS classifier, and for the LL classifier and
the HWF classifier, the effectiveness is neither good nor bad.

Fig. 3. Accuracy in HTTPS traffic: psOBJ and other countermeasures
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Fig. 4. Accuracy in SSH traffic: psOBJ and other countermeasures

5.3 The psOBJ Method against Different Classifiers

Fig. 5 and Fig. 6 demonstrate the identification accuracy of 3 classifiers on the
trace sets for pseudo-object-enabled web pages with different numbers of objects.
Fig. 5 shows that the HWF classifier can obtain higher identification accuracy
on the HTTPS dataset, while Fig. 6 shows that the LL classifier obtains higher
on the SSH dataset.

Fig. 5. Accuracy on visiting web pages with psOBJ via HTTPS

5.4 Time Cost for the psOBJ Method

To evaluate the time costs of the proposed psOBJ method, we compare the
time costs visiting PO-enabled web pages with visiting traditional web pages.
We first construct 10 web pages with m images, and transform them into PO-
enabled pages, respectively. Because we intend to evaluate extra computation
cost introduced by psOBJ, these pages will be visited in HTTP protocol. We
visit each page 10 times, record the total time for loading objects, and then
compute the average of time cost. We average the average values for two types
of pages, respectively.

Fig. 7 demonstrates the comparison results in visiting two types of web pages,
where m is set as 20, 40, 60, 80, and 100. It shows that as the number of
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Fig. 6. Accuracy on visiting web pages with psOBJ via SSH tunnel

Fig. 7. Loading Time: Traditional Pages and PO-enabled Pages

objects increasing, the extra time cost is also increased. For example, in the case
of HTTPS transmission, visiting PO-enabled pages with 20 objects needs 8.53
seconds in average while visiting traditional pages needs 0.53 seconds. For the
pages with 100 objects, it averagely needs 18.12 seconds to visit PO-enabled
pages while needs 1.12 seconds to visit traditional pages.

5.5 Discussions

Our conducted experiments demonstrate the abilities of the psOBJ method
against TA classifiers, especially against the DCRS classifier. The number of
object requests in psOBJ is limited in not more than the number of original
objects in web page. However, the psOBJ method may introduce extra com-
putation costs in both server side and client side. Since the pseudo-object is
composed in base64-encode, it may increase at least 15% of the network traffic
volumes.

Our POC implementation is immature. To simplify the implementation, we
use the jQuery library and we read the fetching object fragment in byte by byte
in server side script implementation. It obviously introduces more computation
costs in downloading, reading, and interpreting. Additionally, we do not consider
the render order introduced by scripts. And also, we do not consider the case
that the objects in page are from different web servers.
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5.6 Related Work

Encrypting web traffic is a common strategy to preserve users’ privacy while surf-
ing the Web. However, the current encryption suites are focused on transmission
content protection and some traffic features cannot be effectively protected. A
traffic analysis attack could use these features to infer the users’ web browsing
habits and their network connections. Identifying web page on encrypted traffic
is an important class of traffic analysis attacks.

Sun et al. [9] proposed a classifier based on the Jaccard coefficient similarity
metric, and reliably identified a large number of web pages in 100,000 web pages.
They also proposed some countermeasures against TA attacks but our proposed
method is not addressed. Bissias et al. [2] used cross-correlation to determine
web page similarity with features of packet length and timing. Liberatore et
al. [6] showed that it is possible to infer web pages with näıve Bayes classifier
by observing only the lengths and the directions of packets. Herrmann et al.
[5] suggested a multinomial näıve Bayes classifier for page identification that
examines normalized packet counts.

Panchenko et al. [8] developed a Support Vector Machine(SVM) based clas-
sifier to identify web pages transmitted on onion routing anonymity networks
(such as Tor). They used a variety of features, include some totaling data, based
on volume, time, and direction of the traffic. Dyer et al. [4] provided a compre-
hensive analysis of general-purpose TA countermeasures. Their research showed
that it is the choosing features, not the analysis tools, that mainly influence the
accuracy of web page identification.

Some other attacks are not only depended on network packets. Wang et al. [10]
proposed a new web page identifying technique on Tor tunnel. They interpreted
the data by using the structure of Tor elements as a unit of data rather than
network packets.

Padding extra bytes to packets is a standard countermeasure. Various padding
strategies have been proposed to change encrypted web traffic [4]. However, this
kind of countermeasures is on a single non-MTU packet, it is vulnerable when
using coarse-grain traffic features [4][8]. Traffic morphing [11] tries to make a web
page traffic similar to another given web page. This method is also focused on
the fine-grain packets and is limited in changing coarse-grain features. Sending
specified packets at fixed intervals [4] can reduce the correlation between the
observed traffic and the hidden information and demonstrate more capabilities
against the coarse-grain feature based analysis. However, it also introduces traffic
overhead or delay in communication.

Some countermeasure proposals are on application-level. The browser-based
obfuscation method, such as the HTTPOS method [7], takes the existing HTTP
and TCP functionalities to generate randomized requests with different object
data requirements at client. It changes the number of requests from clients and
the distribution of response packet volumes from servers. The HTTPOS method
is on splitting the response packets by introducing special HTTP requests or
TCP packets. Although it is effective against some of existing classifiers, it in-
creases the number of requests and the number of response packets.
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6 Conclusion

We have proposed a countermeasure method, psOBJ, to defend against web page
identification based traffic analysis by introducing pseudo-objects. By introduc-
ing the pseudo-objects, the traffic for a given web page could exhibit different
traffic patterns in different visits. Possible future work may include reducing the
computation costs in client side and server side and make it more compatible in
current web applications.
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Abstract. Trusted Network Connect (TNC) requires both user authen-
tication and integrity validation of an endpoint before it connects to the
internet or accesses some web service. However, as the user authentica-
tion and integrity validation are usually done via independent protocols,
TNC is vulnerable to the Man-in-the-Middle (MitM) attack. This paper
analyzes TNC which uses keys with Subject Key Attestation Evidence
(SKAE) extension to perform user authentication and the IF-T protocol
binding to TLS to carry integrity measurement messages in the Univer-
sally Composable (UC) framework. Our analysis result shows that TNC
using keys with SKAE extension can resist the MitM attack. In this pa-
per, we introduce two primitive ideal functionalities for TNC: an ideal
dual-authentication certification functionality which binds messages and
both the user and platform identities, and an ideal platform attestation
functionality which formalizes the integrity verification of a platform. We
prove that the SKAE extension protocol and the basic TCG platform
attestation protocol, both of which are defined by TCG specifications,
UC-realizes the two primitive functionalities respectively. In the end, we
introduce a general ideal TNC functionality and prove that the complete
TNC protocol, combining the IF-T binding to TLS which uses keys with
SKAE extension for client authentication and the basic TCG platform
attestation platform protocol, securely realizes the TNC functionality in
the hybrid model.

Keywords: Universally Composable security, Trusted Network Con-
nect, SKAE, TLS.

1 Introduction

Many security solutions have been introduced to protect computers from attacks
in the network, such as firewalls, virus scan engines and intrusion detection sys-
tems. However, as more and more security incidents ascend in numbers, these
traditional solutions seem to be not sufficient to counter the current attacks.
TNC, an open network access architecture enabling the network operators to
authenticate the identity of the platform and perform the integrity verification
of the platform before it connects to the network, is promoted and standardized
by TCG to build a clean network environment. TNC aims to ensure that the
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integrity status of all the endpoints in the network are safe. The integrity infor-
mation of an endpoint is collected and stored in a cost-effective, tamper-resistant
Trusted Platform Module (TPM).

When an endpoint wants to connect to the network or access some web service,
it first calls the IF-T protocol [14,18] to establish a mutually authenticated
secure channel with the TNC server, then it runs platform attestation protocol to
attest its integrity status to the TNC server. The platform attestation protocol
messages are transported in the established secure channel. However, Askan et
al. [1] find that running an authentication protocol in a tunneling protocol is
vulnerable to Man-in-the-Middle (MitM) attacks, and such attacks can apply to
TNC using IF-T protocol. To prevent MitM attacks, TCG promotes the Subject
Key Attestation Evidence (SKAE) extension, which enables a cryptographic
binding of a platform identity key (which signs integrity information in the
platform attestation protocol) with a user certificate. Both the user identity and
SKAE extension should be authenticated in the user authentication. The SKAE
extension implies that the user authentication and platform attestation happen
on the same platform, so MitM attacks won’t work.

The UC framework defines the security goal of a protocol by an ideal func-
tionality, which acts as a trusted third party. A good property of UC is the
composability: a protocol π communicating with an ideal functionality F is
identical to π calling a subroutine protocol ρ if ρ securely realizes π in the UC
framework. This property suits the analysis of layered protocols very well: the
high layer protocol invokes the ideal functionality realized by the lower layer
protocol without considering the implementation details of the lower layer pro-
tocol. TNC is a layered architecture: the bottom layer is IF-T protocol, which
establishes a mutual authentication secure channel, and the top layer is platform
attestation protocol. So UC suits the analysis of TNC very well, and a proved
TNC functionality will benefit the analysis of the protocols above TNC.

1.1 Related Work

To the best of our knowledge, few works on the formal analysis of TNC have
been done since the publication of TNC. Zhang et al. [21] provide the first ideal
TNC functionality FTNC, and analyze the EAP-TNC attestation protocol with
Diffie-Hellman Pre-Negotiation (D-H PN) [14]. They find a MitM attack on the
D-H PN EAP-TNC protocol and patch it by authenticating the Diffie-Hellman
keys. However, their analysis is based on the assumption that the tunneled EAP
protocol has provided an ideal mutually authenticated secure channel functional-
ity. Some analysis of TNC using the symbolic logic method is proposed recently.
Zhang et al. [22] propose a computationally sound symbolic analysis of D-H PN
EAP-TNC protocol but not the complete TNC protocol. Xiao et al. [20] analyze
the authentication property of the complete TNC protocol based on the IF-T
protocol binding to TLS in their extended strand space model. They find that
the complete TNC protocol can resist MitM attacks in the case the user is au-
thenticated through a certificate with SKAE extension during the TLS setup
phase. This result is in accord with our analysis result in the UC framework.
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Until now, most basic ideal cryptography functionalities, such as public key
encryption, digital signature, authentication communication, key exchange, and
secure channel, have been realized in the UC or similar framework (see, e.g.,
[3,4,8,11]. Gajek et al. [6] presented the first security analysis of the TLS proto-
col in the UC framework. They analyzed the key exchange functionality realized
by TLS handshake and the secure channel functionality realized by the com-
plete TLS protocol. In our analysis, the functionality provided by IF-T protocol
binding to TLS is a variant of secure channel functionality which provides not
only user authentication but also platform authentication. Our analysis of IF-T
is based on the work of [6].

1.2 Our Contributions

In this paper, we investigate the complete TNC protocol in the UC framework.
We adopt the composability of the UC framework in our analysis. We first sep-
arate the Complete TNC protocol into IF-T protocol and platform attestation
protocol. Then we analyze the two protocols separately. Finally, we analyze the
complete TNC protocol in the hybrid model. The following lists our contribu-
tions more specifically.

1. We introduce two primitive ideal functionalities for TNC. The first is a dual-
authentication certification functionality FD-Cert that authenticates both the
user and platform identity. This functionality is necessary in the analysis of
TNC as authenticating both the user and platform is a basic security pol-
icy requirement in TNC. The second is a platform attestation functionality
FP-A that captures the security requirement of the platform integrity status
validation. These two primitive functionalities enable to analyze complex
protocols based on SKAE extension and platform attestation in a modular
way, and simplify the analysis.

2. We consider the realization of FD-Cert and FP-A. We prove that 1) the SKAE
extension creation and processing protocol (which we call SKAE-EX for
short), defined in the SKAE specification [13], securely realizes FD-Cert; and
2) the basic TCG platform attestation protocol realizes FP-A. On the basis
of FD-Cert, we show that the IF-T protocol binding to TLS which uses keys
with SKAE extension for client authentication (which we call IF-TLS-SKAE
for short) realizes a dual-authentication secure channel functionality FD-SC.

3. We introduce a general TNC functionality FTNC and show that the com-
plete TNC protocol, combining IF-TLS-SKAE and the basic TCG platform
attestation protocol, UC-realizes FTNC.

1.3 Organization

Section 2 gives a brief overview of the background of this paper, i.e., TNC
and the UC framework. Section 3 introduces the dual-authentication certifica-
tion functionality FD-Cert, and show that 1) the SKAE-EX protocol securely
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realizes FD-Cert, and 2) the IF-TLS-SKAE protocol securely realizes the dual-
authentication secure channel functionality FD-SC. Section 4 introduces the plat-
form attestation functionality FP-A and proves that the basic TCG platform
attestation protocol realizes FP-A. Section 5 designs the general TNC function-
ality FTNC and analyzes the complete TNC protocol in hybrid model. Section 6
concludes this work.

2 Background

This section briefly describes the TNC architecture and the UC framework on
which our analysis is based.

2.1 TNC in a Nutshell

TNC is an open network architecture that enables network operators to assess
the integrity status of endpoints and verify the user and platform identities of
endpoints in order to determine endpoints whether to grant access to the network
or web services. The integrity information can be collected by the TCG-based
integrity measurement architectures [12,9] and stands for the security status of
the current system. The integrity information is stored in a TPM, which cannot
be compromised by a potentially malicious host system. In order to validate the
integrity information of an endpoint, the existence and genuineness of a TPM
should be authenticated, i.e., the platform identity authentication.

TCG defines a series of specifications for TNC. The interoperability archi-
tecture specification [19] describes how TNC architecture can be implemented
and integrated with existing network access control mechanisms such as 802.1X
[7]. The IF-T specifications [14,18] define how IF-T can be implemented over
other lower layer protocols such as tunneled Extensible Authentication Protocol
(EAP) and TLS. The IF-TNCCS messages, carrying the integrity measurement
messages, are transported in the IF-T protocol, and its message format is defined
in the IF-TNCCS specification [17]. The following gives a brief TNC flow based
on the IF-T protocol binding to TLS:

0. Requirement. Before running TNC, the Network Access Requestor (NAR),
which represents the endpoint that wants to get access to a TNC protected
service, is already on the network thus has an IP address assigned.

1. TLS Setup. NAR establishes a TLS session with the Network Access Author-
ity (NAA), who assesses NAR and decides whether NAR should be granted
to access. In this phase, NAR must validate the certificate of NAA, e.g.,
NAA is authenticated to NAR. The NAR might use a client certificate with
SKAE extension for client authentication, and this is the case analyzed in
this paper.

2. User Authentication. If NAR isn’t authenticated to NAA in the TLS setup
phase, user authentication must be performed after TLS setup phase over
the established TLS session. The second version of [18] defines that the user
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authentication must be performed in the Simple Authentication and Secu-
rity Layer (SASL) [10] framework, and some standards-based authentication
mechanisms are provided in SASL.

3. Platform Attestation. In this phase, the IF-T session is available. NAA as-
sesses the integrity of NAR in the IF-T session established in the above
phases. The assessment messages are encapsulated in IF-TNCCS messages.
Finally, NAA decides whether to grant NAR to access the protected service.

2.2 The UC Framework

The UC framework [2] is a kind of formal method for the modular design and
analysis of multi-party protocols. UC defines an additional entity called the en-
vironment Z. It feeds arbitrary inputs to the parties and the adversary, then
collects the outputs from the parties and the adversary. Z interacts with two
worlds: the real world and the ideal world. The real world is composed of honest
parties running a real protocol and an adversary A which controls the com-
munication between parties and may corrupt honest parties. The ideal world
is composed of dummy parties and a simulator S. The dummy parties simply
receive inputs from Z, and forward them to the ideal functionality F , which
is a trusted party and performs the ideal cryptographic task. After completing
the cryptographic task, F hands the desired outputs to the dummy parties. The
security notion of UC is defined in an indistinguishable way as follows.

Definition 1. A protocol π UC-realizes (or emulates) an ideal functionality F
if for any adversary A in the real world, there exists an adversary (simulator)
S in the ideal world such that for any environment Z, the probability that Z
distinguishs whether it is interacting with the real protocol π and A or with the
ideal functionality F and S is at most a negligible probability, i.e., EXECπ,A,Z ≈
EXECF ,S,Z .

A good feature of UC framework is its composition theorem.

Definition 2 (Composition theorem). Let π be a protocol that uses subrou-
tine calls to an ideal functionality f . We call π is an f -hybrid protocol. If protocol
ρ realizes f , then the composed protocol πρ/f , in which each invocation of f is
replaced by an invocation of ρ, UC-realizes π. Another way of saying it is, πρ/f

UC-realizes π in f -hybrid model, i.e., EXECπρ/f ,A,Z ≈ EXECf
π,S,Z .

3 SKAE Certification Functionality

This section presents the dual-authentication certification functionality FD-Cert

authenticating both the user and platform identity. We analyze the SKAE ex-
tension creation and processing protocol (SKAE-EX) defined in [13]. SKAE-EX
runs in a setting of the existence of 1) an Attestation Identity Key (AIK), which
certifies that the user key with SKAE extension is under the protection of the
TPM where AIK resides, 2) a trusted certificate authority that registers user
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Functionality FD-Cert

Signature Generation: Upon receiving a value (Sign, sid,m) from party S, verify that
sid = (U,P, s) for some s (We denote by U the user identity and P the platform
identity). If not, then ignore the request. Else send (Sign, sid,m) to the adver-
sary. Upon receiving (Signature, sid,m, σ) from the adversary, verify that no entry
(m,σ, 0) is recorded. If it is, then output an error message to S and halt. Else,
output (Signature, sid,m, σ) to S, and record the entry (m,σ, 1).

Signature Verification: Upon receiving a value (Verify, sid,m, σ) from some party S′,
hand (Verify, sid,m,σ) to the adversary. Upon receiving (Verified, sid,m, φ) from
the adversary, do:
1. If (m,σ, 1) is recorded then set f = 1.
2. Else, if the signer is not corrupted, and no entry (m,σ′, 1) for any σ′ is recorded,

then set f = 0 and record the entry (m,σ, 0).
3. Else, if there is an entry (m,σ, f ′) recorded, then set f = f ′.
4. Else, set f = φ, and record the entry (m,σ′, φ).

Output (Verified, sid,m, f) to S′.

Fig. 1. The Dual-authentication Certification Functionality, FD-Cert

identities together with public keys. We formalize the global assumptions by
utilizing the certification functionality FCert and the certificate authority func-
tionality FCA presented in [3]. We assume that the signature of the user key
with SKAE extension is secure, so we add the signature functionality FSIG pre-
sented in [3] to our global assumptions. Our analysis shows that the SKAE
extension creation and processing protocol defined in [13] UC-realizes FD-Cert in
the (FCert,FCA,FSIG)-hybrid model. We don’t describe FCert, FCA, and FSIG

in this paper, and for readers who are interested in them please consult [3] for
details.

It’s reasonable to assume that the AIK certification capability provided by
TPM (see [15,16] for details) securely realizes FCert, as the AIK certification
with the help of a PrivacyCA [5] is the same as the CAS protocol [3] which
UC-realizes FCert.

3.1 The Dual-Authentication Certification Functionality, FD-Cert

The ideal dual-authentication certification functionality, FD-Cert is presented in
Figure 1. It is similar to FCert, except that it binds a signature for a message
with the user identify and the platform identify, which are encoded in the sid.
The dual binding relationship is critical in the complete TNC protocol, and
is one of the two essential approaches used in TNC to prevent MitM attacks.
This binding relationship shows that the key used in the user authentication is
protected by some TPM which is identified by an AIK. If the later platform
attestation protocol uses the same AIK, then the user authentication and the
platform attestation must operate in the same platform, which prevents MitM
attacks.
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3.2 Analysis of SKAE-EX

We show that the SKAE-EX protocol UC-realizes FD-Cert with the aid of an
AIK certified by a trusted PrivacyCA and ideally authenticated communication
with a “trusted certification authority”. The certified AIK is formalized as FCert,
and this formalization is reasonable as we have explained that the AIK certifica-
tion capability is the same as the CAS protocol3, which UC-realizes FCert. The
trusted certification authority assumption is formalized as FCA which registers
user identities with public values. We stress that FCA doesn’t check the pos-
session of secret key corresponding to the registered public value, which models
most practical CAs.

The formal description of SKAE-EX protocol is given in Figure 2.

Theorem 1. Protocol SKAE-EX securely realizes functionality FD-Cert in the
(FCert,FCA,FSIG)-hybrid model.

Due to the space limitation, we give the complete proof of above theorem in
the full version [23].

3.3 Dual-Authentication Secure Channel Functionality

We describe our dual-authentication secure channel functionality FD-SC in Fig-
ure 3. FD-SC enables the responder of the secure channel to authenticate both
the user and the platform identify of the initiator, and guarantees that the ad-
versary gains no more information than some side channel information about
the transmitted plaintext m, such as the length of m. The leakage information
is expressed by a leakage function l(m).

We argue that the IF-T protocol binding to TLS using keys with SKAE ex-
tension for client authentication (IF-TLS-SKAE) securely realizes FD-SC. Gajek
et al. [6] has presented the security analysis of the complete TLS protocol, com-
bining Handshake and Record Layer, in the UC framework. They first showed
that the master key generation subroutines in Handshake protocol UC-realize
the key exchange functionality FKE given the traditional certification function-
ality FCert, then that the complete TLS protocol framework securely realizes
secure channel functionality FSC in the FKE-hybrid model. Since 1) we have
proved that user keys with SKAE extension UC-realizes the dual-authentication
functionality, and 2) the IF-TLS-SKAE protocol is a complete TLS protocol us-
ing keys with SKAE extension for client authentication, we directly get theorem
2. The proof can be easily got following the proof of [6].

Theorem 2. The IF-TLS-SKAE protocol securely realizes functionality FD-SC.

3 Readers who are interested in the details of the CAS protocol please consult [3].
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Protocol SKAE-EX

Signature Protocol: When activated with input (Sign, sid,m), party S does:
1. S verifies that sid = (U,P, s) for some identifier s; if not then the input is

ignored. (That means that S verifies that it’s the legitimate user and platform
for this sid)

2. If this is the first activation then S does:
(a) Generates a user key using its TPM. We model the generation by utilizing

FSIG, i.e., sends (KeyGen, (U, s)) to FSIG.
(b) Once S obtains a key from the TPM, i.e., receiving

(Verification key, (U, s), v) from FSIG, it invokes the AIK of the TPM,
which is bound to the platform identity P , to certify that v comes from a
genuine TPM identified as P . We model the AIK certification by sending
(Sign, (P, s), v) to FCert.

(c) After obtaining a certification from AIK, i.e., receiving
(Signature, (P, s), v, σAIK) from FCert, S sends (Register, U, v, P, σAIK) to
FCA, who doesn’t perform any check and just record (U, v, P, σAIK) if this
is the first request from S. From then on, the user key is bound to the
user identity U .

3. S sends (Sign, (U, s),m) to FSIG. Upon receiving (Signature, (U, s),m, σ) from
FSIG, S outputs (Signature, sid,m, σ).

Verification Protocol: When activated with input (Verify, sid,m, σ), where sid =
(U,P, s), party S′ does:
1. S′ check whether it has a tuple (U, v, P, σAIK) recorded. If not, then S′ sends

(Retrieve, U, P ) to FCA, and obtains a response (Retrieve, U, v, P, σAIK). If v =⊥
then S′ rejects the signature, i.e., it outputs (Verified, sid,m, 0). Else it records
(U, v, P, σAIK).

2. S′ uses its user key to verify σ, i.e., sends (Verify, (U, s),m, σ, v) to
FSIG, and obtains a response (Verified, (U, s),m, f). If f = 0, S′ outputs
(Verified, sid,m, 0).

3. S′ uses its AIK to verify the SKAE extension, i.e., sends (Verify, (P, s), v, σAIK)
to FCert, and obtains a response (Verified, (P, s), v, f). If f = 0, S′ outputs
(Verified, sid,m, 0). Else, S′ outputs (Verified, sid,m, 1).

Fig. 2. The SKAE-EX protocol for realizing FD-Cert

4 Analysis of Platform Attestation

In this section we first introduce the ideal platform attestation functionality
FP-A which formalizes the PCR-based platform attestation proposed by TCG,
and then show that the TCG platform attestation protocol securely realizes
FP-A given an incorruptible FCert functionality. The incorruptibility models the
protection capability provided by TPM, a tamper-resistant hardware token.

4.1 Platform Attestation Functionality

We first describe the ideal platform attestation functionality FP-A modeling a
prover to attest its PCR information to a verifier informally. See Figure 4 for a
precise definition.
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Functionality FD-SC

FD-SC proceeds as follows, running with some initiators (U1, P1), . . . , (Un, Pn) and
some responders S1, . . . , Sn, and parameterized by a leakage function l : {0, 1}∗ →
{0, 1}∗.
1. Upon receiving an input (Establish-session, sid, Sj , initiator) from some ini-

tiator (Ui, Pi), send (sid, (Ui, Pi), Sj) to the adversary, and wait to receive an
input (Establish-session, sid, (Ui, Pi), responder) from Sj . Once receiving this
input, set a boolean variable active. Say that (Ui, Pi) and Sj are the partners
of this session.

2. Upon receiving an input (Send, sid, m) from one of the partners of this session,
and if active is set, send (Receive, sid, m) to the other partner and (Sent, sid,
l(m)) to the adversary.

Fig. 3. The Dual-authentication Secure Channel Functionality, FD-SC

Functionality FP-A

FD-SC proceeds as follows, running with some provers P1, . . . , Pn and some verifiers
V1, . . . , Vn, and every prover Pi is initialized with a acceptable PCR status PCRi.
1. Upon receiving an input (Challenge, sid, P , verifier) from some verifier V , do:

(a) Send (sid, P, V ) to the adversary, and receive an response (Ok, nonce′)
from the adversary. If V is corrupted, then record nonce′, else generate a
fresh nonce and record it. Then output (sid, n) to the adversary, V and
P (n stands for the recorded nonce).

(b) Wait to receive an input (Attest, sid, V , prover) from P . Once receiving
this input, output (SentPCR, sid, P , V ) to the adversary.

2. Upon receiving (SendPCR, sid, V , (n, PCR′)) from the adversary, check
whether (n, PCR′) is recorded. If it’s recorded, output (SentPCR, sid, P ,
(n, PCR′)) to V . Else, record the pair (n, PCR), and output (SentPCR, sid,
P , (n, PCR)) to V .

3. Upon receiving an input (Corrupt, sid, V , Verifier) from the adversary, mark
V as corrupted.

4. Upon receiving an input (Corrupt, sid, P , Prover) from the adversary, change
PCR to PCR.

Fig. 4. The Platform Attestation Functionality, FP-A

At beginning, each honest prover is initialized with a PCR status which is ac-
ceptable for a honest verifier. Through the Challenge interface, a verifier declares
that it’s willing to verify the PCR status of a prover. This request is forwarded
to the prover and the adversary. If the verifier is corrupted, FP-A receive a nonce
from the adversary and record it. If the verifier is not corrupted, FP-A generates
a fresh random nonce itself and record it. The nonce is then output to the ad-
versary, the verifier and the prover. Through the Attest interface, the requested
prover provides its received nonce and declares that it wants to attest its PCR
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status to the verifier. After receiving the challenge and attest messages, FP-A

record the nonce and the current PCR status, then: 1) if the verifier is not cor-
rupted, FP-A returns the nonce and the current PCR status to the verifier, and
2) if the verifier is corrupted, and there exists a nonce and a PCR status in the
record, FP-A asks the adversary whether to return the previous or the current
PCR status. Through the corruption interface, the adversary can corrupt any
prover or verifier. If the adversary decides to corrupt the prover, the PCR of
the prover will be changed to a unacceptable status. FP-A captures the intuitive
notion of TNC:

1. Once the platform is corrupted, which means that the adversary runs some
malicious code on the platform, the PCR will record this code and change to
a status which is not acceptable to a honest verifier. This property captures
the integrity measurement and storage capability of a platform equipped
with a TPM.

2. Against the replay attack for honest parties. FP-A sends not only the PCR
status but also a fresh nonce aiming to prove that the PCR status is fresh.

3. If the verifier is corrupted, the platform attestation will not be reliable. That
is, if the nonce is not fresh, then the adversary can mount a replay attack.

4.2 Analysis of TCG Platform Attestation Protocol

We show that the TCG platform attestation protocol (we call P-Attest for short),
depicted in Figure 5, securely realizes FP-A given FCert which models an AIK.
In order to model the protection capability of TPM, corruption of a prover only
changes the PCR status of the prover and the certification party in FCert, which
means that the AIK is incorruptible.

TCG Platform Attestation Protocol

Each prover is initialized a PCR status which is valid to the verifier.
1. Upon receiving an input (Challenge, sid, P , verifier), verifier V generates a

fresh random nonce n, sends (sid, V, n) to P .
2. Upon receiving an input (Attest, sid, V , prover), prover P waits for a nonce

n from verifier V . Upon receiving of (sid, V, n), P sets sid′ = (P, sid),
sets m = (n, PCR), sends (Sign, sid′,m) to FCert, obtains the response
(Signature, sid′,m, σ), and sends (sid, P,m, σ) to V .

3. Upon receiving (sid, P,m,σ), V sets sid′ = (P, sid), checks whether the
nonce in m equals n, sets m = (n, PCR), sends (Verify, sid′,m, σ) to FCert,
and obtains a response (Verified, sid′, m, σ, f). If f = 1 then V outputs
(SentPCR, sid,P,V, (n, PCR)) and halts, else B halts without output.

Fig. 5. The TCG Platform Attestation Protocol
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Theorem 3. The P-Attest protocol securely realizes functionality FP-A in the
FCert-hybrid model.

Due to the space limitation, we give the complete proof of above theorem in
the full version [23].

5 Analysis of Complete TNC

We first introduce our general ideal TNC functionality FTNC. We then analyze
the complete TNC protocol, combining TCG attestation protocol and IF-TLS-
SKAE protocol, and show that it realizes the ideal TNC functionality in the
(FD-SC,FP-A)-hybrid model. To show the usefulness of the dual-authentication
feature provided by FD-SC, we show that the above simulation will not hold
if FD-SC is replaced with an usual secure channel functionality without dual-
authentication feature.

5.1 A General TNC Functionality

Our ideal TNC functionality is depicted in Figure 6. Our functionality FTNC is
much more general than the TNC functionality presented in [21] as our func-
tionality models the IF-T protocol and the above IF-TNCCS protocol as secure
channel and platform authentication functionality respectively, while the TNC
functionality in [21] only models the IF-T binding to EAP protocol. Our TNC
functionality captures the following TNC features:

1. User Authentication and Platform Authentication. FD-SC authenticates both
user and platform identities of connecting endpoints.

2. Platform Attestation. FP-A abstracts the main goal of the IF-TNCCS pro-
tocol carried in the secure channel established by IF-T, that is, the platform
integrity attestation.

3. Corrupt Platforms. The FP-A models the corruption of a platform in TNC
by marking the PCR status as invalid.

4. Corrupt Users. We model a relaxed network policy which mainly validates
the integrity status reported by a genuine TPM and the platform identity,
that is, “integrity information reported by the platform and by the proof-
of-identity supplied by the platform”. Even the user of an endpoint is cor-
rupted, the endpoint is able to connect to the network if it has valid PCR
status. However, a constrained policy can be easily modeled by changing our
functionality.

5.2 Realizing TNC Functionality

Figure 7 shows the complete TNC protocol. We prove it in the following theorem.

Theorem 4. The complete TNC protocol securely realizes functionality FTNC

in the (FD-SC,FP-A)-hybrid model.

Due to the space limitation, we give the complete proof of above theorem in
the full version [23].
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Functionality FTNC

FTNC proceeds as follows, running with some NARs and some NAAs. Each NAR is
composed of a user U and a platform P , and is initialized by a valid PCR status
PCR.
1. Upon receiving an input (TNC Request, sid, NAR=(U,P ), NAA) from some

NAR, send (sid, (U,P ), NAA) to the adversary, and wait to receive an in-
put (TNC Response, sid, NAR=(U,P ), NAA) from NAA. Once receiving this
input, set a boolean variable active.

2. Upon receiving (TNC Establish, sid, NAR=(U,P ), NAA, f) from the adversary,
and if active is set:
(a) If neither P nor NAA is corrupted, output (TNC Established, sid,

NAR=(U,P ), NAA, 1) to NAA.
(b) Else, if NAA is corrupted, output (TNC Established, sid, NAR=(U,P ),

NAA, f) to NAA.
(c) Else, if P is corrupted, output (TNC Established, sid, NAR=(U,P ), NAA,

0) to NAA.
3. Upon receiving an input (Corrupt Platform, sid, P ), change the PCR of P to

PCR and mark P as corrupted.
4. Upon receiving an input (Corrupt NAA, sid, NAA), mark NAA as corrupted.

Fig. 6. The TNC Functionality, FTNC

Protocol TNC

1. When activated with input (TNC Request, sid, NAR=(U,P ), NAA) by Z, NAR
sends an input (Establish-session, sid, (U,P ), initiator) to FD-SC, then waits for a
challenge from NAA.

2. When activated with input (TNC Response, sid, NAR=(U,P ), NAA)by Z, NAA
do:
(a) Send an input (Establish-session, sid, (U,P ), responder) to FD-SC.
(b) Send an input (Challenge, sid, P , verifier) to FP-A, receive (sid, n), and record

n.
(c) Send (Send, sid, n) to FD-SC.

3. Upon receiving the challenge n from FD-SC, NAR sends (Attest, sid, NAA, prover)
to FP-A.

4. Upon receiving (SentPCR, sid, P , m = (n′, PCR′)) from FP-A, NAA checks
whether n′ = n and PCR′ is valid. If m passes the two checks, NAA sets f = 1,
else sets f = 0. Then NAA outputs(TNC Established, sid, NAR=(U,P ), NAA, f).

Fig. 7. The TNC protocol for realizing FTNC
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5.3 Realizing TNC without Dual Authentication

To demonstrate the usefulness of the dual-authentication feature we proposed
in this paper, we show that the complete TNC protocol depicted in Figure 7
cannot realize FTNC if the dual-authentication feature is removed, i.e., replacing
FD-SC with FSC.

Theorem 5. The complete TNC protocol doesn’t UC-realize functionality FTNC

in the (FSC,FP-A)-hybrid model.

6 Conclusion

We analyze the complete TNC protocol, combining the IF-T binding to TLS
and TCG platform attestation protocol, in the UC framework. We show that
the SKAE extension introduced by TCG plays an important part in preventing
the MitM attack presented in [1]. Our roadmap for the analysis of the complete
TNC protocol adopts the modular feature of UC framework. We partition the
complete TNC into a secure channel functionality and a platform attestation
functionality. Then show that the IF-TLS-SKAE protocol and the basic TCG
platform attestation protocol securely realizes the two primitive functionalities
respectively. Finally, we use the composition theorem to argue that the com-
plete TNC protocol realizes TNC. Besides, the dual-authentication certification
functionality FD-Cert and the platform attestation functionality FP-A enable us
to analyze protocols that use SKAE extension or TCG platform attestation in
a modular way.
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Abstract. Botnet armed with P2P protocol is especially robust against
various attacks used to be very effective against centralized network. It’s
especially significant to enhance our understanding of unstructured P2P
Botnets which prove to be resilient against various dismantle efforts.
Node injection technique is quite effective in enumerating infected hosts
from P2P Botnets, but no previous work has investigated the effective-
ness of this method in a quantitative manner. In this paper, we propose
a peer popularity boosting algorithm to put the popularity of injected
peer under control, and a method to tune the node injection rate to
achieve better compromise between consumed bandwidth and complete-
ness of node enumeration. Furthermore, we evaluate our methods with
varied level of node injections on three live P2P Botnets, the result shows
that our method is quite effective in boosting and manipulating injected
peer’s popularity. In contrast to other methods without manipulation of
injected peer’s magnitude of dispersion in network, our method not only
unlock the full potential of node injections, but also could be adapted to
measurements of various needs.

Keywords: P2P Botnet, Node Enumeration, Node injection.

1 Introduction

Botnet is a collection of infected computers remotely controlled by criminals. It
poses a critical security challenge to the common good of Internet as its spam-
ming, DDoS activity severely undermine the interests of global Internet users.
Among different families of botnet, P2P botnet is probably the most difficult to
combat as they do not build upon a central server to disseminate commands and
updates, whereas they largely depend on non-centralized P2P network structure
which is proved to be highly robust, e.g., Symantec only halved the threat posed
by ZeroAccess [9]. To mitigate the damage caused by P2P botnets, anti-virus
community needs to enhance their understanding of the working mechanism and
runtime information of these networks. Based on the reverse engineering of the
P2P protocol the botnet uses, researchers could develop a crawler to gather in-
telligence and prepare for future attacks. By requesting peer list from other peers
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iteratively, we could retrieve information of peers from botnet, this kind of peer
enumeration is called crawling. In crawling P2P network, there are usually two
kinds of peers in terms of the accessibility of network a specific peer reside in. If
a peer is accessible and routable from any other Internet host, we call it super
peer or routable peer (we use super peer and routable peer interchangeably in
this paper). Otherwise, we call it normal peer or unroutable peer. Note that,
peer and node are also used interchangeably in this paper.

Crawling based approach could not retrieve unroutable peers, unroutable
peers would not reply to any requests from other peers. Node injection based
approach works by communicating with peers of botnet and tend to inject itself
or faked peers into the routing table of other peers. Unroutable peers behind
gateways would contact actively with these injected peers. Thus node injection
could be of great help to enumerate both routable peers and unroutable peers.
The problem of existing work is that they did not evaluate or discuss the level of
node injection in depth. It’s evident that the result of node enumeration would
be vastly different when varied levels of injections are introduced into tracking
efforts. However, it’s not trivial to analyze the level of node injection as P2P bot-
net is quite dynamic and seems impossible to exactly measure the distribution
of injected peers throughout the P2P network. We propose to make use of ac-
tively crawling to measure the injected peer’ distribution in routable peers which
could reflect to some extent its popularity in the whole network. Another issue
in node injection is that, previous works don’t propose any viable methods to
manipulate the popularity of injected peers. We bridge the gap and propose a
method to boost and manipulate population of specific peer. Note that apart
from aggressive node injection based intelligent gathering of P2P Botnet, low-
profile node injection is also required as some security researchers would choose
to stay under the radar to not be detected by botmasters. Our method provide
a glimpse into how to achieve various level of node injection.

In this paper, we model peer popularity through in-degree of the peer in the
graph rebuilt upon crawling and present a practical method for boosting and
manipulating peer’s popularity. Specifically, we make use of real-time measure-
ment of peer in-degree as the basis for tuning of peer injection rates. We evaluate
our method through a number of experiments on three live P2P Botnets, our
method could effectively boost and manipulate injected peer’s popularity which
could fits to various needs of botnet tracking. For Sality botnet we also find the
optimal peer injection rates where much lower bandwidth is consumed without
significant compromise of the node coverage of enumeration.

The remainder of the paper is organized as follows. We present technical
background of three live P2P Botnet we would investigate in Section 2. And
in Section 3 we propose our popularity boosting method in detail, and discuss
various issues involved in manipulating popularity of injected peer. We present
related work in Section 5. Section 6 would be our discussion and conclusion of
this paper.
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2 P2P Botnet Background

P2P botnet is on the rise these days [11]. This paper concentrates on three major
live P2P botnets in the wild: ZeroAccess v2 (version 2, four branches of these
botnet are named ZA16471, ZA16470, ZA16464 and ZA16465), ZeusGameover
(abbreviated as Zeus) and Sality v3.

Table 1. Routing mechanism of P2P Botnets

Botnet ID
ID Routing Mechanism

available RSize ESize OnlySuper LT HT

ZeroAccess T Y 16∗106 16 N ∞ <1 min

Zeus P Y 150 10 N 30min <30 min

Sality P N 1000 1 Y 40min <40 min

In order to depict the difference in various metrics among these botnets in
terms of their P2P protocol design, we outline in Table 1 various properties
of these botnets. ZeroAccess and Sality are typical unstructured P2P networks
with commands and updates from botmaster gossiped between each other, and
ZeusGameover is more like structured network in selecting nearer peers in terms
of numeric ID while building peer list replies. RSize in Table 1 is the number of
peers that infected bots could contact with in order to update its state, ZeroAc-
cess stores up to 16 million peers which thwart route poison attempt recently
initiated by Symantec. ESize is the size of peer list exchanged between two bots
in one message. Sality exchanges only 1 peer in each message which is rather
inefficient in disseminating updates. ID of these botnets is usually used to dis-
tinguish between different infections, as P indicates persistent ID and T indicate
temporary ID. The column Available indicates whether ID is available in crawl-
ing. We could see that for ZeroAccess, ID is available but of limited use since it
would change upon reboot. The ID of Zeus is required in building peer-to-peer
messages, therefore could be used to mark unique infection. Whereas for Sality,
ID is unique but not available in crawling. There are two parameters of these
botnets which are helpful for our research, the time that the injected peer would
stay in other peer’s routing table which we denote it as LT , and the time that it
would stay in other peer’s candidate list for building peer list replies where we
denote it as HT . Note that for ZeroAccess, once a peer is successfully added to
its routing table for real-time routing (also called working routing table), then
it will be permanently stored in its backup routing table which could save up
to millions of nodes. But with aggressive communication with other peers, its
working routing table is highly dynamic and peer entries would get staled very
soon.

3 Methodology

In this section, we give out our popularity boosting method, where we leverage
the strengths of both active crawling for real-time measurement of in-degree and
node injection for attracting large amounts of unroutable peers.
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Our method attempts to combine the strength of proactive crawling with re-
active node-injection based peer enumeration which is similar to Passive P2P
Monitor (PPM) proposed by Kang [7]. However, Kang’s approach aims to cap-
ture as many peers as possible without much concern of the actual popularity
of their injected peers, so it’s necessary to devise a efficient method to track or
measure the popularity of the peers we have injected which could be of great
value for better control of network tracking. Our measurement of the popular-
ity of specific peer in P2P Botnet is based on the observation that peer list
responses from many peers are similar to some extent, that significant portions
of the peers in these responses are just duplicates. We carefully assumed that
the more a peer’s duplicates are, the more popular a peer is. The number of du-
plicates of specific peer could be seen as the in-degree of this peer in the graph
rebuilt upon network crawling.

The major objective of node injection is to put the injected peer in as many
other peer’s routing table as possible. But not every peer could be injected
successfully due to different network accessibility. The routable peers could be
reached through Internet, thus could be injected directly. Whereas for NATed
peers, the only way we could inject a peer is through so-called propagation effect.
We assume that the more popular a peer is in routable peers, the more popular a
peer is in unroutable peers. Therefore, we confine our node injection to routable
peers exclusively. We denote the in-degree of routable peer v as InDeg(v).

Popularity Boosting. Node injection is often accomplished in communicating
continuously with other peers in P2P Botnet, but the effect of node injection
actually depends on how the network is structured in most cases. Every network
has its way of accepting new peers into their internal routing tables, as well as
constructing peer list replies to other peers. The node injection pays only when
the target peer not only accepts our peers but also helps propagating them to
other peers. To our knowledge, although different P2P botnets have vast different
design of their P2P protocols, but they would definitely introduce timestamps
based peers updating mechanism where recent contacted peers are superior to
other peers. From this observation, we could refresh this timestamps as often
as possible in order to maximize the possibility of propagating injected peers to
other part of the botnet.

There are two time metrics that are essential for the node injection as men-
tioned in Section 2, LT and HT . Our popularity boosting method works by
passively listening and responding to ping checks from remote peers for extend-
ing of LT , and actively sending packets to remote peers to refresh injected peer’s
timestamps regularly in short interval of time for extending of HT . Node injec-
tion is carried out through sending packets conforming to the protocols of the
P2P Botnet. We call the rate of packets (number of packets sent per time unit)
sending to remote peers as node injection rate, and denote it as NIR. By making
the NIR high enough, we could extend injected peer’s lifetime in other peers’
routing tables. We denote the overhead of keeping the connection with a peer as
O, then it’s evident that OLT is no more than OHT , much less in most cases.
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Note that we could not increaseNIR arbitrarily, as either ISP network ingress
policy does not permit such aggressive activities or P2P Botnets often impose
rate-limiting on sending packets and limit the number of contacted IPs per sub-
net. We call the highest NIR we could achieve as NIRmax. We measure pop-
ularity of injected peer v through InDeg(v) in the graph we rebuild through
crawling. Our popularity boosting boosts when InDeg of injected peer is not
at least as high as the threshold T (T is a parameter we could customize) by
increasing NIR. This is our self-boosting mechanism which could make the in-
jected peer’s population indicated by InDeg higher than previous approach.
Since previous approach does not measure their injected peer’s popularity in
real time, and node injection is often reached through maximized flooding of
P2P Botnet which is not efficient and effective. therefore we believe our work is
the first to shed light on these issues.

If InDeg of injected peer is pretty low, it’s straightforward to flood the known
peer list for possible node injection. But if the network is quite large, then it’s not
very efficient to do that. Sending node injection packets to more popular routable
peers might be a better choice. Through node enumeration, we could compute
the InDeg of all peers which we could reorder the list of peers by ranking of
InDeg, so one option which could optimize the enumeration is sending packets
to those peers with InDeg at least as high as the threshold I (another parameter
we should customize). In addition, with InDeg of injected peer being below the
threshold I, we ignore this peer temporarily. We inject this peer only if the
InDeg of this peer is higher than I in the coming rounds of injections.

In conclusion, our popularity boosting method (denote as PB algorithm) is
described in Algorithm 1. It could be configured to make it adapted to spe-
cific P2P Botnet or even generic P2P network through parameters seedpeer for
bootstraping, injected peer for injection, T , I, NIR and W . T and I have been
described above. For W , it actually depends on specific botnet as different net-
works pose different kinds of rate-limiting on communication with other peers,
we have to wait for some time to prevent from being banned by remote peers.

Algorithm 1 Node injection with PB (seedpeer, injected peer , T , I, W , NIR)

1. set v = injected peer
2. repeat
3. Crawlt = crawl once(seedpeer)

4. InDegavg =
∑

p∈Crawlt

InDeg(p)
|(Crawlt|

5. if injected peer.indegree< T then
6. for p:peer in Crawlt do
7. if InDeg(p) > InDegavg

then

8. inject v into p with NIR
9. else

10. refresh v in p with NIR
11. end if
12. end for
13. end if
14. sleep(W)
15. until Terminated by user

Note that, we could also optimize our aggressive node injection through cus-
tomization of our method. For example, if we want to find the optimal node
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injection rate with less resource consumption without significant compromise of
the node coverage. We could concurrently run two trackers, one is optimized
tracker (denoted TA), another one is reference tracker (denoted TB). Node cov-
erage is denoted NC here. TB is set up as the reference of NC for TA, and it set
NIR to NIRmax. For node coverage, the size of all peers enumerated is a good
metric which applies to nearly all P2P Botnets. We binary search the best fit for
NIR. In other words, TA starts with NIRTA setting to 0, we set higher end of
binary search to NIRmax and lower end to 0. When NCTA is below a threshold
C, then we would increase NIR to the half of the sum of the current value and
higher end with lower end set to the computed value of NIR. When NCTA is
above the threshold C, then we would decrease NIR to the half of the sum of
the current value and lower end with higher end set to the computed value of
NIR. Note that the threshold C would not set to 100 percent of NCTB as TA
with decreased NIR would definitely not outperform TB. In addition, threshold
C is not a single value to match, but a range for the reason of circumventing
jitter effects which is beneficial for our search to converge to some fixed value.

4 Evaluation

In this section, we present the results of our experiments when testing our
method for boosting and manipulating popularity of injected peer.

4.1 System Design

The architecture of our tracking system (called SPTracker) for enumerating
nodes of P2P Botnet is based upon the joint working of two modules: Aggressive
Crawler (AC) and Passive Monitor (PM). AC would initiate a crawl periodically
at fixed interval of time. PM would passively wait for incoming packets and feed
the parsed result back to AC before each round of crawling initiated by AC. The
whole process of continuous tracking is outlined in Figure 1. The horizontal line
represents the passing time upon which PM starts passive monitoring and AC
begins to crawl regularly. We have visualized the data SPTracker collected and
made the tracking project available online1.

Note that before the overall crawling starts, AC would be given a known
routable peer list to bootstrap. And in the following crawls AC would take
the routable peers collected from both previous crawls and passive monitoring
as bootstrap peer list. There are two phases in each round of tracking. In the
first phase, upon receiving bootstrap live super peers from PM, AC would send
peer list requests to the peers in the list and consume any replies from these
peers fed back by the PM. Thus, AC could enumerate peers iteratively until
convergence (the overall size of distinct peers stop increasing) or timeout. For
the second phase, AC would initiate our PB method, and send many carefully
crafted packets to live peers enumerated in the previous phase for node injections.

1 SPTracker Project, Homepage of Project is: http://p2pbotnetracker.net

http://p2pbotnetracker.net
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Fig. 1. SPTracker: Continuous Tracking System of P2P Botnet

Note for some botnet with loose admission policy of peers in their routing table,
in the first phase of node enumeration, we achieve node injection at the same
time, i.e., for P2P botnet ZeroAccess.

4.2 Setup

We begin by reversing and extracting protocol specification of three prominent
and live P2P Botnets as mentioned in Section 2. More specifically, we need to
empirically set and evaluate several parameters in SPTracker. For the popular-
ity threshold parameter T, it has a upper limit which depends on the NIRmax

of specific P2P Botnet. Sality and ZeroAccess does not have any rate-limiting
mechanism, therefore could be flooded with many packets to maximize our in-
jection efforts. In contrast, ZeusGameover blacklists frequent contacted IPs, all
the IPs sending more than 6 packets consecutively with time interval less than
60 seconds would be blocked immediately, and the number of requests from
itself are also included. This mechanism strictly limits various kinds of node
enumeration and sinkhole efforts. So its NIRmax is set to 4 packets per minute
conservatively considering additional ping checks a peer would send. Note that
although we could send as many packets to Sality nodes as possible, but we could
not achieve node injection easily as Sality prioritize live and routable peers with
high credits. In our tracking experiments, we would increase NIR of our system
to see what popularity of injected peer we could achieve. So, NIRmax of Sality
and ZeroAccess is only limited by the bandwidth our server could afford. For
the threshold parameter I which is equal to the InDeg of qualified peers to
be injected, we experiment with different I in node enumeration. For the pa-
rameter W , as stated in Table 1, we have to wait 60 seconds before a peer of
ZeusGameover botnet clears its IP counter. For ZeroAccess and Sality, we also
empirically set it to 60 seconds concerning bandwidth costs.

Our experiments are carried out on a number of dedicated commodity Ubuntu
Linux VPS servers with 2GB of memory and 10MB of dedicated network band-
width. They have different IP addresses but reside in the same ISP with similar
configurations to prevent the influence of network heterogeneity. The identifica-
tion of unique peers is usually skewed by network churn. For tracking of ZeroAc-
cess and Sality, we use IP address to distinguish between different infections. For
ZeusGameover, ID is used instead.
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4.3 Evaluation Results

First, we give a glimpse of what the in-degrees of routable nodes in P2P Botnet
look like. Based on the continuous tracking of routable peers of several live P2P
Botnets since October of 2013, we conduct various statistical analysis against the
dynamics of P2P Botnet. Based on these analysis, the summary of distribution
of in-degree is provided in Table 2. We could see that more than 70% of routable
nodes in these botnets have in-degree below 10. Very few of them have in-degree
high enough to attract large amounts of unroutable peers. Existing work like [7]
injects through low-profile communicating with other peers would fail to achieve
high node coverage in unstructured P2P Botnets.

Table 2. average InDeg of routable peers in P2P Botnets

Botnet
InDegree

Q1 Median Q2 Max

ZA16471 3 5 7.15 46.57

ZA16470 4 6 8.79 55

ZA16464 3 4.67 6.83 48

ZA16465 4.25 7.08 10.52 87.31

ZeusGameover 1 1.26 1.7 151.64

Sality 1 3 6.06 121.17

Furthermore, we test our PB algorithm on boosting popularity of injected
peers on live P2P Botnets. As many security organization infiltrate ZA16471
branch of ZeroAccess, like Symantec did [9] last year. It’s pretty convenient to
compare our injection efforts with others, so we target sub branch ZA16471
of ZeroAccess for node injection. In order to unlock the full potential of node
injection efforts, we set parameter T to the size of Crawlt, and maximize our
injection with NIR setting to NIRmax. In addition, every peer with InDeg
above 1 would be injected. We also test SPTracker with NIR set to 50% and
25% of NIRmax to evaluate the effect of popularity boosting. We call the former
test as PT100 and the later two as PT50 and PT25.

The results of three concurrent node enumerations on ZeroAccess Botnet (sub
branch ZA16471 specifically) are outlined in Figure 2 and Figure 3. SPTracker
captures a snapshot of the whole network every minute, and at the same time
record the InDeg of every captured peers and the total size of peers enumerated
(including routable peers and unroutable peers), the overall enumeration lasts
for 60 minutes. We could see that the InDeg of injected peer has increased
dramatically over time for all three tests. Even for injection with much lower
NIR (25% of NIRmax ), the InDeg of injected peer is much more than any other
nodes in the ZeroAccess network could achieve (Comparing to the result in Table
2). We know that many security researchers and organizations have been tracking
and sinkholing ZeroAccess Botnet for a long time, our method could outperform
any other injection efforts. As for the three test we have conducted, the average
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Fig. 2. Indegree of injected peer in
ZA16471

Fig. 3. Nodes enumerated in ZA16471

number of injected nodes (indicated by average of InDeg) of maximized node
injection in PT100 is about 60.6% more than PT50, and 257.2% more than
PT25, and the size of nodes enumerated in PT100 is 33.3% more than PT50,
and 71.5% more than PT25. We also record the size of routable peers in three
tests (refer to Figure 4), they’re nearly the same which indicate that the only
difference between the results of three tests are size of unroutable peers. For
the resource consumption, it’s obvious that higher node coverage needs higher
bandwidth (refer to Figure 5).

Fig. 4. Routable nodes enumerated Fig. 5. Packets sent in each round of enu-
meration

We carried out a number of experiments on popularity boosting using different
NIR. The results are presented in Table 3. For ZeroAccess, the InDeg of injected
peer could reach up to 683 which accounts for more than half of the size of
all routable peers. For ZeusGameover, this botnet poses strict rate-limiting on
packets exchanged between peers, so our PB method could not boost popularity
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of injected peer to the value as high as the most popular nodes had reached
in short period of time. But our peer is still one of the most notable peers as
we could attract much more nodes than ordinary crawling methods. We find
out that if we inject continuously for more than three days, our method could
sustainably increase InDeg of injected peers to more than 200, thus our method
could also be applied to ZeusGameover botnet without hampered by its strict
limitation. Rossow’s work makes use of node impersonation to achieve quick
node injection [11], but this would conflicts with other nodes and only apply to
specific network. For Sality botnet, it’s much difficult to achieve node injection
as fast as the other two botnets, because we have to build credits gradually.

Table 3. result of node enumeration with different NIR in 24 hours numA/numB,
numA is average InDeg, and numB is the size of nodes enumerated

Botnet
NIR

0.2*NIRmax 0.5*NIRmax NIRmax

ZeroAccess 69.3/129031 312.3/161931 683.6/187653

Sality 10.1/58093 15.6/90381 67.4/123871

ZeusGameover 23.4/45903 32.1/89321 45.8/102934

Fig. 6. Indegree of injected peers in
ZA16471

Fig. 7. Nodes enumerated in ZA16471

In addition, we investigate on the node enumeration with different threshold I.
In this experiment, we also conduct tests on ZA16471 and set NIR to NIRmax.
I is set to 1, 3 and 5 respectively. From Table 2, we could see that with I setting
to 3, about 25% of routable peers are excluded. With I setting to 5, half of
routable peers are ignored. The results are outlined in Figure 6 and Figure 7.
Increasing of threshold I could significantly downgrade the performance of our
enumeration. In this test, we conclude that the more peers we have injected, the
more complete view SPTracker could get. Since we prioritize peers with high
in-degree which we expect to trade node negligible coverage for reduction on
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resource consumption. The results demonstrate that for ZeroAccess Botnet with
dynamic peer list updating mechanism, aggressive injection is required. Other
than ZA16471, we also conduct tests on Sality Botnet, the result is promising
as the routable peers in this network is more stable and have a relatively longer
lifetime. From the results in Figure 8 and Figure 9, we could find that the
InDeg of injected peer is roughly the same while setting I to 1 and 2, and
the size of nodes enumerated is also roughly the same. Since setting I to 2
could reduce bandwidth costs, we believe careful tuning of I could lead to better
enumeration without compromise of node coverage. So for Sality, we find the
optimal parameter combination: I = 2, NIR = NIRmax.

Fig. 8. Indegree of injected peers of Sality Fig. 9. Nodes enumerated of Sality

In order to customize the node enumeration, we have to test against specific
botnet with different combinations of parameters like NIR, threshold T and I.
T could be used to throttle control the node injection, and has similar effect as
the parameter NIR. But we could not know exactly the relationship between
varied NIR and the popularity of injected peer, thus T could be well suited to
the need of directly control the level of injection. For example, if we want to only
covertly infiltrate into P2P Botnet without being noticed by others, then just set
corresponding parameter T would work anyway. NIR and I are much volatile
options for adjusting node enumeration. This result proves that PB mechanism
could stabilize the popularity of injected super peer and make it under control
to some extent.

From the experiments above, we managed to demonstrate that our PBmethod
outperforms other methods in boosting and manipulating popularity of injected
nodes. Our method could boost in-degree of injected peer to a level which is
much more than any other nodes in three live P2P Botnets. For ZeroAccess,
the in-degree of injected peer is 14 times larger than maximum in-degree of any
nodes in the wild including those nodes set up by other security researchers. Also,
through customization of several throttle control parameters, our method could
also manipulate popularity of peer with acceptable precision which is handy to
be used for various enumerations.
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5 Related Work

Previous researches about P2P botnet have different objectives in mind, such as
taxonomy [3,15], protocol design [12,14], measurement [6,7,10,13], detection [8],
and threat mitigation [4, 6]. Measurement of network, or more specifically node
enumeration, is a prerequisite for any other in-depth researches of P2P botnet. In
this section, we summarize various node enumeration techniques and mechanism
adopted by botnet to stay covert from intelligent gathering.

There are two well-known approaches to crawl the P2P botnet, one is sending
queries directly to peers from which peer list response is expected, and another
approach is setting up peers masquerading as normal peers and makes them
filled into other peers’ routing table where large numbers of non-responsive peers
behind NAT or firewall would phone in. While tracking through native crawling
for peer-to-peer network has been extensively used by researchers from academia
and industry. It’s well known for its weakness of failing to find nodes behind the
gateway and the firewall.

The latest systematic node enumeration was done by Rossow which take ad-
vantage of node injection techniques [11], they claim to enumerate nodes of
various kinds of P2P Botnets and conduct detailed analysis and comparison of
resilience of different botnets against information gathering like crawling. They
also prove the effectiveness of node injection through a number of experiments.
But They did not propose any methods to effectively inject nodes into botnet,
also no details (like how many nodes have been injected) about the node injec-
tion are provided to further support their hypothesis. Since node enumerations
through different level of injection are quite different, we believe it’s necessary
to investigate node injection in depth to find a better way to achieve node enu-
meration. Note that Rossow’s work makes use of a number of vulnerabilities of
P2P Botnet to achieve quick node injections, whereas our method could apply to
generic P2P network. Even structured P2P network could be better enumerated
through popularity boosting method.

Kang enumerate all the nodes through so called Passive P2P Monitoring
(PPM) [7]. Whereas recent P2P botnets favor unstructured protocol with ab-
sence of long-lasting ID, e.g., ZeroAccess. In addition, the node coverage achieved
by PPM through placing a few nodes in each zone of Overnet-based network does
not apply to unstructured network. Kang’s work also does not put injected peer’s
popularity into consideration, thus could not further improve their method both
on node coverage and resource consumption.

We have reverse engineered the latest three kinds of live P2P botnets in the
wild, further information regarding several P2P botnets this work related with
could be found among various technical reports and research papers [1,2,5,9,16].

6 Discussion and Conclusion

As for the applicability and scalability of our method to other P2P Botnets,
especially structured botnets like Storm and TDL4, our method could also be
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helpful as node injection applies to any P2P network with built-in routing ta-
bles and mechanism to accept external peers. However, our method does not take
scalability into consideration as the total size of all three botnets we have inves-
tigated are relatively small comparing to live file-sharing network with millions
of nodes, i.e., KAD Network and Mainline Network. But our methods could be
trivially adapted to distributed version. Different from trying to inject our peer
into every routable nodes, we could take in-degree as a relative measure which
could reflect the popularity of injected peers. By splitting whole network space
if network is structured or imposing strict limitation on terminating condition,
we could distribute enumeration tasks to many independent trackers. And PB
method could be applied to single tracker for popularity boosting.

For the anti-measures taken by bot authors, rate-limiting is an effective method
to prevent our method from fast boosting and easy manipulation of popularity.
But it only slows down our injection efforts, not strictly limit our method from
achieving high popularity ultimately. But currently our method relies upon the
knowledge of how long our peer would reside in remote peer’s two candidate list
(LT and HT, defined in Section 3). Further investigation into other methods for
manipulation of popularity is needed.

In this paper, we propose to evaluate node injection of P2P botnets quantita-
tively, which is accomplished through modeling of injected peer’s popularity by
the in-degree this peer exhibits in the graph rebuilt through active crawling. We
propose a method to boost and manipulate popularity of injected peers through
real-time measurement of in-degree and tuning of packet injections rate. The
result of experiments shows that our method is effective in boosting and manip-
ulating of node injection magnitude which could be suited to various needs of
botnet tracking. As a future work, we would look into implementing distributed
version of our popularity boosting algorithm to integrate into our tracking sys-
tem for complete tracking of various live P2P Botnets. Moreover, we would also
like to accommodate more P2P botnets, like kelihos.
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A Correlated KNN Approach
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Abstract. With the arrival of big data era, the Internet traffic is grow-
ing exponentially. A wide variety of applications arise on the Internet
and traffic classification is introduced to help people manage the mas-
sive applications on the Internet for security monitoring and quality of
service purposes. A large number of Machine Learning (ML) algorithms
are introduced to deal with traffic classification. A significant challenge
to the classification performance comes from imbalanced distribution of
data in traffic classification system. In this paper, we proposed an Op-
timised Distance-based Nearest Neighbor (ODNN), which has the capa-
bility of improving the classification performance of imbalanced traffic
data. We analyzed the proposed ODNN approach and its performance
benefit from both theoretical and empirical perspectives. A large num-
ber of experiments were implemented on the real-world traffic dataset.
The results show that the performance of “small classes” can be im-
proved significantly even only with small number of training data and
the performance of “large classes” remains stable.

1 Introduction

Research community and industry have paid attention to traffic classification
during the past few years [17], because it has the potential to solve particular
important network security and management issues, such as quality of service
(QoS) control, lawful interception and intrusion detection. Traffic classification
is useful to detect customers’ use of network that conflict with ISPs’ terms
and policy along with QoS control. Traditional traffic classification approaches
include port-based and payload-based methods [14]. However, the traditional
methods suffer from a number of practical problems, such as dynamic ports
and encrypted applications. To solve these problems, current researches have
focused on implementing the ML techniques, which based on analyzing the flow
statistical features of traffic flows [17].

However, imbalanced dataset, a problem often found in real world application
especially in network traffic, can cause seriously negative effect on classification
performance of ML algorithms. This is because some applications are popular
and generate a large number of traffic flows (refered as “large class”), while the
unpopular applications only generate a small number of traffic flows (refered as
“small class”).

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 138–151, 2014.
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In this issue, classifiers always biased in favor of large classes. Large classes
can get good classification performance, while small classes get very poor clas-
sification performance. Most traditional ML classification algorithms pursue to
minimize the error rate which is the percentage of the incorrect predication of
the classified labels [10]. This causes the algorithms ignore the difference be-
tween types of misclassification errors. In particular, they assume that all these
misclassification errors are equal.

Many solutions have been introduced to deal with the imbalance problem of
ML algorithms previously both at the data and algorithmic levels. At the data
level, researchers proposed different re-sampling mechanisms to solve the imbal-
ance problems such as under-sampling which is a non-heuristic method trying
to balance class distributions through the random elimination of large class ex-
amples and over-sampling which is a non-heuristic method that aims to balance
class distributions through the random replication of small class examples. At
the algorithmic level, researchers proposed cost-sensitive learning which focus
on incorporating costs in decision-making is another way to improve classifier’s
performance when learning from imbalanced data sets or manipulating classifiers
internally such as weighted distance in kNN [2] and SVM biases algorithm [21].
Some of researchers combine re-sampling mechanisms and algorithmic together
as the ensemble learning methods which has established its superiority in ML in
recent years, of which Boosting and Bagging are the most successful approaches.

Our work aims to tackle two problems: 1) To identify the imbalance problems
in traffic classification when applying ML algorithms, and 2) How to effectively
conduct imbalance problems based on ML algorithms such as kNN which can
reduce the imbalance problems in traffic classification. The contributions of this
paper are listed below:

– We propose a new method to improve the performance of the ML classifier
based on kNN approach for small applications. The f-measure and accuracy
of the small classes can be improved. In the proposed method, changing
decision boundary of kNN algorithm is introduced to increase the perfor-
mance. The proposed technique can perform much better than the existing
ML techniques.

– We develop a system model which can automatically select the best deci-
sion boundary to reach the best performance for small classes and keep the
performance of large classes stable.

The paper is organized as follows. Section 2 reviews related work in both traf-
fic classification and imbalance classification solutions. A novel classification ap-
proach and the theoretical analysis are proposed in Section 3. Section 4 presents
a large number of experiments and results which based on a real data set for
performance evaluation. Some disscussions related to this work are provided in
Section 5. Finally, the paper is concluded in Section 6.
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2 Related Work

In ML approaches, a classifier which contains the knowledge structure should be
trained with the pre-labelled instances. After that, the output classifier can be
used to predict a new incoming instance. It consists of two steps: learning and
classifying. Firstly, features of traffic flows will be extracted and formatted as
a vector F = {f1, f2, . . . , fn}. The class labels (application type) could be get
via some approaches (like Deep Payload Inspection). Features and class label
will be combined as one instance for training. One training instance can then
be represented by a pair containing input, and the expected result (F , label),
and the training set is the vector TS = {(F1, label1), (F2, label2), (Fn, labeln)}.
The training set is the input of ML algorithm, classifier model will be built
after training process. In the classifying process, new coming traffic flows T =
{F1, F2, . . . , Fn} will be labelled by the trained classifier model.

Current research contains supervised methods and unsupervised methods. For
the supervised methods, In [15], Moore et al. proposed a way using Naive Bayes
technique. Original Naive Bayes is not that good to classify traffic, the overall
accuracy is 65% approximately. In addition, [1] proposed by Auld in 2007 ex-
tends [15] by using Beyesian Neural network approach. It has been approved that
overall accuracy is further improved compared to Naive Bayes technique, which
can achieve a up to 99% accuracy for data trained and tested on the same day,
and 95% accuracy for data trained and tested 8 months apart. In real-time traf-
fic classification, Hullár et al. [11] proposed a supervised classification methods
using only the first few packets were proposed. Considering the first few packets
of flows could be missed or disguised, Nguyen et al. [16] studied classifying a
sub-flow captured at any given time. For certain popular P2P-TV applications,
Bermolen et al. [3] found P2P-TV traffic can simply be identified by the count
of packets and bytes exchanged among peers during small time windows. Zhang
et al. proposed a novel framework called Traffic Classification using Correlation
(TCC) [23], which is making use of the side information - flow correlation to
improve the performance of the state-of-art NN (Nearest Neighbour) algorithm
with only few labelled training instances. Glatz et al. [9] introduced a new scheme
to classify one-way traffic into classes such as Malicious Scanning, and Service
Unreachable, etc., based on prefixed rules. Thus, no training stage was needed.
Jin et al. [12] developed a lightweight traffic classification architecture combining
a series of simple linear binary classifiers, and embracing three key innovative
mechanisms to achieve scalability and high accuracy. A similar idea of a clas-
sifier combination was also applied in Callado et al.s work [5]. Carela-Espanol
et al. [6] analyzed the impact of sampling when classifying NetFlow data, and
proposed an improvement to the training process in order to reduce the impact
of sampling.

Apart from that, some works are using unsupervised methods. Barnaille et
al. [4] suggest a new approach for early detection of the traffic flows in the
Internet by only inspecting the size of first few packets of a TCP flow under
the intuition that first few packets can capture the application’s negotiation
phase which can distinguish the applications effectively. Zander et al. proposed a
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method [22] using AutoClass, which is an unsupervised Bayesian classifier based
EM algorithm to cluster Internet traffic in 2005. Wang et al. [20] proposed a new
Set-Based Constrained K-means (SBCK-means) clustering technique using flow
correlation information. Wang et al. [19] proposed integrating statistical feature-
based flow clustering with a payload signature matching method to eliminate the
requirement of supervised training data. Finamore et al. [8] combined flow statis-
tical feature-based clustering and payload statistical feature-based clustering for
mining unidentified traffic. While the both supervised and unsupervised meth-
ods reported performance are promising, they did not address the imbalanced
data problem in traffic classification

3 Optimised Distance-Based Nearest Neighbor Approach

3.1 System Framework

Fig 1 shows the basic idea of our approach. For a imbalanced dataset, cycles
represent the large class which contains more traffic flows, triangles represent the
small class with only three traffic flows. After the classification, we found that the
supervised ML classifier always bias in favor of big classes in the dataset. On the
left side of the decision boundary, all the flows were classified as the cycles class
include a triangle flow. One third of the triangle class has been misclassified, this
impacts the classification performance of triangle classes seriously. To address
this problem, we try to adjust the ML classifier’s decision boundary towards the
cycle class. However, after we move the decision boundary. two cycles will be
classified as the triangle class which effects the classification performance too.
Therefore, we apply another approach which is flow correlation [23] to build the
information correlation between the same class. This approach can correct the
misclassification after we move the decision boundary to ensure the performance
of the cycle class.

Flow Correlation

Fig. 1. Problem Statement

Fig 2 shows a new framework of the proposed ODNN. In the 10-fold cross
validation, the system use 1% of the whole dataset to test the performance of
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Fig. 2. System Framework

the small classes and get a optimized distance parameter t when the small classes
reach the highest performance. After that, the system will use the t and training
data to build a ODNN classifier. Flow correlation with BoF Construction analysis
is proposed to correlate information in the traffic flows. Finally, the compound
classification engine classifies traffic flows into application-based classes by taking
all information of statistical features and flow correlation into account.

3.2 Nearest Neighbor Algorithm

Our work is based on KNN algorithm, which is a type of instance-based or lazy
learning algorithm. The function is only approximated locally and all computa-
tion is deferred until classification. The k-nearest neighbor algorithm is that an
object is classified by a majority vote of its neighbors, which the object being
labeled to the class most common amongst its k nearest neighbors (k is a positive
integer, typically small). If k = 1, then the object is simply labeled as the class
of the nearest neighbor. Nearest neighbor rules compute the decision boundary
which is also possible to compute explicitly and efficiently. Euclidean distance is
one of the commonly istance metric for continuous variables. Often, the classi-
fication accuracy of kNN can be improved significantly if the distance metric is
learned with specialized algorithms such as Large Margin Nearest Neighbor or
Neighbourhood components analysis. In our experiment, we just set the k = 1
to get the nearest neighbors for classification. Each flow has fixed distances to
both large and small classes. We try to adjust the distance to small classes with
an optimized distance parameter t if the flow is from small classes, which can
improve the classification performance for the small classes.

3.3 Optimised Distance-Based Nearest Neighbor Algorithm

Distance Optimization. The proposed ODNN scheme is based on optimizing
the distance parameter of NN alogorithm. For one certain labeled testing flow,
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if there are only two classes in the data set, the algorithm will calculate two
Euclidean distances which are representing the distance from testing flow to
large class Dmaj and small class Dmin.{

Dmaj =
√
(x1 − x2)2 + (y1 − y2)2

Dmin =
√
(x3 − x4)2 + (y3 − y4)2

Due to the lack of training samples from the small class, some flows from the
small class will be classified as the large class. Thus, the accuracy of small class
could drop dramatically. Therefore, we decide to move the decision boundary
in the NN algorithm to ensure the accuracy of small class. Firstly, the testing
flows are already labeled as different classes. When a testing flow comes in, the
system will check the label first. Secondly, if the labeled testing data is from large
class we do nothing but if the testing data is from small class the system will
compare with the two distances Dmaj and Dmin. If Dmaj < Dmin, they system
will introduce a parameter t (t is a positive float, typically increase from 1 to 5.5
with the gap of 0.5). In 10-fold cross validation, the system trying to use Dmin

divided by t to get a new distance Dnmin then compare with the Dmaj again.
If the Dmaj still smaller than Dnmin, the t will add 0.5 and do the calculation
again.

Dnmin =
Dmin

t

Once the Dmaj > Dnmin, the system will take the t which related to the
Dnmin into the further calculation to get the best performance. Therefore the
testing data will be classified as the small class correctly. However, after we move
the decision boundary, the system will classify more testing data into the small
class which also affects the accuracy of both large class and small class. To deal
with this issue, we introduce another method which name is flow correlation.

Fig. 3. Optimized Distance Parameter t

Fig 3 shows that how the performance changes with the different Optimized
distance parameter t. The dots and stars represent the large class and the small
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class respectively. In general, the performance of large classes is always higher
than the small classes. Importantly, small classes could get the peak of the
performance with the t changes and the performance of the large classes stay
the same at the peak which proves our assumptions. In BT-RTSP and HTTP-
MSN, performance reduce gradually after the peak, however, there is a significant
increase between 1 to 1.5 at the beginning which affect by the change of decision
boundary. This result shows that our system could increase the performance of
the small classes and keep the performance of the large classes.

Flow Correlation. Flow correlation is a new traffic classification method which
was proposed by Zhang et al. [23]. In that paper, they created a new system
model. In the preprocessing step, the system captures IP packets crossing a
computer network and constructs traffic flows by IP header inspection. A flow
consists of successive IP packets having the same five-tuples which are src-ip,
src-port, dst-ip, dst-port and protocol. After that, a set of statistical features
are extracted to represent each flow. Feature selection aims to select a subset
of relevant features for building robust classification models. Flow correlation
analysis is proposed to correlate information in the traffic flows. Finally, traffic
classification engine classifies traffic into application-based classes by taking all
information of statistical features and flow correlation into account.

The novelty of their system model is to discover correlation information in
the traffic flows and incorporate it into the classification process. Conventional
supervised classification methods treat the traffic flows as the individual and
independent instances. They do not take the correlation among traffic flows into
account. The correlation information can significantly improve the classification
performance, especially when the size of training data is very small. In the pro-
posed system model, flow correlation analysis is a new component for traffic
classification which takes the role of correlation discovery. Robust classification
methods can use the correlation information as input.

We refer to a method bag of flows (BoF) [23] to model correlation information
in traffic flows. The rule of constructing a BoF is: if the flows share the same
destination IP address, destination port, and transport protocol, in a certain
period of time, they are considered as correlated flows. A BoF consists of some
correlated traffic flows which are generated by the same application. A BoF can
be described by Q = {x1, ......xn}. Where xi is a feature vector representing the
ith flow in the BoF Q. The BoF Q explicitly denotes the correlation among n
flows, {x1, ......xn}. Given a BoF as the query, Q = {x1, ......xn}, all flows in
the BoF Q will be classified into the predicted class for Q. The BoF model can
be combined with kNN algorithm to keep the performance of the large classes
after adjusting the decision boundary. We desiged algorithms before we apply
the experiments in Algorithm 1.
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Algorithm 1. ODNN classifeir

input: Training Data, Testing data, The ODNN classifier
output: Classification results
Load Flow correlation algorithm
for Check the label L of the testing flow do

if L = small class then
for (i = 1; i < 5; i = i+ 0.5) do

The new distance D = d/i;
Apply 10-folds cross validation with Di{i = 1, 1.5, ..., 5};
Compare the f-measure of the different distance Di{i = 1, 1.5, ..., 5};
if FMeasureDi+2 > FMeasureDi+1 > FMeasureDi then

Replace the Di = Di+2

end

end

else
Keep the distance result;

end

end
Load Traditional kNN algorithm and replace the distance with the fixed
distance Di

4 Performance Evaluation

4.1 Data Set

We use isp trace as our data set. The isp trace was captured by using a passive
probe at a 100Mbps Ethernet edge link of an Internet Service Provider (ISP)
located in Australia. Full packet payloads are preserved in isp trace without
any filtering. The original isp trace is 7-day-long starting from November 27 of
2010. The isp data set consists of 200k flows randomly sampled from 19 major
classes. Table 1. shows the details of the data sets. We disassemble this data set
into different pairs which contains two classes with one large and one small class
respectively. In the experiments, the data set is separated into two parts: 1% for
training and the other one for testing. We report the average performance of 100
random runs for each case.

Table 1. Number of Flows for Each Class

Classes Number of Flows Classes Number of Flows

SSH 99010 BT 98993

HTTP 98990 SMTP 98967

POP3 62545 FTP 10817

EDONKEY 6493 MSN 5569

YAHOOMSG 477 RTSP 366

X11 325 EBUDDY 200
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To identify the large and small classes, several previous studies tried to iden-
tify elephant flows. Papagiannaki et al. [18] proposed a more sophisticated two-
feature classification scheme to identify elephant flows. According to their defi-
nition, flows are characterized as elephantbased on both their volume and their
persistence in time. Note that the definition of flow in Estan’s work they define
the large classes as Prior Definition: elephant = flow > 1% of link bandwidth.

Based on the consideration above, in Table 1, we can find this data set is a real
unbalanced data set. For instance, the BT, HTTP, SSL3, SMTP, SSH etc. these
classes occupied the most network flow about 15.73% separately. We consider
that kind of classes are large classes in this network flow and others are small
like EBUDDY, RSP which only occupy 0.0318% of the whole network.

4.2 Evaluation Measures

Evaluation measures play a crucial role in both assessing the classification per-
formance and guiding the classifier modelling. Traditionally, accuracy is the most
commonly used measure for these purposes. However, for classification with the
class imbalance problem, accuracy is no longer a proper measure since the rare
class has very little impact on accuracy as compared to the prevalent class [7] [13].
For example, in a problem where a rare class is represented by only 1% of the
training data, a simple strategy can be to predict the prevalent class label for ev-
ery example. It can achieve a high accuracy of 99%. However, this measurement
is meaningless to some applications where the learning concern is the identifi-
cation of the rare cases. In order to evaluate the performance of classification
approaches, some metrics are widely used by the researchers.

Positives and Negatives. Suppose there is an incoming flow f and a traffic
application class C. The output of the classifier is whether one flow belongs
to C or not. A common way to evaluate the classifier’s performance is to use
True Positives, False Positives, False Positives, False Negatives. These
metrics are defined as following:

– True Positives (TP), flows of class C correctly classified as belonging to class
C.

– False Positives (FP), flows not belonging to class C incorrectly classified as
belonging to class C.

– True Negatives (TN), flows not belonging to class C correctly classified as
not belonging to class C.

– False Negatives (FN), flows of class C incorrectly classified as not belonging
to class C.

Precision, Recall and F-measure. Literature also use Precision, Recall, and
F-measure to evaluate per-class performance.

– Precision is defined as the ratio of those flows that truly belong class C to
those identified as class C, it can be calculated by

Precision =
TP

TP + FP
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– Recall is defined as the ratio of those flows correctly classified as belonging
to class C to the total number of flows in class C, it can be calculated by

Recall =
TP

TP + FN

– F-measure is a combination of precision and recall, it is a widely adopt metric
to evaluate per-class performance, it can be calculated by

F −measure =
2 ∗ Precision ∗Recall

Precision+Recall

4.3 Experiment and Evaluations

We use the F-measure metric to measure the performance of the both large and
small classes on each small data set. We propose the 10-fold cross-validation to
find an optimal t. The advantage of the optimization method is: accuracy and
speed. This method is applied in the proposed ODNN scheme for performance
evaluation. In 10-fold cross-validation, the original training set is randomly parti-
tioned into 10 equal-size subsets. Of the 10 subsets, a single subset is retained as
validation data for testing the highest classification performance of small classes
with t. The remaining 9 subsets are used as training data. The cross-validation
process is then repeated 10 times, with each of the 10 subsets used exactly once
as the validation data. The 10 results from the folds are then averaged to pro-
duce a single estimation. After that, the system will take the t into the ODNN
classifier to get the best performance for small classes. Then, the system will
apply the flow correlation to combine the ODNN classifier into the compound
classification which can get the optimized classification results.

Fig. 4. F-measure Comparision
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For performance evaluation, a large number of experiments were conducted on
the dataset. We present the average performance of over 100 runs. We compare
the proposed ODNN scheme with four state-of-the-art traffic classification meth-
ods: kNN, C4.5, BN and NB. Fig 3 shows the F-measure for small classes. In BT-
RTSP, the F-measure of our scheme is higher than the second best method NN by
about 20%. There are no significant differences among methods of C4.5 and NB,
however both are worse than our scheme by about 40%. In FTP-EDONKEY, the
improvement of our approach is about 10%, with NB, the second best method is
less than our approach about 10%. NB is slightly better than the BN method. In
POP3-YAHOOMSG, the F-measure of our scheme achieve 95%, which is higher
by about 12% than the second best method kNN. In SSH-X11, the F-measure
of our scheme is about 94%. The F-measure of the second best method kNN is
about 86%, which is much higher than the other three methods. In HTTP-MSN,
the ranking list is our approach, C4.5, BN, kNN and NB. In SMTP-EBUDDY,
the F-measure of our scheme is higher than the second best method kNN by
over 22%. We observed the superiority of the proposed ODNN scheme was due
to its excellent functionality of imbalance data. As described in Section 3, a new
two-step optimize distance was applied for imbalance traffic classification. The
first step was moving the decision boundary and the second step borrows the
idea of the flow correlation method to roughly improve the performance of small
classes.

Fig. 5. Precision and Recall

Let us further investigate the reason of why ODNN approach achieved the
best F-measure for the small classes. In the 4.2, we can see that the F-measure
are affected by the both precision and recall. Fig 5 shows the precision and the
recall for each experiment for the small classes. In BT-RTSP, the recall of our
scheme is higher than the second best method NN by about 40%. NB has the
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best precision by 86% which is higher than our scheme by about 23%. However,
the recall for NB is only about 15%. Therefore, the F-measure of NB is still lower
than our approach. In FTP-EDONKEY, There are no significant differences for
recall among our methods and NB by about 97%, however the precision of NB
is lower than our scheme by about 20%. In HTTP-MSN, our scheme had the
best recall which is 99%, however, the precision is little bit lower than NB by
10%. In POP3-YAHOOMSG, our approach has the best performance for both
precision and recall. In SMTP-EBUDDY, the recall of our method reached the
top by 1, even the precision is lower than kNN by about 0.1. In SHH-X11, BN
has the best precision by about 97%, it is more than our scheme by about 10%.
However, our approach still has the best recall by about 99%, while the BN’s
recall only got 55%. It is significant that, our approach improve both precision
and recall, especially when we moving the decision boundary, the recall were
improved rapidly compare with the traditional kNN.

5 Conclusion

Network traffic classification is playing a vital role in network management activ-
ities, like Quality of Service control, traffic trend analysis and even in intrusion
detection system. Early traffic classification techniques are based on port number
or payload, recent research has moved to apply ML algorithms with statistical
features based classification. Most of the works can successfully tackle the clas-
sification of network traffic traces with plenty of training data. However, these
methods did not consider the imbalanced problems in traffic classification. In
this paper, we proposed a binary classification method to solve the imbalance
traffic classification. It will be easy to extent our current into the multivariate
classification. This is because a multivariate classification method can divided
into different binary classification to solve the problems. We studied the kNN
algorithm in traffic classification, and cooperate the pre-process to our data set
in order to improve the performance of classifying small classes in traffic classi-
fication. Relied on the finding that side flow information, such as flow correla-
tion, can benefit the imbalanced data classification, we propose a new method
which not make use of the imbalanced data, but rather flow correlation. Ex-
periments conducted on the real-world traffic data set demonstrate that our
proposed framework can significantly improve the classification performance for
small classes.
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2. Barandela, R., Sánchez, J.S., Garćıa, V., Rangel, E.: Strategies for learning in class
imbalance problems. Pattern Recognition 36(3), 849–851 (2003)



150 D. Wu et al.

3. Bermolen, P., Mellia, M., Meo, M., Rossi, D., Valenti, S.: Abacus: Accurate behav-
ioral classification of p2p-tv traffic. Computer Networks 55(6), 1394–1411 (2011)

4. Bernaille, L., Teixeira, R., Akodkenou, I., Soule, A., Salamatian, K.: Traffic classi-
fication on the fly. SIGCOMM Comput. Commun. Rev. 36(2), 23–26 (2006)

5. Callado, A., Kelner, J., Sadok, D., Alberto Kamienski, C., Fernandes, S.: Better
network traffic identification through the independent combination of techniques.
Journal of Network and Computer Applications 33(4), 433–446 (2010)

6. Carela-Español, V., Barlet-Ros, P., Cabellos-Aparicio, A., Solé-Pareta, J.: Anal-
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Abstract. Newscast is a model for information dissemination and mem-
bership management in large-scale, agent-based distributed systems. It
deploys a simple, peer-to-peer data exchange protocol. The Newscast pro-
tocol forms an overlay network and keeps it connected by means of an
epidemic algorithm, thus featuring a complex, spatially structured, and
dynamically changing environment. It has recently become very popu-
lar due to its inherent resilience to node volatility as it exhibits strong
self-healing properties. In this paper, we analyze the robustness of the
Newscast model when executed in a distributed environment subjected
to malicious acts. More precisely, we evaluate the resilience of Newscast
against cheating faults and demonstrate that even a few naive cheaters
are able to defeat the protocol by breaking the network connectivity.
Concrete experiments are performed using a framework that implements
both the protocol and the cheating model considered in this work.

Keywords: Newscast, Fault Tolerance, Peer-to-Peer.

1 Introduction

The popularity of Peer-to-Peer (P2P) systems has increased since their advent
in the 2000’s. A key issue in these systems is that distribution of data and con-
trol across processes is symmetric: tasks or work loads are distributed between
peers which are equally privileged, equipotent participants in the distributed
application. More precisely, the peers make a portion of their resources, such as
processing power, disk storage or network bandwidth, directly available to other
network participants, without the need for central coordination by servers or
stable hosts. The main advantage of this approach is scalability: a well-designed
P2P system can easily scale to millions of processes, each of which can join or
leave whenever it pleases without seriously disrupting the system’s overall qual-
ity of service. One of the facets of classical P2P architecture is the heterogeneity
and the extreme volatility of the resources as their owners may reclaim them
without warning, leading therefore to what is commonly referred to as crash
faults. Consequently, a large part of research on P2P systems focuses on routing
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protocols to handle group membership and communications in an automated
way that would not require any global management. This approach thus defines
a self-managing system. Research in this area mainly intervenes in two direc-
tions. On one side, an overlay network is built in the application layer on top of
an existing network such as the Internet. Each joining peer has an assigned iden-
tifier mapped over a structured topology (for instance like in Chord [10]) which
is used to route messages. Another strategy consists in exploiting randomness
to disseminate information across a large set of computing resources to main-
tain a high connectivity within this pool of nodes even in the event of major
disasters. Such P2P algorithms fall in the category of epidemic (or gossiping)
protocols that do not rely on a predefined structure, but on the emerging over-
lay network which is used to disseminate information virally. This comes with
a bigger overhead in terms of routing performances, counter balanced by a high
fault resilience and self-healing properties inherited from the epidemic nature of
the protocol. A well-known example based on this paradigm is Newscast [7], a
self-organized gossiping protocol for the maintenance of dynamic unstructured
P2P overlay networks. Newscast displays a scalable and robust behavior which
emerges from the interaction of a simple set of rules: nodes exchange pieces of
routing information among randomly selected neighbors. Due to this simplicity,
the protocol has been rapidly adopted in academic research: as a platform for
distributed optimization [8], as a framework for peer-sampling services [5] or as
a way for monitoring the status of large-scale decentralized systems [6].

While the robustness of the Newscast model against crash faults has been
demonstrated successfully in many previous works [7,11], this paper analyses this
protocol under the perspective of a more complex kind of fault often referred to
as cheating fault. In this case, an attacker falsifies the message of the protocol, if
possible in an unnoticeable way i.e. conform to the protocol. Depending on the
context, the motivation for such a selfish behavior are manifold, ranging from the
simple sniffing of traffic information1, to the will to collapse the infrastructure to
disable the associated service. Therefore, the aim of this paper is to raise
an issue on the security of Newscast. In this article, we demonstrate that
even few naive cheaters are able to defeat the protocol by breaking the network
connectivity between non-malicious nodes. Concrete experiments are proposed
where we demonstrate vulnerability of the protocol.

This paper is organized as follows: Section 2 details the background of this
work and reviews related works. Then, the considered fault model and the cheater
modelization is reviewed in Section 3. To facilitate the analysis of the cheater
impact, we have implemented both the protocol (on top of the GraphStream
library [3]) and the cheating model considered in this work. The implementation
details are thus provided in Section 4. Then, experimental results are discussed
in Section 5 where we demonstrate that the Newscast protocol is not resilient
against cheating fault. Finally, Section 6 concludes the paper with a summary
of our results and provides future directions.

1 Eventually with little or no contribution (i.e. computing effort) to the system.
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2 Context and Motivations

This section aims at providing general insights into the Newscast protocol and its
inherent properties. In particular, the focus is on characterizing the robustness
of the protocol when considering different types of failures. In the beginning, we
present the protocol as defined in the Newscast seminal paper [7]. Then, some
general concepts on fault-tolerance are introduced in order to qualitatively and
quantitatively assess the robustness of Newscast. In that sense, we survey the
related literature and identify new potential vulnerabilities of the protocol.

2.1 The Newscast Model

Newscast is a gossiping protocol for interconnecting large-scale distributed sys-
tems. Without any central services or servers, Newscast differs from other sim-
ilar approaches [4,10,9] by its simplicity. The membership management follows
an extremely simple protocol: in order to join the system, a node only needs
to contact a connected node from which it gets a list of neighbors. Addition-
ally, to leave the system, the node only requires to stop communicating for
a predefined time. The dynamics of the system follow a probabilistic scheme
able to keep a self-organized equilibrium. Such an equilibrium emerges from the
loosely-coupled and decentralized run of the protocol within the different and
independent nodes. The emerging graph behaves as a small-world [12] allowing
a scalable way for disseminating information and, therefore, making the system
suitable for distributed computing. Despite the simplicity of the scheme, News-
cast is fault-tolerant and exhibits a graceful degradation without requiring an
extra mechanism other than its own emergent behavior [11].

Algorithm 1. Newscast protocol in nodei
1: Active Thread
2: while true do
3: wait tr
4: nodej ⇐ selected node from Cachei
5: send Cachei to nodej
6: receive Cachej from nodej
7: Cachei ⇐ Aggregate (Cachei,Cachej)
8: end while
9:
10: Passive Thread
11: while true do
12: wait until Cachek is received from nodek
13: send Cachei to nodek
14: Cachei ⇐ Aggregate (Cachei,Cachek)
15: end while
16:
17: Cacheaggregated ⇐ Aggregate(Cachea,Cacheb)
18: Cacheaggregated ⇐ Cachea ∪ Cacheb keeping the
19: Keep the c freshest items in Cacheaggregated according with the time-stamp

Algorithm 1 shows the pseudo-code of the protocol. Each node keeps its own
set of neighbors in a cache that contains c ∈ N entries, referring to c other nodes
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in the network without duplicates. Each entry provides a reference to the node
in which it was created and a time-stamp of the entry creation (allowing the
replacement of old items).

There are two different tasks that the algorithm carries out within each node.
The active thread which pro-actively initiates a cache exchange once every cy-
cle (one cycle takes tr time units) and the passive thread that waits for data-
exchange requests.

Every cycle, each nodei initiates a cache exchange. It selects randomly a neigh-
bor nodej from its Cachei with uniform probability. Then nodei and nodej ex-
change their caches and merge them following an aggregation function, consisting
of picking the freshest c items from Cachei ∪ Cachej and merging them into a
single cache. Since this function applies in both nodes (the one initiating the
request and the one serving the request), the result is that nodei and nodej will
have in common the same entries in their respective caches.

2.2 Fault Tolerance and Robustness in Distributed Systems

Fault tolerance can be defined as an ability of a system to behave in a well-defined
manner once a failure occurs. A failure is due to an error of the system which
is a consequence of a fault. Different kinds of faults are usually distinguished in
function of their origin and their temporal duration [1]. They could be intentional
or not, software or hardware, e.g. modify the processing time of an operation,
provide a wrong result or return no result at all. Failures and errors can be
classified into the following categories based on their semantics:
– crash-stop failures, also called fail-stop: the system stops working and does

not execute any operation, nor does it send any signals. This behavior cor-
responds to what the literature often refers to as crash faults ;

– omission is a communication failure: typically, a message is not transmit-
ted by a communication channel, or not sent by the sending process (send-
omission), or not received by the receiving process (receive-omission);

– duplication is the opposite from omission: a message is sent or received twice;
– timing if the system’s behavior deviation concerns only a time criterion (re-

action time to a given event for instance);
– byzantine errors are arbitrary errors: the system arbitrarily does not have

the expected behavior or has an erroneous one;

The detection of failures is outside the scope of this article (the interested
reader may refer to [2]). In all cases, Byzantine errors are the hardest to detect, as
the behavior of the system is often similar to the expected one. A typical example
of a byzantine failure covered in this work comes from volunteer computing where
it is called cheating faults. In the context of this work, it corresponds to a model
where the attacker (client-side) behaves in a way that does not break
the underlying protocol while collapsing the network connectivity.
Again, what makes this kind of fault byzantine and difficult to catch is that
the messages exchanged during the protocol, although erroneous and malicious,
generally respect the expected format and do not raise an alarm regarding their
integrity.
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2.3 Fault-Tolerance of the Newscast Protocol

One of the important issues regarding P2P computing is the robustness of the
underlying protocols, as they need to provide a coherent view of a large-scale
— and potentially — unreliable distributed system. In that sense, the Newscast
protocol establishes the dynamics of a changing communication graph which re-
quires to persistently maintain a small-world connectivity. As a first assessment
of its robustness, Jelasity and van Steen [7] showed that Newscast maintains
such property regardless of the scale or the initial state of the system (i.e. the
protocol is able to bootstrap from any graph structure and consistently con-
verges to a small-world graph). Nevertheless, two additional issues still need to
be considered for characterizing a protocol as robust. The first is related to the
spontaneous partitioning of the communication graph, and the second to the
resilience of the protocol to failures.
The spontaneous partitioning of the communication graph refers to the proba-
bility of a subgraph to become disconnected from the system as a consequence of
the protocol dynamics. In Newscast, the probability of a spontaneous partition-
ing is mainly influenced by the cache size c. Jelasity and van Steen [7] conclude
that, while a partition in Newscast may happen if c < 20, the probability of
spontaneous partitioning is almost negligible for c ≥ 20 regardless of the size of
the network. Previous results, however, do not take into account node failures,
which is an inherent feature of large-scale distributed systems. In that sense,
Spyros et al. [11] analyse the robustness of Newscast in a failure-prone scenario
in which the nodes are removed until none is left. The study leads to the fol-
lowing conclusions: (1) despite failures, the Newscast graph remains connected
until a large percentage of nodes are removed, e.g. for c = 40, almost 90% of the
nodes have to be removed to split the graph; (2) when a partition finally takes
place, most of the nodes still remain connected in a large cluster. From previous
findings, Newscast can be said to be robust: the protocol consistently maintains
the desired connectivity, even if considering a high percentage of nodes crash-
ing. However, large-scale distributed systems are also subject to other potential
sources of risks. Specifically, malicious users may pose a threat to the system,
finding its vulnerabilities and exploiting them to disrupt the connectivity of the
graph. This type of failures (i.e. cheating faults) also need to be considered for
defining a protocol as fully robust. Assessing — and eventually enabling — se-
curity in Newscast is, therefore, a necessary step for promoting the uses of the
protocol beyond the academic environment.

3 Fault Model and Cheaters Behavior

This study analyses the impact of cheating faults on the Newscast paradigm.
We now formalize this type of fault, yet some preliminary definitions need to be
recalled.
First of all, we consider a directed communication graph Gt = (Vt, Et) at a given
time instant t which formally consists of a set of vertices Vt and a set of edges Et
between them. Vt represents the set of connected nodes at the time t. An edge
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ei,j ∈ Et connects vertex (or node) ni with the node nj . It reflects the fact, that
nj is in the cache of ni. It follows that the cache-exchange algorithm presented
in Section 2.1 leads to a series of graphs Gt, given an initial graph G0.

For the sake of simplicity, we will assume that the number of non-malicious
nodes in the network is constant and equal to nhonest ∀t ≥ 0. In addition, there
are ncheat ∀t ≥ tc malicious nodes i.e. cheaters, connecting to the network at time
tc (all of at the same simulation step). Moreover, this corresponds to a partition
of the set of vertices in Vt between non-malicious i.e. honest nodes and cheaters.
Thus Vt = Vhonest

t ∪ Vcheat
t , where |Vhonest

t | = nhonest and |Vcheat
t | = ncheat.

Finally, as mentioned before, we assume the cache size of each node remains
constant within the graph Gt, i.e. |Cachei| = c ∀ni ∈ Vt.

An important concept to measure the robustness of the Newscast protocol
against cheaters is the size of the connected components of non-malicious nodes
in Gt. A connected component Ĉj of Gt is a maximal subgraph of Gt such that
every vertex i.e. node in Ĉj is reachable from every other node in Ĉj following
a path in Gt consisting only of honest nodes (i.e. from the set Vhonest

t ). In the
sequel, Ĉmax

t will denote the connected component of maximum size for a given
time instant t. Obviously, 0 < |Ĉmax

t | ≤ nhonest. These notions being defined, we
can better formalize cheating faults.

Definition 1 (Cheating fault).
Let Ĉmax

t be the connected component of maximum size among the non-malicious
nodes Vhonest

t for a given time instant t. We say that the Gt has been victim of
a cheating fault iff |Ĉmax

t+1 | < |Ĉmax
t | in a monotonic way.

3.1 Malicious Nodes

In this work, we consider malicious behavior on the client-side. We assume that
cheaters do not cooperate and all of them have full knowledge about the protocol
and its implementation.

The neighborhood of a node changes dynamically in Newscast. Each node
knows at most c ∈ N other peers. This information is refreshed during cache
merge — old entries are replaced by freshest ones (as described in Section 2.1).
A straightforward approach to deny a given node to make any valid outgoing
connection, is to corrupt its cache. Cheaters can achieve this by sending correctly
constructed messages containing freshest possible entries, referring to random
(and possibly) non-existing peers. After an attack of this kind the only valid
address in the cache of the targeted node would be the one of the malicious node
itself.

From the protocol design, there is a high chance that a third peer contains
an entry pointing to the victim node. Therefore, after some time, the corrupted
cache can be restored to a partially valid state by an incoming connection (i.e.
self-healing). However, the falsified information will also spread virally into the
network. This raises questions which will be answered by the experiments pre-
sented in Section 5:
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1. How many times does the cheater have to connect to a node to fully discon-
nect it?

2. Do these connections have to be consecutive?

In addition to the above concerns, we have also explored the option for cheaters
to choose more than one target following the round-robin principal. Targets
are exchanged after the desired number of connections is reached (frequency of
targets’ change).

Unlike in honest nodes, cheaters do not have to follow the cache size constraint
limiting their neighborhood. They could gather all the addresses from received
caches, storing them in a set of discovered addresses. At the time when a cheater
initiates an outgoing connection (active thread), it could select a target from
such a set.

Fig. 1. A visualization of a problem with cheaters accepting addresses from incoming
connections. Nodes connected only to the cheater start to flood him with random
addresses.

Each cheater inserts cache size c of random addresses into the network at each
cache-exchange. Over time, some of the generated entries are returned to them.
This problem is most noticeable after significant number of nodes are connected
only to the cheater (see Figure 1). Therefore we propose to ignore information
received during the incoming connections. This will only slightly affect the pro-
cess of discovering the network, because information about its members is still
obtained through outgoing communication.

Furthermore, malicious nodes do not know about each other and information
about which addresses where generated by the other malicious nodes is not
shared. Moreover, cheaters could connect to each other. This could lead to a
situation when the set of discovered addresses is very big, mainly filled by invalid
entries. As a solution, we propose to assign a priority for each discovered address,
defined by the number of its occurrences during cache-exchanges. It is motivated
by the fact that valid entries should appear more often than the generated ones.
After each connection to a given address, the priority is decreased by one, to
ensure that a cheater will not be stuck with a single target.
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4 Experimental Setup and Implementation Details

In order to assess the impact of cheaters on Newscast, we implemented both the
protocol and the cheating model in a framework based on the GraphStream [3]
(version 1.1.2) Java library for the modeling and analysis of dynamic graphs. This
tool allows gathering network statistics (e.g. connectivity, biggest cluster size,
etc.) and is able to graphically display the dynamics of the system.

The whole simulation is divided into steps (called simulation steps). In each
simulation step, every node is selected once — in random order — to initiate a
cache-exchange according to the protocol’s specification [7]. That includes every
peer establishing an outgoing connection, sending its cache, receiving a cache
from destination and performing the merge (see Section 2.1 for further details).

Fig. 2. A sample Newscast network consisting of 36 nodes and cache size equal to 20
after initialization (left) and after bootstrap (right)

At the onset of every experiment (step 0), the network is initialized as a
bidirectional grid lattice (see Figure 2). Then we let the protocol run during 50
steps for the network to bootstrap into a stable configuration. After this period
cheaters connect according to the protocol.

General parameters of the experiments are gathered in Table 1.

5 Results

We have divided experiments into three groups. In the first place we wanted to
check if the network will spontaneously split without cheating faults present. For
all the network sizes and both cache size settings, a connection graph was not
divided through 100 executions lasting 10000 simulation steps.

The second group of tests was executed with one cheating node attacking a
single, fixed, uniformly selected at random target from the network. Its purpose
was to determine an estimate on the simulation steps required to completely



160 J. Muszyński et al.

Table 1. General parameters of the experiments

Parameters Values
Network size {100, 200, . . . , 500}
Cache size {20, 40}
Number of cheaters {1, 2, . . . , 5}
Number of targets {1, 2, . . . , 10}
Frequency of target changes {1, 2, . . . , 20}
Max. number of simulation steps 10000
Bootstrap time 50
Number of executions 100

●

●

●

●
●

●●

●
●●

●

●

●
●

●

●

●
●
●

●

●
●●

●

●
●

●
●

●

●

●

●
●

●

●

●

●●

●

●
●
●

●

●

●

●

●

●

●
●
●

●
●

●

●

0
20

60
10

0

Simulation time required to disconnect the fiexed node

Network size

S
im

ul
at

io
n 

tim
e

100 200 300 400 500

Cache size

20
40

Fig. 3. Time required to disconnect a single, fixed, uniformly selected at random node
from the network

● ●

●

●
●●●●

●

●

●

●●

●●

●
●

●●

●

●

●●
●

●

●

●●●●●

●

●
●

●

●●
●

●

●●

●
●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●
●

●

●
●

●
●

●

●

●

●

●

●

●
●

●●

●
●

●

●

●●

●

50
0

10
00

15
00

20
00

Network size = 500, cache size = 20

Frequency of target changes

S
im

ul
at

io
n 

tim
e 

re
qu

ire
d 

to
 fu

lly
 d

is
co

nn
ec

t t
he

 n
et

w
or

k

1 2 3 4 5 6 7 8

Number of targets

1
2
3
4

5
6
7
8

9
10

Fig. 4. Influence of frequency of target changes and number of targets on network
disconnecting time with one cheater present in the network consisting of 500 nodes
and cache size equal to 20



Exploiting the Hard-Wired Vulnerabilities of Newscast 161

●

●

●

●
●
●●●

●

●

●
●

●

●

●

●●●●●●

●
●

●●●
●●●●

●●●●

●

●●

●

●

●●●
●●●●●●●

●

●

●

●●
●

●
●●●

●

●
●
●

●●●

●

●

●

●●
●

●

●

●●
●

●

●●

●●

●●●

●

●●●

●

●
●
●

●

●

●●●

● ●●

●●●

●

●

●●●●

●●
●

●

●

●●●●

●

●

●

●

●●
●

●●

●

10
00

15
00

20
00

25
00

Network size = 500, cache size = 40

Frequency of target changes

S
im

ul
at

io
n 

tim
e 

re
qu

ire
d 

to
 fu

lly
 d

is
co

nn
ec

t t
he

 n
et

w
or

k

1 2 3 4 5 6 7 8

Number of targets

1
2
3
4

5
6
7
8

9
10

Fig. 5. Influence of frequency of target changes and number of targets on network
disconnecting time with one cheater present in the network consisting of 500 nodes
and cache size equal to 40

disconnect one peer from the system. Results are presented in Figure 3. As is
visible, the average simulation time required to disconnect a single target in most
of the cases fits in the range from 1 to 20 (independently from the network or
the cache sizes). Basing on these results we have chosen a range for frequency
of target changes from 1 to 20 for the next group of tests. It is also worth to
note here, that the persistent attack on a single node can take a long time —
it is a time required for the network to lose the information about the target.
In some cases it took above 100 simulation steps to complete the task by the
cheater. This time mainly depends on how well the given address is widespread
in the network, as any incoming connection can partially heal the cache of the
node. Additionally, obtained results are comparable (within the same cache size
settings) independently from the network size.

The last part of the experiments (using all of the parameters from Table 1) was
aimed to asses the performance of cheaters fully following the strategy described
in Section 3.1. Due to the space constraints, we present only interesting results
(see Figures 4–9).

Figures 4 and 5 present influence of frequency of target changes and number of
targets on disconnecting time. As is clearly visible, best performance is obtained
with one target changed for each outgoing connection. Other combinations of
cheaters’ parameters are causing degradation of efficiency and stability of the
performance. In the optimal configuration, the network is fully disconnected in
less than 800 simulation steps (on average) for a cache size equal to 20 and in
less than 1000 simulation steps for a cache size equal to 40 (values are better
visible on Figure 6). Results for the smaller networks are not presented, as they
follow similar trend (only scale is different).
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Figure 6 presents the average speed of network degradation for different num-
bers of nodes and both cache size settings. All the values are scaled to the range
of [0, 1], by the division of the average biggest cluster size (from 100 executions)
by the network size, i.e. |Ĉmax

t |/|Vhonest
t | (which yields the probability that a

given node n ∈ Ĉmax
t ). The speed is almost linear for all the combinations of the

relevant parameters, until there is a small cluster left (consisting of less than
20% of the original number of nodes). Nevertheless, the network is fully discon-
nected in less than 1000 simulation steps for all the cases. Given that the actual
Newscast implementation2 sets the protocol’s update phase to 10 seconds, 1000
simulation steps stand for less than three hours of a real execution of a P2P
system. This allows us to conclude that even one cheater in the network follow-
ing the presented model, can have a devastating effect on the functioning of a
Newscast network.

So far, we have shown and described results for only one cheater attacking the
protocol. Figure 7 presents the influence of the number of cheaters varying from
1 to 5 on the network consisting of 500 nodes with cache sizes set to 20 and 40.
It is important to emphasize here again, that cheaters do not know about each
other and do not collaborate. Despite the lack of any kind of information sharing
between malicious nodes, more of them causes faster loss of the connectivity —
for 5 malicious nodes it happens in less than 300 simulation steps, which corre-
sponds to one hour of a real execution time (as mentioned above). Additionally,
it is visible that the influence of the bigger cache size loses its value when more
cheaters are present in the network (the gap between both settings decreases).

Figures 8 and 9 present scalability of the solution. As visible, if the number of
cheaters scales proportionally with the network size — efficiency of the malicious
nodes can be maintained. Moreover, the cheating nodes do not interfere with each
other, which is the effect of prioritizing the choice of a connection destination
according to its frequency of appearance during interaction with the network.

2 e.g. http://dr-ea-m.sourceforge.net/

http://dr-ea-m.sourceforge.net/
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Ĉ

tm
ax

50 200 400

500 nodes, 5 cheaters
400 nodes, 4 cheaters
300 nodes, 3 cheaters
200 nodes, 2 cheaters
100 nodes, 1 cheater

Fig. 8. Scalability of the solution. Disconnection speed is compared between different
number of cheaters and network sizes with a constant cache size equal to 20. Proba-
bility that a node belongs to the Ĉmax
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The results presented in this work required considerable computing time such
that we used the HPC platform operated at the University of Luxembourg (UL)
to run the simulations. For instance, a single run for a network consisting of 500
nodes for a maximum of a 100000 steps, gathering needed network’s statistics,
required more than three hours.
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6 Conclusion

Newscast is a P2P protocol designed to build up connectivity in distributed sys-
tems. To that end, nodes exchange routing information and establish an overlay
network with the shape of a small-world graph. The emergent graph structure
grants scalable access to information and makes the system suitable for dis-
tributed applications. In that context, the robustness of the protocol must secure
the graph connectivity despite failures or attacks. While in some previous stud-
ies Newscast has proved to be resilient to crash faults (i.e. when nodes simply
fail or stop working), the possibility of the protocol being attacked by malicious
users, to the extent of our knowledge, has not been considered yet. Therefore,
this paper analyses the resilience of Newscast against cheating faults with a pur-
pose to raise an issue on the security of the protocol. In this context, in order
to provide an assessment, we have tried to exploit the potential vulnerabilities
of the original design. More precisely, we have modeled a non-cooperative type
of cheating node which supplies a list of random non-valid entries to the regular
network. Conducted experiments reveal that the protocol is sensitive to such
types of attacks, which can lead to the graph being split after a relatively short
time from the moment when the malicious nodes have started their activities.

In future work we plan to extend the presented study with a set of counter-
measures with the analysis of their influence on the properties of the original
solution. Additionally, we are planning to explore more complex cheating faults,
especially involving coordinated attacks. Furthermore, detection techniques of
malicious acts of this kind could be of use to remove cheaters from the network.
Finally, having the set of solutions, it is necessary to check how they perform
in more realistic environments, e.g. when the dynamics of a peer participation
(e.g. churn) is present.



Exploiting the Hard-Wired Vulnerabilities of Newscast 165

Acknowledgments. The experiments presented in this paper were carried out
using the HPC facility of the University of Luxembourg (UL).

References

1. Avizienis, A., Laprie, J.-C., Randell, B., Landwehr, C.E.: Basic Concepts and Tax-
onomy of Dependable and Secure Computing. IEEE Transactions on Dependable
and Secure Computing 1, 11–33 (2004)

2. Bertholon, B., Cérin, C., Coti, C., Dubacq, J.-C., Varrette, S.: Practical Security
in Distributed Systems. In: Distributed Systems; Design and Algorithms, vol. 1,
pp. 243–306. Whiley and Son (2011)

3. Dutot, A., Guinand, F., Olivier, D., Pigné, Y.: GraphStream: A Tool for bridging
the gap between Complex Systems and Dynamic Graphs. In: Emergent Properties
in Natural and Artificial Complex Systems. Satellite Conference within the 4th
European Conference on Complex Systems (ECCS 2007), Dresden, Allemagne.
ANR SARAH (October 2007)

4. The Gnutella Developer Forum GDF: The annotated gnutella protocol specification
v0.4 (2001)

5. Jelasity, M., Guerraoui, R., Kermarrec, A.-M., van Steen, M.: The peer sampling
service: Experimental evaluation of unstructured gossip-based implementations.
In: Jacobsen, H.-A. (ed.) Middleware 2004. LNCS, vol. 3231, pp. 79–98. Springer,
Heidelberg (2004)

6. Jelasity, M., Montresor, A., Babaoglu, O.: Gossip-based aggregation in large dy-
namic networks. ACM Trans. Comput. Syst. 23(3), 219–252 (2005)

7. Jelasity, M., van Steen, M.: Large-scale newscast computing on the Internet. Tech-
nical Report IR-503, Vrije Universiteit Amsterdam, Department of Computer Sci-
ence, Amsterdam, The Netherlands (October 2002)

8. Laredo, J., Eiben, A., Steen, M., Merelo, J.: Evag: a scalable peer-to-peer evolu-
tionary algorithm. Genetic Programming and Evolvable Machines 11(2), 227–246
(2010)

9. Rowstron, A., Druschel, P.: Pastry: Scalable, decentralized object location, and
routing for large-scale peer-to-peer systems. In: Guerraoui, R. (ed.) Middleware
2001. LNCS, vol. 2218, pp. 329–350. Springer, Heidelberg (2001)

10. Stoica, I., Morris, R., Karger, D., Kaashoek, F., Balakrishnan, H.: Chord: A scalable
Peer-To-Peer lookup service for internet applications. In: Proceedings of the 2001
ACM SIGCOMM Conference, pp. 149–160 (2001)

11. Voulgaris, S., Jelasity, M., van Steen, M.: A Robust and Scalable Peer-to-Peer
Gossiping Protocol. In: Moro, G., Sartori, C., Singh, M.P. (eds.) AP2PC 2003.
LNCS (LNAI), vol. 2872, pp. 47–58. Springer, Heidelberg (2004)

12. Watts, D., Strogatz, S.: Collective dynamics of “small-world" networks. Nature 393,
440–442 (1998)



A Meet-in-the-Middle Attack

on Round-Reduced mCrypton
Using the Differential Enumeration Technique

Yonglin Hao1�, Dongxia Bai1, and Leibo Li2

1 Department of Computer Science and Technology,
Tsinghua Universtiy, Beijing 100084, China
{haoyl12,baidx10}@mails.tsinghua.edu.cn

2 Key Laboratory of Cryptologic Technology and Information Security,
Ministry of Education, School of Mathematics,
Shandong University, Jinan, 250100, China

lileibo@mail.sdu.edu.cn

Abstract. This paper describes a meet-in-the-middle (MITM) attack
against the round reduced versions of the block cipher mCrypton-64/96/
128. We construct a 4-round distinguisher and lower the memory require-
ment from 2100 to 244 using the differential enumeration technique. Based
on the distinguisher, we launch a MITM attack on 7-round mCrypton-
64/96/128with complexities of 244 64-bit blocks and 257 encryptions.Then
we extend the basic attack to 8 rounds for mCrypton-128 by adding some
key-bridging techniques. The 8-round attack on mCrypton-128 requires
a time complexity 2100 and a memory complexity 244. Furthermore, we
construct a 5-round distinguisher and propose a MITM attack on 9-round
mCrypton-128 with a time complexity of 2115 encryptions and a memory
complexity of 2113 64-bit blocks.

1 Introduction

mCrypton is a 64-bit block cipher introduced in 2006 by Lim and Korkishko [1].
It is a reduced version of Crypton [2]. It is specifically designed for resource-
constrained devices like RFID tags and sensors in wireless sensor networks. Ac-
cording to key length, mCrypton has three versions namely mCrypton-64/96/128.

Quite a few methods of cryptanalysis were applied to attack mCrypton. Under
the related-key model, there are two main results. Park [3] launched a related-key
rectangle attack on 8-round mCrypton-128 in the year 2009. Then, in 2012, Mala,
Dakhilalian and Shakiba [4] gave a related-key impossible differential cryptanal-
ysis on 9-round mCrypton-96/128. These related-key attacks are important basis
in estimating the security of a block cipher, but they are not regarded as a real
threat to the application of the cipher in practice since they require a powerful
assumption that the adversary can ask to modify the unknown key used in the
encryption.
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For the attacks under the single-key model, there are only two biclique results
on mCrypton: [5] managed to attack mCrypton-96/128 and [6] further adapted
the methods to all three versions. Like the biclique result on AES [7], the two
attacks mount to the full mCrypton but only with a marginal complexity over
exhaustive search. In this paper, we try to attack mCrypton under the single-key
model using the meet-in-the-middle method.

The meet-in-the-middle (MITM) attack was first introduced by Diffie and
Hellman in 1977 [8]. In the past decade, the MITM scenario has become one
of the most fruitful cryptanalysis method. It has been used to analyze block
ciphers such as DES [9], KASUMI [10], IDEA [11],XTEA [12], KTANTAN [13]
and Camellia [14,15]. It also shows good efficiency in the cryptanalysis of hash
functions [16,17,18] and is adapted to attack against public key cryptosystem
NTRU [19].

Among all the results of MITM attack, the most impressive ones come from
the cryptanalysis on AES block cipher in single-key setting [20,21,22,23,24].

Demirci and Selçuk launched the first MITM attack on AES at FSE 2008 [20].
They constructed a 5-round distinguisher and managed to analyze 7-round AES-
192 and 8-round AES-256 using data/time/memory tradeoff. Their attack needs
a small data complexity of 232. But its memory complexity reaches 2200 since
it requires to store a precomputation determined by 25 intermediated variable
bytes. The number of parameters can be reduced to 24 by storing the differentials
instead of values in the precomputation table. Although modifications was made
in [21] and [22], the crisis of memory requirement remained severe.

At ASIACRYPT 2010, Dunkelman, Keller and Shamir [23] introduced the
differential enumeration and multiset ideas to MITM attacks and reduced the
high memory complexity in the precomputation phase. They proved that if a
pair conforms a truncated differential characteristic, the number of desired 24
intermediate variable bytes will descend to 16. Furthermore, at EUROCRYPT
2013, Derbez, Fouque and Jean [24] modified Dunkelman et al.’s attack with the
rebound-like idea. They proved that many values in the precomputation talbe are
not reached under the constraint of the truncated differential. They further lower
the number of desired intermediate variable bytes to 10 and diminish the size of
precomputation table by a large scale. Based on the 4-round distinguisher, they
gave the most efficient attacks on 7-round AES-128 and 8-round AES-192/256.
They also introduced a 5-round distinguisher to analyze 9-round AES-256. In
this paper, we apply [24]’s method to mCrypton.

Our Contribution. We construct a 4-round distinguisher of mCrypton and,
using the differential enumeration technique, we prove that such a distinguisher
can be determined by 11 intermediate variable nibbles. Based on these ideas, we
launch a MITM attack on 7 rounds for all three versions of mCrypton, which
recovers 36 subkey bits with a low memory complexity of 244 64-bit blocks. Then,
we find some properties of key schedule and extend the basic attack to 8 rounds
for mCrypton-128. The 8-round attack recovers 100 subkey bits. Furthermore,
we construct a 5-round distinguisher and mount to 9 rounds for mCrypton-128..
This 9-round attack can recover 116 subkey bits with a time complexity of 2115
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Table 1. Summary of the Attacks on mCrypton-64/96/128 under the Single-Key
Model

Version Rounds Data Time Memory Method Reference

64
7 257 257 244 MITM Section 4
12 248 263.38 − Biclique [6]

96
7 257 257 244 MITM Section 4
12 227.54 294.09 220 Biclique [5]
12 248 294.81 − Biclique [6]

128

7 257 257 244 MITM Section 4
8 257 2100 244 MITM Section 5
9 257 2115 2113 MITM Section 6
12 220.1 2125.84 220 Biclique [5]
12 248 2126.26 − Biclique [6]

and a memory complexity 2113. Table 1 summarizes our results along with the
other previous results of mCrypton-64/96/128 under the single-key model.

Organization of the Paper. Section 2 provides the description of the block
cipher mCrypton and some related works. Section 3 describes the 4-round dis-
tinguisher of our basic attack and the way in which the differential enumeration
method lower the memory complexity. Section 4 describes our basic MITM at-
tack on 7-round mCrypton-64/96/128. In Section 5, we extend the basic attack
to 8-round mCrypton-128 using some key bridging techniques. Then, in Section
6 we present a 5-round distinguisher and attack 9-round mCrypton-128. Finally,
we summarize our paper in Section 7.

2 Preliminary

This part contains some background information of our attack. It also gives the
notations and units used in this article. As is commonly accepted, the plaintexts
are denoted by p and ciphertexts by c.

2.1 Description of mCrypton

mCrypton is a 64-bit lightweight block cipher based on SPN design. It consists
of 16 4-bit nibbles which are represented by a 4× 4 matrix as follows:

A =

⎛⎜⎜⎝
a0 a1 a2 a3
a4 a5 a6 a7
a8 a9 a10 a11
a12 a13 a14 a15

⎞⎟⎟⎠ (1)

It has three versions, categorized by key length, namely mCrypton-64/96/128.
All the three versions have 12 rounds and each round consists of 4 transforma-
tions as follows.
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Nonlinear Substitution γ. This transformation consists of nibble-wise substi-
tutions using four 4-bit S-boxes Si(0 ≤ i ≤ 3). The four S-boxes has relationship:

S0 = S−1
2 , S1 = S−1

3 .

According to our experiments, the S-boxes of mCrypton have the same property
with the S-box of AES (Property 1).

Property 1. Given Δi and Δo two non-zero differences in IF16, the equation

St(x)⊕ St(x ⊕Δi) = Δo, ∀t ∈ [0, 3]

has one solution on average.

Bit Permutation π. The bit permutation transformation π has the same
function with the MixColumns transformation of AES. It mixes each column of
the 4 × 4 matrix A. For column i(0 ≤ i ≤ 3), it uses the corresponding column
permutations πi. Suppose

A = (A0, A1, A2, A3)

where A is the 4× 4 matrix and Ai is its i-th column. Then, we have

π(A) = (π0(A0), π1(A1), π2(A2), π3(A3)).

According to [1], each πi is defined for nibble columns a = (a0, a1, a2, a3)
t and

b = (b0, b1, b2, b3)
t by

b = πi(a)⇔ bj =
3⊕

k=0

(m(i+j+k)mod4 • ak).

The symbol • means bit-wise AND and the masking nibbles mi are given by

m0 = 0xe = 11102,m1 = 0xd = 11012,m2 = 0xb = 10112,m2 = 0x7 = 01112.

π transformation is an involution, which means π = π−1. It has a differential
brunch number of 4.

Column-To-Row Transposition τ . This is simply the ordinary matrix trans-
position. It moves the nibble from the position (i, j) to position (j, i).

Key Addition σ. It is a simple bit-wise XOR operation and resembles the
AddRoundKey operation of AES.
The r-th round (1 ≤ r ≤ 12) of mCrypton applied to a 64-bit state x can be
denoted by

ρkr (x) = σkr ◦ τ ◦ π ◦ γ(x).

Like AES, mCrypton also performs an initial key addition transformation (σk0)
before round 1. In addition, mCrypton adds a linear operation φ = τ ◦π ◦ τ after
round 12. So, the whole process of mCrypton encryption is

c = φ ◦ ρk12 ◦ ... ◦ ρk1 ◦ σk0 (p)
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Since we use some key bridging skills to analyze mCrypton-128, we briefly in-
troduce the key schedule of mCrypton-128:

Key Schedule of mCrypton-128. The 128-bit internal register

U = (U0, U1, U2, U3, U4, U5, U6, U7)

is first initialized with the 128-bit user key. Each Ui(0 ≤ i ≤ 7) is a 16-bit (4-
nibble) word, occupying a row of the 4 × 4 matrix. Round keys kr(0 ≤ r ≤ 12)
are computed consecutively as follows:

T ← S(U0)⊕ Cr, Ti ← T •Mi

kr = (U1 ⊕ T0, U2 ⊕ T1, U3 ⊕ T2, U4 ⊕ T3)

U ← (U5, U6, U7, U
<<3
0 , U1, U2, U3, U

<<8
4 ).

S is the nibble-wise S-box operation using S-box S0. Cr is the round constant
word for round r. Masking words Mi is to take the i-th nibble of a word:

M0 = 0xf000,M1 = 0x0f00,M2 = 0x00f0,M3 = 0x000f.

The symbol X<<n means left rotation of a 16-bit word X by n bits.

2.2 Notations and Units

Here, we summarize the notations that we use through this paper.

State xi
r: The 64-bit mCrypton state is represented by different small letters.

Plaintexts and ciphertexts are represented by p and c. In the r-th round, we
denote the internal state after σkr transformation by xr , after γ by yr, after
π by zr and after τ by wr. kr represents the round key while ur is calculated
linearly from kr with ur = π ◦ τ(kr). The difference of state x is denoted by
Δx. Besides, the superscript represents the position that the state lies in a
sequence (or set).

Nibble x[i]: We refer to the i-th nibble of a state x by x[i], and use x[i, · · · , j]
for nibbles at positions from i to j. The nibbles of the state is numbered as
the matrix in equation (1).

Bit x[i]|k: Each nibble has 4 bits numbered 4,3,2,1 from left to right. If we
refer to bit k of nibble x[i], we denote it by x[i]|k.

Bit-wise operators:

‖ concatenate two strings of bits.
⊕ bit-wise XOR.
• bit-wise AND.

In this paper, memory complexities of our attacks are measured by the num-
ber of 64-bit mCrypton blocks and time complexities by mCrypton encryptions
(decryptions).
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2.3 The Related Works

From the generic view of meet-in-the-middle attack, the cipher EK is treated as
the combination of three parts EK = E2

K2
◦Em◦E1

K1
. The Em part in the middle

has some particular property (such as a differential characteristic), according to
which we can identify the correct key by finding the appearance of the property
under each guess of subkey (K1,K2). The following definition will be used in
this part.

Definition 1. (σ-set of AES, [25]) The σ-set is a set of 256 intermediate
states of AES that one byte traverses all values (the active byte) and the other
bytes are constants (the inactive bytes).

We denote the σ-set by (x0, · · · , x255). After we encrypt the σ-set by an
encryption function EK , the i-th byte of the output values will form a 2048-bit
ordered sequence (EK(x0)[i], · · · , EK(x255)[i]). The sequences with particular
properties will be stored in a precompted lookup table for distinguishing the
correct key guess during the attack.

In the first MITM attack on AES, Demirci et al. [20] build a distinguisher in
Em associated with σ-set. When a σ-set is encrypted, a certain byte of the 256
output values will form an ordered sequence. Demirci et al. found that such an
ordered sequence can be expressed as a function of 25 (or 24 if they only store
the differences rather than the values) intermediate byte parameters of Em.
In precomputation phase of their attack, the adversary precomputes the 28×25

ordered sequences and stores them in a table. In the online phase, the adversary
mounts an attack by guessing the value of K1, choosing suitable plaintexts to
construct a σ-set of Em, then partially decrypting the ciphertexts by guessing
K2 to get the corresponding ordered sequence, and checking whether the value
lies in the precomputed table. If the value is found in the table, the key guess
(K1,K2) will be kept, otherwise discarded.

We also consider applying the differential enumeration technique proposed by
Dunkelman et al. [23] to reduce the memory requirement of the attack. This
technique based on the observation that if a message of the σ-set belongs to a
pair conforming a spacial truncated differential characteristic, the possible values
of the ordered sequence will be restricted to a small subset of the value space.
The essence of this technique is fixing some values of intermediate parameters
utilizing the truncated differential so that the size of the precomputed table
can be diminished by a large scale. On the other hand, additional steps has to
be taken in the online phase in order to find a pair satisfying the truncated
differential characteristic because the σ-set is constructed only for this kind of
pairs. Apparently, the differential enumeration technique reduce the memory
requirement but also increase the data and time complexity. It is noticeable
that Derbez et al. [24] improved this technique at EUROCRYPT 2013. They
further reduced the possible values in the precomputed table by introducing
some rebound-like ideas.
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3 The 4-Round Distinguisher and the Differential
Enumeration Tehcnique

The meet-in-the-middle strategy combined with the differential enumeration
technique is the basis of our attack. Imitating those of AES, we define the σ-set
of the mCrypton as Definition 2.

Definition 2. (σ-set of mCrypton). A σ-set is a set of 16 64-bit mCrypton-
states that are all different in one nibble (the active nibble) and all equal in the
other state nibbles (the inactive nibbles).

In our basic MITM attack, the middle part Em starts from x1 and ends at
x5. So, in the following parts of this paper, we denote the σ-set with an active
nibble at position j(0 ≤ j ≤ 15) by

Aj = (x0
1, ..., x

15
1 ), (2)

and the corresponding ordered sequence constituted by the l-th nibble (l ∈
[0, 15]) of x5 is denoted by

Bl
j = (Δ1x5[l], · · · , Δ15x5[l]), (3)

where Δixr = xi
r ⊕ x0

r(1 ≤ i ≤ 15, 0 ≤ r ≤ 12).
Proposition 1 shows that 25 intermediate variable nibbles are required to

deduce Bl
j from Aj . However, if the x0

1 of σ-set A0 belongs to a pair conform-
ing the truncated differential characteristic in Figure 1, we can prove that the
corresponding sequence B0

0 can only have 244 values determined by 11 nibble
parameters (Proposition 2). This is the differential enumeration method used in
[23] and [24] to lower the memory complexities of their attacks on AES.

Proposition 1. ∀j ∈ [0, 15] and ∀l ∈ [0, 15]. Let the σ-set be

Aj = (x0
1, ..., x

15
1 )

Then, the corresponding sequence

Bl
j = (Δ1x5[l], · · · , Δ15x5[l])

can be fully determined by 25 nibble parameters:

– 1 nibble of x0
1.

– The full 16-nibble state x0
3;

– 4 nibbles of x0
2.

– 4 nibbles of x0
4.

Proof. We just let j = 0 and l = 0. Then, the 25 nibbles required are:

x0
1[0], x

0
2[0, 1, 2, 3], x

0
3[0, · · · , 15], x0

4[0, 4, 8, 12].

For the t-th element of B0
0 (t ∈ [1, 15]), the difference Δtx5[0] can be deduced

from x0
4[0, 4, 8, 12] and Δtx4[0, 4, 8, 12].
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Δtx4[0, 4, 8, 12] requires the knowledge of x0
3[0, · · · , 15] and Δtx3[0, · · · , 15].

Δtx3[0, ..., 15] is generated linearly from Δty2[0, · · · , 3], which can be deduced
from x0

2[0, 1, 2, 3] and Δtx2[0, 1, 2, 3].
Δtx2[0, 1, 2, 3] is generated linearly fromΔty1[0], which requires the knowledge

of x0
1[0] andΔtx1[0].Δ

tx1[0] can be deduced directly fromA0. Hence, all the nibble
parameters required are: x0

1[0], x
0
2[0, 1, 2, 3], x

0
3[0, · · · , 15], x0

4[0, 4, 8, 12]. ��

Fig. 1. The 4-round truncated differential characteristic. Dashed nibbles are active.

Proposition 2. If the x0
1 of a σ-set A0 belongs to a pair satisfying the differen-

tial characteristic in Figure 1, the corresponding sequence B0
0 can only take 244

values.

Proof. According to Proposition 1, B0
0 is determined by 25 nibbles namely:

x0
1[0], x

0
2[0, 1, 2, 3], x

0
3[0, · · · , 15], x0

4[0, 4, 8, 12].

But if x0 of A0 belongs to one of the pairs conforming the truncated differential
characteristic in Figure 1, the corresponding sequence B0

0 can only take 244

values determined by 11 nibbles namely

x0
1[0], Δx1[0], x

0
2[0, 1, 2, 3], x

0
4[0, 4, 8, 12], Δz4[0],

where Δ refers to the difference of the pair conforming the differential charac-
teristic.

The knowledge of x0
1[0] and Δx1[0] is sufficient to deduce Δx2[0, 1, 2, 3]. Com-

bining x0
2[0, 1, 2, 3] and Δx2[0, 1, 2, 3], we get the 16-nibble difference Δx3.

Similarly, we can deduce Δy4[0, 4, 8, 12] from Δz4[0]. Adding the knowledge
of x0

4[0, 4, 8, 12], the 16-nibble differential Δy3 is determined.
Since y3 = γ(x3), according to the property of mCrypton S-boxes (Property

1), we can only get one value on average for each of the 16-nibble state x3 using
super-box matches technique [26].

This is the way we deduce the sequence B0
0 from the σ-set A0. ��

The 4-round truncated differential character in Figure 1 is the distinguisher that
we use in the following section.

4 The Basic Attack on 7-Round mCrypton-64/96/128

In this part, we describe our basic attack on 7-round mCrypton-64/96/128. This
attack can recovery 36 subkey bits. The complete differential path used in this



174 Y. Hao, D. Bai, and L. Li

attack can be seen in Figure 4 in Appendix A. This attack is composed of two
phases: the precomputation phase and the online phase.
Precomputation Phase:In the precomputation phase, we set up a lookup table
containing 244 ordered sequences described as Proposition 2. The procedure is
similar to the proof of Proposition 1 and Proposition 2, and is described as
follows.

1. For each 44-bit string x0
1[0]‖Δx1[0]‖x0

2[0, · · · , 3]‖x0
4[0, 4, 8, 12]‖Δz4[0], we

compute the possible value of the 25 nibbles, namely x0
1[0], x

0
2[0, · · · , 3],

x0
3, x

0
4[0, 4, 8, 12], only with which can we determine the ordered sequence

B0
0 . The procedure is as follows:

(a) Compute Δx2[0, · · · , 3] with the knowledge of x0
1[0] and Δx1[0];

(b) Compute Δx3 with the knowledge of x0
2[0, · · · , 3] and Δx2[0, · · · , 3];

(c) Compute Δy4[0, 4, 8, 12] with the knowledge of Δz4[0];
(d) Compute Δy3 with the knowledge of Δy4[0, 4, 8, 12] and x4[0, 4, 8, 12];
(e) With the knowledge of Δy3 and Δx3 and using the super-box matches,

we can determine the possible values of x0
3 satisfying γ(x0

3) ⊕ γ(x0
3 ⊕

Δx3) = Δy3. According to Property 1, x0
3 has only one possible value

on average.

2. Now that we have obtained the value of the 25 nibbles namely x0
1[0], x

0
2[0, · · ·

, 3], x0
3, x

0
4[0, 4, 8, 12]. For all the 15 possible values of Δtx0

1[0], t ∈ [1, 15], we
can compute the t-th element of B0

0 , Δtx5[0], by executing the following
substeps:

(a) Compute Δtx2[0, · · · , 3] with the knowledge of Δtx0[0] and x0
1[0];

(b) Compute Δtx3 with the knowledge of Δtx2[0, · · · , 3] and x0
2[0, · · · , 3];

(c) Compute Δtx4[0, 4, 8, 12] with the knowledge of Δtx3 and x0
3;

(d) Compute Δtx5[0] with the knowledge ofΔtx4[0, 4, 8, 12] and x0
4[0, 4, 8, 12].

And Δtx5 is the t-th element of B0
0

3. Store all the 244 B0
0s in a hash table Ts.

Online Phase: In the online phase of this attack, we first find the right pairs
satisfying the truncated differential characteristic. Then, for each member of the
pairs, we construct its σ-set A0 and deduce the corresponding ordered sequence
B0

0 through partial encryptions&decryptions. Finally, we check whether the ob-
tained B0

0 exist in the precomputed lookup table Ts. The detailed procedure is
as follows.

1. Encrypt 241 structures of 216 plaintexts such that p[0, 4, 8, 12] takes all values
and other nibbles are constants. There are about 231 pairs (p, p′) in each
structure, so there are 272 pairs in total.

2. Within each structure, select the pairs whose Δc only have difference at
positions 0,4,8,12. Since this is a 48-bit filter, approximately 224 of the 272

message pairs will remain after this step.
3. For each remaining pair, assuming that it satisfies the differential path in

Figure 4, we do the following substeps.

(a) Guess the difference value Δx1[0] and linearly deduce Δy0[0, 4, 8, 12].
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(b) For each guess, deduce the possible subkey nibbles k0[0, 4, 8, 12] with the
knowledge of Δy0[0, 4, 8, 12] and Δx0[0, 4, 8, 12] = Δp[0, 4, 8, 12]. Accord-
ing to Property 1, one k0[0, 4, 8, 12] value can be acquired on average.

(c) Guess the difference value Δy5[0] and deduce Δx6[0, · · · , 3].
(d) For each guess, deduce the possible u7[0, · · · , 3] with the knowledge of

Δx6[0, · · · , 3] and Δy6[0, 4, 8, 12] (Δy6 = Δτ(c)). According to Property
1, one u7[0, · · · , 3] can be acquired on average.

4. For each deduced subkey k0[0, 4, 8, 12]‖u7[0, · · · , 3], we obtain at least one
ordered sequence B0

0 with the following substeps.

(a) Select one message of the right pair, denoted by p0, and deduce its x0
1[0]

through partial encryption.

(b) Then, let t traverse through [1, 15] so that we can compute Δtx1[0] =
x0
1[0]⊕ t and deduce plaintexts pt with the knowledge of Δtx1[0] and p0

through partial decryption. At this point, we have acquired the plaintexts
(p0, · · · , p15) corresponding to the σ-set (x0

1, · · · , x15
1 ).

(c) Query the ciphertexts of (p0, · · · , p15) and deduce the sequence

(x0
6[0, · · · , 3], · · · , x15

6 [0, · · · , 3]) (4)

through partial decryption with the knowledge of u7[0, · · · , 3].
(d) Guess subkey u6[0] and deduce the ordered sequence B0

0 = (Δ1x5[0], · · · ,
Δ15x5[0]) from (4) through partial decryption.

5. Identify the right subkeys k0[0, 4, 8, 12]‖u6[0]‖u7[0, · · · , 3] by verifying
whether the sequence B0

0 exists in the precomputed lookup table Ts. If
B0

0 ∈ Ts, the key guesses are correct with high probability. The error rate is
244−60 = 2−16 to be precise.

Complexity Analysis. In the pre-computation phase, Ts contains 244 se-
quences and each sequence occupies 60 bits of space. So the memory complexity
of this attack is dominated by Ts’ 2

44 64-bit blocks. Since each sequence has 15
nibbles, it requires 244 × 15 ≈ 248 encryptions to construct the lookup table.
The time complexity of the online phase is dominated by step 1 which involves
encrypting 241 × 216 = 257 plaintexts. So the time and data complexity of our
attack are both 257.

5 Extend the Basic Attack to 8 Rounds for mCrypton-128

Using the key bridging technique, we can further attack 8-round mCrypton-128.
According to the key schedule of mCrypton-128, the knowledge of k8 can deduce
some bits in k0 (Proposition 3) with which we can lower the time complexity of
the online phase.

Proposition 3. By the key schedule of mCrypton-128, knowledge of the entire
16-nibble k8 allows deduce k0[6], 3 bits of k0[2] and 1 bit of k0[14].
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Proof. According to the key schedule of mCrypton-128, the relationship of the
8 bits are:

k0[2]|4,3,2 = k8[3]|3,2,1 (5)

k0[6]|4,3,2 = k8[7]|3,2,1 (6)

k0[6]|1 = k8[4]|4 (7)

k0[14]|1 = k8[12]|4 (8)

The readers may refer to [1] for the detailed key schedule of mCrypton-128. ��
In order to make full use of Proposition 3, we deliberately change the form of

the truncated differential characteristic of this attack to the one in Figure 2. The
σ-set of this attack has an active nibble at position 8 and is denoted by A8. The
corresponding ordered sequence is composed of nibble 0 of x5 and is denoted by
B0

8 . The complete differential characteristic of this attack can be seen in Figure
5 in Appendix A.

Fig. 2. The differential characteristic for 8-round mCrypton-128

The precomputation phase of this 8-round attack is identical to that of the
basic attack. In this phase, we construct a lookup table Ts containing 2

44 possible
values of B0

8 determined by 11 intermediate variable nibbles namely

x0
1[8], Δx1[12], x

0
2[0, 1, 2, 3], x

0
4[0, 4, 8, 12], Δz4[0].

In the online phase, additional subkey has to be deduced so that we can extend
the basic 7-round attack to 8 rounds. The procedure of the online phase is as
follow.

1. Encrypt 241 structures of 216 plaintexts with active nibbles at positions
2,6,10,14. There are about 231 pairs (p, p′) in each structure, so there are
272 pairs in total.

2. For each pair, do the following substeps.
(a) Guess the difference Δy6[0, · · · , 3] and compute the subkey k8 using the

super-box matches. Since there are 216 possible values of Δy6[0, · · · , 3]
and each can deduce one k8 one average (Proposition 1), 216 k8 values
are obtained in this step.

(b) Deduce k0[6] from k8 using Proposition 3 and obtain Δy0[6] through
partial encryption. Discard the keys if Δy0[6]|4 �= 0 because

Δy0[6] = m3 •Δz0[2], m3 = 01112. (9)

This is a one-bit filter so there are 215 subkey guesses left.
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(c) Now that we have acquired z0[2]|3,2,1 from (9), we guess z0[2]|4 and com-
pute Δy0[2, 6, 10, 14] with which we can deduce k0[2, 6, 10, 14]. Discard
the guesses violating equations (6) and (8) of Proposition 3. This step
involves a 1-bit guess and a 4-bit filter, so there are about 215+1−4 = 212

subkey guesses remain.
(d) Guess Δy5[0] and deduce the 24 possible values of u7[0, · · · , 3]. At this

point, we have acquired 216 key guesses of k0[2, 6, 10, 14]‖u7[0, · · · , 3]‖k8.
3. For each subkey, select a member of the right pair, guess u6[0] and construct

the sequence B0
8 through partial encryptions & decryptions.

4. Identify the right guess by checking whether B0
8 exist in Ts.

Complexity Analysis. Similar to the basic attack, the data complexity of this
attack is 257 and the memory complexity is still dominated by the pre-computed
lookup table, which is 244 64-bit blocks to be precise. The time complexity of
this attack is dominated by the 3rd step of the online phase which involves a
4-bit guess and 16 encryptions/decryptions to construct B0

8 . Since this step has
to be executed on each of the 220 subkey guesses within each of the 272 pairs,
the time complexity of this attack is 272 × 220 × 24 × 16 = 2100. The 8-round
attack recovers 100 subkey bits namely k0[2, 6, 10, 14]‖u6[0]‖u7[0, · · · , 3]‖k8.

6 9-Round Attack on mCrypton-128

The 15-nibble sequences used in the previous attacks can not provide enough
information to identify the correct subkey guesses in the 9-round attack on
mCrypton-128. In the 9-round attack, we consider the σ-set with 2 active nibbles
containing 256 64-bit blocks and its corresponding ordered sequence consists of
255 nibbles occupying 1020 bits of space. The key bridging technique used in
this attack is interpreted as Proposition 4.

Proposition 4. By the key schedule of mCrypton-128, the knowledge of the
entire 16-nibble k9 allows to deduce k0[0, 3]

Proof. According to the key schedule, we have

k0[3]|4,3,2 = k9[12]|3,2,1

k0[3]|1 = k9[13]|4
k0[0] = S0((k9[8]|2,1‖k9[9]|4,3))⊕ (k9[13]|3,2,1‖k9[14]|4)⊕ 1

These relationships can be deduced easily from the key schedule. ��

To fully utilize the key bridging technique, we select the σ-set with active nibbles
at positions 0 and 12, denoted by

A0,12 = {x0
1, x

1
1, ..., x

255
1 }.

As is described in Subsection 2.1, the differential brunch of the π operation in
mCrypton is 4. So, we deliberately assign that the x0

1 of A0,12 belongs to a pair
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Fig. 3. The 5-round differential characteristic for attacking 9-round mCrypton-128

satisfying the 5-round truncated differential characteristic shown in Figure 3.
The ordered sequence corresponding to A0,12 consists of Δtx6[0](1 ≤ t ≤ 255)
and is denoted by

B0
0,12 = (Δ1x6[0], · · · , Δ255x6[0]).

Similar to Proposition 1 and 2, the sequence B0
0,12 is determined by 42 interme-

diate variable nibbles namely:

x0
1[0, 12], x

0
2[0, · · · , 3], x0

3, x
0
4, x

0
5[0, 4, 8, 12]

and the number of desired nibbles can be lowered to 29 with the help of the trun-
cated differential characteristic in Figure 3 by using the differential enumeration
method. The 29 decisive nibbles for B0

0,12 are namely

x0
1[0, 12], Δx1[0, 12], x

0
2[0, 1, 2, 3], x

0
3, x

0
5[0, 4, 8, 12], Δz5[0]. (10)

However, the differential character can only be satisfied when Δz5[0] = 0x8 =
10002, which means Δz5[0] can only take 1 rather than 24 values. Since Δz5[0]
can only take 1 value, Δx5[0, 4, 8] can only take 23×3 = 29 values, which is also
true for x0

5[0, 4, 8] according to Property 1. So the total number of the targeted
ordered sequence is 24×25+9 = 2109. This 9-round attack is in high accordance
with the 8-round one introduced in Section 5, so we only briefly summarize the
whole procedure as follow.

Precompuation Phase. Construct the lookup table Ts containing 2109 values
of B0

0,12 determined by 29 nibble parameters listed in (10).
Online Phase

1. Encrypt 225 structures of 232 plaintexts such that p[λ], where

λ = (0, 3, 4, 7, 8, 11, 12, 15),

takes all values and other nibbles are constants. There are 288 pairs in
total.

2. For each pair, do the following steps.
(a) Guess Δy7[0, · · · , 3] and deduce k9 using super-box matches. Since

there are 216 possible values of Δy6[0, · · · , 3] and each can deduce
averaging one k9 (Proposition 1), 216 k9 values are obtained in this
step.

(b) Deduce k0[0, 3] with the knowledge of k9 using Proposition 4. Then,
compute Δy0[0, 3] and deduce Δy0[λ] with the relation between Δy0
and Δz0. With the knowledge of Δy0[λ], we can further retrieve
k0[λ].
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(c) Guess Δy6[0] and deduce 23 possible values of u8[0, · · · , 3]‖u7[0],
where u7[0] is deduced from the knowledge of Δx6[0] = 10002.

3. For each subkey, select a member of the right pair and deduce its B0
0,12

through partial decryptions.
4. Refer to the Ts and identify the right guess.

Complexity Analysis. The data complexity of the 9-round attack is 225+32 =
257. The memory complexity is dominated by the lookup table set up in the
precomputation phase, which is 2109×1020/64 ≈ 2113 64-bit blocks to be precise.
The time complexity is dominated by the step 3 of the online phase which
involves 288×216×23×256 = 2115 encryptions/decryptions. The 9-round attack
recovers 116 subkey bits namely k0[λ] ‖ u7[0] ‖ u8[0, · · · , 3] ‖ k9, where λ =
(0, 3, 4, 7, 8, 11, 12, 15).

7 Conclusion

In this paper, we analyze the lightweight SPN block cipher mCrypton using
the meet-in-the-middle (MITM) attack under the single-key model. We use the
differential enumeration technique to lower the memory complexity, which used
to be the bottleneck of the MITM method. We set up a 4-round distinguisher
and manage to launch a basic MITM attack on 7-round mCrypton-64/96/128.
Adding some key bridging techniques, we extend the basic attack to 8 rounds
for mCrypton-128. We construct a 5-round distinguisher and further mount to
9 rounds for mCrypton-128. The 9-round attack retrieves 116 subkey bits with
memory complexity 2113 and time complexity 2115.

Acknowledgement. This work has been supported by the National Natural
Science Foundation of China (Grant No. 61133013) and by 973 Program (Grant
No. 2013CB834205).
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A The Complete Differential Characteristics Used in
This Article

Fig. 4. Complete 7-round differential characteristic used in Section 4
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Fig. 5. Complete 8-round differential characteristic used in Section 5
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Fig. 6. Complete 9-round differential characteristic used in Section 6
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Abstract. Impossible differential cryptanalysis has been proved to be
one of the most powerful techniques to attack block ciphers. Based on the
impossible differential paths, we can usually add several rounds before or
after to launch a key recovery attack. Impossible differential cryptanal-
ysis is powerful not only because the number of rounds it can break is
very competitive compared to other attacks, but also unlike differential
attacks which are statistical attacks in the essential, impossible differ-
ential analysis does not require many statistical assumptions. In this
paper, we investigate the key recovery attack part of the impossible dif-
ferential cryptanalysis. We point out that when taking the (non-linear)
key scheduling algorithm into consideration, we can further derive the
redundancy among the subkeys, and thus can filter the wrong key at
a rather early stage. This can help us control the time complexity and
increase the number of rounds we can attack. As an application, we an-
alyze recently proposed lightweight block cipher LBlock, and as a result,
we can break 23 rounds with complexity 277.4 encryptions without using
the whole code block, which is by far the best attack against this cipher.

Keywords: Impossible differential cryptanalysis, key recovery attack,
non-linear key scheduling algorithm, LBlock.

1 Introduction

Block ciphers have been investigated for more than three decades, and a lot
of powerful methods have been proposed such as differential attack [2], linear
attack [14] and so on. Among these techniques, impossible differential cryptanal-
ysis is one of the most powerful attack against block ciphers, especially block
cipher with Feistel and General Feistel structures are especially considered to be
weak for impossible differential attack as demonstrated in [8] and other works.
Since the technique was first published in [1], a lot of ciphers have been carefully
investigated against impossible differential attack, which has become a stan-
dard default routine when evaluating newly proposed ciphers. Different from
differential attack which searches for the right key with the most high prob-
ability, impossible differential attack searches the right key by discarding the

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 184–197, 2014.
c© Springer International Publishing Switzerland 2014



Improving Impossible Differential Cryptanalysis 185

wrong ones, and the process makes sure that the right key remains without be-
ing wrongly discarded. Thus compared with the differential attack which has to
makes the wrong key randomization hypothesis [3], impossible differential attack
provides much more guarantee on the cryptanalysis result we get. Thus if similar
results (from the point view of data complexity, computational complexity and
the number of rounds) are derived, researchers prefer the result of impossible
differential cryptanalysis. We need first to find an impossible differential path,
which should not be existed with probability being one. Since there is no prob-
ability involved compared with differential attack, good path here means the
path that can cover long rounds. There are a lot of researches on how to find
such path such as [10]. Generally speaking, finding impossible differential path
is a relatively easier job than finding differential path, since the gap between the
theory and practice for finding the best differential path is still large. Given the
above reasons, impossible differential attack is one of the most trusted methods
to measure the strength of the block cipher. In this paper, we would like to focus
on the key recovery using impossible differential attack. Different from previous
works, we show in this paper that we can further optimize the key recovery step
by considering the key scheduling algorithm instead of considering the subkey
as independent key bits. By investigating the key scheduling algorithm carefully,
we reveal the relationship between the subkey bits guessed in the first rounds
and the last rounds, then the redundancy can help us to discard more false key
at an early stage efficiently.

Lightweight block ciphers have attracted much of the research attention due
to the low computational cost. The security margin they provide is considered to
be reasonable given the cost of information being protected. Generally speaking,
key size is usually chosen to be 80 bits, while the popular versions of block
size are 32, 48 and 64 bits. There are many famous lightweight block ciphers
such as PRESENT [4], KATAN/KTANTAN family [6], LBlock [21] and so on.
Compared with AES lightweight block ciphers get started only recently, and the
lack of enough cryptanalysis will prevent those ciphers from being adopted by
the industrial world. In this paper, we target one of the recent proposed cipher
LBlock which has not been analyzed thoroughly. In ACNS2011, LBlock [21]
was proposed as a lightweight block which targets fast hardware and software
implementation. It is designed using 32-round Feistel structure with 64-bit block
size and 80-bit key size. In the original paper, the authors gave several attacks
against LBlock, among which the impossible differential attack is the best one
that can attack 20 rounds. Since, it attracted many analyses using techniques
such as differential attack, boomerang attack, integral attack, zero-correlation
linear attack, and so on. Among them, impossible differential attack is one of the
best attack which can penetrate the largest number of rounds. We summarize
the latest analysis results and compare them with our results in Table 1. Another
work on impossible differential attack against LBlock [5], done independently by
us, can also attack 23 rounds but the balance between data and time complexity
are different from each other. Main reason for the differences is how to deal
with key scheduling: our work provides a rather specific method to LBlock as
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well as other ciphers with similar key scheduling structures, regarding how to
exploit the weaknesses of the key scheduling algorithm, while they give a general
principle to evaluate the complexity of impossible differential attack. Please refer
the following table for the comparison.

Table 1. Single key scenario attacks against LBlock

# Round Methods Time Complexity Data Complexity Source

21 Integral Attack 262.3 262.3 [16]

22 Integral Attack 22
70

261 [17]
22 Zero-Correlation Linear 271.3 262.1 [18]
20 Impossible Differential Attack 272.7 263 [21]
21 Impossible Differential Attack 273.7 262.5 [11]
22 Impossible Differential Attack 279.3 258 [9]
23 Impossible Differential Attack 277.4 257 Ours
23 Impossible Differential Attack 275.36 259 [5]
13 Differential Attack 242.08 Not mentioned [13]
17 Differential Attack 267.52 259.75 [7]
18 Boomerang Attack 270.84 263.27 [7]
22 Impossible Differential Attack 270 258 [15]

(Related-Key)
23 Impossible Differential Attack 278.3 261.4 [19]

(Related-Key)

This paper is organized as follows. In Section 2, we first give short introduc-
tion on impossible differential attack, and then propose an improved version
based on the key scheduling algorithm. Section 3 provides main notations and
specifications of LBlock. Section 4 gives the concrete attacks against 23 rounds
of LBlock and followed by the conclusion in Section 5.

2 Impossible Differential Attack Considering Key
Scheduling Algorithm

2.1 Impossible Differential Attack

The basic idea of impossible differential attack is using the impossible differential
paths to filter the false key in purpose to reduce the complexity for key recovery.
Before the key recovery steps, we will first need a good impossible differential
characteristic which covers as many rounds as possible. Usually, this kind of
impossible differential characteristic can be built by miss-in-the-middle method.
For a truncated input differential α, try to find an output differential γ where
Pr(α → γ) = 1 in the forward direction. In the same way, find a backward
differential path β → δ with probability 1. If γ �= δ, then Pr(α �→ β) = 1. Now
based on this impossible differential path, we add some rounds at the beginning
and the end of the path to compute the truncated input and output differential
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ΔP and ΔC. Suppose the subkeys used during rounds covered by paths ΔP → α
and ΔC → β are defined to be kf and kb, then we try to guess the subkey bits
kf , kb (or the corresponding extended key bits) to test that given the plaintext
and ciphertext pairs following input and output differentials (ΔP,ΔC), whether
the guessed key bits can be satisfied. If so, then it can be eliminated from the key
space. By testing the key space using a large mount of message pairs, the right
key is expected to be remained. The general framework is depicted in Figure 1.

Fig. 1. Impossible Differential Cryptanalysis

To launch a successful impossible differential attack, we wish that both im-
possible differential characteristic and key recovery rounds can be long so that
the total number of rounds we can attack may be increased. There are many
previous researches dealing with how to build good impossible differential char-
acteristics such as [10]. Unlike differential path, the space left to be improved
seems to be little regarding the impossible differential path. Thus investigating
the key recovery in detail may provide us with some further advantages which
is only generally studied previously.

2.2 Our Improvement by Investigating Key Scheduling Algorithm

Let’s suppose before and after the impossible differential path, we add rf rounds
and rb rounds. Denote the number of subkey bits involved in the rf and rb rounds
to be #SKf and #SKb, which are the key bits that are required when com-
puting from difference ΔP (ΔC) to α (β). The traditional way to proceed key
recovery phase is to find for each of the #SKf + #SKb subkey candidate, a
set of plaintext and ciphertext pairs that can satisfy the impossible differential
path. Let’s suppose that for each of the #SKf +#SKb key candidates, we have
N pairs before satisfying the last x-bit condition of the impossible differential
path, and denote the probability to be Prx. Then the probability for the subkey
candidate to remain is Prx = (1−2−x)N . Thus the number of remaining key can-
didate is 2#SKf+#SKb×(1−2−x)N , which should be less than the 2#SKf+#SKb .
Many of the previous researches on impossible differential attack assumes that
#SKf + #SKb is less than the total master key length. In that case, we can
filter either SKf or SKb to a relatively small amount of number, then brute
force the rest of the consecutive key bits related to SKf or SKb. The problem
here is that SKf and SKb are definitely not independent subkeys. Key schedul-
ing algorithm of the block cipher will take a master key as a starting point and
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generate subkeys for each round from the master key bits. Usually, the subkey
generation will go through non-linear operation such S-Box or modular addition,
etc. Recent lightweight block ciphers even simplify it by just reusing the master
key in different rounds such as TEA(XTEA) [20], or only linear operation such
as KATAN family [6]. If we can exploit the relation between SKf and SKb, we
can reduce the number of total key candidate, and further extend the number
of rounds we can attack, since we do not need 2#SKf+#SKb to be less than the
total master key bits. The simple reusing or only linear key scheduling algorithm
is relatively easy to analyze. Here we focus on the non-linear key scheduling al-
gorithm which is widely deployed, and at the same time it is not as trivial to
analyze as the case of linear key scheduling algorithm. Notice that in the previous
works such as [12], the authors also exploited the dependent relations between
the subkeys. However the attack was somehow more cipher specific one, and is
not easy to extend to other applications. Here we propose to proceed the key
recovery phase in the following steps:

1. Given the plaintext and ciphertext differences and the first round conditions,
make a structure of plaintext and ciphertext pairs which satisfy the input
and output difference as well as the first round conditions for each of the
first round subkeys that are required to be guessed.

2. Guess the subkey bits for rounds rf and rb and discard the wrong plaintext
and ciphertext pairs after each condition checking.

3. For each guessed subkey bit, propagate it forwards rf rounds and rb rounds
backwards respectively to derive subkeys in each of the following rounds
until it faces non-linear operation for which more unknown information bits
are required to keep going.

4. Resolve the subkey conflicting. If we find that part of input or output of
the non-linear function are known, then guess the rest of unknown bits to
derive the corresponding input or output. If part of the input or output are
already known due to step two, then we get a conflict and the total number
of guessed key candidates can be decreased. Then go to step 2 until no more
conflicts can be resolved.

5. Finally for each guessed subkey, filter it according to the remaining pairs.
After that, we need to map the subkey which are distributed in different
rounds to one round, and apply brute force search to recover the rest of
the key bits that have not been guessed. Then we know all the consecutive
key bits which has the same length as the master key length, and can easily
recover the master key.

The biggest difference from the previous researches is step 4. Previously, only
plaintext and ciphertext pairs get filtered after each subkey guess. Here if we
can also filter the key candidates at an early stage, then we gain an advantage
at both computational complexity and the number of rounds we can attack.
Just consider the situation where in order to check t-bit condition, we need
to guess s-bit subkey where s is much more larger than t. This can be the
case for checking the conditions in rounds close to the input or output of the
impossible differential path, where many subkeys are involved in computing the
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internal state. The complexity is computed as the multiplication of the number
of guessed key bits and the remaining pairs. It is highly possible that the number
of guessed key bits grows so quickly that the total complexity is larger than brute
force searching the master key. By reducing the key candidates at the same time
as filtering plaintext and ciphertext pairs, we can control and optimize the total
complexity.

3 Notations and LBlock

3.1 Notations

We summarize the notations here that will be used in the analysis.

– Lr, Rr: the left and right internal state of round r starting from 0.
– Lr,[i], Rr,[i]: the i-th nibble of Lr and Rr.
– ΔLi,[j], ΔRi,[j]: the difference of i-th nibble of Lr and Rr.
– αi: differences specified in the rounds before the impossible differential path.
– βi: differences specified in the rounds after the impossible differential path.
– Ki: The corresponding 80-bit master key used in round i.
– ki: 32-bit subkey used in round i.
– kr,[i∼j]: i-th bit to j-th bit of subkey kr. i and j are denoted according to the

whole 80-bit index instead of 32-bit index. Assuming k0 = [k0,79, k0,78, ...,
k0,48].

3.2 LBlock

LBlock consists of a 32-round variant Feistel network with 64-bit block size and
80-bit key size. The encryption algorithm works as follows:

1. For i = 1, 2, ..., 32, do Li = F (Li−1, ki−1)⊕ (Ri−1 <<< 8) and Ri = Li−1.
2. Ciphertext is C = L32||R32

Here round function F contains a S-Box layer and a diffusion layer which are
denoted as S and P.

F : {0, 1}32 × {0, 1}32 → {0, 1}32, (L, ki)→ P (S(L⊕ ki))

There are eight 4-bit S-Boxes for each of the nibbles. Suppose the input and
output of the S-box are Y and Z. The S layer can be denoted as

Y = Y7||Y6||Y5||Y4||Y3||Y2||Y1||Y0 → Z = Z7||Z6||Z5||Z4||Z3||Z2||Z1||Z0

Z7 = s7(Y7), Z6 = s6(Y6), Z5 = s5(Y5), Z4 = s4(Y4), Z3 = s3(Y3),

Z2 = s2(Y2), Z1 = s1(Y1), Z0 = s0(Y0)

For diffusion layer with the input and output of the layer being Z and U , it can
be denoted as:

U7 = Z6, U6 = Z4, U5 = Z7, U4 = Z5, U3 = Z2, U2 = Z0, U1 = Z3, U0 = Z1
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All the above details are concluded in Figure 2. Since take advantage of key
scheduling algorithm, we also give the description here. 80-bit master K is de-
noted as K = [k79, k78, ..., k0]. Set the first round key to be k0 = [k79, ..., k48].
Then for each of the subkey used in the following round, we do the following
updating process before outputting the leftmost 32 bits of K.

1. K = K <<< 29
2. [k79, ..., k76] = S9[k79, ..., k76], [k75, ..., k72] = S9[k75, ..., k72]
3. [k50, ..., k46]⊕ [i]2

Step 2 is the main non-linear operation we will need to consider in detail, and
we do not care about step 3.

Fig. 2. LBlock

4 Impossible Differential Attack on 23 Rounds of LBlock

We take advantage of the 14 round impossible differential path (00000000, 000 ∗
0000) �→ (000000∗0, 00000000),which is also used in [9].We prefix four rounds and
suffix five rounds to the 14 round impossible differential path to attack in total 23
rounds of LBlock. Since the differential property is rather symmetric, we could also
attack in the five rounds before and four rounds after pattern. Here for the simplic-
ity, we only demonstrate the first one. Figure 3 demonstrates the differential path
for the first four and the last five rounds. Our first task is to collect the plaintext
and ciphertext pairs that could be used to launch the attack. By propagating the
input and output impossible differential in the backward and forward directions,
we can get part of the differences of the plaintext and ciphertext pairs. Usually,
we first collect pairs that satisfy the plaintext differnece, and then filter the pairs
according to the ciphertext difference. However, this approach is time consuming
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since it first needs to collect a huge amount of data to start with. Here we propose
to construct plaintext and ciphertext pairs using conditional impossible differen-
tial, which will help to bypass the plaintext and ciphertext difference conditions
as well as the first round conditions free of cost.

Fig. 3. Differential path for the first four rounds (left side) and last five rounds (right
side). αi and βi denote some non-zero 4-bit difference.

First let’s fix plaintext L0,[0,3,5∼7] to be some random value in F 4
2 . L0,[1,2,4]

take all the 16 values and we get 212 plaintexts. Now for each k0,[1,2,4], compute
R0,1 = S2(L0,2⊕k0,2), R0,4 = S4(L0,4⊕k0,4) and R0,6 = S1(L0,1⊕k0,1). Take all
the 16 values for R0,[0,2], then we have 212×28 = 220 plaintexts for each of the 12-
bit subkey k0,[1,2,4]. Any pair taken from them will satisfy the plaintext difference
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and first round conditions. Now query the corresponding ciphertexts and sort the
data according to L23,7, R23,[2,6,7] where there are no output difference. Then we
can directly generate 220×2−1 × 2−4×4 = 223 pairs for each of the 12-bit subkey.
Actually, we can further filter the pairs before guessing any key bits. It is based
on the following observation.

Theorem 1. For every S-Box, each input difference leads to average 6.06 pos-
sible output differences. And given each possible input and output pair, there are
on average 21.4 legal key candidates.

So if both input and output differences to an S-box are known, we know part
of them are illegal and can be filtered immediately. By investigating the first four
and last five rounds, we conclude the following 12 conditions, and from them we
are able to filter part of the plaintext and ciphertext pairs.

– Round 1: α0 → α4, α2 → α3.
– Round 2: α1 → α2.
– Round 3: α0 → α1.
– Round 20: β0 → β3, β2 → β4.
– Round 21: β3 → β7, β4 → β5.
– Round 22: β7 → βc, β5 → βb, β6 → βa, β2 → β7.

Note that all the above differences α and β appear in the plaintext and ci-
phertext difference, and that’s why we can use the above condition to further
filter the legal pairs by a very quick table lookup. Each of the above condition
will allow one pair to pass with probability 6.06

16 = 2−1.4. Thus there remains
223−1.4×12 = 26.2 pairs. Let’s suppose these 26.2 pairs form one structure, and we
can build similar structures by taking one of the following procedures. (1), chang-
ing the fixed values of L0,[0,3,5∼7], R0,[3,5,7]. (2), changing the values of R0,[1,4,6]

by xoring a constant in F 4
2 . We can do (1) since we have not chosen those values

yet. For the case of (2), we can explain in this way: in the previous construction,
we actually require for example R0,1 = S2(L0,2⊕k0,2) and R

′
0,1 = S2(L

′
0,2⊕k0,2).

Thus of course R0,1 ⊕ R
′
0,1 = S2(L0,2 ⊕ k0,2) ⊕ S2(L

′
0,2 ⊕ k0,2). However, this

equation still hold if we add a constant C to both R0,1 and R
′
0,1. Remember we

only need conditions on differences not the exact values. Another point here is
that the plaintexts by adding the constant C for one subkey actually has been
obtained by another subkey. In other words, the total data complexity will not
increase, and many plaintexts can be shared among different subkeys. As a re-
sult, we can maximumly build 212+4×8 = 244 structures for each of the subkey
k0,[1,2,4]. Suppose we take n structures, then for each of the subkey k0,[1,2,4], we
have 2n+6.2 legal pairs, and the data complexity is 2n+20.

Key Recovery
The key scheduling algorithm of LBlock is designed in a stream cipher way. At
each round, 8-bit subkey go through non-linear S-Box. It is easy to see that as
long as the consecutive 80-bit subkey can be recovered, we can easily recover the
master key. We start by guessing the subkey bits used in the first four and last
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five rounds. And by taking advantage of the key scheduling algorithm, we finally
map the guessed key bits to the consecutive 80-bit key at round 18. Impossible
differential analysis will allow us to reduce the key space, and we brute force
search the rest of the space to target the correct key candidate. We investigate
round by round as follows.

Round 22
There are 4 × 4 bit conditions to satisfy at round 22. First let’s check the con-
dition ΔR22,0 = 0, which involves guessing k22,[50∼53], the remaining pairs is
2n+6.2−2.6 = 2n+3.6 since we have already filtered 21.4 pairs in the data collection
phase. We proceed in the similar way for other 4-bit conditions and we will not
explain them again. The complexity is around 2×212+4×2n+6.2× 1

8×23 ≈ 2n+15.68

23-round encryptions. Then we do key filtering by using key schedule algorithm.
Guess k22,[54∼57], then by tracing back the key scheduling algorithm, we know
k8,[52∼57] after shifting operation, and k9,[52∼55]. Guess k8,[51,58] so that the 8-bit
input to the two S-Boxes are known. Thus we have a 4-bit filtering condition
from k9,[52∼55], which leaves 212+4+2 × 2−4 = 214 keys. Guess k19,[59], then we
have 2-bit filtering condition between k19 and k20. Thus the number of remaining
keys become 214+1−2 = 213.

For the second 4-bit condition (ΔR22,6 = 0), we need to guess k22,[54∼57],
which is already known by computing backward from the known subkey bits.
The remaining pairs becomes 2n+3.6−2.6 = 2n+1. It takes 2×213×2n+3.6× 1

8×23 =

2n+10.10 23 round encryptions.
For the third 4-bit condition (ΔR22,7 = 0), we need to guess k22,[62∼65]. The

legal number of pairs decreases to 2n+1 × 2−2.6 = 2n−1.6. It takes 2 × 213+4 ×
2n+1 × 1

8×23 = 2n+11.48 23 round encryptions.
Before the fourth condition, we perform key filtering process. Guess k22,[66∼69]

and k6,[22], by computing backwards, we find k5,64 and k2,[65∼67] have already
been guessed, which result in a 4-bit condition. Thus there remains 217 × 25 ×
2−4 = 218 key candidates. Then proceed the fourth condition checking (ΔR22,4 =
0). There remains 2n−1.6−2.6 = 2n−4.2, and it takes 2 × 218 × 2n−1.6 × 1

8×23 =

2n+9.88 23 round encryptions. After processing round 23, we can further reduce
the key candidates. Guess k17,[60,61], we can compute k16,[62] and k5,[58,59], which
are already known. Then the key candidates are reduced to 218+2−3 = 217.

Round 21
Round 21 has 4 × 3 − 1.4 × 2 = 9.2 bits conditions to satisfy. For each of the
conditions, we only list the key bits that are required to be guessed, while ignore
the ones which are already known. For checking condition ΔR21,6 = 0, we need
to guess k21,[79,0∼2]. The remaining pairs is 2n−4.2 × 2−2.6 = 2n−6.8. It takes

2× 217+4 × 2n−4.2 × 2
8×23 = 2n+11.28 23 round encryptions.

To check condition ΔR21,1 = 0, we need to guess k22,[70∼73], k21,[7∼10]. Notice
that this condition is not pre-filtered at the data collection phase, so we have a
4-bit condition here. Thus there remains 2n−6.8 × 2−4 = 2n−10.8 legal pairs. It
takes 2× 221+8 × 2n−6.8 × 2

8×23 = 2n+16.68 23 round encryptions.
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For the last condition ΔR21,7 = 0 in round 21, we guess k21,[78] and k21,[11∼14].
The numnber of pairs get remained is 2n−10.8 × 2−2.6 = 2n−13.4. It takes 2 ×
229+5 × 2n−10.8 × 2

8×23 = 2n+17.68 23 round encryptions.

Round 1
After processing Round 21, we go back to the first five rounds to proceed round
1. There are in total two 4-bit conditions in Round 1 and both of them have
been pre-filtered and thus only 2 × 2.6 = 5.2 bit conditions remained. Let’s
guess k0,[48∼50], k1,[27∼30] and k0,[47], then according to key scheduling algorithm,
we can derive k12,[50,51], which are known already. So we first filter the key
candidates to leave 234+8−2 = 240 key candidates. Then we proceed checking
condition ΔR1,1 = 0. We have 2n−13.4 × 2−2.6 = 2n−16 pairs remaining, and it
takes 2× 240 × 2n−13.4 × 2

8×23 = 2n+21.10 23 round encryptions.
To check the other condition ΔR1,4 = 0, we need to guess k1,[35∼38]. Thus

the remaining pairs become 2n−16 × 2−2.6 = 2n−18.6, and it takes 2 × 240+4 ×
2n−16 × 2

8×23 = 2n+22.48 23 round encryptions.

Round 20 (Condition 1)
For round 20, there are two 4-bit conditions, and we choose to proceed only
one ΔR20,1 = 0 first and check the other one after proceeding round 2. By
doing so, we can control the computational complexity in a mild way by taking
advantage of the key scheduling algorithm. To check ΔR20,1 = 0, we will have
to guess 12-bit key k20,[36∼39], k21,[19∼22] and k22,[74∼77]. After checking 2.6-
bit filtering condition, there remains 2n−18.6 × 2−2.6 = 2n−21.2 pairs. It takes
2× 244+12 × 2n−18.6 × 3

8×23 = 2n+32.46 23 round encryptions.

Round 2
Since the computational complexity is relatively high, by proceeding round 2, we
wish to obtain more key bits information than what we actually guessed. First
guess k0,[77∼79] and k10,[0], then we can derive k11,[0,77,79] which leaves 256+4−3 =
257 key candidates. Guess k1,[39∼42] and k14,[40], we can derive k15,[38,39] (known),
which leaves 257+5−2 = 260 key candidates. Guess k2,[6∼9], k4,[10] and k15,[11], de-
rive k16,[9∼11] (known), which result in 260+6−3 = 263 key candidates. Now we
know all the subkey bits in order to check ΔR2,4 = 0. There remains 2n−21.2 ×
2−2.6 = 2n−23.8 pairs, and it takes 2 × 263 × 2n−21.2 × 3

8×23 = 2n+36.86 23 round
encryptions to test.

Round 20 (Condition 2)
Now let’s check the second condition ΔR20,7 = 0 of round 20. First guess
k20,[41∼43] and k15,[44], then we derive k3,[40∼42] which are known. Key candi-
dates becomes 263+4−3 = 264. Then guess k21,[27∼30] and k10,[26], derive k9,[27,28]
which are also known. There remains 264+5−2 = 267 key candidates. To filter
2.6-bit condition, the remaining pairs become 2n−23.8× 2−2.6 = 2n−26.4. It takes
2× 267 × 2n−23.8 × 3

8×23 = 2n+38.26 23 round encryptions to test.

Round 3
Check the condition ΔR3,4 = 0 in round 3 which is the last round before the
IDC path. We need to guess 8-bit of k0, 8-bit of k1, 4-bit of k2 and 4-bit of
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k3. However, most of the subkey bits are already known, which remains only
k2,[11∼13] to guess. Guess k2,[11∼13] along with k4,[14], then derive the already
known bit k5,[11]. Guess k15,[15] and derive the known bits k16,[12∼14]. Then the
number of key candidates becomes 267+4+1−1−3 = 268. The remaining legal pairs
become 2n−26.4× 2−2.6 = 2n−29, and it takes 2× 268× 2n−26.4× 4

8×23 = 2n+37.08

23 round encryptions to test.

Round 19
One 4-bit condition ΔR19,0 = 0 in round 19 requires to guess only k20,[31] while
other bits are known at present. Notice that the condition has not been pre-
filtered, thus there remains 2n−29× 2−4 = 2n−33 pairs. The computational com-
plexity is 2× 269 × 2n−29 × 4

8×23 = 2n+35.48 23 round encryptions.

Round 18
If the guessed key passed the 4-bit condition in round 18, it must be a wrong
key and can be discarded from the key candidate list. Guess k21,[23∼26] which are
the only bits needed for checking condition ΔR18,7 = 0. We can derive k20,[26]
which is known. Thus up to now, we have guessed in total 269+4−1 = 272 subkey
bits which exists in different rounds. We want to target the 80-bit master key
K18 at round 18. However, at present we only know 63-bit of K18, which is
not yet enough. Before filtering the 72-bit subkey, let’s merge the key bits first.
Guess K18,[32∼35], then we can derive k17,[37] and k6,[29,30,35,36], which are known.
Now the guessed number of key candidates become 272+4−5 = 271. Further
guess K19,[3∼6], derive k18,[8] and k7,[6,7] which are known and the guessed key
candidates finally shrink down to 271+4−3 = 272, and we have known 74-bit of
K18. Finally we can check the last condition to filter these 272 key candidates.
There remains 272 × (1 − 2−4)2

n−33

keys. For each of the remaining keys, we
brute force search the remaining 6-bit of K18. Thus the complexity of this step
can be computed as 2× 272 × (1 + (1− 2−4) + · · ·+ (1− 2−4)2

n−33−1)× 6
8×23 +

272 × (1− 2−4)2
n−33 × 26.

Complexity
Since we put the number of structures (data complexity) in the computational
complexity as a variable, we can always take the balance between the data com-
plexity and computational complexity. For example let’s take n = 37, then the
data complexity will be 257 which is less than the whole code block. Computa-
tional complexity is computed by adding all the cost in each of the steps. As a
result, we get 237+15.68+237+10.10+237+11.48+237+9.88+237+11.28+237+16.68+
237+17.68 + 237+21.10 + 237+22.48 + 237+32.46 + 237+36.86 + 237+38.26 + 237+37.08 +
237+35.48 + 271.37 + 276.51 ≈ 277.4 23 rounds encryptions. We can further reduce
the data complexity at the cost of increasing the time complexity. For example,
we can also take n = 33, in this case, the time complexity will increase to 277.9

23 round encryptions, which is still a legal attack.
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5 Conclusion

In this paper, we investigate the impossible differential attack by considering the
key scheduling algorithm. Previous works usually treat the subkey used in the
first and last rounds to be independent ones. But in fact the subkey bits are not
independent and are generated by key scheduling algorithm. It is rather easy to
observe the relation when the key scheduling algorithm just simply reuses the
master key bits such as XTEA, etc, however, we point out that even the key
scheduling algorithm involves non-linear operations such as S-Box, we can still
exploit the relation which can be used to reduce the time complexity to improve
the number of rounds we can attack. As an application, we investigate LBlock
and achieve attacking 23 rounds in single key model without using the whole
code block, which is the best single key attack so far.
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Abstract. Sablier is an authenticated cipher submitted by B. Zhang
et al to the CAESAR competition, which is composed of the encryption
Sablier v1 and the authentication Au. In this work we first present a state
recovery attack against the encryption Sablier v1 with time complexity
about 244 operations and data complexity about 24 of 16-bit key words,
which is practical in a small workstation. Based on the above attack,
we further deduce a key recovery attack and a forgery attack against
Sablier. The results show that Sablier is far from the goal of its security
design (80-bits security level).

Keywords: CAESAR, authenticated ciphers, Sablier, key recovery
attack.

1 Introduction

Authenticated cipher is a cipher combining encryption with authentication,
which can provide confidentiality, integrity and authenticity assurances on the
data simultaneously and has been widely used in many network session proto-
cols such as SSL/TLS [1,2], IPSec [3], etc. Currently a new competition is calling
for submissions of authenticated ciphers, namely CAESAR [4]. This competition
follows a long tradition of focused competitions in secret-key cryptography, and
is expected to have a tremendous increase in confidence in the security of au-
thenticated ciphers.

Sablier is an authenticated cipher designed by B. Zhang et al and has been
submitted to the CAESAR competition [5]. It contains two components: the
encryption Sablier v1 and the authentication Au. The former is a 16-bit word
oriented stream cipher, and the latter is a message authentication code (MAC)
constructed by universal hash based on Toeplitz matrix [6], which is very similar
to 128-EIA3 [7] and Grain-128a [8]. Due to simple operations adopted in Sablier
v1, including the bitwise XOR, the bitwise logical AND and the bitwise intra-
word rotation, Sablier v1 can be efficiently implemented in a resource-constrained
environment and the designers expect that its one hardware implementation is
16 times faster than that of Trivium [9]. In this work we evaluate the security of
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Sablier. As a result, we provide a state recovery attack against the encryption
Sablier v1 with time complexity about 244 operations and about 24 of 16-bit key
words. What is more, it is noticed that the update process of the internal state
of Sablier v1 is invertible, the above attack can further induce a key recovery
attack and a forgery attack against Sablier. Since these attacks are practical in
a small workstation, thus Sablier is insecure.

The rest of this paper is organized as follows: in section 2 we recall Sablier
briefly, and in section 3 provide some observations on the encryption Sablier
v1. Based on these observations, in section 4 we present a state recovery attack
on Sablier v1 and provide the complexity analysis of the attack. In section 5
we further deduce a key recovery attack and a forgery attack against Sablier.
Finally section 6 concludes the paper.

2 Description of Sablier

In this section we will recall Sablier briefly, and more details on Sablier can be
found in [5].

The structure of Sablier is shown in Fig. 1. It is composed of the encryption
Sablier v1 and the authentication Au. The primary recommended parameter set
of Sablier is a 10-byte key, a 10-byte nonce and a 4-byte tag. The input of Sablier
includes a plaintext P , an optional associated data A and a public message
number N , and the output of Sablier is (C, T ), where C is an unauthenticated
ciphertext and T is an authenticated tag.

Fig. 1 The structure of the authenticated cipher Sablier

2.1 The Encryption Sablier v1

Sablier v1 is a 16-bit word-based stream cipher, which is shown in Fig. 2. The
design of Sablier v1 is inspired by sandglass, and the operation of Sablier can be
imaged as the mixing of the sand in a sandglass, or as the shaking of the cocktail
in a shaker in the bar. Sablier v1 contains five registers Li (i = 1, 2, ..., 5), which
are used as below:

– L1 and L5: the two largest registers, each with four 16-bit words, namely
L1,i,L5,i with 1 ≤ i ≤ 4;
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– L2 and L4: the two second largest registers, each with two 16-bit words,
namely L2,i,L4,i with 1 ≤ i ≤ 2;

– L3: the smallest register, consists of one 16-bit word.

For the consistency in the description of Sablier provided by the designers,
below we use the same characters to mark both a register and its content, and
do not distinguish them strictly. For example, L may be a register, and be also
a bit string. Obviously, in the latter case L means the content of the register.
According to the specification of Sablier, the running of Sablier v1 is subdivided
into two phases: the initialization and the key stream generation.

Fig. 2 The structure of the stream cipher Sablier v1

The initialization (KEY/IV setup): The initialization of Sablier v1 is made
up of two sub-procedures: loading the key/IV into the registers Li(1 ≤ i ≤ 5)
and running the cipher 64 rounds without generating any output.

1. Key/IV Loading.

⎡⎢⎢⎢⎢⎣
L1

L2

L3

L4

L5

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
L1,1, L1,2, L1,3, L1,4

L2,1, L2,2,
L3

L4,1, L4,2,
L5,1, L5,2, L5,3, L5,4

⎤⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎣
K0||IV0, K1||IV1, K2||IV2, K3||IV3

K4||IV4, K5||IV5

IV6||K3 ⊕ IV7

K6 ⊕ IV0||K6 ⊕ IV1, K7 ⊕ IV2||K7 ⊕ IV2

K8 ⊕ IV4||IV8, K9 ⊕ IV5||IV8, K8 ⊕ IV6||IV9, K9 ⊕ IV7||IV9

⎤⎥⎥⎥⎥⎦ ,

where “‖” means the concatenation of two bit strings.

2. State Updating.

1. For 0 ≤ i ≤ 127 do
2. L5 ← (L5,1⊕L5,2⊕L5,3⊕L4,2, L5,1⊕L5,2, L5,3⊕L5,4, L5,2⊕L5,3

⊕ L5,4 ⊕ L4,1);
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3. L4 ← (L4,1 ⊕ L3||L4,2 ⊕ L3) ≫ 5;
4. L3 ← L3 ⊕ ((L2,1 ⊕ 1) · L1,2)⊕ RC(i);
5. L2 ← (L2,1 ⊕ ((L1,1 ⊕ 1) · L1,2), L2,2 ⊕ ((L1,3 ⊕ 1) · L1,4));
6. (L1, L2, L3, L4, L5)← (L5, L4, L3, L2, L1);
7. end for

where “≫” means the 32-bit right rotation, and RC(i) (0 ≤ i ≤ 127) are certain
constants.

The Keystream Generation: The keystream generation of Sablier v1 mainly
consists of two half round operations, namely the lower half round and the upper
half round, as shown below:

The keystream generation

t = 0;

repeat until enough keystream bits are generated:

{
The lower half round :

1 : L5 ← (L5,1 ⊕ L5,2 ⊕ L5,3 ⊕ L4,2, L5,1 ⊕ L5,2, L5,3 ⊕ L5,4,

L5,2 ⊕ L5,3 ⊕ L5,4 ⊕ L4,1);

2 : L4 ← (L4,1 ⊕ L3||L4,2 ⊕ L3) ≫ 5;

3 : L3 ← L3 ⊕ ((L2,1 ⊕ 1) · L2,2)⊕ C1;

4 : L2 ← (L2,1 ⊕ ((L1,1 ⊕ 1) · L1,2), L2,2 ⊕ ((L1,3 ⊕ 1) · L1,4));

5 : (L1, L2, L3, L4, L5)← (L5, L4, L3, L2, L1);

The upper half round :

6 : L5 ← (L5,1 ⊕ L5,2 ⊕ L5,3 ⊕ L4,2, L5,1 ⊕ L5,2, L5,3 ⊕ L5,4,

L5,2 ⊕ L5,3 ⊕ L5,4 ⊕ L4,1));

7 : L4 ← (L4,1 ⊕ L3||L4,2 ⊕ L3) ≫ 5;

8 : L3 ← L3 ⊕ ((L2,1 ⊕ 1) · L2,2)⊕ C2;

9 : L2 ← (L2,1 ⊕ ((L1,1 ⊕ 1) · L1,2), L2,2 ⊕ ((L1,3 ⊕ 1) · L1,4));

10 : (L1, L2, L3, L4, L5)← (L5, L4, L3, L2, L1);

Output the keystream

11 : zt = L2,2 ⊕ L3 ⊕ L5,3;

12 : t = t + 1;

}
end-repeat

where C1 = 0x1735 and C2 = 0x9cb6.
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2.2 The Authentication Au

The authentication Au of Sablier is similar to 128-EIA3 [7] and Grain-128a [8]
and is constructed by Toeplitz-matrix based universal hash [6] as well.

The input message of Au includes the plaintext P , the initialization vector
IV and the associated data A. Let M be the whole message of Au. Then we
have M = A ‖ IV ‖ P ‖ 1. The output of Au is a 32-bit tag Tag, which is
calculated as below:

Tag = (z0 ‖ z1)⊕ (T ×M), (1)

where T is the Toeplitz matrix defined by the sequence z3, z4, L
4
4,1, L

5
4,1, · · · , here

Lt
4,1 denotes the value of the register L4,1 at time t ≥ 4.

3 Some Properties of Sablier v1

In this section we mainly reveal some properties of Sablier v1 during the
keystream generation. First we introduce some notations.

Sablier v1 contains 13 of 16-bit word registers. We denote by L these registers,
that is,

L = (L1,1, L1,2, L1,3, L1,4, L2,1, L2,2, L3, L4,1, L4,2, L5,1, L5,2, L5,3, L5,4).

For 0 ≤ i ≤ 15, define

L[i] = (L1,1[i], L1,2[i], L1,3[i], L1,4[i], L2,1[i], L2,2[i], L3[i], L4,1[i], L4,2[i],

L5,1[i], L5,2[i], L5,3[i], L5,4[i]),

and call L[i] the i-th facet register of the registers L, where x[i] means the i-th
bit register of x for a 16-bit word register x, 0 ≤ i ≤ 15. At time t ≥ 0, we
denoted by Lt and Lt[i] the state of the registers L and the facet register L[i]
respectively, where 0 ≤ i ≤ 15.

Note that the numbers of bits rotated right at steps 2 and 7 are both 5,
for the simplicity, we define the following sequence to describe the information
transition among the distinct facet registers:

i0i1 · · · i16 = (0, 11, 6, 1, 12, 7, 2, 13, 8, 3, 14, 9, 4, 15, 10, 5, 0).

Our attack is mainly due to the following three observations:

Observation 1. For any 1 ≤ j ≤ 16 and t ≥ 0, the state Lt+1[ij ] of the facet
register L[ij] at time t+ 1 depends only on the states of itself and another facet
register L[ij−1] at time t.

The above observation follows directly from the keystream generation of Sablier
v1. Indeed the operations at all steps except steps 2 and 7 in the procedure of
the keystream generation are done in the current facet register since both the
exclusive or “⊕” and the dot multiplication “·” are bitwise. At steps 2 and 7
only the right rotation “≫” needs the data from other facet registers. For any
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1 ≤ j ≤ 15, if the 2-bit values of L4 after both step 2 and step 7 are known,
which are determined by the state of the facet register L[ij−1] at the current
time, then the update of the state of the facet register L[ij ] can be done well.

We consider the state Lt[ij ] of the facet register L[ij ] at time t for some integer
1 ≤ j ≤ 16, and view them as some unknown variables. Suppose that all extra
bit values from the facet register L[ij−1] are known, below we consider how to
establish equations on the state variables Lt[ij] by the output keystream {zt}t≥0.

By step 11 in the keystream generation we have

zt+i[ij] = Lt+i
2,2 [ij ]⊕ Lt+i

3 [ij]⊕ Lt+i
5,3 [ij ], i ≥ 0. (2)

For any i ≥ 1, first we get by steps 8, 5 and 3

Lt+i
3 [ij] = L

t+(i−1)+0.5
3 [ij ]⊕ (L

t+(i−1)+0.5
2,1 [ij ]⊕ 1) · Lt+(i−1)+0.5

2,2 [ij ]⊕ C2[ij ]

= L
t+(i−1)
3 [ij ]⊕ (L

t+(i−1)
2,1 [ij]⊕ 1) · Lt+(i−1)

2,2 [ij]

⊕ (L
t+(i−1)+0.5
2,1 [ij ]⊕ 1) · Lt+(i−1)+0.5

2,2 [ij ]⊕ C1[ij]⊕ C2[ij]

= · · ·

= Lt
3[ij ]⊕ (Lt

2,1[ij ]⊕ 1) · Lt
2,2[ij ]⊕

i−1⊕
k=1

(Lt+k
2,1 [ij]⊕ 1) · Lt+k

2,2 [ij ]

⊕
i−1⊕
k=0

(Lt+k+0.5
2,1 [ij ]⊕ 1) · Lt+k+0.5

2,2 [ij ]⊕ (C1[ij ]⊕ C2[ij ]) · (i mod 2),

where Lt+k+0.5
2,h [ij ] means the state of L2,h[ij] after the lower half round at time

t + k for h = 0, 1 and 0 ≤ k ≤ i − 1. Note that all Lt+k
2,h [ij ] (h = 0, 1 and

1 ≤ k ≤ i− 1) and Lt+k+0.5
2,h [ij] (h = 0, 1 and 0 ≤ k ≤ i− 1) come from the facet

register L[ij−1] and are known, thus at last Lt+i
3 [ij ] only depends on both Lt

3[ij ]
and (Lt

2,1[ij ]⊕ 1) · Lt
2,2[ij].

Second, by steps 10, 5 and 1, one can find that the state of the register L5[ij ]
at time t + i is determined by the state of the registers L5[ij] and L4[ij ] at the
previous time t + (i − 1). When i ≥ 2, by steps 10, 9, 5 and 1, the state of the
register L4[ij ] at time t+(i−1) is further determined by the state of the register
L4[ij] and L5[ij] at time t + (i − 2) and the state of the register L2[ij ] at time
t+ (i − 2) + 0.5, which comes from the state of the facet register L[ij−1] and is
known under the assumption. Thus at last Lt+i

5 [ij] is determined only by Lt
4[ij ]

and Lt
5[ij ]. So we have

Observation 2. For any given 1 ≤ j ≤ 16, we always assume that all extra bit
values from the facet register L[ij−1] are known during the update of the state
of the facet register L[ij ]. If we view the state Lt[ij] of the facet register L[ij] at
time t as the unknown variables, then zt+i[ij] can be viewed as an equation on
at most six variables Lt

4,1[ij ], L
t
4,2[ij], Lt

5,1[ij ], L
t
5,2[ij], Lt

5,3[ij ], L
t
5,4[ij] and two

intermediate variables Lt
3[ij ]⊕ Lt

2,2[ij] and Lt
2,1[ij ] · Lt

2,2[ij ] for i ≥ 1.
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By Observation 2 it is known that the 4-bit value of Lt
1[ij] will never be got

no matter how many equations (2) we retrieve. Thus during the execution of the
attack we always need to guess these bit variables.

For i = 0, 1, · · · , 7, the exact equations on the state Lt[ij ] of the facet register
L[ij] are established in Appendix A. By these equations it is easy to see that
each equation has the form:

fi(X,Y ) = zt+i[ij ]⊕Gi[ij−1], (3)

where X means eight unknown variables Lt
2,1[ij ]·Lt

2,2[ij ], L
t
3[ij ]⊕Lt

2,2[ij], L
t
4,h[ij ]

(h = 0, 1) and Lt
5,h[ij ] (h = 1, 2, 3, 4), Y means seven parameter variables

Lt+k+0.5
2,1 [ij−1] (k = 1, 2, 3) and Lt+k+0.5

2,2 [ij−1] (k = 0, 1, 2, 3), fi is an expres-
sion on X and Y , and Gi[ij−1] is a constant only relying on the data from the
facet register L[ij−1]. So the following conclusion holds:

Observation 3. Let gi,Y (X) = fi(X,Y ) for 0 ≤ i ≤ 7. Define the mapping

GY (X) = (g0,Y (X), g1,Y (X), · · · , g7,Y (X)). (4)

Then GY is a mapping from 8 bits to 8 bits, and we get at most 27 distinct
mappings GY for an arbitrary facet register L[ij].

4 A State Recovery Attack

In this section we will present a state recovery attack on Sablier v1 based on the
above three observations and provide the complexity analysis of our attack.

4.1 The Pre-computation

For an arbitrary Y ∈ F 7
2 , by Observation 3 we can set up a table TY to compute

X from Z, where Z = GY (X). Since Y has totally 128 possible values, thus in
practice we need to set up 27 tables, and each table contains 28 items, each item
one byte. The time complexity of the pre-computation is about 215 and the size
of the memories used to store those tables is 215B = 32KB.

During the execution of the attack, if the state of the facet register L[ij−1]
is known for some 1 ≤ j ≤ 16, then we can recover the part of the state of
the facet register L[ij] fast by means of these tables. More detailed, when all bit
values coming from the facet register L[ij−1] are known, we calculate Y and look
up the table TY to recover X , which corresponds to the values of six variables
Lt
4,1[ij ], L

t
4,2[ij ], L

t
5,1[ij ], L

t
5,2[ij ], L

t
5,3[ij ], L

t
5,4[ij ] and two intermediate variables

Lt
3[ij]⊕ Lt

2,2[ij ] and Lt
2,1[ij] · Lt

2,2[ij ].

4.2 Online Attack

During the online attack we need to retrieve about 24 of 16-bit key words zt+i,
where 0 ≤ i ≤ 23. Our attack may start on an arbitrary facet register L[ij ].
Without loss of generality, we start at j = 0, and the details are shown below:
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1. Set j = 0;
2. First we guess totally 28-bit values of Lt+i+0.5

2 [ij] and Lt+i+1
2 [ij ] for i =

0, 1, · · · , 6. For each guessed values of Lt+i+0.5
2 [ij ] and Lt+i+1

2 [ij ], calculate
Y and look up the table TY to get Lt

4[ij ], L
t
5[ij ], L

t
3[ij]⊕Lt

2,2[ij ] and Lt
2,1[ij] ·

Lt
2,2[ij]; and then we further guess the 5-bit values of Lt

1[ij ] and Lt
3[ij], and

recover totally 8 states Lt+i[ij ] (i = 0, 1, 2, · · · , 7) of the facet register L[ij ].
3. Consider the next facet register L[ij+1]. For each possible states Lt+i[ij ]

(0 ≤ i ≤ 7+ j) of the previous facet register L[ij], we can get 9+ j equations
on the state Lt[ij+1]. If these equations have no solution, then we try the
next possible states Lt+i[ij ] (0 ≤ i ≤ 7 + j); otherwise, similarly to step 2,
we further guess the rest 5-bit values and finally get 9+ j states of the facet
register L[ij+1].

4. Set j = j + 1. If j = 16, output the state Lt; otherwise, go to step 3.

4.3 The Complexity of the Attack

In step 2 we need to guess totally 4× 7+ 5 = 33 bits and get about 233 possible
states Lt+i[i0] (0 ≤ i ≤ 7) of the facet register L[i0] on average. Suppose that
there areNj possible states at the facet register L[ij]. Since we get 9+j equations
on the state Lt[ij+1] of the facet register L[ij+1] in step 3, eight out of them are
used to solve Lt[ij+1] and the rest are used to check whether Lt[ij+1] is correct
or not, thus about Nj × 2−(9+j−8) possible states can be remained on average.
So Nj+1 ≈ Nj × 2−(1+j) × 25 = Nj × 24−j , and we have

Nj ≈ 233 ×
j−1∏
i=0

24−i = 233+4j− 1
2 (j−1)j .

For each possible solutions on the facet register L[ij] the time of the computation
of the state Lt[ij] by looking up the pre-computation table is very low and we
ignore these consumed time. Thus we can get an evaluation of the total time
complexity Tc of the above attack, that is,

Tc ≈
15∑
j=0

Nj ≈ 244.

5 A Key Recovery Attack and a Forgery Attack against
Sablier

In this section we will further deduce a key recovery attack and a forgery attack
against Sablier.

5.1 A Key Recovery Attack

Assume that a segment of keystream {zt+i}0≤i≤l have been captured, where
l ≥ 24. By the state recovery attack in section 4 we can recover the state Lt
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of Sablier v1 at time t. If we know the exact value of the time t, then we can
easily deduce a key recovery attack against Sablier. Indeed, it is noticed that
the update processes of the states in both the initialization and the keystream
generation are invertible, thus we will recover the key K as soon as we invert
the processes of the keystream generation and the initialization step by step.

5.2 A Forgery Attack

If the key K has been known for an attacker, then he can construct a legal pair
(C, T ) for an arbitrary plaintext P . Below we consider the case that the attacker
does not know the key K, that is, he does not know the exact value of the time t.
Since the attacker has recover the state Lt of the registers of Sablier v1 at some
time t, thus he knows all states Lt+i of the registers and the keystream zt+i for
any i ≥ 0. Further he knows the plaintext Pt+i corresponding to the ciphertext
Ct+i after time t. Let P = P ‖ ptpt+1 · · · and P ′ = P ‖ p′tp

′
t+1 · · · , where the

length of P is identical to that of P ′, and P denotes the plaintext before some
time t (NOTE: here we do not require that the attacker has the knowledge of P .)
Let ΔP = P ⊕ P ′ = 0 ‖ Δ, where Δ = ptpt+1 · · · ⊕ p′tp

′
t+1 · · · , and T = [T , Tt],

where Tt is the Toeplitz matrix defined by the sequence Lt
4,1L

t+1
4+1 · · · . Since the

attacker knows Lt+i for any i ≥ 0, thus he know Tt as well. Denote by Tag and
Tag′ of the plaintext P and P ′ respectively. Then we have

Tag = R⊕ (T ×M) = R⊕ (T × (A ‖ IV ‖ P))⊕ (Tt × (ptpt+1 · · · 1)),
T ag′ = R⊕ (T ×M ′) = R⊕ (T × (A ‖ IV ‖ P))⊕ (Tt × (p′tp

′
t+1 · · · 1)),

where R is some unknown constants. So we get

Tag ⊕ Tag′ = Tt × (Δ ‖ 0),

that is,

Tag′ = Tag ⊕ Tt × (Δ ‖ 0).

Therefore the attacker can construct a legal tag Tag′ for any plaintext P ′, where
P ′ is just required to have the same length as P and be different from P after
time t.

6 Conclusion

In this paper we study the security of the authenticated cipher Sablier. As results,
we first give a state key recovery attack on Sablier v1, whose time complexity is
about 244 operations and is practical in a small workstation. It is noticed that
the update processes of the state of Sablier v1 during the initialization and the
key stream generation are invertible, thus we can further deduce a key recovery
attack and a forgery attack on the authenticated cipher Sablier. Our results show
that Sablier is insecure.
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A Equations on the State Lt[ij] at Time t + i
(i = 0, 1, · · · , 7)

When all bit values from the facet register L[ij−1] are known, we can establish
equations on the state Lt[ij] of the facet register L[ij], which are shown as below:

zt[ij ] = L
t
2,2[ij ] ⊕ L

t
3[ij ] ⊕ L

t
5,3[ij ],

zt+1[ij ] ⊕ Gt+1 = x[ij ] ⊕ L
t
5,3[ij ] ⊕ L

t
5,4[ij ],

zt+2[ij ] ⊕ Gt+2 = x[ij ] ⊕ L
t
5,2[ij ] ⊕ L

t
4,1[ij ],

zt+3[ij ] ⊕ Gt+3 = x[ij ] ⊕ (Lt
5,1[ij ] ⊕ Lt

5,2[ij ])(L
t
5,3[ij ] ⊕ Lt

4,2[ij ] ⊕ 1),

zt+4[ij ] ⊕ Gt+4 = x[ij ] ⊕ (L
t
5,3[ij ] ⊕ L

t
4,2[ij ])((L

t
5,3[ij ] ⊕ L

t
5,4[ij ] ⊕ 1)(L

t
5,2[ij ] ⊕ L

t
4,1[ij ] ⊕ 1) ⊕ L

t+0.5
2,2

[ij ]),

zt+5[ij ] ⊕ Gt+5 = x[ij ] ⊕ (L
t+1
5,3 [ij ] ⊕ L

t+1
4,2 [ij ])((L

t+1
5,3 [ij ] ⊕ L

t+1
5,4 [ij ] ⊕ 1)(L

t+1
5,2 [ij ] ⊕ L

t+1
4,1 [ij ] ⊕ 1) ⊕ L

t+1.5
2,2 [ij ]),

zt+6[ij ] ⊕ Gt+6 = x[ij ] ⊕ (L
t+2
5,3 [ij ] ⊕ L

t+2
4,2 [ij ])((L

t
5,3[ij ] ⊕ L

t+2
5,4 [ij ] ⊕ 1)(L

t+2
5,2 [ij ] ⊕ L

t+2
4,1 [ij ] ⊕ 1) ⊕ L

t+2.5
2,2 [ij ]),

zt+7[ij ] ⊕ Gt+7 = x[ij ] ⊕ (L
t+3
5,3

[ij ] ⊕ L
t+3
4,2

[ij ])((L
t+3
5,3

[ij ] ⊕ L
t+3
5,4

[ij ] ⊕ 1)(L
t+3
5,2

[ij ] ⊕ L
t+3
4,1

[ij ] ⊕ 1) ⊕ L
t+3.5
2,2

[ij ]),

where Gt+i (1 ≤ i ≤ 7) only depends on the data from the facet register L[ij−1]
and

x[ij ] = L
t
3[ij ] ⊕ L

t
2,2[ij ] ⊕ L

t
2,1[ij ]L

t
2,2[ij ],

L
t+i+1
5,1

[ij ] = L
t+i
5,1

[ij ] ⊕ L
t+i
5,2

[ij ] ⊕ L
t+i
5,3

[ij ] ⊕ L
t+i
4,2

[ij ],

L
t+i+1
5,2

[ij ] = L
t+i
5,1

[ij ] ⊕ L
t+i
5,2

[ij ],

L
t+i+1
5,3 [ij ] = L

t+i
5,3 [ij ] ⊕ L

t+i
5,4 [ij ],

L
t+i+1
5,4 [ij ] = L

t+i
5,2 [ij ] ⊕ L

t+i
5,3 [ij ] ⊕ L

t+i
5,4 [ij ] ⊕ L

t+i
4,1 [k],

L
t+i+1
4,1

[ij ] = L
t+i+0.5
2,1

[ij ] ⊕ L
t+i+1
5,1

[ij ] · L
t+i+1
5,2

[ij ] ⊕ L
t+i+1
5,2

[ij ],

L
t+i+1
4,2 [ij ] = L

t+i+0.5
2,2 [ij ] ⊕ L

t+i+1
5,3 [ij ] · L

t+i+1
5,4 [ij ] ⊕ L

t+i+1
5,4 [ij ]
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for i = 0, 1, 2.
It is easy to see that the above equation system only depends on the values

of Gt+i (i = 0, 1, · · · , 7), Lt+i+0.5
2,h [ij ] (h = 1, 2, i = 0, 1, 2) and Lt+3.5

2,2 [ij]. When
these values are determined, on average we get one solution

(L
t
5,1[ij ], L

t
5,2[ij ], L

t
5,3[ij ], L

t
5,4[ij ], L

t
4,1[ij ], L

t
4,2[ij ], L

t
3[ij ] + L

t
2,2[ij ], L

t
2,1[ij ] · L

t
2,2[ij ]).
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Abstract. Based on frequency-domain transformation technique, this paper pro-
poses an attack detection scheme for stochastic control systems under stochastic
cyber-attacks and disturbances. The focus is on designing an anomaly detector for
the stochastic control systems. First, we construct a model of stochastic control
system with stochastic cyber-attacks which satisfy the Markovian stochastic pro-
cess. And we also introduced the stochastic attack models that a control system is
possibly exposed to. Next, based on the frequency-domain transformation tech-
nique and linear algebra theory, we propose an algebraic detection scheme for a
possible stochastic cyber-attack. We transform the detector error dynamic equa-
tion into an algebraic equation. By analyzing the rank of the stochastic matrix
E (Q(z0)) in the algebraic equation, residual information is obtained and anoma-
lies in the stochastic system are detected. In addition, sufficient and necessary
conditions guaranteeing the detectability of the stochastic cyber-attacks are ob-
tained. The presented detection approach in this paper is simple, straightforward
and more ease to implement. Finally, the results are applied to some physical
systems that are respectively subject to a stochastic data denial-of-service (DoS)
attack and a stochastic data deception attack on the actuator. The simulation re-
sults underline that the detection approach is efficient and feasible in practical
application.

Keywords: Cyber-attacks detection, Stochastic control system, Stochastic DoS
attack, Stochastic data deception attack.

1 Introduction

As networks become ubiquitous and more and more industrial control systems are also
connected to open public networks, control systems are increasingly exposed to cyber-
attacks [1]-[4]. Some well-known examples are the Nimda attack [2], the SQL Slam-
mer attack [3], the July 2009 cyber-attacks [4]. A control system is vulnerable to these
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threats and successful attacks on control systems can cause serious consequences which
may lead to the loss of vital societal function, financial loss and even loss of life [5].
Therefore, these attacks should be detected as soon as possible in order to prevent seri-
ous consequences. In recent years, the problem of cyber-attacks on controlled systems
has been realized and it is currently attracting considerable attention (see e.g. [6]-[21]).
For example, S. Amin [6] and D. G. Eliades [13] did research on the cyber security
of water systems. A.R. Metke [14], S. Sridhar [15], A.H. Mohsenian-Rad [16] and F.
Pasqualetti [21] focus on cyber-attacks on smart grid systems. While cyber-attacks in
conventional IT systems are only influencing information, cyber-attacks on control sys-
tems are changing physical processes and hence the real world [17]. Previous methods
and tools used to protect traditional information technology against cyber-attacks might
finally not completely prevent successful intrusion of malware in the control system.
Therefore, new approaches are needed. Although networked control systems are pro-
tected by information technology (IT) security measures, attackers might nevertheless
find a way to get unauthorized access and compromise them by means of cyber-attacks.
This cyber-attacks should be detected as soon as possible with an acceptable false alarm
rate and also be identified and isolated. Therefore, there is an urgent need for an effi-
cient cyber-attack detection system as an integral part of the cyber infrastructure, which
can accurately detect cyber-attacks in a timely manner such that countering actions can
be taken promptly to ensure the availability, integrity and confidentiality of the sys-
tems. These new requirements increase the interest of researchers in the development
of cyber-attack detection and isolation techniques [17]-[20]. However, the existing de-
tection approaches [17]-[20] are not yet sufficient to cope with complex cyber-attacks
on a control process, which motivates our research in this area.

This paper presents an algebraic detection approach for a stochastic control sys-
tem under stochastic cyber-attacks and disturbances. The basic idea is to use suitable
observers to generate residual information with regard to cyber-attacks, i.e. compro-
mised sensor signals and controller outputs. An anomaly detector for the stochastic
system under stochastic cyber-attacks is derived. The main contributions in the paper
are as follows. First, we construct a model of stochastic control system with stochastic
cyber-attacks which satisfy the Markovian stochastic process. And we also introduced
the stochastic attack models that a control system is possibly exposed to. Next, based
on the frequency-domain transformation technique and linear algebra theory, we pro-
pose an algebraic attack detection scheme for the control system subject to stochastic
cyber-attacks and disturbances. F. Hashim [18] also use a frequency domain analysis
in the detection of DoS attacks, he proposes the detection algorithm by investigating
the frequency spectrum distribution of the network traffic. However, we transform the
detector error dynamic equation into an algebraic equation, which make the discus-
sion of the problem simpler and more straightforward. Moreover, we extend the idea
in [22] to control systems with stochastic disturbances and apply it to detect a possible
stochastic attack. Here, we consider the possible cyber-attacks as the non-zero solutions
of the algebraic equation and the residual as its constant vector. By analyzing the rank
of stochastic matrix E (Q(z0)) in the algebraic equation, the residual information is ob-
tained. Further, based on the rank of E(Q(z0)) and the obtained residual information,
we are able to determine the detectability of the possible cyber-attacks. Some sufficient
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and necessary conditions are obtained, which guarantee that a stochastic cyber-attack is
detectable or undetectable. In addition, by using the linear matrix inequation (LMI) al-
gorithm, we also propose an approach for determining the detector gain matrix. Finally,
the obtained results are applied to some physical systems that are respectively subject to
stochastic data DoS attacks and stochastic data deception attacks on the actuator. Two
simulation examples are given to illustrate the effectiveness of the obtained results. In
example 1, we discuss a control system that is subjected to a stochastic data deception
attack and disturbance. In example 2, we use the laboratory process in [23] that con-
sists of four interconnected water tanks (QTP). Simulation results underline that the
proposed attack detection approach is effective and feasible in practical application.

The paper is organized as follows. In section II, the system models and the mod-
els of stochastic attacks are introduced. In section III, the main results and proofs are
presented. We design an anomaly detector for a control system under stochastic cyber-
attacks and disturbances. Some sufficient and necessary conditions guaranteeing the
detectability of cyber-attacks are obtained. In section IV, we provide two simulation ex-
amples to demonstrate the effectiveness and feasibility of the obtained results. Finally,
some conclusions are discussed in Section V.

2 Problem Formulation

Consider the following stochastic control system:

.
x(t) = Ax(t)+Bu(t)+α(t)F1aa

k(t)+E1ω(t)

x(0) = x0 (1)

y(t) = Cx(t)+β (t)F2as
k(t)+E2ν(t)

where x(t) ∈ Rn is the state vector. x0 is the initial state, y(t) ∈ Rm is the measurement
output, u(t)∈ Rr is the known input vector. aa

k(t)∈ Rr denotes the actuator cyber-attack
or the physical attack and as

k(t) ∈ Rm denotes the sensor cyber-attack. ω(t) and ν(t)
are systems noise and process noise, respectively. A,B,F1,E1,and C,F2,E2 are known
constant matrices with appropriate dimensions. α(t) and β (t) are Markovian stochastic
processes taking the values 0 and 1 and satisfy the following probability

E{α(t)} = Prob{α(t) = 1}= ρ (2)

E{β (t)} = Prob{β (t) = 1}= σ .

Where event α(t) = 1(or β (t) = 1) shows the actuator (or the sensor) of the system is
subjected to a cyber-attack, so an actuator cyber-attack aa

k(t) (or a sensor cyber-attack
as

k(t)) occurs; event α(t) = 0 (or β (t) = 0) implies no a cyber-attack on the actuator (or
on the sensor). ρ ∈ [0,1] (or σ ∈ [0,1]) reflects the occurrence probability of the event
that the actuator (or the sensor) of the system is subjected to a cyber-attack. Assuming
α(t) and β (t) are independent stochastic variables and satisfy

E{α(t)β (t)}= E{α(t)}E{β (t)}. (3)
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Further, assuming α(t) and β (t) are independent of measurement noises ω(t),ν(t) and
the initial state x0. Generally, cyber-attacks targeting control systems mainly include
denial-of-service (DoS) attacks and deception attacks. In the sequel of the paper, we
introduce these attack models that can be modelled by the stochastic system model (1).

2.1 Modeling Stochastic Data Denial-of-Service Attacks

In stochastic data DoS attacks, the objective of the adversary is to prevent the actua-
tor from receiving control commands or the controller from receiving sensor measure-
ments. Therefore, by jamming the communication channels, compromising devices and
preventing them from sending data, attacking the routing protocols, flooding the com-
munication network with random data and so on, the adversary can launch a stochastic
data DoS attack that satisfies Markovian stochastic processes. Using the general frame-
work (1), a stochastic DoS attack on the actuator and on the sensors can be respectively
modelled as⎧⎨⎩

α(t) ∈ {0,1} , t ≥ t0
F1 = B

aa
k(t) =−u(t)

(I) and

⎧⎨⎩
β (t) ∈ {0,1} , t ≥ t0

F2 =C
as

k(t) =−x(t)
(II)

2.2 Modeling Stochastic Data Deception Attacks

In stochastic data deception attacks, the adversary attempts to prevent the actuator or the
sensor from receiving an integrity data, therefore, he sends false information ũ(t) �= u(t)
or ỹ(t) �= y from controllers or sensors. The false information can include: a wrong
sender identity, an incorrect sensor measurement or an incorrect control input; an in-
correct time when a measurement was observed, or inject a bias data that cannot be
detected in the system. The adversary can launch these attacks by obtaining the se-
cret keys or by compromising some controllers or sensors. A stochastic data deception
attack on the actuator and on the sensors can be modelled as⎧⎨⎩

α(t) ∈ {0,1} , t ≥ t0
F1 = B

aa
k(t) =−u(t)+ ba

k(t)
(III) and

⎧⎨⎩
β (t) ∈ {0,1} , t ≥ t0

F2 =C
as

k(t) =−x(t)+ bs
k(t)

(IV)

where ba
k(t) and bs

k(t) are deceptive data that the adversary attempts to launch on the
actuator and the sensor, respectively.

Especially, when the adversary attempts to launch a detective data ba
k(t) (or bs

k(t))
that makes the transfer function Gba

kr(s) (or Gbs
kr(s)) is zero, a zero dynamic attack

occurs. Where Gba
kr(s) (or Gbs

kr(s)) is the transfer function from the zero attack signal
to residual signal. Obviously, a zero dynamic attack is undetectable. A stochastic zero
dynamic attack on the actuator and sensor can be respectively modelled as⎧⎪⎪⎨⎪⎪⎩

α(t) ∈ {0,1} , t ≥ t0
F1 = B

aa
k(t) = ba

k(t)
Gba

kr(s) = 0

(V) and

⎧⎪⎪⎨⎪⎪⎩
β (t) ∈ {0,1} , t ≥ t0

F2 =C
as

k(t) = bs
k(t)

Gbs
kr(s) = 0

(VI)
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3 Stochastic Cyber-Attack Detection Scheme Based on
Frequency-Domain Description

In this section, our objective is the anomaly detection. We assume the following con-
ditions are satisfied: (1) the pair (A,B) is controllable; (2) (A,C) is observable. For
convenience on discussion, we ignore the influence of control inputs in the sequel of
the paper because they do not affect to the residual when there are no modeling errors
in the system transfer matrix. Therefore, the system can be rewritten (1) as follows

.
x(t) = Ax(t)+α(t)F1aa

k(t)+E1ω(t)

x(0) = x0 (4)

y(t) = Cx(t)+β (t)F2as
k(t)+E2ν(t).

We assume the following anomaly detector

.

x̃(t) = Ax̃(t)+ B̃r(t)

x̃(0) = 0 (5)

r(t) = y(t)−Cx̃(t)

where B̃ is the detector gain matrix, the output r(t) represents the residual.
We consider system (4) and detector (5). Let

e(t) = x(t)− x̃(t)

then we obtain the following anomaly detector error dynamic

.
e(t) = Ae(t)+Bak(t)+E1d(t) (6)

r(t) = Ce(t)+Dak(t)+E2d(t)

with the following matrices

A = (A− B̃C), B =
[

F1α(t) −β (t)B̃F2
]
, E1 =

[
E1 −B̃E2

]
(7)

D =
[

0 F2β (t)
]
, E2 =

[
0 E2

]
and the vectors

ak(t) =

[
aa

k(t)
as

k(t)

]
,d(t) =

[
w(t)
v(t)

]
,d1(t) =

[
ak(t)
d(t)

]
. (8)

First, we give the definition of an undetectable cyber-attack on control systems which
will be used in the sequel of the paper.

Definition 1. For the stochastic control system (4) and the detector (5), if a cyber-attack
ak(t) on the system (4) leads to the residual r(t) of the measurement output equal to
zero, then the attack is undetectable.
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Before presenting the main results, we first give the following lemmas that can be
used to determine the detector gain matrix.

Lemma 1. [8] The error dynamic (6) with d1(t) = 0 is asymptotically stable, if there
exists symmetric positive definite matrix P > 0 and matrix X such that the following
LMI holds

Λ = AT P+PA−CTXT −XC < 0. (9)

When the LMI is solvable, the detector gain matrix is given by B̃ = PX .
Next, based on a frequency-domain description, we transform the error dynamic (6)

into the following algebraic equation

Q(s)X(s) = B(s) (10)

where

Q(s) =

[
A− sI Bk E1

C Dk E2

]
, X(s) =

⎛⎝ e(s)
ak(s)
d(s)

⎞⎠ , B(s) =

(
0

r(s)

)
.

Remark 1. Here, due to the cyber-attack ak(t) is a stochastic signal, matrices B and
D are the resulting stochastic matrices, correspondingly, the system matrix Q(s) is a
stochastic matrix. In order to obtain effective results, we introduce E(Q(s)) that is a
mathematical expectation of the stochastic matrix Q(s) and

E (Q(s)) = E

[
(A− B̃C)− sI F1α(t) −β (t)B̃F2 E1 −B̃E2

C 0 β (t)F2 0 E2

]
=

[
(A− B̃C)− sI ρF1 −σ B̃F2 E1 −B̃E2

C 0 σF2 0 E2

]
.

Further, by discussing the rank of stochastic matrix E (Q(s)), we obtain some important
results.

Theorem 1. For the system (4), assume that the expectation of the stochastic matrix
E(Q(s)) has full column normal rank. The cyber-attack ak(t) (0 �= ak(t) ∈ G) as t = z0

is undetecable, if and only if there exists z0 ∈ C, such that

E (Q(z0))Y (z0) = 0. (11)

Where

E (Q(z0)) =

[
(A− B̃C)− z0I ρF1 −σ B̃F2 E1 −B̃E2

C 0 σF2 0 E2

]
Y T (z0) =

(
e(z0) aa

k(z0) as
k(z0) w(z0) v(z0)

)T

G is a set of undetectable cyber-attacks and the detector gain matrix B̃ = PX is given by
Lemma 1.

Proof. (if) The proof of the sufficiency is obvious. If there is a z0 ∈ C such that (11)
holds for all ak(z0) ∈ G, it becomes obvious that the equation (10) is homogeneous.
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Therefore, the output residual r(z0) = 0 and the cyber-attack ak(t) as t = z0 is unde-
tectable.

(only if) Assume that the cyber-attack ak(t) as t = z0 is undetectable and since

E(Q(s)) = E

[
A− sI B E1

C D E2

]
has full column normal rank, then by the definition 1, there must exist a z0 ∈ C such
that the residual r(z0) = 0 and

E (Q(z0))X(z0) = 0. (12)

Substituting (7) into (12), we obtain (11). The proof of Theorem is completed.
From Theorem 1, we can obtain the following corollary:

Corollary 1. For the system (4), assume that the expectation of the stochastic matrix
E(Q(s)) has full column normal rank. The cyber-attack ak(t) (0 �= ak(z0) ∈G) as t = z0

is an undetectable zero dynamic attack, if there exists z0 ∈ C and e0 �= 0, such that

[
(A− B̃C)− z0I ρF1 −σ B̃F2

C 0 σF2

]⎛⎝ e0

aa
0

as
0

⎞⎠= 0. (13)

Where e0 = e(0) is an error state zero direction associated with z0, aa
0 and as

0 are zero
dynamics attack directions on the actuator and the sensor, respectively. Under this con-

dition, we can obtain the zero attack policy as ak(t) =

(
aa

0
as

0

)
ez0t such that the transfer

function Gaa
kr(s) = 0 and Gas

kr(s) = 0.
Corollary 1 is a consequence of Theorem 1.

Theorem 2. For the system (4), assume that the expectation of the stochastic matrix
E (Q(s)) has full column normal rank. The cyber-attack ak(t) (0 �= ak(t) ∈G) as t = z0

is undetectable, if and only if there exists z0 ∈ C such that

rankE(Q(z0))< dim(Y (z0)). (14)

Where dim(Y (z0)) is the dimension of vector Y (z0).

Proof. (if) Since the expectation of stochastic matrix E(Q(s)) has full column normal
rank and there is a z0 ∈ C such that

rankE(Q(z0))< dim(Y (z0)).

It becomes obvious that z0 is an invariant zero [22] of the detector error dynamic(6).
Then by Theorem 1, the cyber-attack ak(t) as t = z0 is undetectable.

(only if) Assume that the cyber-attack ak(t) as t = z0 is undetectable, then there must
exist a z0 ∈ C such that the residual r(z0) = 0 and the following equation

E(Q(z0))Y (z0) = B(z0) (15)
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is a homogeneous equation, i.e.

E(Q(z0))Y (z0) = 0. (16)

If we assume
rankE(Q(z0)) = dim(Y (z0))

then the homogeneous equation (16) has a zero as its unique solution. However, this is
contradictory to the condition that

Y
∣∣s=z0 �= 0

is a solution of (16). Therefore the assumption is false, only

rankQ(z0)< dim(Y (z0))

is true. This finally completes the proof of Theorem 2.
The following theorem shows the condition that the stochastic cyber-attacks are de-

tectable.

Theorem 3. For the system (4), assume that the expectation of stochastic matrix E(Q(s))
has full column normal rank. The cyber-attack ak(t) (0 �= ak(t)∈G) is detectable, if and
only if the following condition

rankE(Q(z0)) = dim(Y (z0)) (17)

always holds for any z0 ∈ C. Where G is a set of detectable cyber-attacks, dim(Y (z0))
is the dimension of vector Y (z0).

Proof. The proof of the Theorem 3 is similar to that of the Theorem 2, therefore, we
omit it.

Actually, the Theorem 3 is equivalent to the following corollary.
Corollary 2. For the system (4), assume that the expectation of stochastic matrix

E(Q(s)) has full column normal rank. The cyber-attack ak(t) (0 �= ak(t) ∈ G) is de-
tectable, if and only if no z0 ∈ C exists such that

rankE(Q(z0))< dim(Y (z0)) (18)

4 Simulation Results

In this section, we provide two simulation examples to illustrate the effectiveness of the
obtained results.

Example 1. Consider the following system that is subjected to a stochastic data decep-
tion attack (III)

.
x(t) = Ax(t)+α(t)Baa

k(t)+E1ω(t)

x(0) = x0 (19)

y(t) = Cx(t).
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and with the following parameters:

A =

⎡⎢⎢⎣
−0.9 0 0.1 0

0 −0.2 0 −0.1
0 0 −0.4 0
0 0 0 −0.3

⎤⎥⎥⎦ ,B =

⎡⎢⎢⎣
0.03

0
0

0.09

⎤⎥⎥⎦ ,E1 =

⎡⎢⎢⎣
0

0.04545
0.09090

0

⎤⎥⎥⎦ ,C =

[
0.5 0 0 0
0 0.5 0 0

]
.

Applying the Lemma 1, the corresponding detector gain matrix is obtained as follows

B̃ =

⎡⎢⎢⎣
0.58890 0

0 3.5714
0.0981 0

0 −0.7143

⎤⎥⎥⎦ .
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Fig. 1. The time response of residual and error dynamic under aa
k(t) = 0 and ω(t) = 0

Set the initial conditions as x(0) = [0.8,−0.5,−1,0.2]Tand x̃(0) = [0,0,0,0]T . When
the stochastic event α(t) = 0, the system is not subject to a cyber-attack, i.e. aa

k(t) = 0.
The error dynamic without stochastic attacks and noises should be asymptotically stable
according to Lemma 1. Fig.1. displays the time response of the residual signal and the
error dynamic under aa

k(t) = 0 and ω(t) = 0. Fig.2. displays the time response of the
system states and the residual signal under noise ω(t) �= 0 and attack aa

k(t) = 0. These
simulation results show that the system (19) is stable when the attack signal aa

k(t) = 0.
When the stochastic event α(t) = 1 and the attacked probability ρ = 0.8, the stochas-

tic matrix rank(E(Q(s))) = 6, and no z0 exists such that rank(E(Q(z0))) < 6, that is
to say, for any z0, rank(E(Q(z0))) has always full column rank. According to Theorem
3, the deception signal aa

k(t) is detectable. Fig.3. shows the deception signal aa
k(t) and

stochastic noise signal, respectively. Fig.4. shows the time response of the residual and
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Fig. 2. The time response of residual and system states under ω(t) �= 0 and aa
k(t) = 0
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A Stochastic Cyber-Attack Detection Scheme for Stochastic Control Systems 219

0 500 1000 1500 2000
−100

−50

0

50

100

150

200

Time

A
m

pl
itu

de

 

 

0 500 1000 1500 2000
−1000

−500

0

500

1000

1500

2000

Time
A

m
pl

itu
de

 

 

r
1

r
2

x
1

x
2

x
3

x
4

Fig. 4. The time response of residual and plant states under deception signal aa
k(t)

Fig. 5. Quadruple-tank water system

system (19) under the deception signal aa
k(t). Fig.4. also demonstrates the system can

not be work normally under the cyber-attack. Simulation results underline that a cyber-
attack can be effectively detected if the condition in the Theorem 3 is satisfied.

Example 2. Consider the model of the QTP (see [23]):

.
x = Ax+Bu (20)

y = Cx.

The QTP controlled through a wireless communication network, which is depicted in
Fig.5. In order to detect the attacks on the actuators Pump 1 and Pump 2, we consider
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Fig. 6. The time response of residual and error dynamic without attack

the operating points P+ [23] with the following parameters:

A =

⎡⎢⎢⎣
−0.0158 0 0.0256 0

0 −0.0109 0 0.0178
0 0 −0.0256 0
0 0 0 −0.0178

⎤⎥⎥⎦ ,B =

⎡⎢⎢⎣
0.0482 0

0 0.0350
0 0.0775

0.0559 0

⎤⎥⎥⎦ ,C =

[
0.5 0 0 0
0 0.5 0 0

]
.

Assume that the system (20) is subject to a zero dynamic attack (V) on the actuator, the
corresponding detector gain matrix can be obtained as follows

B̃ =

⎡⎢⎢⎣
0.7852 0

0 0.4766
2.7432 0

0 1.4367

⎤⎥⎥⎦ .

When the stochastic event α(t) = 0, i.e. aa
k(t) = 0, Fig.6. displays the error dynamic

is asymptotically stable. When the stochastic event α(t)= 1 and the attacked probability
ρ = 0.5, the stochastic matrix rank(E(Q(s))) = 6, however, there exists a z0 = 0.0127
such that rank(E(Q(z0))) = 5 < 6. According to Theorem 2, the cyber-attacks signal is
undetectable, because it is possible for the adversary to launch a stochastic zero attack
signal aa

k(t) as the following:

aa
k(t) =

[
−1.074

1

]
e0.0127t

such that the transfer function Gaa
kr(s) is zero. Fig.7. displays the attack signal aa

k(t)
and the time response of the residual and the QTP under the attack, respectively. It is
clear that the QTP can not work normally under the stochastic attack. Simulation results
demonstrate that a cyber-attack on the control system is undetectable if the condition in
the Theorem 2 is satisfied.
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Fig. 7. The attack signal and the time response of residual and plant states under zero dynamic
attack aa

k(t)

5 Conclusion

This paper presents an algebraic detection scheme for control systems under stochastic
cyber-attacks and disturbances. It is a relatively simple and straightforward detection
approach. Based on the frequency-domain transformation technique and linear algebra
theory, an effective anomaly detector is derived. Further, some sufficient and necessary
conditions are obtained, which guarantee that a stochastic cyber-attack is detectable or
undetectable. The main work focuses on stochastic cyber-attacks detection approach
on control systems and we mention the stochastic attacks model that control systems
are possibly exposed to. The proposed scheme is applied to some physical systems that
are subject to the stochastic data DoS attack and data deception attack, respectively.
Simulation results underline that the proposed attack detection approach is effective and
feasible in practical application. Before the cyber intruders are removed and the security
branches are closed, or operators start the repair or exchange of faulty components, the
physical process must be kept in a safe state as long as possible. Therefore, next steps
that are urgent for us to consider are the cyber-attacks fault-tolerant control and fault
estimation on control systems.
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Abstract. Recently, femtocell solutions have been attracting increasing
attention since coverage for broadband radios can effectively eliminate
wireless notspots. Typically, a femtocell is designed for use in a home or
small business. In 2009, 3GPP (3rd Generation Partnership Program)
announced and published the first femtocell standard. In this paper,
we first point out that the user equipment (UE) registration procedure,
which defined in 3GPP standard, is vulnerable to the denial-of-service
(DoS) attack. Then, we propose a mechanism to defend against this at-
tack. For compatibility, the proposed mechanism utilizes the well-defined
control message in the 3GPP standard, and modifies the UE registration
procedure as little as possible.

Keywords: Femtocell, denial-of-service attack, 3GPP standard, secu-
rity.

1 Introduction

WiMAX (802.16) [1] and 3G cellular network [2] can provide “last-mile” Internet
service for broadband wireless access. However, notspots still occur, for example,
in the basement or indoors. For this reason, femtocell technologies have proposed
to improve indoor coverage and bandwidth for broadband wireless networks.

The concept of femtocell originates from the success of WiFi access point
(AP). Similar to AP, service operators deploy femtocells in notspots. It can pro-
vide a more stable bandwidth for subscribers and increase coverage. In general,
femtocells are expected to be cheap (<$200) and widely distributed. Femto-
cells also provide the following two advantages. First, base stations (also called
Macrocells) can shift network loading to the femtocells. Second, femtocells can
be easily developed and placed in houses or offices [3].

Recently, 3GPP (3rd Generation Partnership Program) collaborated with
Femto Forum and Boradbadn Fourm to create a new femtocells standard. The
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purpose of this standard is to standardize femtocells to be produced in large
volumes. In 2009, 3GPP announced and published the first femtocell standard
[4]. However, we observed that the user equipment (UE) registration procedure,
which defined in the 3GPP standard [4], with closed access mode is vulnerable
to the Denial-of-Service (DoS) attack. This is because the femtocells cannot re-
lease resources until receiving the verification results from the core network. As
a result, a mechanism to overcome this issue is necessary.

In this paper, we first demonstrate that the UE registration procedure is
vulnerable to DoS (Denial of Service) attack. We also propose a mechanism
to defend against the DoS attack. For compatibility, the proposed mechanism
utilizes the well-defined control messages in the 3GPP standard, and modifies
the UE registration procedure as little as possible. Performance evaluation and
security analysis demonstrate that the proposed mechanism is efficient and can
effectively resist to DoS attack.

2 Background

With the rapidly growth of network technology, security issues have been con-
cerned in various network environments [5–14]. In a network environment with
femtocells, security issues also receive increasing attention recently.

Closed Subscriber Group (CSG) is introduced in 3G/WiMAX standards [2,
15]. It defines an identity, called Closed Subscriber Group Identity (CSG id) that
femtocells can use to authorize legitimate subscribers [16]. Fig. 1 depicts the
access control strategy for subscribers based on CSG identities. Each Subscriber
can belong to one or more CSG id, for example, Bob has two CSG ids (1 and
2). Contrary to subscribers, each femtocell belongs to one or less CSG id [17].
Femtocells could restrict accesses for subscribers. They support three access
modes: open access mode, hybrid access mode, and closed access mode [16]. Open
mode allows any mobile device to access the femtocells without any permission.
For instance, John and Alice who’s mobile devices are carried with different
CSG ids are allowed to access the femtocell. Customary, open mode is designated
for a public environment. The second mode is hybrid mode. Similarly to the open
mode, all mobile devices with matched and unmatched CSG id can access to the
hybrid mode. But hybrid mode assign devices that passed CSG id verification
with a higher priority. The last mode is the closed mode. Femtocells only allow
restricted devices which hold the same identity as the connected femtocell to
access the core network, and reject all others. For a closed mode femtocell, users
should register their devices on a list (whitelist).

3 Review of UE Registration Procedure

The 3GPP standard [4] defines two different kinds of UE registration procedure
based on the access control mode of femtocell. In our observation, only the UE
registration in closed mode suffers from DoS attacks to femtocell, and hence we
detail it in the following paragraph.
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Fig. 1. Access control strategy for subscribers based on CSG identity

Fig. 2 shows each step of the registration procedure when a UE attempts to
access a closed mode femtocell. The communication between the femtocell and
the security gateway (SeGW) goes through an IPsec tunnel. From steps 1 to 3,
RRC connection is established between the UE and the Femtocell. Then, the UE
transmits a RRC Initial Direct Transfer message carrying a Location Updating
Request message with its identity (e.g., IMSI or TMSI) at step 4. After checking
the UE’s capabilities (step 5), the Femtocell initiates UE registration towards
the Femto-GW (steps 6-8). The Femtocell then sends a RUA Connect message
containing the femtocell’s access mode to the Femto-GW at step 9. The RUA
Connect message triggers the setup of an SCCP connection by the Femto-GW
towards the core network (CN) at steps 10-11. The Femto-GW then forwards
the femtocell’s CSG id (step 10). Step 12 is an optional mobility management
procedures, and the CN may perform Authentication procedure. So far, the
access control of the UE is not performed. In other words, the Femtocell has
no information to determine if the UE is legal to access the Femtocell or not.
Therefore, the Femtocell can not release its resource to the other UEs which also
attempt to access the Femtocell. At step 13, the CN performs access control to
compare the UE’s CSG id with the Femtocell’s CSG id. The CN then notifies the
Femtocell to accept or reject the UE’s attempt (step 14). Steps 15-17 complete
the rest of work.

As mentioned above, the UE registration is vulnerable to DoS attacks on
Femtocells. The messages transmitted between the Femtocell and the SeGW may
go through Internet via the IPsec tunnel. Hence, transmission time for messages
in the femtocell networks is much longer than one in normal 3G network. It will
make DoS attacks more serious.



226 C.-M. Chen et al.

UE Femtocell SeGW Femto-GW
CN

HLR/CSG Server/ 
SGSN/ MSC

1. RRC Connection Req. 

2. Radio Link Setup

3. RRC Connection Setup

4. RRC Initial Direct Transfer (e.g. LU Req...)

5. Check 
Release UE 
Capabilities

6. UE Registration (IMSI, Rel, UE Cap...)

IPsec Tunnel

7. UE Registration

9. Connect (Initial UE Message...)

10. SCCP CR (Initial UE Message...)

11. SCCP CC

12. Optional MM

13. Access Control or 
Membership Verification

8. UE Registration Accept (Context-id...)

14. LU/Attach Accept/Reject

15. LU/Attach Accept/Reject

16. RRC Connection Release

17. RRC Connection Release Complete

Fig. 2. Procedure of UE registration: in case of closed mode femtocell

4 Mechanism to Defend against DoS Attack

In this section, we define the adversary model and demonstrate that the UE
registration procedure is vulnerable to the DoS attack. Then, we design an auto-
reject mechanism on the femtocells to prevent this attack. The used notations
in this section are listed in Table 1.

4.1 Problem Definition

As mentioned above, the access control verification of the UE registration pro-
cedure is executed in the core network. Connecting to a wired network is an
essential characteristic of femtocell networks. The transmitted data should pass
through an insecure network, e.g., Internet, and enter the core network. Hence,
the transmission delay in femtocell networks is greater than in 3G/WiMax net-
work. It means that the malicious subscriber can send a series of connect requests
to the femtocell in order to launch a DoS attack. To solve this problem, we at-
tempt to accelerate the access control verification.
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Table 1. The Notations

Notation Description

CN Core network
Mi Subscriber i’s device
IDi Subscriber i’s device identity, e.g., IMSI
fi Femtocell i
Li Femtocell i’s blacklist

4.2 Adversary Model

Here we define an adversary model which depends on the capability of the user
equipment (UE). In general, the UE will hand over seamlessly from the BS to the
femtocell once detecting femtocell signals. In addition to automatic handover, the
3GPP standard provide a manual CSG selection property for the UE [17]. The
adversary can request the UE to perform a scan for searching available CSGs.
The UE will display the available CSG identities and their femtocell names.
Hence, the adversary can manually select a femtocell that she prefers to connect
with. The ability of adversary is as follows:

1. An adversary can arbitrarily connect to a femtocell.
2. An adversary can send a series of connect request to a femtocell.

According to the adversary model, the DoS attack [18] is defined as follows.

4.3 Denial-of-Service (DoS) Attack

The purpose of DoS attack is to block legitimate users’ system access by re-
ducing system availability. Currently, a residential femtocell can support 2 to 4
mobile devices. This design demonstrates that femtocells easily suffer from DoS
attacks. If an adversary sends more than four connect requests to a femtocell
simultaneously, the femtocell will be over loaded. This attack works even if the
target is a closed mode femtocell, because the femtocell cannot reject illegal users
immediately. Based on the UE registration procedure, the femtocell must wait
until it receives a response from the core network. The adversary can aim at a
femtocell and begin sending a series of request to it. Consequently, the femtocell
has no extra resources to serve legitimate users.

4.4 Auto-Reject Mechanism

The auto-reject mechanism is designed on femtocells and consists of creation,
blocking, and recovery phases. Each femtocell handles a blacklist to record which
client is malicious. When a client attempts to connect with a femtocell and is
rejected by access control verification (see step 13 of Fig. 2), the femtocell records
the client’s identity, IMSI, which is contained in the reject message sent from the
core network. The blocked client will be immediately rejected by the femtocell,
before its blocking time is expired.
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Creation
1. Mi → fi : connect request
2. fi : If IDi ∈ Li, go to blocking phase;

otherwise, execute UE registration procedure.
3. CN → fi : Attach Reject message,
4. fi : Retrieve IDi from the message, and add IDi into Li.
5. fi → Mi : Attach Reject message.
Blocking
1. fi : Check the expiration of blocking time.

If expired, go to recovery phase; otherwise, reset the expired time of blocking.
2. fi → Mi : Attach Reject message.
Recovery
1. fi : Remove IDi from Li, and go to step 2 of creation phase.

Fig. 3. Auto-reject mechanism

Fig. 3 shows the details of auto-reject. In the beginning, fi checks Mi to see if
IDi exists in the blacklist Li in the creation phase. If true, fi checks if Mi’s block
time is expired or not in the blocking phase. If so, fi rejects next requests from
Mi immediately to reduce the delay time of access control verification. To avoid
false positive or other unexpected error, auto-reject mechanism has a recovery
mechanism to remove IDi from Li. After a period of time, Mi can again attempt
to connect to fi regularly.

5 Performance Evaluation and Security Analysis

In this section, we evaluate the performance of our mechanism through experi-
ments. We also provide a security analysis to show that our design can effectively
resist to DoS attack.

5.1 Performance Evaluation

Experiment Setting. Firstly, we deploy a PicoChip femtocell device [19]
under the WiMAX network platform. This femtocell is compatible with 802.16e-
2005 specifications on the PHY layer. It connects to a Security Gateway (SeGW)
which is implemented on an Intel IXP465 network processor [20]. An IPsec tun-
nel is also implemented and developed between the SeGW and the femtocell. The
backend core network is ran on an emulator. All network services are performed
by the emulator. The subscriber’s device is a laptop equipped with WiMAX
capabilities. displays the interface connected to the laptop, AWB-U210 USB
adapter, which is fully compliant with 802.16e (IEEE 802.16e-2005 Wave 2 com-
pliant) [21].

Estimated Results. In the lab experiment, we measure the overhead of the
transmission time between components in the femtocell network. See Fig. 2, the
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Fig. 4. The estimated results of the auto-reject femtocell and the traditional femtocell

section between the UE and the Femtocell is referred to as A, and its overhead is
approximately 10 ms. The section between the Femtocell and the Femto-GW is
referred to as B, and its overhead is approximately 110 ms. The section between
the Femto-GW and the CN is referred to as C, and its overhead is approximately
30 ms. We use the notation N to represent the number of malicious connection
requests. Therefore, the equation to estimate the overhead of the UE registration
procedure with the traditional femtocell is derived as follows (optional step 12
is ommitted):

(7A+ 4B + 3C) ∗N (ms) (1)

The femtocell should perform the full procedure to reject every requests. Ac-
cording to Fig. 5, the equation becomes as follows:

(7A+ 4B + 3C) + (N − 1) ∗ (6A) (ms) (2)

In order to create the blacklist, the femtocell needs to perform the full procedure
once. The rest of the requests only costs 6A ms each. For example, if an attacker
send 10 requests to the femtocell, the total overhead of the auto-reject femtocell
is 1140 ms; the total overhead of the traditional femtocell is 6000 ms. Fig. 4
illustrates that the total overhead of the auto-reject femtocell is much less than
the total overhead of the traditional femtocell. Therefore, our proposed approach
can prevent femtocell from DoS attack.

5.2 Security Analysis

Here we analyze the security of our auto-reject mechanism.

Secure against Dos Attacks. As mentioned above, the traditional UE reg-
istration is easy suffered from a Dos attack because the access control verification



230 C.-M. Chen et al.

UE Femtocell SeGW Femto-GW
CN

HLR/CSG Server/ 
SGSN/ MSC

1. RRC Connection Req. 

2. Radio Link Setup

3. RRC Connection Setup

Check Blacklist

LU/Attach Accept/Reject

RRC Connection Release Complete

RRC Connection Release

Fig. 5. The benefit of auto-reject mechanism. Gray text signifies omitted steps.

is executed by the core network. In the first step of our mechanism, the femto-
cell will check the connection request from subscriber by checking blacklist. If a
malicious subscriber wants to send a series of requests to the femtocell, it will be
rejected immediately. It is easy to see that our mechanism can efficiently reduce
the effects of Dos attacks.

Message Unforgeability. Since the secure communication between femtocell
and core network is relied on IPSec, any malicious subscribers cannot forge attach
reject messages to cheat the femtocell.

6 Conclusion

In this paper, we have demonstrated that UE registration procedure defined in
3GPP standard is vulnerable to denial-of-service attack. This attack can block
legitimate user’s system access; thus, the system availability is reduced. In order
to eliminate this security problem, we have proposed a auto-reject mechanism.
In fact, our design can utilize the well-defined control message in the 3GPP
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standard. Finally, performance evaluation and security analysis showed that our
design is efficient and can effectively resist to DoS attack.
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Abstract. In the graded encoding systems that can be used to
construct multilinear maps, the graded Computational Deffie-Hellman
problem gGCDHP problem is assumed to be hard. We present an equiv-
alent problem, called the variant graded Computational Deffie-Hellman
problem vGCDHP, and make generalization to get the general graded
Computational Deffie-Hellman problem gGCDHP. Based on the hard-
ness assumption of gGCDHP, we construct the first ID-based threshold
ring signature scheme from lattices. The scheme is proved in the random
oracle model to be existentially unforgeable and signer anonymous.

Keywords: ID-based, threshold ring signature, multilinear map, ideal
lattice.

1 Introduction

Generally speaking, there are two kinds of ways, group signatures [3] and ring
signatures[13], to enable any individual of a group to anonymously sign doc-
uments on behalf of the entire group. This functionality is desirable in many
group-oriented applications such as e-lotteries, e-cash and online games. In group
signatures, the group is predefined and there is an entity called group manager
that can reveal the identity of the actual signer. In ring signatures, the group
is spontaneously created by the signer and no manager exists. Anonymity re-
vocation is not supported. In essence, a ring signature is a publicly verifiable
1-out-of-n signature with an unconditionally anonymous signer. It can be ex-
tended as a t-out-of-n version, called threshold ring signature [2] where at least t
entities are required to jointly and anonymously sign a given documents. In the
public key infrastructure (PKI), threshold ring signatures can not achieve real
spontaneity since all group members must pre-enroll the PKI before they can
come to generate a valid signature. To solve this problem, an ID-based threshold
ring signature scheme was constructed [4].
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The security of [4] is based on the computational Diffie-Hellman problem
that is not harder than the discrete logarithm problem. Unfortunately, Shor [15]
demonstrated that the factoring and the (elliptic curve) discrete logarithm prob-
lems can be efficiently attacked with quantum computers. It is widely believed
that it is certainly not sufficient for cryptographic constructions to rely solely
on these two problems in the long term. A promising alternative to number-
theoretic constructions is lattice-based cryptosystems which offers several con-
crete advantages. Firstly, the basic lattice operations manipulate relatively small
numbers (e.g., in machine-word size) and are inherently parallelizable. The lin-
ear operations which require less computational overhead can potentially yield
efficient constructions. Secondly, lattice-based cryptosystems are based on the
worst-case hard problems whereas factorization-based and discrete logarithm-
based cryptosystems are based on the average-case hard problems. In another
word, a randomly chosen instance of the lattice-based construction is at least
as hard to attack as to solve the worst-case instance of a related lattice prob-
lem. Thus, choosing secure keys is easy. Finally, lattice problems are considered
currently immune to quantum attacks. The best known algorithms for solving
several lattice problems have an exponential complexity in the lattice dimension
(in contrast to the sub-exponential algorithm known for factoring). Lattice-based
cryptosystems are conjectured to be post-quantum.

Very recently, ideal lattices are used to construct multilinear maps [9]. With
this technique as the basic underlying module, we construct the first ID-based
threshold ring signature scheme from lattices. It is not a trivial effort to design
the scheme by utilizing the multilinearity without any regulation since multilin-
ear maps out of ideal lattices do not perform totally the same as the bilinear
maps out of parings. In another word, one can not base the security of the scheme
directly on the graded Computational Deffie-Hellman problem(GCDHP) for the
multilinear systems. We introduce the concept of variant graded Computational
Deffie-Hellman problem (vGCDHP) and we prove that it is equivalent to the
problem GCDHP. Then we extended vGCDHP to the general graded Com-
putational Deffie-Hellman problem (gGCDHP) that we believe is harder than
vGCDHP and GCDHP. Our ID-based threshold ring signature scheme is based
on the corresponding general graded Computational Deffie-Hellman assumption
(gGCDHA).

1.1 Related Work

Since Bresson et.al. extended the ring signatures into threshold ring signatures,
many works attempted to construct variant schemes with special properties or
construct more efficient schemes by using different techniques.

Separable threshold ring signatures were proposed by Liu et.al. in [10] to
involve the separability, i.e., the use of various flavours of public keys. Later,
individual-linkability was further introduced to form separable linkable threshold
ring signatures [16].

In [17],Wang and Han introduced the notion of threshold ring signature into
certificateless public key cryptography and proposed a concrete certificateless
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threshold ring signature scheme that was provably secure in the random oracle
model.

Threshold ring signatures from pairings and the ID-based version were pro-
posed in [19] and [4], respectively. Using secret sharing and Lagrange recon-
structing techniques, Xu and Lv [21] presented a new ID-based threshold ring
signature scheme that needed only two pairings for any ring size and didn’t need
a trusted party for generating the secret keys. Assuming the hardness of fac-
toring, Xiong et.al. [20] proved their ID-based threshold ring signature scheme
without pairings secure under the random oracle model.

Based on error-correcting codes, Melchor et.al. [11] constructed a constant-size
threshold ring signature scheme whose time complexity was linear in ring size
and independent of the threshold. Using random linear codes over the field Fq,
Cayrel et.al. [5] constructed an improved threshold ring signature scheme built
on the q-SD identification scheme [7]. It was the first efficient implementation
of this type of code-based schemes. Another code-based threshold ring signature
scheme was constructed by Dallot and Verganaud [8] who did not derive their
construction from any identification.

Petzoldt et.al. extended Sakumoto et.al.’s multivariate identification scheme
[14] to a security-provable threshold ring signature scheme [12] that was the first
multivariate scheme of this type. The signatures were at least twice shorter than
those in code-based constructions.

The first lattice-based threshold ring signature scheme is proposed by Cayrel
et.al. [6] who used the short integer solution (SIS) problem as the security as-
sumption. It exhibited a lattice-based cryptosystems with worst-case to average-
case reduction in the field of threshold ring signature. Bettaieb and Schrek [1]
presented an improvement to their scheme and got a more efficient threshold
ring signature. The size of the signature is a significant reduction.

We aim at constructing the ID-based threshold ring signature scheme from
lattices. To the best of our knowledge, our work is the first ID-based scheme from
lattices. In [18], Wang and Sun proposed a lattice-based ring signature scheme in
the random oracle model. The key tool they used was the bonsai tree technique.
It didn’t seem trivial to extend this scheme into a threshold version.

1.2 Organization

The rest of this paper is divided as follows. In Section 2, we give some preliminar-
ies regarding the formal definition and security model of an ID-based threshold
ring signature scheme, graded encoding systems from lattices, the proposed new
concepts of variant graded Computational Deffie-Hellman problem (vGCDHP)
and general graded Computational Deffie-Hellman problem (gGCDHP). Subse-
quently, we describe our ID-based threshold ring signature scheme form lattices
in Section 3. Afterwards, we provide the provable security under the random
oracle model in Section 4. Lastly, conclusion is drawn and further lines of work
is given in Section 5.
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2 Preliminaries

2.1 ID-Based Threshold Ring Signature

Generally, an ID-based threshold ring signature scheme is made up of such four
algorithms as Setup,KeyGen, Sign andVerify. Their functionalities are listed
as follows.

– Setup: On input the security parameter λ, it outputs a master private key
s and the corresponding master public key params which includes the de-
scription of the message space, the signature space, the size N of ring and
the threshold T ≤ N .

– KeyGen: On input a signer’s identity ID ∈ {0, 1}∗, the master private key
s, it outputs the signer’s private key SID.

– Sign: On input a message msg, a list that contains N user’s identities
{ID1, · · · , IDN}, the private keys {SIDi1

, SIDi
T ′ } of T ′ ≥ T members in

the list, it outputs an (N, T ) ID-based threshold ring signature σ on the
message msg.

– Verify: On input a ring size N , a threshold T , a message msg, an alleged
(N, T ) threshold ring signature σ for this message, a list of N signers’ iden-
tities {ID1, · · · , IDN}, it outputs � as acceptation if σ is a valid signature
on the message msg that is signed by at least T members in the list, or it
outputs ⊥ as rejection if σ is an invalid signature.

The consistency constraint for the ID-based threshold ring signature scheme
should be satisfied by these algorithms. In another word, if σ = Sign(msg,
{ID1, · · · , IDN}, {SIDi1

, · · · , SIDi
T ′ }) where T ′ ≥ T , it should hold thatVerify

(N, T,m, σ, {ID1, · · · , IDN}) = �.
The unforgeability and signer ambiguity for the ID-based threshold ring sig-

nature scheme should also be provided. These two security requirements are
described by the following definitions.

Definition 1. An (N, T ) ID-based threshold ring signature scheme has the
existential unforgeability against adaptive chosen-message-and-identity attacks
(EUF-IDTR-CMIA2 secure) if and only if no adversary has a non-negligible ad-
vantage in the following EUF-IDTR-CMIA2 game played between a challenger
C and a forger F .

EUF-IDTR-CMIA2 game
Setup: Taking the security parameter λ as input, C runs the Setup algorithm

to produce the master private key s and the corresponding master public key
params. He forwards params to F .

Queries: F makes polynomially many queries in an adaptive way. The queries
can be types of hash functions, KeyGen and Sign.

– Hash function queries: F asks for the values of all hash functions for any
input.

– KeyGen queries: F asks C to compute the private key SID = KeyGen(ID)
for any chosen identity ID.
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– Sign queries: F constructs any list of identities {ID1, · · · , IDN} for a thresh-
old T ≤ N , and asks C to provide an (N, T ) ID-based threshold ring signature
σ for any chosen message m.

Forgery: F outputs an (N, T ) ID-based threshold ring signature σ that is
believed to be signed on message msg by at least T members in the identity list.
The restriction is that the pair of msg and identity list has not ever appeared
in the set of previous Sign queries and less than T private keys in the list has
ever been returned by previous KeyGen queries.
F is said to win the game if Verify(N, T,msg, σ, {ID1, · · · , IDN}) returns

�. The advantage of F is the probability that he wins the game.

Definition 2. An (N, T ) ID-based threshold ring signature scheme has the
unconditional signer ambiguity if and only if for any N users with identities
{ID1, · · · , IDN}, any T ′ ≥ T signers {IDi1 , · · · , IDiT ′ }, any message msg,
and any signature σ = Sign(msg, {ID1, · · · , IDN}, {SIDi1

, · · · , SIDi
T ′ }), any

verifier A that is not one of the T ′ signers{IDi1, · · · , IDiT ′ }, and possesses
unbounded computing resources, does not have advantage better than 1

CT
N

to

identify the T participating signers. Equivalently, nobody can catch a member
of {IDi1 , · · · , IDiT ′ } with a probability larger than T

N .

2.2 Graded Encoding System from Lattices

Let λ be the security parameter, κ ≤ poly(λ) be the multi-linearity level. Define
a cyclotomic ring and two quotient rings as follows: R = Z[x]/(xn + 1) where

n = Õ(κλ2), a power of 2, is large enough to ensure security; Rq = R/qR where
the modulus q = 2n/λ is large enough to support functionality; QR = R/I
where I is a principal ideal I = 〈g〉 ⊂ R generated by a secret short vector
g that is simply drawn from a discrete Gaussian over Zn, say g ← DZn,σ with

σ = Õ(
√
n). Set z be a secret element (not required to be short) chosen at

random in Rq.

The GGH’s κ-graded encoding system [9] is a system of sets S =
{
S
(e+I)
i ={

c/zi ∈ Rq : c ∈ e+ I, ‖c‖ < q1/8
}
: e + I ∈ R/I, 0 ≤ i ≤ κ

}
, equipped with

eight efficient procedures Instance generation, Ring sampling, Encoding,
Adding, Multiplying, Zero testing, Extraction.

In the graded system, a level-zero encoding of a coset e + I is just a short
vector in that coset, a level-i encoding is a vector of the form c/zi ∈ Rq with

c ∈ e+ I short, and the set of all level-i encodings is S
(e+I)
i .

Instance Generation: (params,pzt) ← InstGen(1λ, 1κ). Choose a level-one
encoding of 1+I, namely an element y = [a/z]q where a ∈ 1+I is short and the
notation [τ ]q denotes the reduction of τ modulo q into the interval [−q/2, q/2).
Choose m = O(n2) randomizers xi that are just random encodings of zero,
namely xi = [bi/z]q where the bi’s are short elements in I. Denote by X the
matrix with the vectors xi as rows, namelyX = (x1| · · · |xm)T . Draw a somewhat
small ring element h ← DZn,

√
q and set the level-κ zero-testing parameter as
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pzt = [hzκ/g]q. Choose also a random seed s for a strong randomness extractor.
Publish params = (n, q,y,X, s) and pzt.

Ring Sampling: d← samp(params). Sample a level-zero encoding of a random
coset by drawing a random sort element in R, d← DZn,nσ.

Encoding: ui ← enc(params, i,d). Draw an m-vector of integer coefficients
r← DZm,σ∗ for large σ∗ = 2λγ with noise-bound γ, and output ui = [dyi+rX]q.

Adding: Given the encodings uj = [cj/z
i]q of the cosets cj + I’s, output the

sum
∑

j uj of the form [c/zi]q where c = Σjcj is still a short element in the sum
Σj(cj + I) of the cosets.

Multiplying: Given the encodings uj = [cj/z
i]q of the cosets cj + I’s, output

the product
∏

j uj of the form [c/zΣi]q where c = Πjcj belongs to the product
coset Πj(cj + I).

Zero Testing: isZero(params,pzt,uκ)
?
= 0/1. To test if a level-κ encoding uκ =

[c/zκ]q is an encoding of zero, just multiply it by pzt and check whether the result-

ing element is short, namely isZero(params,pzt,uκ) =

{
1, ‖pztuκ‖∞ < q3/4

0, otherwise
.

Extraction: v ← ext(params,pzt,uκ). To extract a canonical and random
representation of a coset from an encoding uκ = [c/zκ]q, just multiply it by
the zero-testing parameter pzt, collect the (log q)/4 − λ most-significant bits
of each of the n coefficients of the result, and apply a strong randomness ex-
tractor to the collected bits using the seed from the public parameters, namely
ext(params,pzt,uκ) = EXTRACTs(msbs([uκpzt]q)).

2.3 The GCDH Problem and Its Generalization

Definition 3 The graded Computational Deffie-Hellman problem (GCDHP)
is, on input (y,X,pzt) ← InstGen(1λ, 1κ),u0 = [e0y + r0X]q,u1 = [e1y +
r1X]q, · · · ,uκ = [eκy + rκX]q where ei ← DZn,σ and ri ← DZm,σ∗ for i =
0, 1, · · · , κ, to output a level-κ encoding of

∏κ
i=0 ei+I, i.e., to generate ω ∈ Rq

such that isZero(params,pzt, ω − e0
∏n

i=1 ui) passes. The graded Computa-
tional Deffie-Hellman assumption (GCDHA) states that it is computationally
intractable to resolve the problem GCDHP.

Definition 4 The variant graded Computational Deffie-Hellman problem
(vGCDHP) is, on input (y,X,pzt) ← InstGen(1λ, 1κ), t ≥ 0,u0 = [e0y +
r0X]q,u1 = [e1y + r1X]q, · · · ,uκ = [eκy + rκX]q where ei ← DZn,σ and ri ←
DZm,σ∗ for i = 0, 1, · · · , κ, to output a level-(κ+ t) encoding of et+1

0

∏κ+t
i=1 ei+I

for any chosen eκ+1, · · · , eκ+t ← DZn,σ, i.e., to generate ω ∈ Rq such that

isZero(params,pzt, ω − e0
∏κ

i=1 ui

∏κ+t
i=κ+1(eiu0)) passes. The variant graded

Computational Deffie-Hellman assumption (vGCDHPA) states that it is compu-
tationally intractable to resolve the problem vGCDHP.

GCDHP is a special case of vGCDHP when setting t = 0. vGCDHP is a
special case of GCDHP when adding uκ+1 = eκ+1u0, · · ·uκ+t = eκ+tu0. We can
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understand the relationship between these two problems in another viewpoint as
follows. If the task ofGCDHP is hard, then it is still hard1 to compute a level-(κ+
t) encoding of et+1

0

∏κ
i=1 ei

∏κ+t
i=κ+1 ei+I with the knowledge of eκ+1, · · · , eκ+t.

The latter task is that of vGCDHP.
Actually, GCDHP and vGCDHP are equivalent, as claimed in the following

theorem.

Theorem 1. If there exists a determinant algorithm that can compute GCDHP
in polynomial time, then there is also a determinant algorithm to compute
vGCDHP in polynomial time, and vice versa.

Proof. If GCDHP is efficiently computable, we can get v = e0
∏κ

i=1 ui and

then solve vGCDHP by computing vut
0

∏κ+t
i=κ+1 ei. If vGCDHP is efficiently

computable, we can set t = 0 and get the solution of GCDHP. �

For our scheme, we propose a more general problem and the corresponding
assumption based on the problem vGCDHP and the assumption vGCDHA.

Definition 5. The general graded Computational Deffie-Hellman problem
(gGCDHP) is, on input (y,X,pzt) ← InstGen(1λ, 1κ), t ≥ 0,u0 = [e0y +
r0X]q,u1 = [e1y + r1X]q, · · · ,uκ = [eκy + rκX]q where ei ← DZn,σ and
ri ← DZm,σ∗ for i = 0, 1, · · · , κ, to output a level-(κ + t) encoding of (x1es1 +

h1e0es1)
∏κ

i=2 xiesi
∏κ+t

i=κ+1(xiei + hie0ei)+I for any permutation (s1, · · · , sκ)
of (1, · · · , κ) and any chosen eκ+1, · · · , eκ+t, x1, · · · , xκ+t ← DZn,σ, h1, hκ+1, · · · ,
hκ+t ∈R Z∗

q , i.e., to generate ω ∈ Rq such that isZero(params, pzt, ω−(x1us1+

h1e0us1)
∏κ

i=2 xiusi

∏κ+t
i=κ+1(xieiy+ hieiu0)) passes. The general graded Com-

putational Deffie-Hellman assumption (gGCDHPA) states that it is computa-
tionally intractable to resolve the problem gGCDHP.

vGCDHP is a special case of gGCDHP with x1 = xκ+1 = · · · = xκ+t = 0,
x2 = · · · = xκ = 1, and h1 = hκ+1 = · · · = hκ+t = 1.

3 ID-Based Threshold Ring Signature from Lattices

We construct our ID-based threshold ring signature from lattices with the tool
of multilinear maps defined in Section 2.2. The ring size is N and the threshold
is T . The zero-testing parameter for the multilinear maps is a level-2N one
pzt = [hz2N/g]q, rather than level-κ. Moreover,H(·), H1(·), H2(·) and H3(·) are
four cryptographic hash functions where H : {0, 1}∗ → Rq, H1 : {0, 1}∗ → Zn,
H2 : {0, 1}∗ → Zm and H3 : {0, 1}∗ → Z∗

q . H(ID) is constructed out of H1(ID)
and H2(ID) in such a way as H1(ID)y + H2(ID)X.

Setup: The trusted authority (TA) samples a level-zero encoding of a random

coset, i.e., draws a random short element in R, d ← DZn,δ with δ = n · Õ(
√

n).
d serves as the secret master key. The corresponding public key is the re-
randomization of encoding at level one for the master key, i.e., K = dy + rX,

1 It is easy to get a level-(κ + t) encoding of et
0

∏κ+t
i=1 ei + I by computing

∏κ
i=1 ui∏κ+t

i=κ+1(eiu0). It is also easy to get a level-(κ+ t + 1) encoding of et+1
0

∏κ+t
i=1 ei+I

by computing u0

∏κ
i=1 ui

∏κ+t
i=κ+1(eiu0).
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where the m-vector of integer coefficients r is drawn from DZm,δ′ for large enough
δ′. The system parameters are:

params = {R, N, T, q,y,X,K,H(·), H1(·), H2(·), H3(·),pzt}

KeyGen: The user Pi with identity IDi sets his public key QIDi = H(IDi) =
diy + d′iX, where di = H1(IDi) ∈ Z

n and d′i = H2(IDi) ∈ Z
m. TA produces a

private key SIDi = dQIDi for the user Pi.

Sign: Assume the ring being L = {P1, · · · , PT , PT+1, · · · , PN}. Without loss
of generality, let P1, · · · , PT be the participating signers and PT+1, · · · , PN be
the non-participating signers. Anyone Ps with identity IDs in the group of T
participating signers can play the role of a representative in this group and carries
out the signing procedures with the help of the other signers. The message to be
signed is msg.

– For i ∈ {T + 1, · · · , N}, Ps chooses xi ∈ Zn, hi ∈ Z∗
q , ri ← DZm,δ′ and

computes Ui = xiy − hiK + riX and Vi = xiQIDi .
– For j ∈ {1, · · · , T }, each participating signer Pj with identity IDj chooses

rj ∈ Zn, r′j ← DZm,δ′ and computes Uj = rjy + r′jX.

– Ps computes h0 = H3(L, T,msg,
⋃N

k=1{Uk}). Then he constructs a polyno-
mial f of degree N − T over Zq such that f(0) = h0, and f(i) = hi for
T + 1 ≤ i ≤ N .

– For j ∈ {1, · · · , T }, each participating signer Pj with identity IDj computes
hj = f(j) and computes Vj = rjQIDj + hjSIDj .

– Ps computes V =
∏N

k=1 Vk and outputs the signature for msg and L as

σ = {
⋃N

k=1{Uk}, V, f}.

Verify: Any verifier can check whether a signature σ = {
⋃N

k=1{Uk}, V, f} for
a message msg is generated by at least T signers from the set L of users in such
a way:

– Check if the polynomial f has a degree of N − T and a constant term
of H3(L, T,msg,

⋃N
k=1{Uk}). Proceed if both conditions are satisfied, reject

otherwise.
– For k ∈ {1, · · · , N} compute hk = f(k).
– Check whether the zero testing procedure isZero(params, pzt,∏N

k=1 QIDk
(Uk + hk · K) − V yN ) passes. Accept the signature if the test

passes, reject it otherwise.

Since rows ofX are all in the coset 0+I, and
∏N

i=1(αi+siX) =
∏N

i=1 αi+s′X,∏N
i=1(αi + siX) and

∏N
i=1 αi fall into the same coset α + I for some α ∈ R.

Consequently, we can verify the consistency of our construction as follows.

N∏
k=1

QIDk
(Uk + hkK)− V yN
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=

N∏
i=T+1

QIDi(Ui + hiK)

T∏
j=1

QIDj (Uj + hjK)−
N∏

i=T+1

Viy

T∏
j=1

Vjy

=

N∏
i=T+1

QIDi(xiy − hiK + riX+ hiK)

T∏
j=1

QIDj (rjy + r′jX+ hjK)

−
N∏

i=T+1

xiQIDiy
T∏

j=1

(rjQIDj + hjSIDj )y

=

N∏
i=T+1

QIDi(xiy + riX)

T∏
j=1

QIDj (rjy + hj(dy + rX) + r′jX)

−
N∏

i=T+1

xiQIDiy
T∏

j=1

(rjQIDj + hjSIDj )y

=

N∏
i=T+1

QIDixiy

T∏
j=1

(rjQIDj + hjSIDj )y + s1X

−
N∏

i=T+1

xiQIDiy

T∏
j=1

(rjQIDj + hjSIDj )y

= s1X

This implies that
∏N

k=1 QIDk
(Uk + hkK) − V yN lies in the coset of 0 +

I. Therefore the zero testing procedure isZero(params, pzt,
∏N

k=1 QIDk
(Uk +

hkK)− V yN ) passes.

4 Scheme Analysis

We show in the following theorems that our scheme is existentially unforgeable
and signer anonymous.

Theorem 2. If there exists an polynomial-time algorithm F that can win
the EUF-IDTR-CMIA2 game, then in the random oracle model, the general
gGCDHP problem can be solved in polynomial time with non-negligible proba-
bility.

Proof. Assume that the challenger C is challenged by a random gGCDHP instance
(y,X,pzt), T > 0,u0 = [e0y + r0X]q,uT = [eTy + rTX]q, · · · ,uN = [eNy +
rNX]q where ei ← DZn,δ/n and ri ← DZm,δ′ for i = 0, T, · · · , N , and output a

level-N encoding of
(∏T−1

i=1 (xiei+hie0ei)
)
(xTesT +hTe0esT )

(∏N
i=T+1 xiesi

)
+

I for any permutation (sT , · · · , sN) of (T, · · · , N) and any chosen e1, · · · , eT−1,
x1, · · · ,xN ← DZn,σ, h1, · · · , hN ∈R Z∗

q .
C will play the role of the challenger for F in the EUF-IDTR-CMIA2 game.

F is allowed to make qH hash queries and qS signing queries, respectively. It
is assumed that F always queries on the hash H(·) (equally H1(·) and H2(·))
values of identities before he makes any KeyGen query.
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C gives F the system parameters as params = {R, T, q,y,X,K = u0, H(·),
H1(·), H2(·), H3(·),pzt}. Note that e0 is unknown to C. This value simulates the
master key value for the TA in the game.

Construct a null list L1 for the hash queries. The tuples of hash queries will
appear as (IDi, QIDi , H1(IDi), H2(IDi)). When F queries on the hash H(·),
H1(·) and H2(·) values of identities, C checks the list L1. If an entry for the
query exists, C sends F the same answer H(IDi) = H1(IDi)y + H2(IDi)X.
Otherwise, with probability of qH−N+T−1

qH
, C generates random ei ∈ Zn and

e′i ∈ Z
m, sets H1(IDi) = ei and H2(IDi) = e′i, sends F the answer QIDi =

H(IDi) = eiy + e′iX, and (IDi, QIDi , ei, e
′
i) is appended in the list L1; with

probability of N−T+1
qH

, C chooses ui out of ut, · · · ,un without repetition, sends

F the answer QIDi = ui, and (IDi, QIDi ,−,−) is appended in the list L1.
In the KeyGen queries, if the QIDi is one of the ui, the game fails; otherwise,

eiu0 can serve as the associated private key since eie0y+ ei(r0X)) and e0eiy+
e0(e

′
iX) are both encoding of e0ei + I.

When F queries on the H3 function, C checks the list L2. If he finds an entry
for the query, C just sends F the same answer. Otherwise C generates a random
element in Z∗

q and uses this value as the answer to F . The query and the answer
are stored in list L2.

Consider that F queries on Sign. F chooses a group of N users’ identities
L = {ID1, · · · , · · · , IDN}, a threshold value T ≤ N and any message msg. F
responds with an (N, T ) ID-based threshold ring signature σ as follows.

1. Randomly choose hi ∈ Z∗
q for i ∈ {0, T + 1, · · · , N}.

2. Construct over Zq a polynomial f with degree of N − T such that f(i) = hi

for i ∈ {0, T + 1, · · · , N}.
3. Compute hj = f(j) for j ∈ {1, · · · , T }.
4. Randomly choose xk ∈ Z

n, rk ← DZm,δ′ and compute Uk = xky−hkK+rkX
for k ∈ {1, · · · , N}.

5. Compute V =
∏N

k=1(xkQIDk
).

6. Assign2 h0 as the value of H3(L, T,msg,
⋃N

k=1{Uk}); if collision occurs, gen-
erate another h0 and repeat.

7. Output the signature as σ = {
⋃N

k=1{Uk}, V, f}.

At the final phase, F outputs a forged signature σ = {U, V, f} which is signed
by some T members of the group L = {ID1, · · · , IDT−1, IDT , IDT+1, · · · , IDN}.
By checking the hash function list, C can learn the set of T − 1 participating
signers (w.l.g, ID1, · · · , IDT−1) who have once queried on their own private
keys. When the non-participating signers are exactly those with public keys
QIDi = usi (i = T, · · · , N), C solves the challenged general gGCDHP problem

by outputting V that should have the form of the encoding of
(∏T−1

i=1 (xiei +

hieie0)
)
(xT esT + hTe0esT )

(∏N
i=T+1 xiesi

)
+I, where e1, · · · , eT−1 are stored

2 Only in the ROM game, can we have such hash assignment since hash is assumed to
be controlled by the simulator. In reality, hash functions are public, so this kind of
assignment is prohibited and attacks based on the idea in this step can not succeed.
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into the hash function list when both queries QIDi and SIDi are made, and
esT , · · · , esN correspond to the permutation of uT , · · · ,uN that are stored when
only queries QIDi are made and ui’s are assigned.

Consider the success probability that C solves the general gGCDHP problem.
The probability that F does not make the KeyGen queries on those QIDi = ui

(i = T, · · · , N) is
(qH−N+T−1

qS
)

(qHqS )
. For the forged signature, the probability that the

T−th unknown participating singer and the N −T +1 non-participating signers

are just those who have public keys QIDi = ui (i = T, · · · , N) is
(qH−qS
N−T+1)
(qHqS )

.

Consequently, the success probability for C is the product
(qH−N+T−1

qS
)

(qHqS )
· (

qH−qS
N−T+1)
(qHqS )

.

If the gap between qH and qS is not too large—this accords with reality, the
probability is non-negligible. �

Theorem 3. Our ID-Based threshold ring signature scheme from lattices satis-
fies the property of unconditional signer ambiguity.

Proof. It can be shown that each item in the threshold ring signature
{
⋃N

k=1{Uk}, V, f} generated according to our construction is uniformly dis-
tributed. Considering the polynomial f with degree N−T , since it is determined
by hT+1, · · · , hN randomly chosen and h0 output by a hash function, its coeffi-
cients and the function values h1, · · · , hT appear uniform over Z∗

q . Considering⋃N
k=1{Uk}, for j ∈ {1, · · · , T }, {Uj} distributes uniformly since {rj} and {r′j}

are chosen randomly; for i ∈ {T + 1, · · · , N}, {Ui} distributes uniformly since
{xi} and {ri} are chosen randomly and hi are a value derived by the random
function f . Similarly, Vi’s determined by xi’s are uniformly distributed. And Vj ’s
determined by rj ’s and hj ’s are distributed uniformly. So does V have the same
uniform distribution. For any message m and any identities list L, the distribu-
tions of all items of {

⋃N
k=1{Uk}, V, f} are independent and uniform no matter

which T participating signers are.
As has been seen in the construction, the threshold ring signature is produced

by at least T participating signers in the ring of L that consists of N users. But
the identities of these T participating signers are not explicitly or distinguishably
claimed in L, even an adversary with all the private keys corresponding to the
set of identities L and unbounded computing resources has only a probability of
1

CT
N

to identify the T participating signers. �

5 Conclusion

Ring signatures aim to provide signer anonymity without revocation. They have
many kinds of extension. One of those is the threshold ring signature. Threshold
ring signatures in the identity based scenarios support the real spontaneity. With
the tool of multilinear maps that are constructed from ideal lattices, we propose
the first ID-based threshold ring signature scheme from lattices, with purpose
to get the resistance against the quantum computer attacks. To achieve that, we
introduce a new concept of the problem vGCDHP that is proved to be equivalent
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to the original problem GCDHP for the graded encoding system. This problem
is further generalized as the problem gGCDHP, based on which we prove our
ID-based threshold ring signature scheme is existentially unforgeable and signer
anonymous. The proof is carried out in the random oracle model. The open
problem is to construct efficient ID-based threshold ring signatures with provable
security in the standard model.

Acknowledgement. The work was supported by 973 Program (No.
2012CB316100) the National Natural Science Foundation of China (No. 61172082,
61309028, 61379154).
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Abstract. Transitive signatures allow a signer to authenticate a graph
in such a way that given two signatures on adjacent edges (i, j) and
(j, k), anyone with public information can compose a signature on edge
(i, k). In all existing transitive signature schemes, to prevent signature
exposure, a secure channel is required between the signer and the re-
cipient to transfer the signature. To eliminate this need, in this paper
we introduce a new notion called Identity-Based Transitive Signcryption
(IBTSC) by integrating transitive signatures and identity-based sign-
cryption. We present formal definitions and a concrete construction of
IBTSC. In the random oracle model, we prove that the proposed IBTSC
scheme is secure in the proposed models of confidentiality and unforge-
ability for IBTSC. Our design not only preserves all desirable properties
of transitive signatures but also prevents signature exposure in an effi-
cient way.

Keywords: Transitive signatures, identity-based signcryption, privacy.

1 Introduction

Let G = (V,E) denote a graph with a finite set V of vertices and a finite set
E ⊆ V ×V of edges. To add an edge (i, j) to G, the signer with a public/private
key pair (tpk, tsk) can produce a classic signature of edge (i, j). But this approach
would be awkward if the graph grows frequently and dynamically. For naturally
transitive graphs, where there is an edge from node i to node j whenever there
is a path from i to j, an edge can be trivially viewed as valid if there is a chain
of signatures that authenticate a sequence of edges forming a path from node i
to node j. However, this trivial solution has two inherent shortcomings [24]: (1)
signature size grows linearly with the number of nodes on the path; and (2) the
loss of privacy as the chain of signatures carries information about the whole
path.

Transitive signatures, as introduced by Micali and Rivest [24] in 2002, is an
efficient method to dynamically build an authenticated graph edge by edge.
Given two signatures on adjacent edges (i, j) and (j, k), anyone with the signer’s
public key can compute a signature on edge (i, k). With this feature, adding a

� Corresponding Author

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 246–259, 2014.
c© Springer International Publishing Switzerland 2014



Identity-Based Transitive Signcryption 247

new edge (i, k) does not necessarily require the involvement of the original signer,
nor the need to demonstrate the whole path from node i to node k. Transitive
signatures can be used to authenticate undirected graphs (in which (i, j) and
(j, i) represent the same edge) and directed graphs (in which (i, j) and (j, i)
represent distinct edges). Possible applications of transitive signatures include
administrative domains (where an edge between i and j indicates that i and j
are in the same domain), military chains of command (where an edge from i to
j indicates that i commands j) [24], and secure routing [2].

The notion of identity-based cryptography was introduced by Shamir [29]
in 1984. The essential idea is that the user’s public key can be derived from
his/her recognized identity information (e.g., e-mail address and ID number),
and then the public key would be directly verified without certificate. In 1997,
Zheng [34] introduced the concept of signcryption, which achieves both the func-
tions of digital signature and public key encryption in a single logical step,
at a cost significantly less than that required by the traditional “signature-
then-encryption” method. Malone-Lee [22] then extended the signcryption idea
to identity-based cryptography and presented an Identity-Based Signcryption
(IBSC) scheme. They gave a model of security for such schemes and sketched
the detail of how their scheme can be proved secure in this model. With the
functionality of identity-based cryptography in the signcryption scheme, users
within the system can use their recognized identity information as their public
keys. This greatly reduces the problems with key management that have ham-
pered the mass uptake of public key cryptography on a per individual basis
[29].

Motivation. As introduced in [24], transitive signatures for a directed graph can
be used to authenticate a military chain of command, where vertices represent
personnel and a directed edge (i, j) from i to j means that i commands (or
controls) j. In a public network environment, transitive signatures will be readily
obtained by the attacker and personnel-relationship in the military chain of
command will be leaked. In all existing transitive signature schemes, to prevent
signature exposure, a secure channel is required between the signer and the
recipient to transfer the signature. In this paper, we introduce the notion of
Identity-Based Transitive Signcryption (IBTSC) by integrating the notions of
transitive signatures and Identity-Based Signcryption (IBSC). Our design not
only preserves all desirable properties of transitive signatures but also eliminates
the need of secure channel for signature delivery. As presented in [34], a secure
signcryption scheme provides both confidentiality and authentication in a more
efficient way than “signature-then-encryption”.

1.1 Related Works

Two transitive signature schemes based on discrete logarithm assumption and
RSA assumption were proposed by Micali and Rivest [24]. The discrete loga-
rithm based transitive signatures was proven to be transitively unforgeable under
adaptive chosen message attacks, while the natural RSA based transitive sig-
natures was merely proven transitively unforgeable under non-adaptive chosen



248 S. Hou, X. Huang, and L. Xu

message attacks. Shortly afterwards, Bellare and Neven [5,6] proposed a series of
transitive signature schemes based on one-more RSA-inversion assumption, fac-
toring assumption, one-more discrete logarithm assumption and one-more gap
Diffie-Hellman assumption. All these schemes were proven to be transitively un-
forgeable under adaptive chosen message attacks. Wang et al. [30] provided the
first construction of transitive signature using braid groups. Gong et al. [15] con-
structed a transitive signature scheme from Linear Feedback Sequence Register
(LFSR).

It has been an open problem of building transitive signatures for directed
graphs since the seminal work by Micali and Rivest [24]. In fact, Hohenberger [16]
even provided evidence that directed transitive signature schemes may be very
hard to construct, because they would imply a new mathematical structure called
Abelian trapdoor groups with infeasible inversion, which is not known to exist. In
2007, Yi [31] firstly proposed a directed transitive signature scheme for a special
case that the directed graph is a directed tree. The security of the scheme is
based on a RSA-related assumption and the security of an underlying standard
signature scheme [5,14]. Later, Neven [25] presented a conceptually simple and
generic construction of a transitive signature scheme for directed trees from any
standard signature scheme. This result is more efficient than Yi’s [31] scheme
and does not rely on any RSA-related assumptions. Recently, Camacho and
Hevia [10] proposed a new practical transitive signature scheme for directed
trees, which is the most efficient one to the date.

The concept of identity-based cryptography was firstly introduced in 1984 by
Shamir [29] whose idea was that the user’s public key can be derived from his/her
recognized identity information (e.g. e-mail address and PAN number). Several
practical identity-based signature schemes have been proposed since 1984 (see
[4] for a thorough study of them), but a satisfying identity-based encryption
scheme [7] only appeared in 2001. The first Identity-Based Signcryption (IBSC)
scheme was proposed by Malone Lee [22] in 2002. They gave a model of security
for such schemes and sketched the detail of how their scheme may be proved
secure in this model. Since then, many IBSC schemes have been proposed in
literature [3,9,12,21,23,26]. Their main objective is to reduce the computational
complexity and to design more efficient IBSC schemes. However, most IBSC
schemes were proven secure in the random oracle model.

The first IBSC scheme without random oracles was proposed by Yu et al.
[32] in 2009. However, Jin et al. [17] and Zhang [33] proved that their scheme is
not secure and gave improvement on their scheme. In [19], Li et al. showed that
Jin et al.’s scheme [17] does not have the indistinguishability against adaptive
chosen ciphertext attacks (IND-CCA2) and existential unforgeability against
adaptive chosen messages attacks (EUF-CMA). In [20], Li and Takagi showed
that Zhang’s [33] scheme does not possess IND-CCA2 security and proposed
an improved IBSC scheme. But the new scheme in [20] does not satisfy either
IND-CCA2 property or EUF-CMA property as shown by Selvi et al. [27]. Re-
cently, Selvi et al. [28] proposed the first provably secure IBSC scheme in the
standard model with both IND-CCA2 and EUF-CMA properties. Kushwah and
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Lal [18] also proposed a provably secure IBSC scheme without random oracles
which has existential signature unforgeability.

1.2 Our Contributions

This paper, for the first time, introduces the notion of Identity-Based Transi-
tive Signcryption (IBTSC) by integrating the notions of transitive signatures
and Identity-Based Signcryption (IBSC). We present formal definitions and a
concrete construction of IBTSC, with formal security proofs under the random
oracle model. Our design not only preserves all desirable properties of transitive
signatures but also prevents signature exposure, at a relatively low cost. With
the functionality of signcryption, our IBTSC scheme provides both confiden-
tiality and authenticity in a single logical step with significantly less cost than
“signature-then-encryption” approach.

We first present some preliminaries required by this paper.

2 Preliminaries

2.1 Notations

Let N = {1, 2, . . .} denote the set of positive integers. Let ε denote the empty
string. If i1, . . . , in ∈ N then L = i1 ‖ . . . ‖ in is the binary encoding of an
ordered list of natural numbers such that i1, . . . , in are efficiently and uniquely

reconstructed from L. Let x
R←S denote that x is selected randomly from set S.

Let w := v denote the assignment of a value v to w.
We say that a function f : N→ R is a negligible function if for any polynomial

p(·) there exists k0 ∈ N for all k > k0 : f(k) < 1/p(k). We say that an algorithm
is a PPT algorithm if it is probabilistic and runs in polynomial time. If A is

a PPT algorithm, then the notation x
R←−A(a1, a2, . . . , an) denotes that x is

assigned the outcome of running A on inputs a1, a2, . . . , an.

2.2 Graphs

In this paper, we consider a directed graph G = (V,E), whose transitive reduc-
tion is a directed tree, and work on its transitive closure. The transitive closure
G̃ = (Ṽ , Ẽ) of a graph G = (V,E) is defined to have Ṽ = V and to have an edge

(i, j) in Ẽ if and only if there is a path from i to j in G. The transitive reduction
G∗ = (V ∗, E∗) of a graph G = (V,E) is defined to have V ∗ = V and to have the
minimum subset of edges with the same transitive closure as G.

2.3 Bilinear Mapping and Complexity Problems

Let G1 and G2 be two cyclic groups of prime order p, and let g be a generator
of G1. We say that a map e: G1 × G1 → G2 is an admissible bilinear mapping
if it satisfies the following three properties: 1). Bilinear: e(ga, gb) = e(g, g)ab for



250 S. Hou, X. Huang, and L. Xu

all a, b ∈ Z∗
p; 2). Non-degenerate: e(g, g) �= 1; and 3). Computable: there is an

efficient algorithm to compute e(ga, gb) for all a, b ∈ Z∗
p. Bilinear mappings, such

as modified Weil [8] or Tate [13] pairings, can be obtained from certain elliptic
curves. In a specific design, the group G1 is a subgroup of the group of points of
an elliptic curve E/Fp. The group G2 is a subgroup of the multiplicative group
of a finite field F

∗
p2 [7].

– Computational Diffie-Hellman problem (CDH): Given g, ga, gb ∈ G1 , where

a, b
R← Zp, compute gab ∈ G1.

– Bilinear Diffie-Hellman problem (BDH): Given g, ga, gb gc ∈ G1, where a,

b, c
R← Zp, compute e(g, g)abc ∈ G2.

3 Identity-Based Transitive Signcryption (IBTSC)

3.1 Formal Definitions of IBTSC

Similar to the schemes in [9,12] that use two-layer designs of signcryption model,
our construction also use two-layer designs to replace monolithic signcryption.
Two-layer designs of signature followed by encryption is readily adapted to pro-
vide multi-recipient encryption of the same message with a shared signature and
a single bulk message encryption. In order to extract message/signature pair
from any properly formed ciphertext using the recipient’s private key, the mono-
lithic unsigncryption is also divided into two-layer designs of decryption followed
by verification. As stated in [9,12], the two-layer designs of signcryption model
is as efficient as the monolithic signcryption model.

In our Identity-Based Transitive Signcryption (IBTSC) scheme, the signer
needs to send encryption of the same edge/signature pair to multi-recipient, and
the recipient needs to extract the corresponding edge/signature pair from the
ciphertext. Thus, our Identity-Based (directed) Transitive Signcryption (IBTSC)
scheme employs the two-layer designs of signcryption model, and consists of the
following seven algorithms: IBTSC=(Setup, Extract, TSign, Encrypt, Decrypt,
TVf, Comp).

– Setup: The system parameters generation algorithm takes as input 1k where
k is the security parameter, and outputs public parameters params and a
master key msk for the system. That is: (params,msk) ← Setup(1k).

– Extract: The key generation algorithm takes as input the public parameters
params, master key msk and an identity ID, and outputs a private key skID
corresponding to ID. That is: skID ← Extract(params,msk, ID).

– TSign: The signing algorithm takes as input the signer’s identity IDs, the
private key skIDs and nodes i, j ∈ N, outputs an original signature σij of
edge (i, j) and some ephemeral state data ri, rj . That is: (σij , ri, rj) ←
TSign(skIDs

, IDs, i, j).
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– Encrypt: The encryption algorithm takes as input the signer’s private key
skIDs

, the user’s identity IDu, nodes i, j ∈ N, corresponding signature σij

and the ephemeral state data ri, rj , and outputs a ciphertext δij . That is:
δij ← Encrypt(skIDs

, IDu, i, j, σij , ri, rj).

– Decrypt: The decryption algorithm takes as input the user’s private key skIDu

and ciphertext δij , and outputs (IDs, i, j, σij) . That is: (IDs, i, j, σij) ←
Decrypt(skIDu , δij).

– TVf: The verification algorithm takes as input the signer’s identity IDs,
nodes i, j ∈ N and corresponding signature σij , and outputs the verification
result d ∈ {Acc,Rej}. That is: {Acc,Rej} ← TVf(IDs, i, j, σij).

– Comp: The composition algorithm takes as input the signer’s identity IDs,
nodes i, j, k ∈ N and corresponding signatures σij , σjk , and outputs either
a composed signature σik of edge (i, k) or a symbol ⊥ to indicate failure.
That is: {σik,⊥} ← Comp(IDs, σij , σjk, i, j, k).

Correctness. The above algorithms require the following correctness properties.

– Correctness of Decrypt: If (σij , ri, rj)← TSign(skIDs
, IDs, i, j), δij ← Encrypt(

skIDs
, IDu, i, j, σij , ri, rj), and (ÎDs, î, ĵ, σ̂ij) ← Decrypt(skIDu

, δij), then

we must have ÎDs=IDs, (̂i, ĵ) = (i, j) and σ̂ij=σij .

– Correctness of TVf: If (σij , ri, rj) ← TSign(skIDs
, IDs, i, j), then we must

have TVf(IDs, i, j, σij)=Acc.

– Correctness of Comp: Given two legitimate signatures (those obtained from
the signer himself or through composition of legitimate signatures [6]) σij of
edge (i, j) and σjk of edge (j, k), then we must have TVf(IDs, i, k, Comp(IDs,
σij , σjk, i, j, k))=Acc.

3.2 Security Models of IBTSC

Message Confidentiality. The notion of security with respect to confidential-
ity for public key encryption is indistinguishability of encryptions under adaptive
chosen ciphertext attacks (IND-CCA2). For IBTSC this notion is defined by the
following game played between a challenger C and an adversary A.

– Setup: C runs this algorithm to obtain the master key msk and public pa-
rameters params, and sends params to A.

– Queries(phase 1): The adversary A makes the following queries adaptively.

• Extract queries: A submits an identity ID to C. In response, C computes
the private key skID corresponding to ID and returns to A.

• TSign/Encrypt queries:A submits a signer’s identity IDs, a user’s identity
IDu and an edge (i, j) to C. In response, C computes the signature σij

of edge (i, j) under the signer’s private key skIDs
. C then computes the

ciphertext δij of edge/signature pair ((i, j), σij) under the user’s identity
IDu, and returns the ciphertext δij to A.
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• Decrypt/TVf queries: A submits a ciphertext δij , a recipient’s identity
IDu and the signer’s identity IDs to C. In response, C decrypts the
ciphertext δij under the user’s private key skIDu . C then verifies whether
the resulting decryption is a valid edge/signature pair ((i, j), σij) under
the signer’s identity IDs. If so the challenger C returns edge/signature
pair ((i, j), σij) and the signer’s identity IDs to A.

– Challenge: At the end of phase 1, the adversary A submits two distinct edges
(i0, j0) and (i1, j1), a signer’s identity ID∗

s and a user’s identity ID∗
u on which

A wishes to be challenged. The adversary A must not have made an extract
query on ID∗

u. The challenge C randomly chooses a bit b ∈ {0, 1}. C signs
(ib, jb) under the signer’s private key skID∗

s
and encrypts the result under

the user’s identity ID∗
u to produce the ciphertext δ∗. The challenge C returns

the ciphertext δ∗ to A.
– Queries(phase 2): After receiving δ∗, the adversary A can query adaptively

again as in phase 1. But it is not allowed to extract the private key corre-
sponding to ID∗

u or make a Decrypt/TVf query on δ∗ under ID∗
u.

– Guess: Eventually, A outputs a bit b′ and wins the game if b = b′.

The advantage of an adversary to win the above game is defined as
AdvIND-CCA2

A,IBTSC (k) = |Pr[b′ = b]− 1/2|.
Definition 1. We say that a PPT adversary A can (t, ε)-break the confidential-
ity of IBTSC if A runs in time at most t, makes at most qR queries to random
oracle (if in the random oracle model), qe Extract queries, qs TSign/Encrypt
queries , qd Decrypt/TVf queries and AdvIND-CCA2

A,IBTSC (k) is at least ε.

Signature Unforgeability. The notion of security with respect to authen-
ticity is existential unforgeability against adaptively chosen message attacks
(EUF-CMA). For IBTSC this notion is defined by the following game played
between challenger C and adversary A.

– Setup: C runs this algorithm to obtain the master key msk and public pa-
rameters params, and returns params to A.

– Queries: A issues a polynomially bounded number of queries just like in the
previous game.

– Forge: Finally, A outputs an edge/signature pair ((i∗, j∗), σi∗j∗) with identi-
ties ID∗

u and ID∗
s. The adversary A wins the game if:

1. ID∗
s �= ID∗

u, TVf(ID
∗
s, i

∗, j∗, σi∗j∗)=Acc.
2. ID∗

s has never been submitted as one of the Extract queries.
3. (i∗, j∗) is not on the transitive closure of the graph G formed by all A’s

TSign/Encrypt queries.

The success probability of an adversary to win the above game is denoted as
SuccEUF-CMA

A,IBTSC (k).

Definition 2. We say that a PPT adversary A can (t, ε)-break the unforgeabil-
ity of IBTSC if A runs in time at most t, makes at most qR queries to random
oracle (if in the random oracle model), qe Extract queries, qs TSign/Encrypt
queries, qd Decrypt/TVf queries and SuccEUF-CMA

A,IBTSC (k) is at least ε.
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4 The Proposed IBTSC Scheme

In this section, we integrate Neven’s [25] directed transitive signature scheme
and Chen et al.’s [12] IBSC scheme, and obtain an Identity-Based Transitive
Signcryption (IBTSC) scheme. The proposed IBTSC scheme is designed for a
directed graph whose transitive reduction is a directed tree.

– Setup: Run this algorithm to obtain the public parameters params and the
master key msk.
1. Choose two groupsG1 andG2 of prime order p with an admissible pairing

e: G1 ×G1 → G2 and pick a generator g of G1.

2. Choose the master key x
R← Z∗

p and compute the master public key
y = gx ∈ G1.

3. H0: {0, 1}k0 → G1, H1: {0, 1}k1+n → Z∗
p, H2: G2 → {0, 1}k0+k1+n are

three one-way and collision-resistant hash functions, where k0, k1, n de-
note the sizes of an identity, an element ofG1 and a message, respectively.

4. Publish the following public parameters params :=(G1, G2, e, p, g, y,
H0, H1, H2), and keep the master key msk :=x secretly.

– Extract: Run this algorithm to extract the private key for an identity ID.
Compute skID = [H0(ID)]x ∈ G1 as the private key of ID and distribute the
private key to its owner via a secure channel.

– TSign: The algorithm maintains a state consisting of the root node r, the
current tree G = (V,E), and two tables up[.] and down[.]. The signer modifies
the current state according to the following cases:
1. V = ∅: r ← i;V ← V ∪ {i, j};E ← E ∪ {(i, j)}; up[i] = down[i] =

down[j]← ε;up[j]← i.
2. i ∈ V and j /∈ V : V ← V ∪{j};E ← E∪{(i, j)}; up[j]← up[i]‖i; down[j]
← ε.

3. i /∈ V and j = r: r ← i;V ← V ∪ {i};E ← E ∪ {(i, j)}; up[i] ←
ε; down[i]← j‖down[j].

In all other cases the signer rejects because the query does not preserve
the tree structure of the graph. Then the signer sets Mi ← (i, down[i]) and
Mj ← (j, up[j]), and computes as follows:

1. Choose ri, rj
R← Z∗

p and compute Ri ← [H0(IDs)]
ri , Rj ← [H0(IDs)]

rj .

2. Compute hi ← H1(Ri‖Mi), σi ← sk
(ri+hi)
IDs

, hj ← H1(Rj‖Mj) and σj ←
sk

(rj+hj)
IDs

.
3. Return the signature σij := (Ri,Mi, σi, Rj ,Mj , σj) of edge (i, j) and

send (σij , ri, rj) to Encrypt.

– Encrypt: For the signer with identity IDs to encrypt (Mi,Mj) using (ri, Ri,
σi, rj , Rj , σj) output by TSign for a user with identity IDu.

1. Compute wi ← e(skri
IDs

,H0(IDu)) and wj ← e(sk
rj
IDs

,H0(IDu)).
2. Compute δi ← H2(wi)⊕ (σi‖IDs‖Mi), δj ← H2(wj)⊕ (σj‖IDs‖Mj) and

send the ciphertext δij :=(Ri, δi, Rj , δj) of edge (i, j) to the user.

– Decrypt: For the user with identity IDu to decrypt the ciphertext δij using
his private key skIDu .
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1. Compute wi ← e(Ri, skIDu
), σi‖IDs‖Mi ← δi ⊕ H2(wi), wj ← e(Rj ,

skIDu
) and σj‖IDs‖Mj ← δj ⊕H2(wj).

2. Send the signature σij :=(Ri,Mi, σi, Rj ,Mj, σj) of edge (i, j) to TVf.

– TVf: For the user with identity IDu to verify the signature σij using the
signer’s identity IDs.

1. Compute hi ← H1(Ri‖Mi) and hj ← H1(Rj‖Mj).
2. If e(σi, g) �= e(y,Ri · [H0(IDs)]

hi) or e(σj , g) �= e(y,Rj · [H0(IDs)]
hj ) then

return Rej.
3. If j occurs in down[i], i occurs in up[j], or there exists a node that occurs

in both down[i] and up[j], then return Acc; Otherwise, return Rej.

– Comp: Given two signatures σij (for the edge (i, j)) and σjk (for the edge
(j, k)), if TVf(IDs, σij , i, j) = Rej or TVf(IDs, σjk, j, k) = Rej then re-
turn Rej. Otherwise, return σik :=(Ri,Mi, σi, Rk,Mk, σk) as the composed
signature (for the edge (i, k)).

Correctness. The above algorithms require the following correctness properties.

– Correctness of Decrypt :

wi = e(Ri, skIDu
) = e([H0(IDs)]

ri , [H0(IDu)]
x)

= e([H0(IDs)]
xri ,H0(IDu))

= e(skri
IDs

,H0(IDu)).

δi ⊕H2(wi) = H2(wi)⊕ (σi‖IDs‖Mi)⊕H2(wi) = σi‖IDs‖Mi.

wj = e(Rj , skIDu
) = e([H0(IDs)]

rj , [H0(IDu)]
x)

= e([H0(IDs)]
xrj ,H0(IDu))

= e(sk
rj
IDs

,H0(IDu)).

δj ⊕H2(wj) = H2(wj)⊕ (σj‖IDs‖Mj)⊕H2(wj) = σj‖IDs‖Mj.

– Correctness of TVf :

e(σi, g) = e(sk
(ri+hi)
IDs

, g) = e([H0(IDs)]
x(ri+hi), g)

= e([H0(IDs)]
(ri+hi), gx)

= e([H0(IDs)]
ri · [H0(IDs)]

hi , y)

= e(y,Ri · [H0(IDs)]
hi).

e(σj , g) = e(sk
(rj+hj)
IDs

, g) = e([H0(IDs)]
x(rj+hj), g)

= e([H0(IDs)]
(rj+hj), gx)

= e([H0(IDs)]
rj · [H0(IDs)]

hj , y)

= e(y,Rj · [H0(IDs)]
hj ).
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As presented in [25], let (r, t) be the first edge signature issued by the
signer. Then one can see from the construction that all descendants j of r
have the table entry up[j] describing the path from r to j; all ancestors i
of r have the table entry down[i] describing the path from i to r; and all
nodes j that are neither descendants nor ancestors of r have the table entry
up[j] describing the path from the closest common ancestor of r and j to j.
To show the correctness of the TVf algorithm, we distinguish between the
following cases. (Figure 1 gives a simple overview of all cases.)

Fig. 1. There exists a path from i to j

1. Both i and j are descendants of r. In this case the node i occurs in up[j]
if there exists a path from i to j.

2. Both i and j are ancestors of r. In this case the node j occurs in down[i]
if there exists a path from i to j.

3. Node i is an ancestor of r and node j is a descendant of r. In this case
the node r occurs in both down[i] and up[j].

4. Node i is an ancestor of r and node j is neither an ancestor nor a de-
scendant of r. Let h be the closest common ancestor of r and j. If there
is a path from i to j, then i is also an ancestor of h. In this case node h
occurs in both down[i] and up[j].

5. Neither i nor j is an ancestor or a descendant of r. Let h be the closest
common ancestor of r and i, and let h′ be that of r and j. If there is a
path from i to j, then it must hold that h = h′. In this case the node i
is on the path from h to j, so i occurs in up[j].

– Correctness of Comp : Let (r, t) be the first edge signature issued by the
signer. To show the correctness of the Comp algorithm, we distinguish be-
tween the following cases (Figure 2 gives a simple overview of all cases). We
note that if σik :=(Ri, Mi, σi, Rk, Mk, σk), where Mi = (i, down[i]) and
Mk = (k, down[k]), then TVf(IDs,i,k,Comp(IDs, σij , σjk , i, j, k))=Acc.
1. i, j and k are descendants of r. In this case the node i occurs in up[k] if

there exists a path from i to k.
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Fig. 2. There exists a path from i to k

2. i, j and k are ancestors of r. In this case the node k occurs in down[i] if
there exists a path from i to k.

3. i, j are ancestors of r and k is a descendant of r. In this case the node
r occurs in both down[i] and up[k].

4. i is an ancestor of r and j, k are descendants of r. In this case the node
r occurs in both down[i] and up[k].

5. i, j are ancestors of r and k is not an ancestor or a descendant of r. Let
h be the closest common ancestor of r and k. If there is a path from i
to k, then i is also an ancestor of h. In this case node h occurs in both
down[i] and up[k].

6. i is an ancestor of r and j, k are not ancestors or descendants of r. Let
h be the closest common ancestor of r and k. If there is a path from i
to k, then i is also an ancestor of h. In this case node h occurs in both
down[i] and up[k].

7. i, j and k are not ancestors or descendants of r. Let h be the closest
common ancestor of r and i, and let h′ be that of r and k. If there is a
path from i to k, then it must hold that h = h′. In this case the node i
is on the path from h to k, so i occurs in up[k].

Efficiency. Note that the signing algorithm that our scheme uses is similar to
the scheme proposed in [11]. Also, the encryption is done in a manner similar
to the scheme from [7]. We compare the efficiency of IBTSC with that of the
“sign-then-encrypt” method of [1] using the signature scheme of [11], denoted
IBS, and the encryption scheme of [7], denoted IBE. In the comparison, the size
of ciphertexts does not include the sender identity information.

As one can see from Table 1, IBTSC scheme can save four exponentiation
operations in the generation and validation of ciphertexts. IBTSC ciphertexts
are more compact than those produced using IBS and IBE.
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Table 1. Comparison between IBTSC, IBS and IBE

Scheme TSign/Encrypt Decrypt/TVf Size of ciphertexts

IBTSC
6 exp. in G1

2 bp.
2 exp. in G1

6 bp.
(4k1 + 2n) bits

IBS [11] and IBE [7]
6 exp. in G1 + 2 exp. in G2

2 bp.
4 exp. in G1

6 bp.
(6k1+4n) bits

“exp.”: one exponentiation computation; “bp.”: one bilinear pairing computation; “k1”:
the size of an element of G1; “n”: the size of the message.

5 Security Results

In this section, we only present the main security results of the proposed IBTSC
scheme, and the detailed proofs are showed in the full version of this paper.

Theorem 1. (Message Confidentiality). Assume that a PPT IND-CCA2 ad-
versary A has an advantage ε against the proposed IBTSC scheme when running
in time t, asking at most qi queries to random oracles Hi(i = 0, 1, 2), qe Extract
queries, qs TSign/Encrypt queries and qd Decrypt/TVf queries. Then there exists
a PPT adversary B that can solve the BDH problem in (G1, G2) with probability

at least ε · (1− qs(q1+qs)
p ) · 1

q0q2
.

Theorem 2. (Signature Unforgeability). Assume that a PPT EUF-CMA ad-
versary A has an advantage ε against the proposed IBTSC scheme when running
in time t, asking at most qi queries to random oracles Hi(i = 0, 1, 2), qe Extract
queries, qs TSign/Encrypt queries and qd Decrypt/TVf queries. Then there exists
a PPT adversary B that can solve the CDH problem in G1 with probability at

least ε · (1 − qs(q1+qs)
p )2 · 1

4q20(q1+qs)2
.

6 Conclusion

In this paper, we introduced a new notion called Identity-Based Transitive Sign-
cryption (IBTSC). The new notion integrates two existing primitives, transitive
signatures and identity-based signcryption, in a more efficient way. We defined
the security properties–confidentiality and unforgeability–of IBTSC and pro-
posed a concrete design. Security analysis shows that the design satisfies the
security requirements in the random oracle model.

Acknowledgement. The authors would like to thank the anonymous reviewers
for their constructive comments. This work is supported by National Natural
Science Foundation of China (61202450), Fok Ying Tung Education Founda-
tion (141065), Ph.D. Programs Foundation of Ministry of Education of China
(20123503120001), Distinguished Young Scholars Fund of Department of Ed-
ucation, Fujian Province, China (JA13062), Fujian Normal University Innova-
tive Research Team (IRTL1207), Natural Science Foundation of Fujian Province



258 S. Hou, X. Huang, and L. Xu

(2013J01222) and Department of Education, Fujian Province, A-Class Project
(JA12076).

References

1. An, J.H., Dodis, Y., Rabin, T.: On the security of joint signature and encryption. In:
Knudsen, L.R. (ed.) EUROCRYPT 2002. LNCS, vol. 2332, pp. 83–107. Springer,
Heidelberg (2002)

2. Ateniese, G., Chou, D.H., de Medeiros, B., Tsudik, G.: Sanitizable signatures. In:
De Capitani di Vimercati, S., Syverson, P.F., Gollmann, D. (eds.) ESORICS 2005.
LNCS, vol. 3679, pp. 159–177. Springer, Heidelberg (2005)

3. Barreto, P.S.L.M., Libert, B., McCullagh, N., Quisquater, J.-J.: Efficient and
provably-secure identity-based signatures and signcryption from bilinear maps. In:
Roy, B. (ed.) ASIACRYPT 2005. LNCS, vol. 3788, pp. 515–532. Springer, Heidel-
berg (2005)

4. Bellare, M., Namprempre, C., Neven, G.: Security proofs for identity-based identi-
fication and signature schemes. In: Cachin, C., Camenisch, J. (eds.) EUROCRYPT
2004. LNCS, vol. 3027, pp. 268–286. Springer, Heidelberg (2004)

5. Bellare, M., Neven, G.: Transitive signatures based on factoring and RSA. In:
Zheng, Y. (ed.) ASIACRYPT 2002. LNCS, vol. 2501, pp. 397–414. Springer, Hei-
delberg (2002)

6. Bellare, M., Neven, G.: Transitive signatures: New schemes and proofs. IEEE
Transactions on Information Theory 51(6), 2133–2151 (2005)

7. Boneh, D., Franklin, M.: Identity-based encryption from the Weil pairing. In: Kil-
ian, J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg
(2001)

8. Boneh, D., Lynn, B., Shacham, H.: Short signatures from the Weil pairing. In:
Boyd, C. (ed.) ASIACRYPT 2001. LNCS, vol. 2248, pp. 514–532. Springer, Hei-
delberg (2001)

9. Boyen, X.: Multipurpose identity-based signcryption (a swiss army knife for
identity-based cryptography). In: Boneh, D. (ed.) CRYPTO 2003. LNCS, vol. 2729,
pp. 383–399. Springer, Heidelberg (2003)

10. Camacho, P., Hevia, A.: Short transitive signatures for directed trees. In: Dunkel-
man, O. (ed.) CT-RSA 2012. LNCS, vol. 7178, pp. 35–50. Springer, Heidelberg
(2012)

11. Cha, J.C., Cheon, J.H.: An identity-based signature from gap diffie-hellman groups.
In: Desmedt, Y.G. (ed.) PKC 2003. LNCS, vol. 2567, pp. 18–30. Springer, Heidel-
berg (2003)

12. Chen, L., Malone-Lee, J.: Improved identity-based signcryption. In: Vaudenay, S.
(ed.) PKC 2005. LNCS, vol. 3386, pp. 362–379. Springer, Heidelberg (2005)

13. Frey, G., Müller, M., Rück, H.G.: The Tate pairing and the discrete logarithm
applied to elliptic curve cryptosystems. IEEE Transactions on Information The-
ory 45(5), 1717–1719 (1999)

14. Goldwasser, S., Micali, S., Rivest, R.L.: A digital signature scheme secure against
adaptive chosen-message attacks. SIAM J. Comput. 17(2), 281–308 (1988)

15. Gong, Z., Huang, Z., Qiu, W., Chen, K.: Transitive signature scheme from LFSR.
JISE. Journal of Information Science and Engineering 26(1), 131–143 (2010)

16. Hohenberger, S.: The cryptographic impact of groups with infeasible inversion.
Master’s Thesis. MIT (2003)



Identity-Based Transitive Signcryption 259

17. Jin, Z., Wen, Q., Du, H.: An improved semantically-secure identity-based signcryp-
tion scheme in the standard model. Computers & Electrical Engineering 36(3),
545–552 (2010)

18. Kushwah, P., Lal, S.: Provable secure identity based signcryption schemes without
random oracles. IJNSA. International Journal of Network Security & Its Applica-
tions 4(3), 97–110 (2012)

19. Li, F., Liao, Y., Qin, Z.: Analysis of an identity-based signcryption scheme in the
standard model. IEICE Transactions 94-A(1), 268–269 (2011)

20. Li, F., Takagi, T.: Secure identity-based signcryption in the standard model. Math-
ematical and Computer Modelling 57(11-12), 2685–2694 (2013)

21. Libert, B., Quisquater, J.J.: New identity based signcryption schemes from pair-
ings. IACR Cryptology ePrint Archive 2003, 23 (2003)

22. Malone-Lee, J.: Identity-based signcryption. IACR Cryptology ePrint Archive
2002, 98 (2002)

23. McCullagh, N., Barreto, P.S.L.M.: Efficient and forward-secure identity-based sign-
cryption. IACR Cryptology ePrint Archive 2004, 117 (2004)

24. Micali, S., Rivest, R.L.: Transitive signature schemes. In: Preneel, B. (ed.) CT-RSA
2002. LNCS, vol. 2271, pp. 236–243. Springer, Heidelberg (2002)

25. Neven, G.: A simple transitive signature scheme for directed trees. Theor. Comput.
Sci. 396(1-3), 277–282 (2008)

26. Selvi, S.S.D., Sree Vivek, S., Pandu Rangan, C.: Identity based public verifiable
signcryption scheme. In: Heng, S.-H., Kurosawa, K. (eds.) ProvSec 2010. LNCS,
vol. 6402, pp. 244–260. Springer, Heidelberg (2010)

27. Selvi, S.S.D., Vivek, S.S., Vinayagamurthy, D., Rangan, C.P.: On the security of
ID based signcryption schemes. IACR Cryptology ePrint Archive 2011, 664 (2011)

28. Selvi, S.S.D., Vivek, S.S., Vinayagamurthy, D., Rangan, C.P.: ID based signcryp-
tion scheme in standard model. In: Takagi, T., Wang, G., Qin, Z., Jiang, S., Yu,
Y. (eds.) ProvSec 2012. LNCS, vol. 7496, pp. 35–52. Springer, Heidelberg (2012)

29. Shamir, A.: Identity-based cryptosystems and signature schemes. In: Blakely, G.R.,
Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196, pp. 47–53. Springer, Heidelberg
(1985)

30. Wang, L., Cao, Z., Zheng, S., Huang, X., Yang, Y.: Transitive signatures from
braid groups. In: Srinathan, K., Rangan, C.P., Yung, M. (eds.) INDOCRYPT 2007.
LNCS, vol. 4859, pp. 183–196. Springer, Heidelberg (2007)

31. Yi, X.: Directed transitive signature scheme. In: Abe, M. (ed.) CT-RSA 2007.
LNCS, vol. 4377, pp. 129–144. Springer, Heidelberg (2007)

32. Yu, Y., Yang, B., Sun, Y., Zhu, S.: Identity based signcryption scheme without
random oracles. Computer Standards & Interfaces 31(1), 56–62 (2009)

33. Zhang, B.: Cryptanalysis of an identity based signcryption scheme without random
oracles. Journal of Computational Information Systems 6(6), 1923–1931 (2010)

34. Zheng, Y.: Digital signcryption or how to achieve cost (Signature & encryption)
<< cost(Signature) + cost(encryption). In: Kaliski Jr., B.S. (ed.) CRYPTO 1997.
LNCS, vol. 1294, pp. 165–179. Springer, Heidelberg (1997)



GO-ABE:

Group-Oriented Attribute-Based Encryption

Mengting Li1, Xinyi Huang1,�, Joseph K. Liu2, and Li Xu1

1Fujian Provincial Key Laboratory of Network Security and Cryptology,
School of Mathematics and Computer Science,

Fujian Normal University, Fuzhou 350007, China
{xyhuang,xuli}@fjnu.edu.cn

2Infocomm Security Department, Institute for Infocomm Research, Singapore
ksliu@i2r.a-star.edu.sg

Abstract. We introduce a new variant of attribute-based encryption
called Group-Oriented Attribute-Based Encryption (GO-ABE for short).
In a GO-ABE scheme, each user belongs to a specific group. Users from
the same group can pool their attributes and private keys to
“match” the decryption policy. That is, if the union of their attributes
matches the policy, they can cooperate together to decrypt the cipher-
text. But users from different groups cannot make it. We give a security
model and an efficient construction of this new notion, with rigorous
security and efficiency analysis.

Keywords: Attribute-based, encryption, group-oriented, privacy pro-
tection.

1 Introduction

The concept of Attribute-Based Encryption (ABE) was first introduced by Sahai
and Waters [18]. In an ABE system, user secret keys and ciphertexts are labeled
with sets of descriptive attributes. A user is allowed to decrypt the ciphertext
only if there is a match between the attributes of the ciphertext and the se-
cret key. The ABE of Sahai and Waters allows for decryption when at least
d attributes overlapped between a ciphertext and a private key. For example,
Alice encrypted a document to the attribute set {A,B,C}. Any user who has
attributes that contains two of these attributes could decrypt the document.
Therefore, Bob with attributes {A,B} can decrypt this document.

One of the very important security requirements of ABE is collusion resistance.
If multiple users collude they will not be able to combine their private keys in any
useful way for decryption. In other words, if they merge their attributes (and the
corresponding private keys), they still cannot decrypt the ciphertext which none
of them is able to match the encryption policy individually. In existing designs
of ABE, users must decrypt data individually by using their own attributes.
Although this is the basic requirement of an ABE, sometimes it may not be
preferable in the real life.
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1.1 Group-Oriented Attribute-Based Encryption

Consider the following example. In a medical cloud system, the electronic record
of patient, called the Personal Health Records (PHR) is stored in a centralized
cloud system. This is to ensure different clinics and hospitals can share the same
database of the patient. Attribute-based encryption is preferred as the security
mechanism to ensure that only a user with a certain set of attributes can access
the health information stored in the cloud.

Let us investigate the situation of the sharing of PHR in cloud computing
using ABE: the framework proposed by Li et al. in [14] provides break-glass
access to PHRs under emergence scenarios. In their framework, the access right
of each PHR owner is also delegated to an emergency department (ED) and
an emergency attribute is defined for break-glass access. When an emergency
happens, the emergency staff needs to contact the ED to verify her identity and
the emergency situation. Then the staff obtains temporary read keys for the
access. After the emergency is over, the patient can revoke the emergent access
via the ED.

Although this can prevent from abuse of break-glass option, the emergency
response mechanism of this framework also has some deficiencies. We should
consider the situation when we lose contact with the emergency staff or when
the emergency staff is unable to contact the ED and cannot get verification of
her identity. These situations may lead to a threat to patient safety. We do need
a more flexible mechanism to handle with such situations.

Suppose a PHR owner Ashley has problems with her heart and stomach.
She requires a cardiologist and a gastroenterologist to jointly diagnose her case
in order to get a better treatment since it maybe a very serious disease. The
attribute set of her attribute-based access is (“Cardiologist”, “Gastroenterologist”,
2). In the meanwhile, there is no individual doctor who is specialist in both
cardiology and gastroenterology. If normal ABE is used, no one will satisfy this
policy. When it is upon emergency, even if we deploy the framework proposed
in [14], if no one successfully obtains the emergency key, the safety of patient is
threatened. In the real life situation, there are usually two (or more) doctors to
jointly diagnose some complicated and serious patients. Therefore it is reasonable
to let one cardiologist and one gastroenterologist within the same group “g1” (e.g.
the same hospital) to jointly collaborate to decrypt this patient’s health record
in the cloud system.

With this in mind, we propose and define a variant of ABE called Group-
Oriented Attribute-Based Encryption (GO-ABE). In this new notion, we divide
users by groups. Only members from the same group can merge their decryption
keys, but users from different groups cannot make it. It means that users from
the same group are able to cooperate with each other to decrypt a ciphertext
encrypted under a set of attributes α such that a single user may not have enough
attributes to match the attribute set α. But users from different groups cannot
collude.
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1.2 Our Contributions

In this paper, we first propose the concept of GO-ABE. Compared with normal
ABE, our solution provides more flexibility that users from the same group can
pool their decryption keys together to decrypt a ciphertext encrypted under a
set of attributes α which none of them are able to match α individually. We give
a concrete construction of our concept. We also prove the security of our scheme
under an adapted version of the Selective-Set model proposed in [5]. Moreover,
our construction does not use random oracles. We reduce the security of our
scheme to the Decisional Modified Bilinear Diffie-Hellman assumption that is
similar to the Decisional Bilinear Diffie-Hellman assumption.

1.3 Related Work

Sahai and Waters [18] introduced the concept of Attribute-Based Encryption
(ABE), and also presented a particular scheme called Fuzzy Identity-Based En-
cryption (FIBE). The FIBE scheme builds upon several ideas from Identity-Based
Encryption (IBE)[3,6,19].

When a FIBE scheme uses the set-overlap distance, then this scheme is called
a Threshold ABE scheme. In Sahai and Waters’s original system, they presented
a Threshold ABE system in which ciphertexts were associated with a set of
attributes α and a user private key was associated with both a threshold pa-
rameter d and another set of attributes A. A user would be able to decrypt a
ciphertext if and only if at least d attributes overlap between α and A. We also
note that other works that dealing with Threshold ABE technique have been
conducted[10,15,17,11,8].

In recent years, a number of ABE schemes have been proposed. Goyal, Pandey,
Sahai, and Waters [9] clarified the concept of ABE into Key-Policy Attribute-
Based Encryption (KP-ABE) and Ciphertext-Policy Attribute-Based Encryption
(CP-ABE).

– KP-ABE (such as [1,21,22,14]). In KP-ABE, a ciphertext is associated with
a set of attributes and a user private key is associated to a policy for de-
cryption. Recently, key-policy ABE is applied to secure outsourced data in
the cloud [21,22,14], where a data owner can encrypt her data and share
with multiple authorized users, by distributing keys to them that contain
attribute-based access privileges.

– CP-ABE (such as [2,7,12,16,20,13]), to the contrary, is a system where at-
tributes are used to annotate the user private key and the policy over these
attributes for decryption is attached to ciphertext. The concept of CP-ABE
is closer to the traditional access control methods. The first CP-ABE scheme
was given by Bethencourt et al. in 2007 [2]. Since that, CP-ABE is regarded
as a promising concept for next-generation access control.

It seems that CP-ABE can be more useful for pratical applications than KP-
ABE. The related notion is that of fuzzy identity-based encryption [18], which
can be seen as a particular case of both key-policy and ciphertext-policy ABE.

The construction of our scheme is expressed as a CP-ABE scheme.
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1.4 Organization

The remainder of this paper is organized as follows. Section 2 is devoted to the
preliminaries required by this paper. Section 3 describes the definitions for GO-
ABE. Section 4 is the detailed construction. The proof of its security is given
in Section 5. In Section 6, we analyze the efficiency of the proposed GO-ABE
scheme in terms of time complexity. We conclude this paper in Section 7.

2 Preliminaries

2.1 Group with Bilinear Pairings

We briefly review the facts about groups with efficiently computable bilinear
pairings.

Let G1, G2 be cyclic (multiplicative) groups of prime order p. g is a generator
of G1. A bilinear pairing e : G1 ×G1 → G2 has the following properties:

– Bilinearity: e(ga, gb) = e(g, g)ab for any a, b ∈ Z
∗
p;

– Non-degeneracy: e(g, g) �= 1;
– Computability: There is an efficient algorithm to compute e(u, v) for any u

and v ∈ G1. The bilinear pairings, such as modified Weil or Tate pairings,
can be obtained from certain elliptic curves [4].

2.2 Complexity Assumption

Definition 1. (Decisional Bilinear Diffie-Hellman (DBDH) Assumption ) Let a, b, c,
z ∈ Z∗

p be chosen at random and g be a generator of G. The Decisional BDH
assumption is that no polynomial-time adversary is able to distinguish the tuple
(A = ga, B = gb, C = gc, Z = e(g, g)abc) from the tuple (A = ga, B = gb, C =
gc, Z = e(g, g)z) with more than a negligible advantage.

Definition 2. (Decisional Modified Bilinear Diffie-Hellman (MBDH) Assumption )
Let a, b, c, z ∈ Z

∗
p be chosen at random and g be a generator of G. The Decisional

MBDH assumption is that no polynomial-time adversary is able to distinguish
the tuple (A = ga, B = gb, C = gc, Z = e(g, g)

ab
c ) from the tuple (A = ga, B =

gb, C = gc, Z = e(g, g)z) with more than a negligible advantage.

3 Formal Definitions of GO-ABE (Group-Oriented
Attribute-Based Encryption)

In GO-ABE, we divide users into groups. Only members from the same group
can merge their private key components, but users from different groups cannot
make it. In other words, users from the same group are able to cooperate with
each other to decrypt ciphertexts encrypted under a set of attributes α, but users
from different groups cannot collude. The scheme is described as follows. Let A
be the universe of possible attributes. And let G denote the collection of group
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identities: G = {g1,g2, ...,gN}. The definition given in this section is intended
to capture the essence of a basic case of GO-ABE, i.e., GO-ABE with threshold
access structures.

Definition 3. (GO-ABE) A Group-Oriented Attribute-Based Encryption (GO-
ABE) scheme is parameterized by a universe of possible attributes A, a space of
group identities G and message space M, and consists of the following algorithms.

1. Setup: This is a randomized algorithm that takes no input other than the
implicit security parameter. It outputs the public parameters PK and a
master key MK.

2. Encryption: On input a message m ∈ M, the public parameters PK, and an
attribute set α, outputs the ciphertext E.

E ← Encryption(PK, m, α).

3. Key Generation: On input an attribute set A, a group identity g, the master
key MK, the public parameters PK and the threshold d, outputs a decryp-
tion key Dg

A.

Dg
A ← Key Generation(A, g, MK, PK, d).

4. Decryption: On input the ciphertext E that was encrypted under a set α
of attributes, the public parameters PK and a set of users (each with an
attribute set Ai, i = 1, 2, ..., N) from the same group g, let Dg

Ai
be the

private key of each user of attribute set Ai. Note that the private key of
each user is only known to its owner. The algorithm outputs the message m
if | α ∩ U |≥ d (the threshold), where U = A1 ∪ A2 ∪ · · · ∪ AN .

m ← Decryption(E, α, U , Dg
U , PK).

Here, Dg
U = {Dg

A1
, Dg

A2
, · · · , Dg

AN
} is the set of private keys of cooperating

users.

3.1 Selective-Set Model for GO-ABE

We define the ciphertext-indistinguishability of GO-ABE under chosen plaintext
attacks in the selective-set model. The model is modified from the selective-set
model of Fuzzy Identity-based Encryption given in [18].

Init: The adversary A declares the set of attributes, α, that he wishes to be
challenged upon.

Setup: The challenger runs the Setup algorithm of GO-ABE and sends the
adversary the public parameters PK.

Phase 1: A is allowed to query the private key Dg
A for (A,g), i.e., any attribute

set A in any group identifier g.
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et Ugi = Agi

1 ∪ Agi

2 ∪ · · · ∪ Agi

j denote the union of attribute sets with the
same group identifier gi that appeared in A’s queries. For any i, the requirement
| Ugi ∩ α |< d must be satisfied.

Chanllenge: A submits two equal length messages M0 and M1. The challenger
flips a fair binary coin, b, and encrypts Mb with α. The ciphertext is passed
to the adversary.

Phase 2: Phase 1 is repeated under the same condition as Phase 1.
Guess: A outputs a guess b′ of b.

The advantage of an adversary A in this game is defined as |Pr[b′ = b]− 1
2 |.

Definition 4. A GO-ABE scheme is secure in the selective-set model if all poly-
nomial time adversaries have at most a negligible advantage in the Selective-Set
game.

4 Construction of GO-ABE Scheme

Recall that we wish to create an ABE scheme in which a ciphertext created using
attribute set α can be decrypted only by users from the same group if the union
of their attribute sets U satisfying | α ∩ U |≥ d.

In our design, we use a group identity to label users from the same group such
that users from the same group can merge their attributes to combine into the
secret key, and users from different groups cannot make it.

As described previously, the basic idea of our construction is to add group
identities to reflect this feature. Instead of building a new ABE scheme from
scratch, we shall enhance an existing construction [18] by extending it with a
group identity. When creating private keys, the authority associates a random d−
1 degree polynomial, qg(x), for each user from group g, with the restriction that
each polynomial has the same valuation at point 0. Below we give a description
of our construction.

Let G1 be a bilinear group of prime order p and g be a generator of G1. In
addition, let e : G1×G1 → G2 denote the bilinear pairing. A security parameter,
κ, will determine the size of the groups.

We define the Lagrange coefficient Δi,S for i ∈ Zp and a set, S, of elements
in Zp:

Δi,S(x) =
∏

j∈S,j �=i

x−j
i−j .

Let A be the universe of attributes. Users’ attribute sets will be element
subsets of A.

– Setup: For simplicity, we can take the first |A| elements of Z∗
p to be the

universe. Namely, the integers 1, · · · , |A|(mod p).
Then choose random t1, · · · , t|A| uniformly from Zp. Finally choose random
y uniformly from Zp. The published public parameters are:
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PK = [T1 = gt1 , · · · , T|A| = gt|A| , Y = e(g, g)y].

The master key is:

MK = [t1, · · · , t|A|, y].

– Encryption: We take G2 to be the message space M. To encrypt a message
m ∈ G2 under a set of attributes α, choose a random value s ∈ Zp. Then
publish the ciphertext as:

E = (α,E′ = mY s, {Ei = T s
i }i∈α).

– Key Generation: To generate a private key for attribute set A from the group
g, randomly choose a d− 1 polynomial qg, such that qg(0) = y.

The private key consists of components, (Di)i∈A, where Di = g
qg(i)

ti for every
i ∈ A. That is :

Dg
A = {Di = g

qg(i)

ti |i ∈ A}.

– Decryption: Given a ciphertext, E, encrypted with a key for attribute set α
and a set of users (each with an attribute set Ai) from the same group g,
where | α ∩ U |≥ d, and U = A1 ∪ A2 ∪ · · · ∪ AN . Let Dg

Ai
be the private

key of each user in U . Note that the private key of each user is only known
to its owner.
First, choose an arbitrary d-element subset, S, of α∩U . Then each user uses
his/her private key to compute and publish:

di = e(Di, Ei)
Δi,S(0) for every i ∈ S.

Finally, the ciphertext can be decrypted by computing the following:

E′/
∏
i∈S

di

= E′/
∏
i∈S

(e(Di, Ei))
Δi,S(0)

= me(g, g)sy/
∏
i∈S

(e(g
qg(i)

ti , gsti))Δi,S(0)

= me(g, g)sy/
∏
i∈S

(e(g, g)sqg(i))Δi,S(0)

= me(g, g)sy/e(g, g)
s
∑
i∈S

qg(i)Δi,S(0)

= me(g, g)sy/e(g, g)sqg(0)

= m.
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5 Proof of Security

We prove that the security of our scheme in the Selective-Set model of GO-ABE
reduces to the hardness of the Decisional MBDH assumption.

Theorem 1. If an adversary can break our scheme in the Selective-Set model
of GO-ABE, then a simulator can be constructed to solve the Decisional MBDH
problem with a non-negligible advantage.

Proof. Suppose there exists a polynomial-time adversary A that can attack our
scheme in the Selective-Set model of GO-ABE with an advantage ε. We can build
a simulator B that can solve the Decisional MBDH problem with an advantage
at least ε

2 .
As our scheme is only slightly different from that in [18], we can obtain the

proof in a similar way, with the modification that the simulator needs to maintain
a list of polynomials when replying private key queries (to ensure that users with
the same group identifier will share the same polynomial). Other details of the
proof are omitted here.

6 Complexity Analysis

In this section we analyze the efficiency of the proposed GO-ABE scheme in terms
of time complexity.

6.1 Simulation Platform

We simulate the performance of GO-ABE to evaluate the running time of various
basic operations based on the pairing-based cryptography (PBC) library (version
0.5.12)1. The details of the platform we use are shown in Table 1.

Table 1. Simulation Platform

OS. Ubuntu 10.10

CPU Pentium(R) G640

Memory 3.33GB RAM

Hard disk 500G/5400rpm

Programming language C

1 http://crypto.stanford.edu/pbc/
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6.2 Simulation Results

In a simple example with only three attributes {A,B,C}, the key policy is
(A,B,C, 2) in which the threshold d = 2. The running time for encrypting
the message (random chosen in G2) is 0.038643s, and the decryption requires
0.017258s. The total running time of the overall algorithms is 0.075061s.

In a more complex case with attribute set {A,B,C,D,E} and the policy
(A,B,C,D,E, 4), the running time for producing the ciphertext is 0.059703s,
and the decryption time is 0.037463s. The running time of other cases is sum-
marized in Table 2 and Table 3.

Table 2. Threshold Policy

No. Policy
P1 (A,B, C, 2)
P2 (A,B, C,D, 3)
P3 (A,B, C,D,E, 4)
P4 (A,B, C,D,E, F, 4)
P5 (A,B, C,D,E, F,G,H, I, 6)
P6 (A,B, C,D,E, F,G,H, I, 8)

Table 3. Time Cost of Encryption and Decryption

NO. Encryption Decryption Total

P1 0.038643s 0.017258s 0.075061s

P2 0.043418s 0.029257s 0.104937s

P3 0.059703s 0.037463s 0.131487s

P4 0.061065s 0.038982s 0.137241s

P5 0.088309s 0.065393s 0.207727s

P6 0.087002s 0.078800s 0.246870s

The experimental results of “(P2, P3)” and “(P5, P6)” show that the running
time increases with the increase of the threshold d. The threshold d is a more
dominating factor than the number of attributes in determining the running
time.

7 Conclusion and Future Work

We proposed a new notion called group-oriented attribute-based encryption
scheme (GO-ABE), by introducing the concept of “group” to attribute-based
encryption (ABE). In GO-ABE, each user belongs to a specific group. Users from
the same group can cooperate with each other to decrypt a ciphertext if the
union of their attributes satisfies the encryption policy. On the opposite side,
users from different groups cannot collude. We also gave an efficient construction



GO-ABE 269

with threshold policy by extending Sahai-Waters scheme [18]. We simulated the
performance of the proposed scheme and evaluated the running time of various
basic operations. We leave the design of GO-ABE with more expressive policies
as our future work.
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Abstract. In FOCS’07, Boneh, Gentry and Hamburg presented an
identity-based encryption (IBE) system (BasicIBE) based on the quadratic
residuosity (QR) assumption. A BasicIBE encryption of an l-bit message
has a short ciphertext of log2 N +2l bits where N is a Blum integer. How-
ever, it is not time-efficient due to solving l+1 equations in the formRx2+
Sy2 ≡ 1 (mod N). Jhanwar and Barua presented a variant of BasicIBE
in which the encryptor only solves 2

√
l such equations. The decryptor de-

crypts the message without solving any such equations. In addition, the
decryption key is decreased to only one element in ZN . However, the ci-
phertext size increases from a single element to 2

√
l elements in ZN . In

this paper, we revisit the Jhanwar-Barua (JB) system and review its secu-
rity. We prove that this system is not IND-ID-CPA secure and present a
solution to the security flaw of this system. We also point out a flaw in the
security proof of the JB system and propose two different security proofs
for the fixed system. We prove that it has the same security as the original
BasicIBE system.

Keywords: Identity-based Encryption, Quadratic Residuosity Assump-
tion, IND-ID-CPA.

1 Introduction

In 1985, Shamir [1] presented the notion of identity-based encryption (IBE) in
which the user’s identity represents his public key and consequently, no public
key certificate is required. Additionally, the construction of identity-based sig-
nature was proposed in the same work, but the construction of identity-based
encryption (IBE) was left as an open research problem. The design of a provable
secure IBE remained an open problem for sixteen years until Boneh and Franklin
[2] proposed a provably secure IBE in the random oracle model based on bilinear
maps. Subsequently, there has been a rapid development in IBE based on bilin-
ear maps, such as [3,4,5,6]. The notion of identity-based cryptography is very
important in the real world application where the necessity of having to verify
the certificates is not a viable solution. In the literature, many such applications
have been proposed to date. However, all the previously mentioned IBEs are

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 271–284, 2014.
c© Springer International Publishing Switzerland 2014
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based on pairing operations. According to MIRACL benchmarks, a 512-bit Tate
pairing takes 20 ms while a 1024-bit prime modular exponentiation takes 8.80
ms. The pairing computations are expensive compared to normal operations.
The costly pairing computation limits it from being used in wide application,
specially when time and power consumptions are a major concern such as in
limited wireless sensor networks. Hence, the seek for a scheme that does not
rely on pairings is desirable. Another approach to design IBEs is based on the
quadratic residuosity (QR) assumption. The first IBE based on this approach
is due to Cocks [7]. This system is IND-ID-CPA secure in the random oracle
model. It is time-efficient compared to pairing-based IBEs, but it produces a
long ciphertext of two elements in ZN for every bit in the message. The design
of efficient IBEs without pairings was an open problem until Boneh, Gentry and
Hamburg [8] presented two space-efficient systems (BasicIBE and AnonIBE) in
which the ciphertext is reduced from 2l elements to only one element in ZN . As
in Cocks’ IBE, the security of BasicIBE is based on the QR assumption in the
random oracle model. Although the concrete instantiation of BasicIBE is highly
space-efficient, this comes at the cost of less time-efficient encryption/decryption
algorithms. To encrypt an l-bit message, BasicIBE solves l + 1 equations in the
form Rx2 + Sy2 ≡ 1 (mod N) for known values of R,S and N [8]. Solving such
an equation requires a ‘solubility certificate’ and obtaining these certificates re-
quires the generation of primes [7,9,10]. The obtained certificates can be used
to solve Rx2 +Sy2 ≡ 1 (mod N) efficiently using the Cremona-Rusin algorithm
[9]. The prime generation is a time-consuming process and it is the bottleneck
in the BGH systems. Moreover, the decryption key is l elements in ZN because
the identity ID is hashed to a different value to encrypt each bit. AnonIBE is
based on BasicIBE and it is Anon-IND-ID-CPA secure in the standard model
under the interactive quadratic residuosity (IQR) assumption [8]. Moreover, the
ciphertext length is reduced to one element in ZN plus l + 1 bits.

Jhanwar and Barua [11] made some significant observations on the BGH sys-
tems (for solving equations in the form Rx2+Sy2 ≡ 1 (mod N)) and proposed a
trade-off system that reduces the private key length but increases the ciphertext
length. They found that by knowing the value of S (mod N), one can find a ran-
dom solution to the equation Rx2 + Sy2 ≡ 1 (mod N) using only one inversion
in ZN . The sender solves only 2

√
l equations in the form Rx2+Sy2 ≡ 1 (mod N)

using only 2
√
l inversions in ZN and thus, no prime generation is required. This

increases the encryption/decryption speed dramatically. The private key is only
one element in ZN . However, this system produces a large ciphertext of 2

√
l

elements in ZN . The most interesting part of Jhanwar and Barua [11] is its
time- and power-efficiency. It avoids the expensive prime generation operations
and replaces it with only one inversion in ZN . Moreover, there is no expensive-
computational operations such as pairing or even modular exponentiation. We
compare between the (JB) system and some other efficient IBE systems such
as Boneh-Boyen IBE [5] and IBE systems with more powerful adversary such
as Boneh, Raghunathan, Segev (BRS) IBE [12]. We also compare it to other
pairing-free IBE such as Cock’s IBE [7] and BGH IBEs [8]. In the table, the
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symbol m represents prime modular exponentiation while e and p represents
pairing operation and prime generation respectively. l represents the message
length. The simple x in the table represents a parameter in BRS IBE which is
function of the security parameter, the length of the identity and a prime p [12].
The symbols G and GT represents an element in two groups G and GT such
that e : G×G → GT .

Table 1. Comparison between Various IBEs and the JB IBE

Expensive Mathematical Operations Ciphertext Length

Cock’s 0 2l(logN)

The BasicIBE (l + 1)p logN + 2l

The AnonIBE (2l + 1)p logN + l + 1

Jhanwar-Barua 0 2
√
l logN + 2l

Boneh-Boyen e+3m GT+2G

BRS m+(x)e G+(x)GT

Our Contributions. We revisit the JB system, and identify some security is-
sues with the system. We prove that an IND-ID-CPA adversary can attack this
system and hence it is not IND-ID-CPA secure. The attack comes from mis-
takenly reusing the same y to encrypt multiple bits and hence, these bits are
encrypted using the same key. We also present a solution to the security flaw of
this system. We also point to a flaw of the security proof of the JB system and
present two security proofs for the fixed system. We prove that it is as secure as
the BasicIBE system. We note here that the fixed JB system is as efficient as
the original system.

2 Definitions

2.1 IND-ID-CPA

The IND-ID-CPA security model of an IBE system is described as a game be-
tween an adversary A and a challenger C [1,2]. This game is as follows:

– Setup(λ): C generates the public parameters (PP ) and sends them to A and
keeps the master secret (MSK) to himself.

– Query Phase: In this phase, A sends private key queries to C for identities
IDs of his choice. These queries are adaptive based on previous queries.

– Challenge: Satisfied with private key queries, A sends to C two messages m1

and m2 for an identity ID∗. C tosses a coin b ∈ [0, 1] randomly and encrypts
mb using ID∗. Note that ID∗ must not be queried in the query phase.

– Guess: A outputs b ∈ [0, 1]. A wins the game if b = b.
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The advantage of A to attack a system ξ and win this game is:

IBEAdvA,ξ(λ) = |pr[b = b]− 1
2 |.

If A submits two pairs of (ID0,m0) and (ID1,m1) in the challenge phase, then
this game is called the ANON-IND-ID-CPA security model. The advantage of
the adversary winning this game is the same as above.

2.2 QR Assumption and Jacobi Symbols

For a positive integer N , define the following set [8]:

J(N) = [a ∈ ZN :
(

a
N

)
= 1],

where
(

a
N

)
is the Jacobi symbol of a w.r.t N . The Quadratic Residue set QR(N)

is defined as follows.

QR(N) = [a ∈ ZN : gcd(a,N) = 1 ∧ x2 ≡ a (mod N) has a solution].

Definition 1. Quadratic Residuosity Assumption: Let RSAgen(λ) be a proba-
bilistic polynomial time (PPT) algorithm. This algorithm generates two equal
size primes p, q. The QR assumption holds for RSAgen if it cannot distinguish
between the following two distributions for all PPT algorithms A [8].

PQR(λ) : (N, V )(p, q)← RSAgen(λ), N = pq, V ∈R QR(N),
PNQR(λ) : (N, V )(p, q)← RSAgen(λ), N = pq, V ∈R J(N) \QR(N).

In other words, the advantage of A against QR assumption QRAdvA,RSAgen(λ) =

|Pr[(N, V )← PQR(λ) : A(N, V ) = 1]|−|Pr[(N, V )← PNQR(λ) : A(N, V ) = 1]|.

is negligible. i.e. A cannot distinguish between elements in J(N) \ QR(N) and
elements in QR(N).

3 BasicIBE [8]

BasicIBE encrypts an l-bit message m using a square S ≡ s2 (mod N) where
s ∈R ZN, the user’s identity ID and a pair of Jacobi symbols for each bit. It
first hashes ID to different values H(ID, i) = uaRi = r2i where a ∈ {0, 1}, u ∈
J(N)\QR(N) and i is the bit index. Then it solves the equations Rix

2
i +Sy2i ≡ 1

(mod N) and uRix
2
i + Sy2i ≡ 1 (mod N) to get (xi, yi, xi, yi). The ciphertext is

(S, c, c) where c ← [c1, c2, c3, ..., cl], ci = m ·
(
2+2yis

N

)
and c ← [c1, c2, c3, ..., cl],

ci = m ·
(

2+2yis
N

)
. To decrypt, one needs to know the square-root of Ri or uRi.

If Ri = r2i , the message is mi = ci ·
(
1+xiri

N

)
and if uRi = r2i , the message is

mi = ci ·
(
1+xiri

N

)
.
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3.1 BGH Product Formula

BasicIBE [8] has to solve 2l equations in the form Rx2 + Sy2 ≡ 1 (mod N) to
encrypt/decrypt a message m of length l by computing pairs (xi, yi), (xi, yi) ∈
Z2
N such that:

Rix
2
i + Sy2i ≡ 1 (mod N) and uRix

2
i + Sy2i ≡ 1 (mod N). (1)

Boneh, Gentry and Hamburg presented a product formula which only solves
l + 1 equations to encrypt/decrypt a message [8].

Lemma 1. For i = 1, 2 let (xi, yi) be a solution to Rix
2 + Sy2 ≡ 1 (mod N).

Then (x3, y3) is a solution to

R1R2x
2 + Sy2 ≡ 1 (mod N), (2)

where x3 = x1x2

Sy1y2+1 and y3 = y1+y2

Sy1y2+1 .

During encryption/decryption, BasicIBE solves the following equations:

Rix
2
i + Sy2i ≡ 1 (mod N) and ux2 + Sy2 ≡ 1 (mod N) (3)

and then uses Lemma 1 to find solutions to uRix
2
i + Sy2i ≡ 1 (mod N).

4 The JB System [11]

4.1 JB Product Formula

Jhanwar and Barua [11] presented a variant of BasicIBE (the JB System). They
used a variant of Lemma 1 to implement their system. This lemma states that:

Lemma 2. For i = 1, 2 let (xi, yi) be a solution to Rx2 + Siy
2 ≡ 1 (mod N).

Then (x3, y3) is a solution to

Rx2 + S1S2y
2 ≡ 1 (mod N), (4)

where x3 = x1+x2

Rx1x2+1 and y3 = y1y2

Rx1x2+1 .

4.2 The System Structure

The JB system is explained as follows.

– Setup(λ): Using RSAgen(λ), generate (p,q). Calculate the modulus N ← pq.
Choose a random u ∈ J(N) \QR(N) and choose a hash function H : ID →
J(N). The public parameters PP are [N, u,H ]. The master secret MSK
parameters are p, q and a secret key K for a pseudorandom function FK :
ID → {0, 1, 2, 3}.

– KeyGen(MSK, ID): Calculate R ← H(ID) ∈ J(N) and w ← FK(ID) ∈
{0, 1, 2, 3}. Choose a ∈ {0, 1} such that uaR ∈ QR(N). Let [z0, z1, z2, z3] be
the four square roots of uaR ∈ ZN , then r ← zw.
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– Encryption(PP, ID,m): To encrypt a message m ∈ {−1, 1}l execute the fol-
lowing algorithm:

k ←
√
l , R ← H(ID) ∈ J(N)

foreach i ∈ [1, l] do
if i ≤ k then

si ∈R ZN , s2i ≡ Si (mod N), [xi, yi]← Rx2
i + Siy

2
i ≡ 1 (mod N)

[xi, yi]← uRx2
i + Siy

2
i ≡ 1 (mod N)

ci ← mi ·
(
2yisi+2

N

)
, ci ← mi ·

(
2yisi+2

N

)
else

(j1, j2)← i = k · j1 + j2, yj1,j2 ←
yj1yj2

Rxj1xj2+1 , yj1,j2 ←
yj1

yj2

uRxj1xj2+1

ci ← mi ·
(

2yj1,j2sj1sj2+2

N

)
, ci ← mi ·

(
2yj1,j2

sj1sj2+2

N

)
end
c ← [c1, ..., cl], c ← [c1, ..., cl], x ← [x1, ..., xk] and x ← [x1, ..., xk]

end

The ciphertext is C ← (c, c, x, x)
– Decrypt(C, r): To decrypt C ← (c, c, x, x), execute the following algorithm:

foreach i ∈ [1, l] do
if r2 = R then

if i > k then

(j1, j2)← i = k · j1 + j2, xi ← xj1+xj2

Rxj1xj2+1

end

mi ← ci ·
(
xir+1

N

)
end
if r2i = uR then

if i > k then

(j1, j2)← i = k · j1 + j2, xi ← xj1+xj2

uRxj1xj2+1

end

mi ← ci ·
(
xir+1

N

)
end

end

5 The Security Flaw of the JB System

The idea behind the JB system is based on a time-space trade-off of BasicIBE
[8]. To decrease the number of y, y elements, the system solves only two sets of
k =

√
l equations. Each set is used to generate c and c respectively. A bit mi<k is

encrypted with yi, yi while a bit mi>k is encrypted with yj1,j2 ← (yj1 , yj2) where
i = k · j1+ j2. Assume that there are two bits mi1>k,mi2>k where i1 = k · j1+ j2
and i2 = k · j2 + j1, then xj1,j2 = xj2,j1 =

xj1+xj2

Rxj1xj2+1 and yj1,j2 = yj2,j1 =
yj1yj2

Rxj1xj2+1 . Consequently, bits i1, i2 are encrypted/decrypted using the same key.

The same idea goes for xj1,j2 , yj1,j2 . Based on this security flaw, an IND-ID-CPA
adversary can win an IND-ID-CPA game against this system as follows:
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– An adversaryA chooses i1, i2 > k such that i1 = k ·j1+j2 and i2 = k ·j2+j1.
– In the challenge phase, A sends to the challenger C two messagesm,m. These

messages are chosen at random with mi1 = mi2 and mi1 �= mi2 .
– In the guess phase, the adversary A checks the bits ci1 , ci2 . If ci1 = ci2 then

b = 0 and if ci1 �= ci2 then b = 1.

To overcome this security flaw, j1 must not be equal to j2 for all values of j1 and
j2. i.e., j1 �= j2 for all [j1, j2] ∈ [1, k]. This means that the number of k equations
(i.e. the number of y elements) required for encrypting a message with length l
is more than

√
l. Next, we deduce the relation between k and l in order to make

the JB system IND-ID-CPA secure. Fig. 1 represents a message m as a table.

Fig. 1. The maximum number of l-bit encrypted by k elements of yj1,j2

Each row is encrypted using k elements of yi. The first row is encrypted by the
first k elements of yi. The second row is encrypted by the combination of y1 and
all values of y1, ..., yk. The third row is encrypted by the combination of y2 and
all values of y1, ..., yk and so on. In the third row, the value y2,1 is eliminated
because it is equal to y1,2. In the fourth row, the values of y3,1 and y3,2 are
eliminated because they are equal to y1,3 and y2,3 respectively. Symmetrically,
one can find the number of eliminated bits in each row until the last row, where
only yk,k is used. The maximum number of bits that can be encrypted using k
values of y is:

l ≤ k + k + k − 1 + k − 2 + ...+ 1 ≤ k2 + 3k

2
. (5)

For example, if the message length is 100 bits, then the minimum number of
solved equations must be 200 ≤ k2 + 3k, k ≥ 13, which is larger than

√
l =√

100 = 10.
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6 The JB System Security Proof

In this section, we first point out a flaw in the security proof presented in
[11] for the JB system, then we present two rigorous security proofs for the
fixed system. In the JB system security proof, the authors assumed that, if

an adversary A guessed the first k Jacobi symbols on the form
(

2yj1sj1+2

N

)
and(

2yj2sj2+2

N

)
, he will be able to guess the distribution of the rest l−k Jacobi sym-

bols
(

2yj1,j2sj1sj2+2

N

)
. That is obviously because yj1,j2sj1sj2 depends on yj1sj1

and yj2sj2 and consequently, the JB security is reduced by a factor of 1
2k . We

prove that this claim needs revision. In fact, we prove that guessing the Ja-

cobi symbols
(

2yj1,j2sj1sj2+2

N

)
from

(
2yj1sj1+2

N

)
and

(
2yj2sj2+2

N

)
is as hard as

guessing them from other independent Jacobi symbols
(

2yjsj+2
N

)
and

(
2yisi+2

N

)
.

That is because Damgard [14] showed that the distribution of Jacobi symbols
sequences is random. If an adversary knows

(
a
N

)
, it is a hard problem for him

to find
(
a+1
N

)
for an unknown value a. Although a and a+ 1 are highly related,

the Jacobi symbols
(

a
N

)
and

(
a+1
N

)
look random and indistinguishable from the

adversary point of view. Based on the above, we present the following Lemma.

Lemma 3. The distribution of the last l − k bits of the JB system encryption

key in the form of
(

2yj1,j2sj1 sj2+2

N

)
does not depend on the distribution of the

first k bits in the form
(

2yj1sj1+2

N

)
and

(
2yj2sj2+2

N

)
.

Proof. Damgard proved that the following is a hard problem [14].

Theorem 1. Let J be the Jacobi sequence modulo N with a starting point a
and length P(k), for a security parameter k and polynomial P. Given J, find(

a+P (k)+1
N

)
.

This means that, knowing
(

a
N

)
,
(
a+1
N

)
,
(
a+2
N

)
, ...,

(
a+a1

N

)
, ...,

(
a+a2

N

)
, ...,(

a+P
N

)
, it is a hard problem to find

(
a+P+1

N

)
.

We first choose a and P such that a+ P + 1 = 2yj1,j2sj1sj2 + 2, then we can
write the above sequence in two different forms:( a

N

)
,

(
a + 1

N

)
,

(
a + 2

N

)
, ...,

(
2yj1sj1 + 2

N

)
, ...,

(
2yj2sj2 + 2

N

)
, ...,

(
a + P

N

)
where a1 = 2yj1sj1 + 2− a, a2 = 2yj2sj2 + 2− a.( a

N

)
,

(
a + 1

N

)
,

(
a + 2

N

)
, ...,

(
2yjsj + 2

N

)
, ...,

(
2yisi + 2

N

)
, ...,

(
a + P

N

)
where a1 = 2yjsj + 2− a, a2 = 2yisi + 2− a.
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Since ZN is an additive group, the values of a1, a2 and P exist in both sequences
for any value y or s. From the above equations, guessing the Jacobi symbol(

2yisj1 sj2+2

N

)
from

(
2yj1sj1+2

N

)
and

(
2yj2sj2+2

N

)
is as hard as guessing them

from independent Jacobi symbols. �
We note here that in the JB system, it is much harder to guess the Jacobi

symbols
(

2yj1,j2sj1 sj2+2

N

)
than the Damgard problem because the only available

Jacobi symbols in the whole sequence are
(

2yj1sj1+2

N

)
and

(
2yj2sj2+2

N

)
.

We now present two different security proofs for the fixed JB system.

Theorem 2. Suppose the QR assumption holds for RSAgen and F is a secure
PRF. Then the proposed JB system is IND-ID-CPA secure based on the QR
assumption when H is modelled as a random oracle. In particular, suppose A is
an efficient IND-ID-CPA adversary, then there exist efficient algorithms B1, B2

whose running time is the same as that of A such that:

IBEAdvA,JB(λ) ≤ 2QRAdvB2,RSAgen(λ) + PRFAdvB1,F (λ).

To prove this theorem, we first introduce Lemma 4.

Lemma 4. Let N = pq be an RSA modulus, S,R ∈ J(N). Then

– 1-When R ∈ J(N) \ QR(N), S ∈ QR(N), the Jacobi symbols
(

g(s)
N

)
for

any function g are uniformly distributed in {±1}, where s is a random
variable uniformly chosen among the four square roots of S modulo N and
g(s)g(−s)R ∈ QR(N) for all the four values of s.

– 2-When S ∈ J(N) \ QR(N), R ∈ QR(N), the Jacobi symbols
(

f(r)
N

)
for

any function f are uniformly distributed in {±1}, where r is a random
variable uniformly chosen among the four square roots of R modulo N and
f(r)f(−r)S ∈ QR(N) for all the four values of r.

– 3-When S,R ∈ QR(N), the Jacobi symbols
(

g(s)
N

)
and

(
f(r)
N

)
are constant,

i.e. the same for all four values of r and s .

Proof. Let s, s be the four square roots of S ∈ QR(N) such that s = s (mod p)
and s = −s (mod q), then the four square roots of S are {±s,±s}. We can
assume the same for R ∈ QR(N) and the four square roots are {±r,±r}, where
r = r (mod p) and r = −r (mod q).
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Case 1 (
g(s)g(−s)R

N

)
=

(
g(s)g(−s)R

p

)
=

(
g(s)g(−s)R

q

)
= 1.(

R

p

)
=

(
R

q

)
= −1,(

g(s)g(−s)

p

)
=

(
g(s)g(−s)

q

)
= −1,(

g(s)

p

)
= −

(
g(−s)

p

)
and

(
g(s)

q

)
= −

(
g(−s)

q

)
,(

g(s)

N

)
=

(
g(−s)

N

)
.(

g(s)

p

)
=

(
g(s)

p

)
.(

g(s)

q

)
=

(
g(−s)

q

)
= −

(
g(s)

q

)
,(

g(s)

p

)(
g(s)

q

)
= −

(
g(s)

p

)(
g(s)

q

)
,(

g(s)

N

)
= −

(
g(s)

N

)
,(

g(s)

N

)
=

(
g(−s)

N

)
= −

(
g(s)

N

)
= −

(
g(−s)

N

)
.

That means that among the four Jacobi symbols
(

g(a)
N

)
,
(

g(−a)
N

)
,
(

g(a)
N

)
,(

g(−a)
N

)
two are +1 and two are −1. Case 2 and Case 3 can be proven sim-

ilarly to Case 1.

(High Level Idea of the Proof). Before presenting the formal proof, we first illus-
trate the idea of the proof as follows. The security proof is based on successfully

proving that the distribution of the Jacobi symbols
(
2yisi+2

N

)
,
(

2yisi+2
N

)
,
(
xir+1

N

)
and

(
xir+1

N

)
are random in {±1} and thus, the ciphertext is indistinguishable

from random. This is achieved by replacing the variables u,R, S in the equation
uRx2

i + Sy2i = 1 (mod N) with other variables based on the QR problem such
that one of Case 1 or Case 2 in Lemma 4 holds.

We define two sequences of games and let Wi represents the winning of the
ith game and W i represents the winning of the ith game by the adversary A.
Any of these sequences proves the security of the JB system. These games are
defined as follows.

– Game-0. This game is the usual adversarial game.
– Game-1. This game replaces the PRF F with a truly random function.
– Game-2. This game explains how to simulate the hash function H .
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– Game-3. This game sets u ∈ QR(N).
– Game-4. This game explains how to respond to an encryption query from
A.

– Game-4. This game explains how to respond to an encryption query using
the Decrypt algorithm.

– Game-5. This game sets R ∈ J(N) \QR(N).
– Game-5. This game sets Si ∈ J(N) \QR(N).
– Game-6 and Game-6 replace the message m with a random number z.

The detail of the proof is as follows.

– Game-0. This is the usual adversarial game for defining the IND-ID-CPA
security of IBE protocols. The challenger picks the random oracle H : ID →
J(N) at random from the set of all such functions in the Setup algorithm
and allows A to query H at arbitrary points. Thus, we have

|Pr[W0]−
1

2
| = IBEAdvA,JB(λ).

– Game-1. This is the same as Game-0, with the following change. In Setup
algorithm, instead of using a PRF F to respond to A’s private key queries,
we use a truly random function f : ID → {0, 1, 2, 3}. If F is a secure PRF,
A will not notice the difference between Game-0 and Game-1. In particular,
there exists an algorithm B1 (whose running time is about the same as that
of A) such that

|Pr[W1]− Pr[W0]| = PRFAdvB1,F (λ).

– Game-2. (N, u,H) are the public parameters PP given to A in the previous
game where u is uniform in J(N) \ QR(N) and the random oracle H is
a random function H : ID → J(N). We make the following change in the
random oracle H in this game. The challenger responds to a query to H(ID)
by picking a ∈R {0, 1} and v ∈R ZN and setting H(ID) = uav2. Thus the
challenger implements a random function H : ID → J(N) as in the previous
game. The challenger responds to a private key query as follows.
Suppose R = H(ID) = uav2 for some a ∈R {0, 1} and v ∈R ZN . The

challenger responds to a private key query for ID by setting either R
1
2 = v

(when a = 0) or uR
1
2 = uv (when a = 1). Since v is uniform in ZN this

will produce a square root of R or uR which is also uniform among the
four square roots, as in the previous game. Thus, A’s views in Game-1 and
Game-2 are identical and therefore,

|Pr[W1] = Pr[W2]|.
– Game-3. In this game, the challenger chooses u uniformly in QR(N) instead

of J(N)\QR(N). Since this is the only change between Game-2 and Game-3,
A will not notice the difference assuming that the QR assumption holds for
RSAgen. In particular, there exists an algorithm B2 (whose running time is
about the same as that of A) such that:

|Pr[W3]− Pr[W2]| = QRAdvB2,RSAgen(λ).
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– Game-4. We describe below in detail how, in this game, the challenger re-
sponds to an encryption query from A.
• He chooses R ∈ QR(N) and sets H(ID) = R. (*)
• He chooses s ∈R ZN and computes Si = s2i .
• He sets c ← Encrypt(PP, ID,m).
• He sends (S, c) to A.

Since this game is the same as Game-3, thus:

|Pr[W4] = Pr[W3]|.

– Game-4. This game is the same as Game-3 except that the challenger handles
encryption queries fromA differently. To encrypt a message m for an identity
ID the challenger does the following.
• He chooses R ∈ QR(N) and sets H(ID) = R.
• He chooses s ∈R ZN and computes Si = s2i . (*)
• He sets c ← Decrypt(r, PP, (S,m)).
• He sends (S, c) to A.

It is easy to see that ci = mi ·
(
1+xir

N

)
is a unique encryption of m. Since

this game is the same as Game-3, thus:

|Pr[W 4] = Pr[W3]|.

– Game-5. In this game, we make a change in the challenge phase. We replace
the line (*) in Game-4 with the following:
• He chooses R ∈ J(N) \QR(N) and sets H(ID) = R.

Since the only difference between Game-5 and Game-4 is that R ∈ J(N) \
QR(N) in Game-5 instead of R ∈ QR(N) in Game-4, A will not notice the
difference assuming that the QR assumption holds for RSAgen. In particular,
there exists an algorithm B2 (whose running time is about the same as that
of A) such that:

|Pr[W5]− Pr[W4]| = QRAdvB2,RSAgen(λ).

– Game-5. This game is similar to Game-5. We replace the line (*) in Game-4
with the following:
• He chooses s ∈R ZN and computes Si = −s2i for the first k bits and sets

Si = −Sj1Sj1 = −s2i = −(sj1sj1)2, i = k · j1 + j2 for the last l− k bits.
Since Si = −s2i , Si ∈ J(N) \ QR(N). The only difference between Game-5
and Game-4 is that Si ∈ J(N)\QR(N) in Game-5 instead of Si ∈ QR(N) in
Game-4 so A will not notice the difference assuming that the QR assumption
holds for RSAgen. In particular, there exists an algorithm B2 (whose running
time is about the same as that of A) such that:

|Pr[W 5]− Pr[W 4]| = QRAdvB2,RSAgen(λ).

– Game-6: In this game, we replace the message m(b) by a random string

z ∈R {−1, 1}l i.e., ci = zi ·
(
2yisi+2

N

)
and ci = zi ·

(
2yisi+2

N

)
where yi = yj1,j2

and si = sj1sj2 , i = k · j1 + j2 for the last l − k bits. We first prove that
(2yisi + 2)(−2yisi + 2)R ∈ QR(N).
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Proof. Let g(si) = (2yisi + 2), then we have

g(si)g(−si)R = 4(yisi + 1)(−yisi + 1)R,

g(si)g(−si)R = 4(1− (yisi)
2),

g(si)g(−si)R = 4(Rx2
i )R = (2Rxi)

2 ∈ QR(N).

Similarly, we can prove that (2yisi + 2)(−2yisi + 2)uR ∈ QR(N).
Since Si ∈ QR(N), R ∈ J(N) \QR(N), (2yisi + 2)(−2yisi + 2)R ∈ QR(N)
and (2yisi + 2)(−2yisi + 2)uR ∈ QR(N) and based on Lemma 3, Case 1 in
lemma 4 can be applied and the distribution of the Jacobi symbols

(
2yisi+2

N

)
and

(
2yisi+2

N

)
are random in {±1}. Thus, A will not be able to distinguish

between Game-5 and Game-6. i.e.

|Pr[W6] = Pr[W5]|.

– Game-6: In this game, we replace the message m(b) by a random string
z ∈R {−1, 1}l i.e., ci = zi ·

(
xir+1

N

)
and ci = zi ·

(
xir+1

N

)
. We first prove that

(xr + 1)(−xr + 1)Si ∈ QR(N).

Proof. Let f(r) = (xr + 1), then we have

f(r)f(−r)Si = (xir + 1)(−xir + 1)Si,

f(r)f(−r)Si = (1− (xir)
2) = 1− x2

iR,

f(r)f(−r)Si = (Siy
2
i )Si = (Siyi)

2 ∈ QR(N).

Similarly, we can prove that (xir + 1)(−xir + 1)Si ∈ QR(N).
Since R ∈ QR(N), Si ∈ J(N) \ QR(N), (xr + 1)(−xr + 1)Si ∈ QR(N)
and (xir + 1)(−xir + 1)Si ∈ QR(N) and based on Lemma 3, Case 2 in
lemma 4 can be applied and the distribution of the Jacobi symbols

(
xir+1

N

)
and

(
xir+1

N

)
are random in {±1}. Thus, A will not be able to distinguish

between Game-5 and Game-6. i.e.

|Pr[W 6] = Pr[W 5]|.

– Clearly in Game-6 and Game-6 we have

|Pr[W6] = Pr[W 6] =
1

2
|.

Combining all the previous equations proves theorem.

7 Conclusion

In this paper, we reviewed the security of the JB system. We showed that this
system is not IND-ID-CPA secure. We also presented a solution to overcome
this security flaw. We also pointed out a flaw of the security proof of the JB
system and presented two security proofs that show that the fixed JB system is
as secure as the original BasicIBE system.
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Abstract. We propose an efficient universally composable (UC) adap-
tive k-out-of-N oblivious transfer (OTN

k×1) protocol over composite or-
der bilinear group employing Groth-Sahai proofs, Boneh-Boyen signature
and Bresson, Catalano and Pointcheval (BCP) encryption. Our scheme
is proven to be UC secure in the presence of malicious adversary in static
corruption model under decision Diffie-Hellman (DDH), subgroup deci-
sion (SD) and l-strong Diffie-Hellman (SDH) assumption. The proposed
protocol is lightweight in the sense that it is storage-efficient with low
communication and computation overheads as compared to the existing
UC secure similar schemes.

Keywords: Oblivious transfer, universally composable security, Groth-
Sahai proofs.

1 Introduction

Adaptive oblivious transfer (OT) protocol is an extensively used primitive in
oblivious search of large database where a sender S does not want to reveal
the entire database to a receiver R. For instance, it has been extensively used
in many cryptographic applications including fair exchange in e-commerce and
secure multi-party computation. In 1-out-of-2 oblivious transfer (OT2

1) protocol,
a sender S having 2 messages m0,m1 interacts with a receiver R holding input
σ ∈ {0, 1} in such a way that the receiver R learns mσ and remains oblivious
to other message m1−σ while σ does not get revealed to the sender S. The OT2

1

has been generalized to 1-out-of-N oblivious transfer (OTN
1 ) [19] which enables

the receiver R to learn 1-out-of-N messages m1,m2, . . . ,mN , hold by the sender
S and remains oblivious to the other N − 1 messages. The OTN

1 is further
extended to non-adaptive k-out-of-N oblivious transfer (OTN

k ) [15] and adaptive
k-out-of-N oblivious transfer (OTN

k×1) [9], [16]. In OTN
k , the receiver R learns

simultaneously all the k messages mσ1 ,mσ2 , . . . ,mσk
, σj ∈ {1, 2, . . . , N}, j =

1, 2, . . . , k, whereas in OTN
k×1 protocol, the receiver R may learn mσi−1 before

deciding on σi. The OTN
k×1 consists of one initialization phase in which the

sender S encrypts the messages m1,m2, . . . ,mN , and k transfer phases in each

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 285–298, 2014.
c© Springer International Publishing Switzerland 2014
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of which the receiver R interacts with the sender S and recovers one of the k
messages mσ1 ,mσ2 , . . . ,mσk

, σj ∈ {1, 2, . . . , N}, j = 1, 2, . . . , k, of its choice.
Rabin [21] introduced the oblivious transfer protocol following which a wide

variety of OT protocols [9], [19] have been designed. The security of the OT
protocols [9], [19], [21] are in simulation-based-model where the simulator uses
adversarial rewinding that allows the simulator to rewind the adversary’s state to
previous computation state and start the computation from there. Although the
aforementioned OT protocols satisfy both the sender’s security and the receiver’s
security, they become insecure under concurrent execution when composed with
arbitrary protocols. To address this, Canetti and Fischlin [12] introduced ideal
functionality for OT protocol in universal composable (UC) framework [11]. The
UC secure [12] OT protocols can be securely composed with arbitrary protocols
even under concurrent execution without employing adversarial rewinding. The
first efficient, UC secure OT2

1 protocols have been proposed by Peikert et al. [20].
Green and Hohenberger [16] introduced the adaptive UC secure OTN

k×1 proto-

col. Later, Rial et al. [22] designed an efficient UC secure priced OTN
k×1 protocol.

Zhang et al. [24] constructed an identity based OTN
k×1 protocol in composite or-

der bilinear group. However, the security analysis is not in UC framework and
uses random oracles in semi honest corruption model where parties can not de-
viate from the protocol specification. Composite order bilinear pairing has been
shown to be very useful in many cryptographic protocols and has several advan-
tages over prime order. Recently, Seo [23] pointed that projection property could
not be defined in bilinear pairing of prime order. Projecting bilinear pairings are
used for designing cryptosystems. Initially, finding composite order bilinear pair-
ing has become the bottleneck, but with the construction proposed by Zhang
[25], Freeman [14] and Boneh et al. [6] computing bilinear pairing of composite
order is comparable to that of prime order. Designing efficient, UC secure OTN

k×1

protocol is not a trivial task. In this paper, we construct a UC secure OTN
k×1

protocol in composite order bilinear groups inspired by the work of [16], [22] and
[24]. We employ Boneh and Boyen (BB) [3] signature together with a particular
case of Bresson, Catalano and Pointcheval (BCP) [7] encryption. Besides, we
use subgroup decision (SD) based Groth-Sahai proofs [17] to withstand attacks
against malicious adversaries.

In initialization phase, the sender encrypts each message using BCP encryp-
tion and BB signature to generate ciphertext database, whereas in each of k
transfer phases, the receiver recovers a message of its choice. The BB signature
checks malicious behavior of the receiver. Transfer phase occurs when the re-
ceiver convinces the sender by non-interactive zero knowledge (NIZK) proof [17]
that the ciphertext the receiver has blinded corresponds to an actual ciphertext
database published by the sender in initialization phase. To control the mali-
cious behavior of the sender, the sender provides the receiver non-interactive
witness indistinguishability (NIWI) [17] proof that the secret used by the sender
in transfer phase for the blinded ciphertext is the same as the secret used in
generating ciphertext database.
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We provide a concrete security analysis of our OT protocol in UC framework
assuming the hardness of DDH over composite order group, SD and l-Strong
Diffie-Hellman (l-SDH) problems. Our security model addresses the malicious ad-
versary which can deviate from its protocol specification. The corruption model
is static in which adversary pre-decides the corrupted parties before the exe-
cution of the protocol. Throughout the protocol execution, corrupted parties
remain corrupted and honest parties remain honest in static corruption model.

We emphasize that our protocol is more efficient in terms of computation cost
and communication overheads as compared to [16], [22] which are, to the best of
our knowledge, the only existing UC secure adaptive oblivious transfer protocols
with the same security levels as ours. As pairing and exponentiation operations
are the most expensive operations as compared to addition and multiplication
operations, the proposed protocol uses less number of pairing and exponentiation
operations than [16] and [22].

2 Background

Notations: Throughout, we use ρ as the security parameter, x
$←− A means

sample an element x uniformly at random from the set A, y ← B indicates y is

the output of algorithm B, N denotes the set of natural numbers and X
c≈ Y

indicates X is computationally indistinguishable from Y . A function f(n) is
negligible if f = o(n−c) for every fixed positive constant c.

2.1 Bilinear Pairing and Complexity Assumptions

Definition 1. (Bilinear Pairing) Let G1,G2 and GT be three multiplicative
cyclic groups of composite order n = pq which is a product of two primes. The
map e : G1 ×G2 → GT is bilinear if it satisfies the following conditions:
(i) Bilinear – e(xa, yb) = e(x, y)ab ∀ x ∈ G1, y ∈ G2, a, b ∈ Z

∗
n.

(ii) Non-Degenerate – e(x, y) generates GT , ∀ x ∈ G1, y ∈ G2, x �= 1, y �= 1.
(iii) Computable – The pairing e(x, y) is computable efficiently ∀ x ∈ G1, y ∈ G2.

If G1 = G2, then e is symmetric bilinear pairing. Otherwise, e is asymmetric
bilinear pairing. Throughout the paper, we use symmetric bilinear pairing.

Definition 2. (Decisional Diffie-Hellman (DDH) assumption [7] over a group
of composite order) Let G be a multiplicative cyclic group of composite order n =
pq with a generator g. The DDH assumption in G states that given gx, gy, z0 =

gxy and z1 = gt, x, y, t
$←− Zn, it is hard to distinguish z0 from z1.

Definition 3. (l-Strong Diffie-Hellman (SDH) assumption in Gp [3], [13]) Let
G be a group of order n = pq with a generator g and Gp be its subgroup of
prime order p. The l-SDH assumption in Gp states that given (l + 1)-tuple

(g, gq, gqx
2

, . . . , gqx
l

), x ∈ Z∗
p as input it is hard to output a pair (c, g

q
x+c ), c ∈ Zp.

The l-SDH assumption is proven to be true in generic group model [3].



288 V. Guleria and R. Dutta

Definition 4. (Subgroup Decision (SD) assumption [5]) Let G be a group of
order n = pq with a generator g and Gq be its subgroup of prime order q. The
subgroup decision assumption states that given h ∈ G as input, it is hard to
decide whether h is random generator of G or Gq.

2.2 Groth-Sahai Proofs [17]

Groth and Sahai [17] show how to construct non-interactive zero-knowledge
(NIZK) proofs and non-interactive witness indistinguishable (NIWI) proofs un-
der the SD assumption which are used in our protocol construction. Let us first
briefly explore Groth-Sahai commitments. We use algorithm BilinearSetup to
generate bilinear pairing.

BilinearSetup is an algorithm which on input security parameter ρ generates
two large primes p, q of length �. It generates a cyclic group G of order n = pq
with a generator μ and bilinear mapping e : G × G → GT . The groups Gp

and Gq represent unique subgroups of group G of order p and q respectively.
The public parameters are params = (n,G,GT , e, μ) and secret trapdoor is
t = (p, q), i.e, (params, t)← BilinearSetup(1ρ).

Depending on the public parameters, there are two types of settings in Groth-
Sahai proofs - perfectly sound setting in subgroup Gp of G and witness indistin-
guishability setting. We describe below how to commit a group element X ∈ G

in both the settings for Groth-Sahai proofs.

Commitment in Perfectly Sound Setting in Gp: Generate public parame-
ters params = (n,G,GT , e, μ) ← BilinearSetup(1ρ). In this setting, the common
reference string is GS = (params, u), where u is generator of order q subgroup

Gq of G. To commit X ∈ G, one picks r
$←− Zn and sets Com(X) = Xur. As

order of u is q, (Com(X))q maps X uniquely in the order p subgroup Gp of G.

Commitment in Witness Indistinguishability Setting: Generate public
parameters params = (n,G,GT , e, μ) ← BilinearSetup(1ρ). In this setting, the
common reference string is GS = (params, u), where u is generator of G. To

commit X ∈ G, one picks r
$←− Zn and sets Com(X) = Xur. One can note that

Com(X) perfectly hides the message X .

Let Commit be an algorithm which on input X ∈ G and GS, generates Com(X),
i.e, Com(X) ← Commit(GS, X).

Theorem 1. [17] The common reference string in perfectly sound setting and
witness indistinguishability setting is computationally indistinguishable under the
SD assumption.

2.3 Non-Interactive Verification of Pairing Product Equation [17]

The Groth-Sahai proofs are two party protocols with the prover and the ver-
ifier and consist of three PPT algorithms AGSSetup, AGSProve and AGSVerify
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described in Algorithms 1-3 respectively. Groth-Sahai proofs show how to verify
the general pairing product equation

n∏
i=1

e(Ai,Yi)

m∏
i=1

e(Xi,Bi)

m∏
i=1

n∏
j=1

e(Xi,Yi)
ai,j = tT , (1)

in a non-interactive way, where e : G1×G2 → GT is a bilinear pairing, Xi=1,2,...,m

∈ G1,Yj=1,2,...,n ∈ G2 are variables, Ai=1,2,...,n ∈ G1,Bj=1,2,...,m ∈ G2, ai,j ∈ Zn

are constants and tT ∈ GT . In our construction, we use following types of pairing
product equations for a symmetric bilinear pairing e which are particular cases
of equation 1. In symmetric bilinear pairing G1 = G2 = G.

e(x, g3)e(y, w) = e(g3, g3), (2)

e(x, y) = e(g3, g3), (3)

where, x, y ∈ G being secret values and g3, w ∈ G, e(g3, g3) ∈ GT being public.
Let us illustrate how the prover and the verifier use Algorithms 1-3 to verify the
pairing product equations 2 and 3. The equation 2 is linear while equation 3 is
non-linear. The prover wants to convince the verifier in a non-interactive way
that he knows the solution x, y to equations 2 and 3 without revealing anything
about x and y to the verifier. Let E be the set of all equations which the prover
wishes to prove in non-interactive way to the verifier and W be the set of all
secret values in E . The set W is referred as witnesses of statement E . We follow
the notation of [10] for writing equations in statement. In reference to equations
2 and 3, E = {e(x, g3)e(y, w) = e(g3, g3) ∧ e(x, y) = e(g3, g3)} and W = (x, y).
Let (params, t)← BilinearSetup(1ρ), params = (n,G,GT , e, μ) and t = (p, q).

Algorithm 1. AGSSetup
Input: μ and t = (p, q).
Output: GS = u.
1: u = μp is a generator of Gq ;
2: GS = u;

Algorithm 2. AGSProve
Input: GS = u, E = (eq1, eq2, . . . , eqm),

W = (h1, h2, . . . , hl).
Output: π.
1: for (i = 1, 2, . . . , l)
2: Com(hi) ← Commit(GS, hi);
3: for (i = 1, 2, . . . ,m)
4: Generate Pi for equation eqi ∈ E;
5: π = (Com(h1),Com(h2), . . . ,Com(hl),P1,P2, . . . ,Pm);

The algorithm AGSSetup is run by a trusted party which on input a generator μ
of group G and trapdoor t = (p, q) generates the common reference string GS in
perfectly sound setting in the subgroup Gp of group G so that u is a generator
of the order q subgroup Gq of G. The trusted party makes GS public.
The prover runs the algorithm AGSProve and generates commitments to x and
y in perfectly sound setting using algorithm Commit. The prover uses GS = u

generated by AGSSetup described in algorithm 1 and sets Com(x) = xur, r
$←− Zn,

Com(y) = yus, s
$←− Zn. The prover also generates the proof components P1 for

equation 2 and P2 for equation 3, where P1 = gr3w
s, P2 = xs(yus)r. The prover

sets the proof π = (Com(x), Com(y), P1,P2) ← AGSProve(GS, E ,W) and gives
π to the verifier (see [18] for the generation of proof components).
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Algorithm 3. AGSVerify
Input: GS = u, π.
Output: Either ACCEPT or REJECT.
1: for (i = 1, 2, . . . ,m)
2: Replace the variables in eqi by their commitments;
3: Use proof components Pi of eqi to check the validity of eqi;
4: if (All eqi, i = 1, 2, . . . ,m are valid)
5: return ACCEPT;
6: else
7: return REJECT;

The algorithm AGSVerify is run by the verifier. The verifier checks whether
Com(x), Com(y), and proof components P1, P2 satisfy

e(Com(x), g3)e(Com(y), w) = e(g3, g3)e(u,P1) (4)

e(Com(x),Com(y)) = e(g3, g3)e(u,P2). (5)

Note that the verifier knows all the components in equations 4 and 5 as it receives
Com(x),Com(y), P1,P2 from the prover and g3, w, u are public. If equations 4
and 5 hold, the verifier outputs ACCEPT, otherwise, REJECT. Note that the
equations 4 and 5 hold iff the equations 2 and 3 are valid. In the above example,
the proof π consists of 4 group elements and the verification of π requires 7
pairing computation of which 2 pairing can be precomputed. For more details,
we refer to [18].

2.4 Security Model

Universally Composable (UC) Framework [12]: The security of the pro-
posed protocol is analyzed in UC framework. The security is defined by compar-
ing the execution of the protocol in the real world to the ideal world. The real
world consists of parties P1, P2, . . . , PM running the protocol Π and adversaryA
who has the ability of corrupting the parties and blocking the message exchange
between the parties. The ideal world consists of dummy parties P̃1, P̃2, . . . , P̃M ,
the ideal world adversary A′ and trusted party called ideal functionality F .
Dummy parties give their inputs to F and get back their respective outputs
from F . An interactive distinguisher called environment machine Z is intro-
duced. It interacts freely with A throughout the execution of the protocol Π in
the real world and with A′ throughout the execution of F in the ideal world.
The task of the environment machine Z is to distinguish with non-negligible
probability between the execution of Π in the real world and the execution of
F in the ideal world.

FD
CRS Hybrid Model: As OT protocol can be UC-realized only in the presence

of common reference string (CRS) model, let us describe the FD
CRS-hybrid model

[12] that UC realizes a protocol parameterized by some specific distribution D.
Upon receiving a message (sid, Pi), i = 1, 2, . . . ,M , from the party Pi, where
sid is session identity, FD

CRS first checks if there is a recorded value crs. If not,

FD
CRS generates crs

$←− D(1ρ) and records it. Finally, FD
CRS sends (sid, crs) to the

party Pi and the adversary. The sid is given by Z. No two copies of F can have
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the same sid. Two parties are said to have the same sid if and only if they are
participants of the same instance of a protocol. The sid is used to distinguish
between different instances of the same protocol.

Functionality of Oblivious Transfer: The OT protocol is a two party pro-
tocol between the sender S and the receiver R. In the ideal world, the parties
give their inputs to the ideal functionality FN×1

OT and get back their respective
outputs. These requirements are shown in Figure 1 by the oblivious transfer
functionality FN×1

OT following [12].

The functionality FN×1
OT interacts with the sender S and the receiver R as follows:

1. Upon receiving a message (sid,S, 〈m1,m2, . . . ,mN〉) from S, FN×1
OT stores

〈m1,m2, . . . ,mN 〉, where mi ∈ {0, 1}η , i = 1, 2, . . . , N , and η is the length of mi

which is fixed and is known to both the parties.
2. Upon receiving a message (sid,R, σ ∈ {1, 2, . . . , N}) from R, FN×1

OT checks if a
message (sid,S, 〈m1,m2, . . . ,mN〉) was previously recorded.
- If no, FN×1

OT sends nothing to R.
- Otherwise, FN×1

OT sends (sid, request) to S. The sender S returns (sid,S, b), in re-
sponse to the request by FN×1

OT and the adversary. If b = 0, then FN×1
OT sends (sid,⊥)

to R, else FN×1
OT returns (sid,mσ) to R.

Fig. 1. Functionality for adaptive oblivious transfer

Definition 5. Let FN×1
OT be the oblivious transfer functionality described in Fig-

ure 1. A protocol Π securely realizes the ideal functionality FN×1
OT if for any real

world adversary A, there exists an ideal world adversary A′ such that for any

environment machine Z, IDEALFN×1
OT ,A′,Z

c≈ REALΠ,A,Z , where IDEALFN×1
OT ,A′,Z

is the output of Z after interacting with A′ and dummy parties interacting with
FN×1

OT in the ideal world and REALΠ,A,Z is the output of Z after interacting with
A and the parties running the protocol Π in the real world.

2.5 Symmetric Encryption

Symmetric encryption consists of three PPT algorithms. The randomized al-
gorithm KeyGenSYM produces uniformly distributed key ke for security param-
eter ρ. The algorithm EncSYM encrypts the message m under the key ke, i.e,
C ← EncSYM(ke,m). The algorithm DecSYM decrypts the ciphertext C using
secret key ke. The same key ke is used for encryption and decryption purposes.

3 Protocol

Our adaptive OTN
k×1 protocol completes in two phases– (i) initialization phase to

generate ciphertext database cDB and (ii) transfer phase to recover a designated
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message obliviously. Initialization phase is done offline and executes once while
transfer phase is carried out online and executed k times adaptively.

On a high level, our approach is as follows. We employ a particular case of
Bresson, Catalano and Pointcheval (BCP) [7] encryption, Boneh and Boyen (BB)
[3] signature and subgroup decision (SD) based Groth-Sahai proofs [17]. The BB
[3] signature adapted to a group of composite order by Chandran et al. in [13].
The sender S has database DB = (m1,m2, . . . ,mN ). It signs the index i of each
message mi with BB signature in initialization phase, where i = 1, 2, . . . , N .
The BB signature is used to keep a check on the malicious behavior of the
receiver R. The message mi is encrypted with BCP encryption. The generated
ciphertext database cDB = (Φ1, Φ2, . . . , ΦN ) is published by S. The receiver R
verifies the ciphertext database cDB by verifying a pairing product equation for
each Φi, i = 1, 2, . . . , N . If the verification holds, transfer phase is performed.
Otherwise, R aborts the execution. In each transfer phase, R randomizes the
ciphertext Φσj which it wants to decrypt, where j = 1, 2, . . . , k. To make sure
that R randomizes the ciphertext that was previously published through cDB by
S, R proves non-interactively knowledge of a valid signature for its randomized
ciphertext without revealing anything. For this, R gives non-interactive zero
knowledge (NIZK) proof for its randomized ciphertext Φσj . In order to recover
the message mσj , R interacts with S. The sender S raises its secret value to
the randomized value provided by R. The sender S also gives non-interactive
witness indistinguishable (NIWI) proof that it uses the same secret values those
were used in generating the ciphertext database cDB in initialization phase.

Our OT protocol invokes five randomized algorithms, namely, ADOTCrsGen,
ADOTInitialize, ADOTInitializeVerify, ADOTRequest, ADOTRespond and a deter-
ministic algorithm ADOTComplete as described below in Algorithms 4-9 respec-
tively. We will use algorithms AGSSetup, AGSProve and AGSVerify discussed in
section 2.2. A pictorial view of high-level description of our OT protocol is given
in Figure 2.

Algorithm 4. ADOTCrsGen
Input: Security parameter ρ.
Output: crs = (params, g, ψ(g),GSS,GSR).
1: Generate (params, t) ← BilinearSetup(1ρ);
2: Generate g = (μ)q which is element of order p in G;

3: Pick ξ1, ξ2
$←− Z

∗
n, set g1 = μξ1 , g2 = μξ2 ;

4: Compute ψ(g) = (1 + n)λ(n)·DLogμ(g) = (1 + n)λ(n)·q ;
5: GSR ← AGSSetup(g1, t);
6: GSS ← AGSSetup(g2, t);

The algorithm ADOTCrsGen given above on input a security parameter ρ by the
trusted party FD

CRS generates the common reference string crs = (params, g, ψ(g) ,
GSS,GSR). The public parameter params = (n,G,GT , e, μ) ← BilinearSetup(1ρ)
consists of a symmetric bilinear mapping e : G × G → GT , a generater μ of
group G and the order n of groups G and GT which is the product of two primes
p and q. The primes p and q are of length �. The algorithm BilinearSetup has
been discussed in section 2.2. The map ψ : G → G′ ⊆ Z∗

n2 is a homomorphism
from G to G

′ which is contained in Z
∗
n2 , where G

′ is a cyclic group of order n
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crs = (params, g, ψ(g), GSS , GSR)
params = (n,G,GT , e, μ)

Sender S (DB) Receiver R

(PK, SSK, SK, cDB) ← ADOTInitialize
PK = (h, y)
SK = z
SSK = x
cDB = (Φ1, Φ2, . . . , ΦN )

(sid,S,PK,cDB)−−−−−−−−−→
ACCEPT ← ADOTInitilaizeVerify

Transfer Phase
σj ∈ {1, 2, . . . , N}, j = 1, 2, . . . , k
(Qrequestj ,Qprivatej) ← ADOTRequest

Qrequestj = (dj , πj)

Qprivatej
= (σj , vj)

πj ← AGSProve
(sid,R,Qrequestj

)

←−−−−−−−−−−−
(sj , δj) ← ADOTRespond
sj = dz

j

δj ← AGSProve
(sid,S,sj,δj)−−−−−−−−−→

mσj
← ADOTComplete

Fig. 2. Initialization phase and jth transfer phase of ourOTN
k×1 protocol, j = 1, 2, . . . , k

generated by (1 + n). The map ψ is a private function and defined as ψ(α) =
(1 + n)λ(n)Dlogμ(α), where Dlogμ(α) represents discrete logarithmic of α with
respect to μ, i.e, if α = μx, then Dlogμ(α) = x and λ(n) is the Carmichael
function, λ(n) = l.c.m(φ(p), φ(q)) and g.c.d (λ(n), n) = 1, where φ(·) is Euler’s
totient function. One who knows the factorization of n can only compute λ(n).
Only the value ψ(g) is made public. The sender S generates non-interactive zero-
knowledge (NIZK) proof using Groth-Sahai common reference string GSS and
R creates non-interactive witness indistinguishable (NIWI) proof using Groth-
Sahai common reference string GSR. The common reference string crs is made
public and trapdoor t is kept hidden.

Algorithm 5. ADOTInitialize
Input: crs,DB = (m1,m2, . . . ,mN ), mi ∈ Zn, i = 1, 2, . . . , N .
Output: (PK, SSK, SK, cDB).

1: Choose z
$←− [0, n

2� ], x
$←− Z

∗
n;

2: Set h = gz , y = gx and ψ(h) = ψ(g)z;
3: Set PK = (h, y), SSK = x and SK = z;
4: for (i = 1, 2, . . . , N) do

5: ri
$←− [0, n

2� ];

6: Generate BB signature on ri as μ
1

x+ri ;
7: Generate ciphertext of mi as (gri , ψ(hri ) · (1 + n)mi ), where ψ(hri ) = ψ(h)ri ;
8: Encrypt ψ(hri ) with key hri using symmetric encryption as EncSYM(hri , ψ(hri ));

9: Set ciphertext Φi =

(
gri , ψ(hri ) · (1 + n)mi , μ

1
x+ri , EncSYM(hri , ψ(hri ))

)
;

10: Set ciphertext database cDB = (Φ1, Φ2, . . . , ΦN );

The algorithm ADOTInitialize, on input crs, N messages (m1,m2, . . . ,mN ) by
S, generates public key PK, signature secret key SSK, secret key SK and en-
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crypted database cDB of N messages for S as in algorithm 5. The sender S sends
(PK, cDB) to R and keeps (SSK, SK) secret to itself. In each ciphertext Φi =

(c
(1)
i , c

(2)
i , c

(3)
i , c

(4)
i ), i = 1, 2, . . . , N , the tuple (ψ(c

(1)
i ), c

(2)
i ) = (ψ(gri), ψ(hri) ·

(1 + n)mi) is a BCP encryption of message mi, c
(3)
i = μ

1
x+ri is a BB signa-

ture on ri and c
(4)
i is the encryption of ψ(hri) ∈ Z∗

n2 using secret hri ∈ G. As
the map ψ(α) is a private function, one can not compute it even if he knows
α but does not know Dlogμ(α). Also the Carmichael function λ(n) is not pub-
lic. Computing ψ(α) is as hard as discrete logarithmic problem and factoring
problem. In line 2 of algorithm ADOTInitialize, S is able to compute ψ(h) be-
cause of the homomorphic property of ψ and publicly available value ψ(g), where
h = gz, ψ(h) = ψ(gz) = ψ(g)z = (1+n)λ(n)qz . One who knows hri is still unable
to recover ψ(hri) because of the hardness of discrete logarithmic problem and
factoring problem. Therefore, symmetric encryption is used to encrypt ψ(hri)
under the key hri which is secret. Now one who has the key hri can only de-

crypt c
(4)
i = DecSYM(h

ri , ψ(hri)) to recover ψ(hri). The key space of symmetric
encryption is the group generated by g which is a subgroup of G and message
space is Z∗

n2 . Anyone can check the correctness of the ciphertext Φi by verifying

e(c
(3)
i , y · c(1)i ) = e(μ, g), for i = 1, 2, . . . , N .

Algorithm 6. ADOTInitializeVerify
Input: PK = (h, y), cDB = (Φ1, Φ2, . . . , ΦN ).
Output: (Either ACCEPT or REJECT).
1: for (i = 1, 2, . . . , N) do

2: Parse Φi as (c
(1)
i , c

(2)
i , c

(3)
i , c

(4)
i );

3: if (e(c
(3)
i , y · c(1)i ) = e(μ, g));

4: Φi is correct;
5: else
6: return REJECT;
7: break;
8: return ACCEPT;

Algorithm 7. ADOTRequest
Input: crs,PK = (h, y), cDB = (Φ1, Φ2, . . . , ΦN ), σj .
Output: (Qrequestj ,Qprivatej).

1: Parse Φσj
as (c(1)σj

, c(2)σj
, c(3)σj

, c(4)σj
);

2: vj
$←− [0, n

2� ];

3: dj = c(1)σj
· gvj , tj = hvj ;

4: E1,j = {e(c(1)σj
, h)e(tj , g) = e(dj , h)∧

e(c(3)σj
, y · c(1)σj

) = e(μ, g))};
5: W1,j = (c(1)σj

, tj , c
(3)
σj

);

6: πj ← AGSProve(GSR, E1,j,W1,j);
7: Qrequestj

= (dj , πj),Qprivatej
= (σj , vj);

The receiver R checks the validity of the ciphertext Φi by invoking the algorithm
ADOTInitializeVerify given above in initialization phase by verifying equation

e(c
(3)
i , y · c(1)i ) = e(μ, g), for i = 1, 2, . . . , N . If ciphertext database cDB is valid,

transfer phase will take place. Otherwise the execution will be aborted by R.
The algorithm ADOTRequest, on input crs, cDB and R’s choice of σj ∈

{1, 2, . . ., N}, j = 1, 2, . . . , k, generates (Qrequestj ,Qprivatej) for S using GSR as
given above in algorithm 7. The receiver R gives Qrequestj to S and keeps Qprivatej

secret to itself. In Qrequestj = (dj , πj), the value dj = c
(1)
σj · gvj guarantees the

masked versions of c
(1)
σj and NIWI proof πj consists of commitments to witnesses

in W1,j generated by AGSProve in Algorithm 2 and proof components for non-
interactive verification of equations in statement E1,j in line 4 of algorithm 7.
The proof generation for 1st equation in statement E1,j is similar to equation 2
and that for 2nd equation in statement E1,j is similar to equation 3 of section 2.3.
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Following the notation of [10] for writing equations in statement E1,j , the first

equation corresponds to the masked version of c
(1)
σj and 2nd equation guarantees

valid signature held by R. These checks enable one to detect whether R deviates
from the protocol execution. Thus E1,j in line 4 of Algorithm 7 is a statement
set by R to convince S that Qrequestj is framed correctly.

Algorithm 8. ADOTRespond
Input: crs,PK = (h, y), SK = z,Qrequestj = (dj , πj).

Output: (sj , δj).
1: if (AGSVerify(GSR, πj) = ACCEPT)
2: Extract h from PK;
3: Compute sj = dz

j ;

4: Set E2,j = {e(sj , g)e(d−1
j , a1) = 1∧

e(g, a1) = e(g, h)};
5: Set W2,j = (sj , a1);
6: δj ← AGSProve(GSS, E2,j,W2,j);
7: else
8: abort the execution;

Algorithm 9. ADOTComplete
Input: crs,GSS, cDB, sj , δj ,Qprivatej

= (σj , vj),

PK = (h, y).
Output: mσj

.

1: if (AGSVerify(GSS, δj) = ACCEPT)
2: Extract h from PK;
3: Extract (σj , vj) from Qprivatej ;

4: Parse Φσj
as (c(1)σj

, c(2)σj
, c(3)σj

, c(4)σj
);

5: Recover h
rσj by computing

sj

h
vj ;

6: Decrypt DecSYM(h
rσj , c(4)σj

) = ψ(h
rσj );

7: Compute B =
c
(2)
σj

ψ(h
rσj )

(mod n2);

8: Set mσj
= B−1

n ;

9: else
10: abort the execution;

The algorithm ADOTRespond given above, on input crs, PK, SK and Qrequestj by
S, first invokes algorithm AGSVerify to verifiy the NIWI proof πj using GSR. If the
proof πj is valid, ADOTRespond generates sj using secret key SK and construct
NIZK proof δj byAGSProve in algorithm2 usingGSS. The proof δj consists of com-
mitments to elements inW2,j and proof components for equations in statement E2,j
in line 4 of algorithm 8. The proof generations for 1st and 2nd equation in state-
ment E2,j are similar to equation 2 in section 2.3. The first equation in statement
E2,j guarantees that sj is generated using SK. The second equation indicates that
a1 is equal to h. Thus E2,j in line 4 of Algorithm 8 is a statement set by S in order
to convince R that the response sj is correctly framed. To allow the simulation of
the proof δj , we add a second variable a1 = h in line 4 of algorithmADOTRespond.
For more details see [16].

The algorithm ADOTComplete given above, on input crs, DB, sj , δj and
Qprivatej by R, first checks the validity of NIZK proof δj using GSS following
AGSVerify in Algorithm 3. If the proof δj is valid, ADOTComplete in line 5 recov-

ers hrσj =
sj
hvj =

(dj)
z

hvj =
(c(1)σj

gvj )z

hvj = (g
rσj gvj )z

hvj = h
rσj hvj

hvj as h = gz. The value B

in line 7 is computed as B =
c(2)σj

ψ(h
rσj )

= ψ(h
rσj )·(1+n)

mσj

ψ(h
rσj )

= (1+n)mσj (mod n2) =

1 + nmσj . Using B in line 8, mσj is recovered as (B−1)
n .

4 Security Analysis

Theorem 2. The adaptive oblivious transfer protocol Π presented in section 3
securely realizes the ideal functionality FN×1

OT in the FD
CRS-hybrid model described

in section 2.4 under the SD, DDH over composite order and l-SDH assumption.
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Proof. Because of lack of space, proof will be given in full version.

5 Comparison

In this section, we compare our proposed protocol with some existing protocols.
Note that our protocol belongs to the family of Green and Hohenberger’ [16] UC
secure OTN

k×1 protocol. Green and Hohenberger [16] introduced the first adap-

tive UC secure OTN
k×1 protocol by using semantically secure Boneh, Boyen and

Shacham (BBS) [4] encryption under the hardness of Decision Linear (DLIN)
problem together with Camenisch-Lysyanskaya (CL) signature [8] secure under
Lysyanskaya, Rivest, Sahai and Wolf (LRSW) assumption and Boneh-Boyen sig-
nature built from Boneh-Boyen [2] selective-id identity based encryption scheme.
Later, Rial et al. [22] proposed an efficient UC secure priced OTN

k×1 protocol,
where authors used BBS [4] encryption and P-signatures [1] unforgeable under
hidden strong Diffie-Hellman (HSDH) and triple Diffie-Hellman (TDH) assump-
tion. Zhang et al. [24] proposed the first identity based adaptive oblivious transfer
protocol in composite order bilinear group with security analysis in random or-
acle model in semi honest corruption model where parties follow the protocol
specification. In contrast to [16], [22] and [24], our scheme is proven to be UC
secure in composite order bilinear group using BCP encryption, BB signature
and SD based Groth-Sahai proofs in the presence of malicious adversaries.

Table 1. Comparison Summary (IP stands for initialization phase, TP for transfer
phase, CRSG for crs generation, αX + βY for α elements from the group X and β
elements from the group Y )

OTN
k×1 Pairing Exponentiation Communication Storage

PO EXP
TP IP TP IP CRSG Request Response crs-Size (cDB + PK)Size

[16] ≥ 207k 24N + 1 249k 20N + 13 18 (68G1+ (20G1+ 7G1+ (15N + 5)G1+
38G2)k 18G2)k 7G2 (3N + 6)G2

[22] > 450k 15N + 1 223k 12N + 9 15 (65G)k (28G)k 23G (12N + 7)G
[24] 2k – 2k N – (1G)k (1G)k – (N)Zn

Ours 11k + 2 N + 1 15k (3N + 2)G+ 5G+ (6G)k (5G)k 4G+ (2N + 2)G+
(2N + 1)Z∗

n2 1Z∗
n2 1Z∗

n2 NZ
∗
n2

Our protocol has the same security level as in [16] and [22]. We also compare
the complexity of the proposed protocol with [16] and [22] which are only exist-
ing UC secure adaptive oblivious transfer protocols with similar security levels
as illustrated in Table 1. The scheme of [16] and [22] uses prime order bilinear
pairing whereas that of [24] and ours uses composite order. The complexity is
given by computational and communication overhead in initialization phase and
k transfer phases of OTN

k×1 protocol. We count the number of pairings and ex-
ponentiations in our proposed protocol to determine computation overhead. In
addition, some computation cost is also involved because of symmetric encryp-
tion in initialization phase and symmetric decryption in each transfer phase.
Let PO stands for the number of pairing operations and EXP for the number of



Lightweight Universally Composable Adaptive Oblivious Transfer 297

exponentiation operations. Then PO = 6+5 = 11 together with 2 pre-computed
pairings and EXP = 9 + 6 = 15 for each transfer phase. Also, PO = N + 1 and
EXP = (3N + 2)G+ (2N + 1)Z∗

n2 for initialization phase and EXP = 5G+ 1Z∗
n2

for crs generation. The communication complexity in the proposed protocol is
measured by the number of group elements transferred from S to R and from R
to S, with other values ignored. In addition to storage cost (2N + 2)G+NZ

∗
n2 ,

it also consists of N symmetric encrypted elements. As illustrated in Table 1,
our protocol performs less number of PO and EXP operations as compared to
[16], [22] but more in comparison to [24]. The scheme proposed in [24] does not
take into account the malicious activities of the parties. Also, security analysis
in [24] has been done using random oracles.

6 Conclusion

We have proposed a UC secure adaptive k-out-of-N (OTN
k×1) oblivious transfer

protocol. In the proposed scheme, the sender published encrypted messages.
The receiver recovers the message without revealing its choice of message to
sender. The protocol is secure in the presence of malicious adversary under the
decisional Diffie-Hellman, subgroup decision (SD) and l-Strong Diffie-Hellman
(SDH) assumptions in the common reference string model. Our scheme uses
Bresson, Catalano and Pointcheval (BCP) encryption and BB signature together
with Groth -Sahai non-interactive zero knowledge proofs and non-interactive
witness indistinguishability proofs. Our scheme is computationally efficient and
has low communication overhead. The protocol can be composed with other
protocols securely for concurrent executions.
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Certificate-Based Conditional Proxy Re-Encryption 
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Abstract. A proxy re-encryption scheme (PRE) allows a semi-trusted proxy to 
convert a ciphertext encrypted under one key into an encryption of the same 
plaintext under another key. In the process of the arithmetic processing, proxy 
should be able to learn as little information about the plaintext as possible. 
Conditional proxy re-encryption (CPRE) is a primitive which only those 
ciphertexts satisfying one condition set by the delegator can be re-encrypted 
correctly by the proxy. In this paper, we combine the conditional proxy re-
encryption with certificate-based encryption and propose a certificate-based 
conditional proxy re-encryption scheme. The proposed scheme is proved secure 
against chosen-ciphertext security (CCA) in the random oracle model. 

Keywords: certificated-based encryption, proxy re-encryption, CCA security, 
random oracle model. 

1 1   Introduction 

With the rapid development of information technology, the importance of information 
security has been greatly improved. Imagine such an example: Alice uploads the files, 
which allow specified users to access, encrypted under Alice’s public key to an 
untrusted server (such as the public cloud storage). When users need to access the 
data, first Alice should decrypt the encrypted file, and then re-encrypt it with a new 
key, but Alice might not be able to transform the files in time. 

In order to effectively solve these issues, Blaze, Bleumer and Strauss [1] proposed 
the concept of proxy re-encryption (PRE) in Eurocrypt 1998. In the scheme, Alice 
(delegator) entrusts the right of decryption to Bob (delegatee) via a proxy (an 
untrusted server). However, a formal definition of PRE was not given in this paper. 
Ateniese et al. [2] solved this problem. They showed how to construct unidirectional 
schemes using bilinear maps, even if the proxy and delegatee collude, they can not 
learn anything about the delegator’s private key. Many PRE schemes [3-6] with 
different security properties have been proposed. To extend the above notion to the 
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identity-based cryptographic setting, Green and Ateniese [7] proposed the first 
identity-based proxy re-encryption (IB-PRE). Later, Chu and Tzeng [8] proposed an 
identity-based proxy re-encryption without random oracles. However traditional PRE 
could not adapt to the application of all actual situations, for example, Alice does not 
want to delegate the decryption rights of all the files, but only a subset of the files to a 
particular user. Conditional proxy re-encryption (CPRE) [9-11] were proposed, in the 
scheme Alice flexibly authorizes the decryption rights based on the conditions 
attached to the messages to Bob via proxy. Ateniese, Benson and Hohenberger [12] 
presented a key-private proxy re-encryption scheme. In the case of key privacy, even 
if the attacker owns proxy re-encryption key, he can not distinguish the delegatee. In 
other words, the attacker can not distinguish between a proxy key and a random 
value, which makes the identity of the recipient confidential. Shao, Liu and Zhou [13] 
achieved key privacy without losing CCA security in proxy re-encryption, which can 
resist adaptive chosen ciphertext attack. PRE has been widely applied to many 
occasions, such as distributed file system, encryption of spam filtering, public cloud 
storage so on. 

However, in the traditional public key infrastructure (PKI) setting, it is limited to 
the certificate management problems and the drawback of third-party queries; in the 
identity-based setting, there are also two disadvantages: the inherent key escrow 
problem and the difficult of the key distribution. To fill this gap, in Eurocrypt 2003, 
Gentry [14] proposed a new paradigm: the certificate-based cryptography, which 
enjoys the best parts of the traditional PKI and identity-based schemes. Certificate-
based cryptography solves the key escrow problem and key distribution problems as 
in the identity-based setting, and eliminates the third-party queries as in the PKI. 
Therefore it is much more safety and efficient to implement the PRE into the 
certificate-based cryptography. Lu, Li and Xiao [15] proposed a forward-secure 
certificate-based encryption scheme. Furthermore, Lu and Li [16] proposed a generic 
construction about forward-secure certificate-based encryption. Sur et al. [17] 
combined the concept of the certificate-based encryption and proxy re-encryption, and 
proposed a new notion: the certificate-based proxy re-encryption (CB-PRE). The 
scheme is secure against chosen ciphertext attack in the random oracle model.  

Our Contribution  

In order to control the power of the proxy, we introduce conditional proxy re-

encryption idea into the certificate-based encryption so that only a certain subset of 

the ciphertexts can be re-encrypted to the designate delegatee, and formalize the 

definition and the security model of certificate-based conditional proxy re-encryption 

(CB-CPRE). Furthermore, we propose a certificate-based conditional proxy re-

encryption scheme, so that only those ciphertexts which meet the condition could be 

re-encrypted correctly by the proxy. Our scheme is proved secure against chosen-

ciphertext security (CCA) in the random oracle model under the bilinear Diffie-

Hellman assumption.  
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2 Formal Definition and Security Models  

In this section, we introduce some related mathematical knowledge: the complexity 

assumption required in the scheme. We present the formal definition of the certificate-

based conditional proxy re-encryption scheme and refine its security models. 

Definition 1 Bilinear Pairing  
We briefly show the notion of the bilinear maps. The detailed knowledge is showed in 

the literature [18-19]. 

Let 1G  and 2G  be multiplicative cyclic groups with prime order p , and g  be a 

generator of 1G . We say 1 1 2e : G G G× →  is an admissible bilinear map with the 

following properties:  

— Bilinear: ( , ) ( , )a b abe g g e g g=  for all *
pa,b Z∈  and 1g G∈ . 

— Non-degenerate: ( , ) 1e g g ≠ , where 1 is the unit of 2G . 
— Computable: e can be efficiently computed. 

Notice that the bilinear maps are defined in the symmetric setting, since we have 

( , ) ( , ) ( , )a b ab b ae g g e g g e g g= = . 

Definition 2 The Bilinear Diffie-Hellman (BDH) Assumption  

Our scheme is based on the intractability of the Bilinear Diffie-Hellman problem [18-
19] in 1G , 2G . The BDH problem is defined as follows: 

Let 1 1 2e : G G G× →  be a bilinear map, and g  be a random generator of 1G  and 

ε  is a negligible value. Given a tuple of values 4
1( , , , )a b cg g g g G∈ as input, 

compute 2( , )abce g g G∈ . We say that the BDH assumption holds in 1 2( , )G G  if for 

all probabilistic polynomial time algorithms B , the following condition holds.  

 Pr[ ( , , , )] ( , )a b c abcB g g g g e g g ε= ≤ .  

where *
pa,b,c Z∈ are randomly selected. 

2.1 The Formal Definition of Certificate-Based Conditional Proxy Re-
Encryption 

Certificate-based conditional proxy re-encryption (CB-CPRE) is an extended 
certificate-based encryption scheme. Inspired by [6], the scheme involves three 
participants: a delegator, a proxy and a delegatee. Only the condition c  is included 

in the ciphertext, the proxy owning the conditional re-encryption key i ,c, jrk  could 

convert the ciphertext encrypted by the sender using both the user iU ’s public key 
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and condition c  into the user jU ’s ciphertext, so the user jU  could use his own 

secret key jsk  to decrypt the ciphertext. By conditional re-encryption, user iU  

could have a flexible control to the delegation. 
A CB-CPRE scheme includes the following algorithms: 

— Setup ( )1λ : Run by the CA. This algorithm takes a security parameter 1λ  as 

input, it generates the global parameters params  and CA’s master key msk . 

— KeyGen ( )params : Run by user iU . This algorithm takes the global 

parameters params  as input, it generate user’s public key ipk  and 

corresponding secret key isk . 

— Certify ( )i iparams,msk , ,id , pkτ : Run by the CA. This algorithm takes the 

global parameters params , master key msk , time period τ , user’s identity 

iid  and public key ipk  as input, it generates user iid ’s certificate ,iCertτ . 

— Enc ( )i iparams, ,id , pk ,c,mτ : Run by sender. This algorithm takes the global 

parameters params , time period τ , user’s identity iid , user’s public key ipk , 

condition c  and message m  as input, it generates ciphertext iC . Both iC  and 

c  should be sent to the message receiver. 

— ReKeyGen ( ),i i j jparams,Cert ,sk ,c,id , pkτ : Run by user iU . This algorithm 

takes the global parameters params , user iU ’s certificate ,iCertτ  and secret 

key isk , user jU ’s identity jid  and public key jpk  and condition c  as 

input, it generates re-encryption key i ,c , jrk . 

— ReEnc ( )i i ,c , jparams,C ,rk : Run by the proxy. This algorithm takes the global 

parameters params , user iU ’s ciphertext iC  and re-encryption key i ,c , jrk  as 

input, it generates ciphertext jC  or the error symbol ⊥ . 

— Dec1 ( )i ,i iparams,C ,Cert ,sk ,cτ : Run by the user iU . This algorithm takes the 

global parameters params , user iU ’s certificate ,iCertτ  and secret key isk , 

ciphertext iC  and condition c  as input, it generates message m  or the error 

symbol ⊥ . 

— Dec2 ( )j , j jparams,C ,Cert ,skτ : Run by the user jU . This algorithm takes the 

global parameters params , user jU ’s certificate , jCertτ  and secret key jsk , 

ciphertext jC  as input, it generates message m  or the error symbol ⊥ . 
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Correctness: Intuitively, a CB-CPRE scheme is correct if Dec1 algorithm and Dec2 
algorithm always output the expected decryption of a properly generated ciphertext. 
The following propositions hold:  

— ,1( , , , )i i iDec params sk Cert C mτ =   

— , ,2( , , ,Re ( , , ))j j i i c jDec params sk Cert Enc params C rk m=  

2.2 The Security Model of Certificate-Based Conditional Proxy Re-Encryption 

Refer to the security model of Gentry [14, 20-24], certificate-based proxy re-
encryption [17] and type-based proxy re-encryption [6], it is defined using two 
different games: In Game 1, the Type I adversary models an uncertified entity; in 
Game 2, the Type II adversary models the honest-but-curious certifier who knows the 
master key msk . 

The security of Game 1 is defined according to the following game: 

Setup: The challenger C  takes as input a security parameter 1λ , and runs the Setup 

algorithm. It gives params  to adversary A
Ⅰ

, and keeps msk  to itself. 

Phase 1: A
Ⅰ

 makes the queries adaptively, the challenger C  handles as follows: 

— Public key queries ( )iid : The challenger C  runs KeyGen ( )params  to obtain 

a key pair ( )i ipk ,sk  and adds ( ), ,i i iid pk sk  to the table sT , it gives ipk  to 

A
Ⅰ

. 

— Private key queries ( )ipk : The challenger C  searches whether ipk  has been 

created in the table sT . If it exists in the table sT , C  responds A
Ⅰ

 with isk . 

Otherwise, C  runs KeyGen ( )params  to obtain a key pair ( )i ipk ,sk  and adds 

( ), ,i i iid pk sk  to the table sT , it returns isk  to A
Ⅰ

. 

— Certificate queries ( )i i,id , pkτ : The challenger C runs 

Certify ( )i iparams,msk , ,id , pkτ , and responds certificate ,iCertτ  to A
Ⅰ

. 

— Re-encryption key queries ( )i jpk ,c, pk : The challenger C  runs Private key 

queries ( )ipk  to get isk , and Certificate queries ( )i i,id , pkτ  to get ,iCertτ , 

then runs ReKeyGen ( ),i i j jparams,Cert ,sk ,c,id , pkτ  to get i ,c , jrk , C  

responds A
Ⅰ

 with i ,c , jrk . 

— Re-encryption queries ( )i j ipk , pk ,c,C : The challenger C  runs Re-encryption 

key queries ( )i jpk ,c, pk  to get i ,c , jrk  and runs ReEnc ( )i i ,c , jparams,C ,rk  to 

get jC , and responds A
Ⅰ

 with jC . 
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— Decryption1 queries ( )i ipk ,C ,c : The challenger C  runs Private key queries 

( )ipk  to get isk , and Certificate queries ( )i i,id , pkτ  to get ,iCertτ , then runs 

Dec1 algorithm to get m  or the error symbol ⊥ . C  responds A
Ⅰ

 with the 

result. 

— Decryption2 queries ( )j jpk ,C : The challenger C  runs Private key queries 

( )jpk  to get jsk , and  Certificate queries ( )j j,id , pkτ  to get , jCertτ , then 

runs Dec2 algorithm to get m  or the error symbol ⊥ . C  responds A
Ⅰ

 with 

the result. 

Challenge: Once A
Ⅰ

 decides that Phase 1 is over, it outputs challenge condition *c  

and challenge identity *i
id  which has not been queried *,i

Certτ , selects two equal 

length plaintexts ( )0 1m ,m . The challenger C  picks a random bit { }0 1b ,∈ , then 

computes the challenge ciphertext * *
* *( , , , , )bi i

C Enc id pk c mτ= , and sends it to A
Ⅰ

. 

Phase 2: A
Ⅰ

 continues making the queries as in the Phase 1, but it is subject to the 

following restrictions: 

— A
Ⅰ

 is not permitted to issue the Certificate queries ( )* *, ,
i i

id pkτ  to get the target 

Certificate *,i
Certτ  . 

— A
Ⅰ

 is not permitted to issue the Re-encryption queries ( )* *

*
ji i

pk , pk ,c ,C  if 

, jCertτ  is known. 

— A
Ⅰ

 is not permitted to issue the Re-encryption key queries ( )*

*
ji

pk ,c , pk  if A
Ⅰ

 

has queried , jCertτ . 

— A
Ⅰ

 is not permitted to issue either the Decryption1 queries on ( )* *

*

i i
pk ,c ,C  or 

Decryption2 queries on ( )j jpk ,C , where ( )j jpk ,C  is the derivative of the 

challenge pair ( )* *

*

i i
pk ,c ,C : 

a) If jC  is the result of Re-encryption queries ( )* *

*
ji i

pk , pk ,c ,C ; 

b) If jC  is the result of ReEnc ( )* * *i i ,c , j
C ,rk . 

Guess: Finally, A
Ⅰ

 outputs the guess b′ . The adversary wins if bb ′= . 

We define the advantage of the above adversary as: 

( ) [ ]1 Pr 1 / 2SuccessA b bλ ′= = −
Ⅰ  
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Definition 3  CB-CPRE security against Type I adversary 
We say that the CB-CPRE is secure against chosen-ciphertext attack for Type I 
adversary if the probability of A

Ⅰ
 winning in the Game 1 is negligible in polynomial 

time. In other words, ( )1SuccessA λ ε≤
Ⅰ

. 

The security of Game 2 is defined according to the following game:  

Setup: The challenger C  takes as input a security parameter 1λ , and runs the 
Setup algorithm. It gives params  and msk  to adversary A

Ⅱ
. 

Phase 1: A
Ⅱ

 makes the queries adaptively, the challenger C  handles as follows: 

— Public key queries ( )iid : The challenger C  runs KeyGen ( )params  to 

obtain a key pair ( )i ipk ,sk  and adds ( ), ,i i iid pk sk  to the table sT , it gives 

ipk  to A
Ⅱ

. 

— Private key queries ( )ipk : The challenger C  searches whether ipk  has been 

created in the table sT . If it exists in the table sT , then C  responds A
Ⅱ

 with 

isk . Otherwise, C  runs KeyGen ( )params  to obtain a key pair ( )i ipk ,sk  and 

adds ( ), ,i i iid pk sk  to the table sT , it returns isk  to A
Ⅱ

.  

— Re-encryption key queries ( )i jpk ,c, pk : The challenger C  runs Private key 

queries ( )ipk  to get isk , and runs ReKeyGen 

( ),i i j jparams,Cert ,sk ,c,id , pkτ  to get i ,c, jrk , responds A
Ⅱ

 with i ,c, jrk . 

— Re-encryption queries ( )i j ipk , pk ,c,C : The challenger C  runs Re-encryption 

key queries ( )i jpk ,c, pk  to get i ,c, jrk  and runs ReEnc ( )i i ,c , jparams,C ,rk  to 

get jC , and responds A
Ⅱ

 with jC . 

— Decryption1 queries ( )i ipk ,C ,c : The challenger C  runs Private key 

queries ( )ipk  to get isk , and Certify ( )i iparams,msk , ,id , pkτ  to get ,iCertτ , 

then runs Dec1 algorithm to get m  or the error symbol ⊥ . C  responds A
Ⅱ

 

with the result. 

— Decryption2 queries ( )j jpk ,C : The challenger C  runs Private key 

queries ( )jpk  to get jsk , and Certify ( )j jparams,msk , ,id , pkτ  to get , jCertτ , 

then runs Dec2 algorithm to get m  or the error symbol ⊥ . C  responds A
Ⅱ

 

with the result. 
 

Challenge: Once A
Ⅱ

 decides that Phase 1 is over, it outputs challenge condition *c  

and challenge identity *i
id  which has not been queried *i

sk , selects two equal length 
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plaintexts ( )0 1m ,m . The challenger C  picks a random bit { }0,1b ∈ , then computes 

the challenge ciphertext * *
* *( , , , , )bi i

C Enc id pk c mτ= , and sends it to A
Ⅱ

. 

Phase 2: A
Ⅱ

 continues making the queries as in the Phase 1, but it is subject to the 

following restrictions: 

— A
Ⅱ

 is not permitted to issue the Private key queries ( )*i
pk  to get the target 

private key *i
sk . 

— A
Ⅱ

 is not permitted to issue the Re-encryption queries ( )* *

*
ji i

pk , pk ,c ,C  if 

jsk  is known. 

— A
Ⅱ

 is not permitted to issue the Re-encryption key queries ( )*

*
ji

pk ,c , pk  if 

jsk  is known. 

— A
Ⅱ

 is not permitted to issue either the Decryption1 queries on ( )* *

*

i i
pk ,c ,C  or 

Decryption2 queries on ( )j jpk ,C , where ( )j jpk ,C  is the derivative of the 

challenge pair ( )* *

*

i i
pk ,c ,C : 

a) If jC  is the result of Re-encryption queries ( )* *

*
ji i

pk , pk ,c ,C ; 

b) If jC  is the result of ReEnc ( )* * *i i ,c , j
C ,rk . 

Guess: Finally, A
Ⅱ

 outputs the guess b′ . The adversary wins if bb ′= . 

We define the advantage of the above adversary as: 

( ) [ ]1 Pr 1 / 2SuccessA b bλ ′= = −
Ⅱ

 

Definition 4  CB-CPRE Security against Type II Adversary 
We say that the CB-CPRE is secure against chosen-ciphertext security for Type II 
adversary if the probability of A

Ⅱ
 winning in the Game 2 is negligible in polynomial 

time. In other words, ( )1SuccessA λ ε≤
Ⅱ

.    

3 Certificated-Based Conditional Proxy Re-Encryption  

Our construction is based on Gentry [14] CBE scheme with small modification. We 
use its ciphertext as the first ciphertext and add an extra element to make the re-
encryption feasible. This scheme is constructed as follows: 
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Setup ( )1λ : Let 1G  and 2G  be the groups of prime order p , where 2p λ≥ , and 

g  be the generator of 1G . Let 1 1 2e : G G G× →  be a bilinear map. The CA picks a 

random number *
pZα ∈ as master key and computes 1g gα= . { }*

1 1: 0,1H G→ , 

{ } *
2 2: 0,1

n

pH G Z× → , *
3 1 1: pH G Z G× → , { }4 2: 0,1

n
H G → , { }*

5 1: 0,1H G→ , 

{ }*

6 1: 0,1H G→ are hash functions. { }1 2 1 1 2 3 4 5 6, , , , , , , , , ,params G G g g e H H H H H H=  

is published as the global parameters and the master key msk α=  keeps secret. 

KeyGen: The user iU  takes the global parameters params  as input, then picks a 

random value *
i px Z∈ as his private key isk , and computes a corresponding public 

key ix
ipk g= . 

Certify: The CA takes period time τ , identity iid , public key ipk , the master key 

α as input，computes ( )1 , ,i i is H id pkτ=  and ,i iCert s α
τ = . The CA sends ,iCertτ  

to the user iU . 

Enc: To encrypt a message { }0 1
n

m ,∈ , a user performs as follows: 

— Compute ( )1 , ,i i is H id pkτ= , ( )3 ,i ih H pk c= , where *
pc Z∈  is a condition. 

— Pick a random value 2Gδ ∈ , compute ( )2 ,r H m δ= . 

— Compute the ciphertext ( )1 2 3 4 5, , , ,iC C C C C C=  as: 

1
rC g= , ( ) ( )( )2 1, ,

r

i i iC e pk h e s gδ= ⋅ ⋅ , ( )3 4C m H δ= ⊕ , ( )4 1,
rc

i iC e s pk g= ⋅ , 

( )5 5 1 2 3 4, , ,
r

C H C C C C= . 

ReKeyGen: On input , , , , ,i i j jCert x c id pkτ , user iU  does the following steps: 

— Pick a random value *
py Z∈ , compute 1

iy xrk g ⋅= . 

— Set ( )3 ,i ih H pk c= , then compute ( )2

ixy
i jrk h pk

−
= ⋅ . 

— Set ( )1 , ,j j js H id pkτ= , ( ), ,i jk e Cert sτ= , pick a random value 2R G∈ , then 

compute ( )3 , 6 , , ,i j jrk Cert H k id pk Rτ= ⋅ . 

— Set ( )1 , ,i i is H id pkτ= , compute ( )4 1,
iy x

jrk R e g s
⋅

= ⋅ , ( )5 ,
i

cx
i irk Cert sτ= ⋅ . 

— Set ( ), , 1 2 3 4 5, , , ,i c jrk rk rk rk rk rk= . 
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ReEnc: On input , ,, ,i i c jC rk , the proxy performs as following steps: 

— If ( )( ) ( )1 5 1 2 3 4 5, , , , ,e C H C C C C e g C=  holds, then continues; otherwise, it 

outputs ⊥ . 

— If ( )5 1 4,e rk C C=  holds, then continues; otherwise, it outputs ⊥ . 

— Compute ( )1 1 2,e C rkω = , ( )2 1 31 / ,e C rkω =  and 2 2 1 2C C ω ω′ = ⋅ ⋅ . 

— Set 1 1C C′ = , 3 3C C′ = , 4 1C rk′ = , 5 4C rk′ =  and output a new ciphertext 

( )1 2 3 4 5, , , ,jC C C C C C′ ′ ′ ′ ′= . 

Dec1: On input ,, , ,i i iC x Cert cτ , user iU  does the following steps: 

— If ( )( ) ( )1 5 1 2 3 4 5, , , , ,e C H C C C C e g C=  holds, then continues; otherwise, it 

outputs ⊥ . 

— Set ( )3 ,i ih H pk c= , then compute ( ) ( )( )2 1 1 ,/ , ,ix
i iC e C h e C Certτδ = ⋅ . 

— Compute ( )3 4m C H δ= ⊕  and ( )2 ,r H m δ= . 

— If 1
rg C=  holds, then outputs m , otherwise outputs ⊥ . 

Dec2: On input ,, ,j j jC x Certτ , user jU  does the following steps: 

— Compute ( )1 , ,i i is H id pkτ= , and ( )5 4 ,/ , jR C e C Certτ
′ ′= . 

— Compute ( ),,i jk e s Certτ= , ( ) ( )( )2 1 4 1 6, , , , ,
jx

j jC e C C e C H k id pk Rδ ′ ′ ′ ′= ⋅ ⋅ . 

— Compute ( )3 4m C H δ′= ⊕  and ( )2 ,r H m δ= . 

— If 1
rg C=  holds, then outputs m , otherwise outputs ⊥ . 

4 Security Analysis  

According to the definition and security model of CB-CPRE provided in section 2, we 
prove our scheme is secure against chosen-ciphertext attack. Due to the space 
limitation, we delete the proof of theorems. The reader refers to our full version. 

Theorem 1: Suppose that a TypeⅠ adversary A
Ⅰ

 has advantage ε  against our CB-

CPRE scheme which makes at most ( )2 4
iHq i ,=  oracle queries, req  Re-encryption 

queries, 
1dq  Decryption1 queries and 

2dq  Decryption2 queries during the 

polynomial time t . Then there exists an challenger C  that can solve a random 
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instance of BDH problem in ( )1 2,G G  with success probability 

( )
2 1 21 2

4

11
2

2

H d dre d d

n
H

q q qq q q

q p
ε ε

 + ++ +
 ′ ≥ − −
 
 

 . 

Theorem 2: Suppose that a TypeⅡ adversary A
Ⅱ

 has advantage ε  against our CB-

CPRE scheme which makes at most  ( )2 4
iHq i ,=  oracle queries, req  Re-

encryption queries, 
1dq  Decryption1 queries and 

2dq  Decryption2 queries during 

the polynomial time t . Then there exists an challenger C  that can solve a random 

instance of BDH problem in ( )1 2,G G  with success probability 

( )
2 1 21 2

4

11
2

2

H d dre d d

n
H

q q qq q q

q p
ε ε

 + ++ +
 ′ ≥ − −
 
 

. 

5 Conclusion 

In this paper, we formalize the definition and the security model of certificate-based 
conditional proxy re-encryption and propose a certificate-based conditional proxy re-
encryption scheme. Based on BDH assumption, the proposed scheme is proved secure 
against chosen-ciphertext security in the random oracle model. Our scheme enables 
the delegator to implement fine-grained policy with one key pair, where only those 
ciphertexts satisfying one condition set by the delegator can be re-encrypted correctly 
by the proxy. The proposed scheme has potential application in cloud computing. 
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Abstract. This paper introduces a new obfuscation called obfuscation of en-
crypted blind signature. Informally, Alice is Signer and Bob is Recipient. Bob
needs Alice to sign a message, but he does not want Alice to know what the mes-
sage is. Furthermore, Bob doesn’t want anyone to know the interactive process.
So we present a secure obfuscator for encrypted blind signature which makes the
interactions process unintelligible for any third party, while still keeps the orig-
inal functionality of encrypted blind signature. We use schnorr’s blind signature
scheme and linear encryption scheme as blocks to construct a new obfuscator.
Moreover, we propose two new security definitions: blindness w.r.t encrypted
blind signature (EBS) obfuscator and one-more unforgeability(OMU) w.r.t EBS
obfuscator, and prove them under Decisional Linear (DL) assumption and the
hardness of discrete logarithm, respectively. We also demonstrate that our obfus-
cator satisfies the Average-Case Virtual Black-Box Property(ACVBP) w.r.t de-
pendent oracle, it is indistinguishable secure. Our paper expands a new direction
for the application of obfuscation.

Keywords: Obfuscation, Blind signature, Indistinguishable security.

1 Introduction

Obfuscation in cryptography has been formally proposed by Barak, Goldreich et al.[1]
at the first time. Although it is a theoretical hot spot, there hasn’t been much progress in
recent years. The implementation of obfuscation mainly depends on how to construct a
secure obfuscator. Informally, obfuscator is an algorithm program which can transform
a program into a new unintelligible program while its original functionality holds. Barak
et al. suggested that an obfuscator should satisfy the following three properties:

1. Functionality: the obfuscated program has the same functionality as the original
program.
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2. Polynomial Slowdown: the description length and running time of the obfuscated
program are at most polynomially larger than the original program’s.

3. Virtual Black-Box Property(VBP): Anything that can be efficiently computed from
obfuscated program can be efficiently computed given oracle access to the original
program.

Obfuscation has profound effects on both theory and application, such as software
protection, homomorphic encryption, removing random oracles and transforming
private-key encryption into public-key encryption. Despite all that, Barak et al. proved
the impossibility of obfuscation even under a very weak definition. Later, more impos-
sible obfuscation results of natural functionalities were shown in [2][3][4][5]. Even so,
some cryptologists have been dedicating to conduct a series of explorations, and they
found that there still exist simple classes of functions such as point functions[6][7][8][2]
[3][9] with the possibility of obfuscation.

Before 2007, several positive results of obfuscation were mainly about simple func-
tions. The obfuscation of complicated cryptographic functionality was firstly proposed
by Hohenberger et al.[10] in TCC’07. They obfuscated re-encryption functionality and
proved the security of obfuscator in the standard model. In brief, the re-encryption func-
tionality is the one that takes a ciphertext for a message encrypted under Alice’s public
key and transforms it into a ciphertext for the same message under Bob’s public key.
Hohenberger et al. presented an improved security property called ACVBP. Following
the definition of ACVBP[10], Hada [11] showed a secure obfuscation for encrypted sig-
nature, which generated a signature on a given message under Alice’s secret signing key
and then encrypted the signature under Bob’s public encryption key. Later, on the basis
of Honhenberger’s results, Nishanth Chandran et al. [12] refined the delegation of ac-
cess of re-encryption functionality, and demonstrated the security of collusion-resistant
obfuscation. Other obfuscations of complicated cryptographic functionality are based
on above schemes so far.

Blind signature has a wide range of applications in e-cash and electronic election. A
blind signature is a protocol introduced by Chaum [13] for protecting the anonymity of
signer, which was based on the RSA digital signature scheme. Unlike general digital
signature scheme, blind signature requires that the signer signs the message without
knowing the message or the resulting signatures while the user can verify it publicly.
It’s an interactive protocol between the signer and recipient. A blind signature must
satisfy the following properties:

1. Unforgeability: Adversary can not produce a legal blind signature on message after
interacting with signer.

2. Blindness: The signatures of two given messages are computationally indistin-
guishable even under a set of known message-signature pairs.

Afterwards, on the basis of Schnorr’s signature scheme, Okamoto[14] put forward a
blind signature scheme named Schnorr’s blind signature whose security was based on
discrete logarithm problem, Schnorr then proved its security in [15].

Our Contributions. In this paper, we firstly use Schnorr’s blind signature scheme and
linear encryption scheme[16] as blocks to construct a new functionality of a special
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blind signature inspired by Hada’s Encrypted Signature (ES) functionality in [11], we
called it encrypted blind signature (EBS) functionality. Then, we construct a secure
obfuscator for this functionality. In order to prove the security of the obfuscator , we
present two new security definitions, blindness and one-more unforgeability (EBS) w.r.t
encrypted blind signature(EBS) obfuscator. The main method is constructing differ-
ent adversaries to break the hardness assumption under security definition of ACVBP
w.r.t dependent oracle, the scheme is insecure if any adversary succeeds. The specific
progress refers to section 5. We also prove that the OMU w.r.t EBS functionality implies
OMU w.r.t EBS obfuscator under the assumption that EBS obfuscator satisfies ACVBP
w.r.t dependent oracle set. Obviously, we have OMU w.r.t EBS obfuscator. At last, we
present the security proof of EBS obfuscator. i.e., the EBS obfuscator satisfies ACVBP
w.r.t dependent oracle. Thus, we illustrate that under the ACVBP w.r.t dependent or-
acle, generating a blind signature on a message and then encrypting the signature are
functionally equivalent to encrypt the signing key and then generate a blind signature
on the message.

The paper is organized as follows: Section 2 gives preliminaries which contain three
parts; Section 3 constructs the secure obfuscator for special EBS functionality; Then
section 4 proposes new security definitions with respect to the basis of theorem’s proof
and section 5 gives the proof .

2 Preliminaries

In this section, we present the basic security definition and the hardness assumption that
our proofs rely on.

2.1 Bilinear Maps

Set BMsetup be an initialization algorithm: on input security parameter 1k, outputs
the bilinear map parameters as �q, g,G,GT , e�, where G,GT are groups of prime order
q � Θ�2k�, g is a generator of G and e is an efficient bilinear mapping from G � G to
GT . The mapping e satisfies the following two properties:

– Bilinear: For all g � G and a, b � Zq, e�ga, gb� � e�g, g�ab.
– Non-degenrate: If g generates G, then e�ga, gb� � 1.

2.2 Complexity Assumptions

Definition 1. (DL Assumption) For every PPT machine D, every polynomial p���, all
sufficiently large n � N, and every z � 	0, 1
ploy�n�,

�����Pr

�
�

p � �q,G,GT , e, g� � S etup�1n�;
a � Zq; b � Zq; r � Zq; s � Zq; : decision � 1
decision � D�p, �ga, gb�, �gr�s, �ga�r, �gb�s�, z�.

�
��

Pr

�
�

p � �q,G,GT , e, g� � S etup�1n�;
a � Zq; b � Zq; r � Zq; s � Zq; t � Zq; : decision � 1
decision � D�p, �ga, gb�, �gt, �ga�r, �gb�s�, z�.

�
�
����� �

1
p�n�
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2.3 The Definition of General Security

In this subsection we represent the structure of public-key encryption (PKE) scheme
and digital blind signature (DBS) scheme firstly. Then we review the security definition
of public-key encryption (PKE) scheme and digital blind signature (DBS) scheme.

S etup is an algorithm that generates a parameter, on security parameter 1n, which is
used commonly by multiple users in a pair of PKE and DBS schemes.

A probabilistic public key cryptosystem PKE is a probabilistic polynomial time Tur-
ing machine Π that contains three algorithm:

(1)EKG: on inputs p generates a pair of pubic-secret key �pk, sk� and outputs the
description of two algorithms, E and D such that

(2)E is a probabilistic encryption algorithm: for some constants p , public key pk
and a plaintext m, returns the ciphertext c, let MS �p, pk� be the message space defined
by �p, pk�.

(3)D is a deterministic decryption algorithm: for some constants p, secret key sk and
ciphertext c, returns the plaintext m.

The security of a public-key encryption scheme is indistinguishability of Encryptions
against CPAs. The details as follow.

Definition 2. (Indistinguishability of Encryptions against CPAs) A PKE scheme �EKG,
E,D� satisfies the indistinguishability if the following condition holds: For every PPT
machine pair �A1, A2�(adversary), every polynomial p���, all sufficiently large n � N,
and every z � 	0, 1
poly�n�,

2 � Pr

�
���

p � S etup�1n�; �pk, sk� � EKG�p�;
�m1,m2, h� � A1�p, pk, z�; b � 	0, 1
; c � E�p, pk,mb�;
d � A2�p, pk, �m1,m2, h�, c, z�;
b � d.

�
���� 1 

1
p�n�

where we assume that A1 produces a valid message pair m1 and m2 � MS �p, pk� and
a hint h.

A digital blind signature DBS also contains three algorithms:
(1)S KG: generates a pair of pubic-secret key �pk, sk� on input p.
(2)�S ,U� is a probabilistic interactive signing algorithm: for some constants p , se-

cret key sk and l-bit plaintext m � m1m2 � � �ml � MS �p, pk�, the execution of algorithm
S �sk� (by signer), and algorithm U�pk,m� (by user) for message m generates the sig-
nature σ, where MS �p, pk� is the message space defined by �p, pk�.

(3)V is a deterministic verification algorithm: for some constants p, public key pk,
message m and signature σ, if σ is the valid signature of m, it accepts; Otherwise re-
turns �.

The security of a blind signature scheme includes one-more unforgeability and blind-
ness.

Definition 3. (Blindness) A blind signature scheme DBS � �S KG, �S ,U�,V� is called
blind if for any efficient algorithm A3, all sufficiently large n � N, and every z �
	0, 1
poly�n�, there exists
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2 � Pr

�
���

p � S etup�1n�; �pk, sk� � S KG�p�;

b � 	0, 1
; �σ0, σ1� � A��,U�pk,mb��
1,��,U�pk,m1�b��

1

3 �p, pk, z�;
b� � A3�σ0, σ1�;
b � b�.

�
���� 1 

1
p�n�

where A3 is the malicious Signer and U is the honest user. If σ0 �� or σ1 ��, then
the Signer is not informed about the other signature.

Note that we use X��,Y�y0��
1,��,Y�y1��

1
to define the process that X invokes arbitrarily

ordered executions with Y�y0� and Y�y1�, but interacts with each algorithm only once.

Definition 4. (One-more Unforgeability) A DBS scheme �S KG, �S ,U�,V� is unfor-
getable if for any efficient algorithm A4(the malicious user), every polynomial p���,
all sufficiently large n � N, and every z � 	0, 1
poly�n�, there exist

Pr

�
���

p � S etup�1n�; �pk, sk� � S KG�p�;

��m�
1 , σ

�
1 �, . . . , �m

�
k�1, σ

�
k�1�� � A

	S p,sk

k

4 �p, pk, z�;
i f m�

i � m�
j f or i � j;

V�p, pk,m�
i , σ

�
i � � Accept f or all i; then return 1.

�
��� 

1
p�n�

where S p,sk is the signing oracle (circuit) .

Note that we use X	Y
k
to define the process that X samples access to Y for at most k

times.

3 Construct the Secure Obfuscator for Special EBS Functionality

In this section we construct a secure obfuscator for the blind signature and prove the
security based on the generalized ACVBP definition.

3.1 Schnorr’s Blind Signature

We use Schnorr’s blind signature scheme[14] as a block to build the EBS functionality.
The specific process is as follows:

S KG(p)

1. Parses p � �q,G,GT , e, g�.
2. Selects g1 � G and x � Zq randomly.
3. Outputs the secret key sk � gx

1 and public key pk � �g1, ggx
1�, where y � ggx

1 .

S ign(p, sk,m)

1. Parses p � �q,G,GT , e, g�.
2. Signer selects k � Zq randomly and computes t � gk mod p, then sends t to

Recipient.
3. Recipient selects α, β � Zq randomly and computers ω � tgαyβ mod p, then

computes c � H�m��ω� and c� � c � β mod q, sends c� to Signer.
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4. Signer computes u � k � c� � sk mod q, and sends u to Recipient.
5. Recipient computes v � u� α mod q.
6. Recipient outputs signature σ � �c, v�.

Veri f y(p, pk,m, σ)

1. Parses p � �q,G,GT , e, g�, pk � �g1, ggx
1�, m � m1,m2, . . . ,mn, and σ � �c, v�.

2. Computes gvyc � ω.
3. Accepts if H�m��ω� � c; otherwise outputs �.

3.2 Linear Encryption Scheme

Boneh’s linear encryption scheme[16] is another block to build the EBS functionality.
The detail is as follows:

EKG(p):

1. Parses p � �q,G,GT , e, g�.
2. Selects a � Zq and b � Zq randomly.
3. Outputs the secret key ske � �a, b� and public key pke � �ga, gb�.

Enc(p, pke,m)

1. Parses p � �q,G,GT , e, g�.
2. Selects r � Zq, s � Zq randomly.
3. Computes �c1, c2, c3� � ��ga�r , �gb�s, gr�sm�.
4. Outputs c � �c1, c2, c3�.

Veri f y(p, ske, c)

1. Parses p � �q,G,GT , e, g�, ske � �a, b�, and c � �c1, c2, c3�.

2. Outputs m � c3��c
1�a
1 �c1�b

2 �.

Theorem 1. [16] Under DL assumption, the linear encryption scheme satisfies the in-
distinguishability.

3.3 Functionality of EBS

EBS functionality consists of the blind signature scheme and encryption scheme above.

– EBS p,sk,pke�m�
1. Run �σ1, σ2� � BlindS ign�p, sk,m�.
2. Run C1 � Enc�p, pke, σ1�.
3. Run C2 � Enc�p, pke, σ2�.
4. Output �C1,C2�.

– Keysp,sk,pke�keys�:
1. Output �p, pk, pke�, where pk is the public key corresponding to sk.

Let CEBS � 	Cn
 denote a class of circuit for EBS functionality which we want to
obfuscate.
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3.4 The Obfuscator for the EBS Functionality

We construct a circuit Cp,sk,pke which contains a common parameter p, the signing secret
key sk and the public encryption key pke. Note that the important point of obfuscation
is how to Rerandomize the Enc to make the two results scalar homomorphic. Here, we
use the ReRand algorithm, given a cipertext �c1, c2, c3� and public key pke � �ga, gb�,
to Rerandomize the ciphertext �c1, c2, c3� as following: �c1�ga�r� , c2�gb�s� , c3gr��s�� �
ReRand�p, pke, �c1, c2, c3��, where r�, s� � Zq are random parameters.

Given a circuit Cp,sk,pke , the detail of our obfuscator for the EBS Functionality Ob fEBS

is as below:

1. Extracts �p, sk, pk, pke�, where sk � gx
1 ,pk � ggx

1 and pke � �ga, gb�.
2. Parses p � �q,G,GT , e, g� .
3. Signer runs Enc�p, pke, sk� � �c1, c2, sk�� � ��ga�r , �gb�s, gr�sgx

1� to obtain a new
signing secret keysk� � gr�sgx

1, computes the corresponding public signing key
pk� � �g1, ggr�sgx

1�, where y� � ggr�sgx
1 , and sends �c1, c2� to Recipient.

4. Signer selects a random parameter k � Zq, then sends t � gk to Recipient.
5. Randomly chooses α, β � Zq, Recipient counts ω� � tgα�y��β, c� � H�m��ω��, and

c � c� � β, then transmits c to Signer.
6. Signer gives Recipient u�, where u� � k � c � sk�.
7. Recipient gets �c�, v��=�H�m��ω��, u� � α�.
8. Recipient computes c3 � c1�a

1 c1�b
2 c�, rerandomizes the ciphertext �c1, c2, c3� as C1 �

�c�1, c
�
2, c

�
3� � ReRand�p, pke, �c1, c2, c3��

(Note:�c�1, c
�
2, c

�
3� � ��ga�r�r� , �gb�s�s� , c�gr�r��s�s�).

9. Recipient computes C2 � Enc�p, pk, v��. (We define C2 � �c1 , c

2 , c


3�).

10. Recipient outputs the encrypted blind signature σ � �C1,C2�.

The output signature σ � �C1,C2� is blind to the Signer, as Signer couldn’t rec-
ognize either �c�, v�� or �α, β�. But Recipient can verify the signature σ by following
verification algorithm V�p, pk,m, σ�:

1. Computes c� � c�3���c
�
1�

1�a�c�2�
1�b�, v� � c3���c


1�

1�a�c2�
1�b�, gv�y�c

�

� �ω, and
H�m���ω� � �c.

2. If �c � c�, accepts σ � �C1,C2�; otherwise outputs �.

Obviously, the obfuscation can be executed in polynomial time and has the same
functionality compared with the original blind signature. So we omit the two proofs
about functionality and polynomial slowdown.

4 The New Security Definition of the Blind Signature in the
Context of EBS

We modify the above definition 3, 4 to adapt to our proposals in the context of EBS.
As we need to prove the security of blind signature in the presence of the obfuscator we
proposed. In this section, we allow any Signer to access the obfuscation circuit which
still satisfied the security properties as follow:
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Definition 5. (Blindness w.r.t. EBS Obfuscator) An encrypted signature scheme EBS �
�S KG, EKG, �S ,U�,V� w.r.t obfuscator is called blind if for any efficient algorithm A3,
all sufficiently large n � N, and every z � 	0, 1
poly�n�, there exists

2 � Pr

�
�����

p � S etup�1n�; �pk, sk� � S KG�p�; �pke, ske� � EKG�p�;
C� � Ob f �Cp,sk,pke�;

b � �0, 1	; �σ0, σ1� � A��,U�pk,mb��
1,��,U�pk,m1	b��1

3 �p, pk, pke,C�, z�;
b
 � A3�σ0, σ1�;
b � b
.

�
�����
� 1 �

1
p�n�

where A3 is the malicious Signer and U is the honest user. If σ0 �� or σ1 ��, then
the Signer is not informed about the other signature.

Definition 6. (One-more Unforgeability w.r.t. EBS Obfuscator) An EBS scheme
�S KG, EKG, �S ,U�,V� is unforgetable if for any efficient algorithm A4(the malicious
user), every polynomial p���, all sufficiently large n � N, and every z � 	0, 1
poly�n�,
there exists

Pr

�
�����

p � S etup�1n�; �pk, sk� � S KG�p�; �pke, ske� � EKG�p�;
C� � Ob f �Cp,sk,pke�;

��m�
1 , σ

�
1 �, . . . , �m

�
k�1, σ

�
k�1�� � A

	S p,sk

k

4 �p, pk, pke,C�, z�;
i f m�

i � m�
j f or i � j ;

V�p, pk,m�
i , σ

�
i � � Accept f or all i; then return 1.

�
����� 

1
p�n�

where S p,sk is the signing oracle (circuit) .

Definition 7. (ACVBP w.r.t Dependent Oracles) Let T �C� be a set of oracles dependent
on the circuit C. A circuit obfuscator Obf for C satisfies the ACVBP w.r.t dependent or-
acle set T if the following condition holds: There exists a PPT oracle machine S (sim-
ulator) such that, for every PPT oracle machine D (distinguisher), every polynomial
p���, all sufficiently large n � N, and every z � 	0, 1
poly�n�,

�����Pr

�
�

C � Cn;
C
�

� Ob f �C�; : b � 1
b � D�C,T�C���C

�

, z�.

�
�� Pr

�
�

C � Cn;
C
�

� S�C��1n, z�; : b � 1
b � D�C,T�C���C

�

, z�.

�
�
����� �

1
p�n�

where D	C,T�C�
 means that D has sampling access to all oracles contained in T�C�
in addition to C.

5 The Security of Special EBS Obfuscator

In this section, we attribute the security of special EBS obfuscator to DL assumption
and the random oracle model. Although our obfuscation can remove the random oracle
in theory, there still have no effective methods to do it. The reason why we prove it in
random oracle model is that the signature scheme we choose is secure in random model,
which is a inherent property of the original signature scheme.

At first, we will prove the completeness property of our special EBS obfuscator. In-
formally, the signature is complete if for any message m, verification algorithm
V�p, pk,m, σ� always set up, i.e., the probability: PrV�p,pk,m,σ� � 1.
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Lemma 1. The EBS obfuscation is complete.

Proof. Once the user receives the signature σ � �C1,C2�, he finishes the following
proceeds in a polynomial reduction:

1. Computes c� � c�3���c
�
1�

1�a�c�2�
1�b�.

2. Computes v� � c3���c

1�

1�a�c2 �
1�b�.

According to the verification algorithm, he has gv��y��c� � gu��αggx
1c� � gu��α�gx

1c� .
As u� � k�c � sk� and c � c��β, he obtains the equation u��α�gx

1c� � k�α�βsk�.

Thus, gv�y�c
�

� gkgαgβsk� . Since t � gk and y� � gsk� , he gets gv�y�c
�

� tgαgβ � ω�.
Then, the equation H�m��ω�� � c� must be established. We outcome the completeness
of EBS obfuscation.

Theorem 2. Under DL assumption, for the EBS obfuscator and two messages m0, m1

selected by the malicious Signer A3, the distributions of σ0 and σ1 are computationally
indistinguishable.

Proof. The blindness of EBS obfuscator follows directly from the hardness of DL as-
sumption in the group G. More formally, we show that if an adversary A3 can distin-
guish the signatures �σ0, σ1� of two message m0 and m1 under sk with non-negligible
probability, then we construct an adversary A� that will break the DL assumption with
advantage ε as well.

At first, we analyze the result of EBS obfuscator: we get σ � �C1,C2� � ��ga�r�r� ,
�gb�s�s� , c�gr�r��s�s� , �ga�r� , �gb�s� , v�gr��s��, where r, s, r�, s�, r, s are all random pa-
rameters. As the process of obfuscation above, we have c� � H�m��ω��, v� � k � c� �
sk� � β � sk� � α, where k, α, β are random and ω� � gkgα�y��β. So when the secret key
sk� is fixed, v� depends on the value of c� (i.e, v� and c� are linearly dependent). Thus
the value of C2 relies on c�. Since C1 and C2 have the same form, we can only consider
C1 in the following work(C2 also has the same result, we omit it here). Let �s � s � s�,�r � r � r�, so we have C1 � �g�r, g�s, g�r��s�.

A� works as follows:

– A� receives as input a tuple �g, �a, b�, B � g�r,K � g�s,W� where g is a random gen-
erator of the group G and r, s are random exponents. The goal of A� is to determine
whether W � g�r��s.

– A� picks a random generator g of group G.
– On receiving two messages m0 and m1 from A3, A� flips a bit b randomly and sends

the signature σb :� ��ga��r, �gb��s, cbW� as the signature of mb to A3.
– A3 replies with a bit b�. A� simply outputs 1 if b � b� (i.e., guessing that W �

g�r��s); otherwise outputs a random bit(i.e., W is a random parameter).

It is easy to see that when W is random, the signature σb is independent of b and
hence the success probability of A3 is exactly 1

2 in this case. When W � g�r��s, the sig-
nature σb has the same distribution as the result of EBS obfuscator. According to the
assumption, the adversary A3 has advantage at least ε. That is, A� succeeds in determin-
ing whether W � g�r��s with non-negligible advantage, A� breaks the DL assumption.
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Theorem 3. [15] The blind signature is one-more unforgeable if discrete logarithm is
hard.

Theorem 4. Let T �Cp,sk,pke� be S p,sk. If the EBS obfuscator satisfies ACVBP w.r.t de-
pendent oracle set T , then the one-more unforgeability(OMU) w.r.t the EBS functional-
ity implies the one-more unforgeability w.r.t EBS obfuscator.

Proof. We show that, if there exists an adversary A4 to break the OMU w.r.t Obf when
the OMU w.r.t EBS is satisfied, then it will contradict the ACVBP w.r.t dependent oracle
set T of EBS obfuscator. Let the distinguisher D has sample access to T �Cp.sk,pke� to
check whether A4 succeeds in breaking OMU w.r.t Obf.

1. Inputs a circuit C(either an obfuscated circuit or a simulated circuit) and an
auxiliary-input z.

2. Extracts �p, pk, pke� through sampling access to Cp,pk,pke .

3. Samples access to S p,sk at most k times ��m�
1 , σ

�
1 �, . . . , �m

�
k , σ

�
k �� � A

	S p,sk

k

4
�p, pk, pke,C, z� to simulate �m�

k�1, σ
�
k�1�.

4. V�p, pk,m�
k�1, σ

�
k�1� � Accept for mk�1 � mi where i � 	1, k
.

If C is an obfuscated circuit, then the probability D outputs 1 which is equal to the prob-
ability that A4 breaks OMU w.r.t Obf, which is non-negligible by the assumption. And
if C is a simulated circuit, then the probability that D outputs 1 is negligible, otherwise,
A4 can break the OMU w.r.t EBS functionality. So the probability which ACVBP es-
tablished is non-negligible. Hence it will contradict the ACVBP w.r.t dependent oracle
set T of EBS obfuscator. Theorem is established.

Theorem 5. Let T �Cp,sk,pke� be S p,sk. The EBS obfuscator satisfies ACVBP w.r.t depen-
dent oracle set T under DL assumption.

Proof. According to the EBS obfuscator we proposed, the security proof of obfuscator
containing an interactive process between Signer and Recipient is a little different from
the previous work. We use the variant of Hada’s proof method. At first, we construct
a simulator S to simulate the behaves of the obfuscated circuit; the execution process
is as follows(Note that the value �p, pk, pke� is easy to get through sampling access to
Cp,pk,pke . So we mainly focus on �sk�, �c1, c2��.):

1. Inputs the security parameter 1n and an auxiliary-input z.
2. Extracts �p, pk, pke� through sampling access to Cp,pk,pke .
3. Parses p � �q,G,GT , e, g� and pk � �g1, ggx

1�.
4. Randomly selects Junk � G.
5. Computes c1, c2, c3 � Enc�p, pke, Junk� and sets sk� � c3.
6. Outputs �sk�, �c1, c2��.

And then we consider the worst case that the interactive values are captured by ad-
versary already, i.e., the value of k, t, c, u�, v�, ω� are known(ω� can get by comput-
ing gv�y�c

�

), we proved the output distribution of S is indistinguishable from the real
distribution �C1,C2� for any PPT distinguisher. In particular, when the distinguisher
is permitted to sampling access to CS � 	Cp,sk,pke , S p,sk
, assume the probability
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that a distinguisher D	C,S
 distinguishes the two output distributions above is non-
negligible. In other word, the probability of the following formula is non-negligible.
And let z � �k, t, c, u�, v�, ω�� be the auxiliary-input, we have:

Real one:

Pr

�
�������

p � S etup�1n�; �pke, ske� � EKG�p�;
�pk, sk� � �ggx

1 , gx
1� � S KG�p�;

�c1, c2, sk�� � Enc�p, pke, sk�;
pk� � �g1, ggr�sgx

1�;
b � D	C,S
��p, pke, pk�, sk�, �c1, c2��, �k, t, c, u�, v�, ω���;
b � 1.

�
�������

Junk one:

Pr

�
���������

p � S etup�1n�; �pke, ske� � EKG�p�;
�pk, sk� � �ggx

1 , gx
1� � S KG�p�;

Junk � G;
�c1, c2, sk�� � Enc�p, pke, Junk�;
pk� � �g1, ggr�sgx

1�;
b � D	C,S
��p, pke, pk�, sk�, �c1, c2��, �k, t, c, u�, v�, ω���;
b � 1.

�
���������

Third we construct an adversary �A1, A2� to break the indistinguishability of the lin-
ear encryption scheme. A1 produces a message pair �m1,m2� � �sk, Junk� and an asso-
ciated hint h � pk. Given a ciphertext c(of either m1 or m2), A2 distinguishes the results
of m1 and m2 by distinguisher D as follows:

1. Parses p � �q,G,GT , e, g� and pke, cipertext c and auxiliary z � �k, t, c, u�, v�, ω��.
2. Get the output m1,m2 of A1, h � pk � ggx

1 and c � �c1, c2, sk��, let pk� � gc3 .
3. Simulates D	C,S
��p, pke, pk�, sk�, �c1, c2��, �k, t, c, u�, v�, ω���.
4. Outputs the result of D.

If c is a ciphertext of m1, then the probability A2 outputs 1 which is equal to the first
probability, otherwise, it is equal to the later probability. According to the Theorem
1, the difference of the two probability above is negligible which contradicts to the
assumption. Theorem is established.

6 Conclusion

A new functionality for obfuscation has been proposed in this paper under DL assump-
tion and the hardness of discrete logarithm. Following Hohenberger and Hada’s steps,
we present two new security definitions, even more our scheme is a further application
which not only protects the Signer’s secret key from revealing, but also keeps the sig-
nature blinding from the Signer. This functionality is very useful in E-Cash and E-Vote.
At the same time, our scheme resists different PPT adversaries and satisfies ACVBP
w.r.t dependent oracle property. Furthermore, we will continue to focusing the research
and application of obfuscation.
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Abstract. Attribute-based signature and proxy signature are both very
useful in many real-world applications. In this paper, we combine the
special features of both signatures and propose an attribute-based proxy
signature scheme, where the original signer, who possesses a set of at-
tributes, can delegate his/her signing right to a designated proxy signer.
By verifying the signature, a verifier can be convinced that the signature
is generated by the proxy signer who has obtained the delegation from a
legitimate signer whose attributes satisfy a predicate. However, the veri-
fier cannot tell from the signature who is the original signer. We provide
the formal definition and adversarial models for attribute-based proxy
signature, and an efficient scheme that supports threshold predicates.

Keywords: proxy signature, attribute-based signature, threshold pred-
icate.

1 Introduction

Proxy signature is a special type of digital signature and has been found use-
ful in many real-world applications, for example, distributed computing [9] and
grid computing [1]. Proxy signature allows an original signer to delegate his/her
signing rights to a proxy signer who then can issue signatures on behalf of the
original signer. The first proxy signature scheme was proposed by Mambo, Usuda
and Okamoto in 1996 [8]. They discussed three different types of proxy signa-
ture, namely full delegation, partial delegation and delegation by warrant. Later,
Kim et al. [2] proposed a new type of proxy signature combing partial delegation
and warrant, and demonstrated that schemes combining partial delegation and
warrant can provide a higher level of security than schemes based on partial del-
egation and warrant separately. Since then many proxy signature schemes based
on partial delegation and warrant have been proposed (e.g.,[3,13,11,12,14,5]).

Attribute-based signature (ABS) is another special type of digital signature
that has been proposed recently. It can be treated as an extension of identity-
based signature (IBS) but has better fine-grained control over the signer’s iden-
tification information. In an ABS, a signer with attribute set A will first obtain a
secret key from the central authority (or key generation center), and then can use
the obtained secret key to sign any messages. The signature can be verified with
regards to an attribute predicate Υ and the verification will be successful if and

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 323–334, 2014.
c© Springer International Publishing Switzerland 2014
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only if the signer’s attribute set A satisfies Υ . However, the verifier cannot gain
any information about the signer’s attributes except the fact that they satisfy
the pre-claimed predicate. Several ABS schemes have been proposed recently to
support different types of predicates. Li et al. [4] proposed two ABS construc-
tions supporting flexible threshold predicates. In their schemes, the predicate is
a set of n attributes, and the signer must possess at least k (k ≤ n) of them in
order to generate a valid signature. The verifier can be convinced that the signer
is really holding k out of n attributes, but cannot find out which k attributes
are possessed by the signer. Later, Maji et al. [7] proposed another ABS scheme
where the attribute predicates can be expressed as monotone-span programs.
Then in [10], Okamoto and Takashima proposed the first ABS scheme that can
support more general non-monotone predicates. We noticed the paper regard-
ing attribute-based signature has recently been proposed in [6]; However, the
adversarial models in [6] are not properly defined. In addition, the application
scenario is different from our work.

In this paper, we are interested in signing right delegation under the attribute-
based setting environment. The proposed scheme can be regarded as a variant of
attribute-based proxy signature schemes(ABPS). ABPS has many potential ap-
plications, for example, attribute-based authentication [7]. Consider a database
whose access control is described in a policy such that only users who hold au-
thorised attribute keys can access it. An authorised user can delegate his/her
signing rights to another user so that the latter can also access the database
and collect information when the former is not available. The delegated signer
is called a proxy of the original authorised signer. In our proposed scheme, the
verifier can be convinced that a valid proxy signer holds the right delegation
from an original signer and therefore can access the database. The attributed
based proxy signature can be regarded as a certificate for accessing the database.

The rest of the paper is organized as follows. We introduce some preliminaries
in Section 2. The formal definition and security model of ABPS is presented in
Section 3. We then present our ABPS scheme in Section 4 and prove its security
in Section 5. The paper is concluded in Section 6.

2 Preliminaries

2.1 Bilinear Map

Let G1, G2 be two cyclic groups of prime order p and g a generator of G1. The
e : G1 × G1 → G2 is said to be an admissible bilinear map if the following
conditions hold:

– Bilinearity: e(ga1 , g
b
2) = e(g1, g2)

ab for all g1, g2 ∈ G1 and a, b ∈R Zp.

– Non-degeneracy: There exists g1, g2 ∈ G1 such that e(g1, g2) �= 1G2 .

– Computability: There is an efficient algorithm to compute e(g1, g2) for all
g1, g2 ∈ G1.
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2.2 Complexity Assumption

Definition 1 Computational Diffie-Hellman (CDH) Problem: Given g,
ga, gb ∈ G1 for some random a, b ∈ Zp, compute gab ∈ G1. Define the success
probability of a polynomial algorithm A in solving the CDH problem as:

SuccCDH
A,G1

(κ) = Pr[A(g, ga, gb) = gab : a, b ∈R Zp]

where κ = log(p) is the security parameter.

Definition 2 Computational Diffie-Hellman (CDH) Assumption:
SuccCDH

A,G1
(κ) is negligible in κ.

2.3 Lagrange Interpolation

Given t points q(1), q(2), ..., q(t) on a t− 1 polynomial q, one could use Lagrange
interpolation to compute q(i) for any i ∈ Zp through

q(i) =

t∑
j=1

q(j)Δj,s(i).

The Lagrange coefficient Δj,S(i) of q(j) in the computation of q(i) can be com-
puted as

Δj,S(i) =
∏

1≤π≤t,π �=j

i − π

j − π
.

3 Attribute-Based Proxy Signature Definition and
Security Model

3.1 Definition

An attribute-based proxy signature scheme is parameterized by a universe of
possible attributes A , a warrant space Mω , and a message space M. It consists
of the following algorithms.

– ABPS.Setup: takes a security parameter 1κ as input and outputs the public
parameters params and a master secret key MSK for the central authority.

– ABPS.KeyGen: takes params as input and outputs a proxy key pair
(pk, sk).

– ABPS.AttrKeyGen: takes (MSK, params, ω) as input where ω ⊆ A is
the attribute set of a user and outputs an attribute key skω .

– ABPS.DskGen: takes (skω ,mw ∈ Mw, Υ ) as input, where mw is a warrant
specified by the original signer, Υ is a predicate such that there exists ω′ ⊆ ω
which satisfies Υ (ω′) = 1, and outputs a delegation key dsk.

– ABPS.ProSig: takes (dsk, sk,m ∈ M) as input, and outputs a proxy sig-
nature σ.
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– ABPS.ProVer: takes (Υ, pk,mw,m, σ) as input, and outputs 1 (‘accept’)
or 0 (‘reject’).

Correctness: We require that for any warrant and message spaces Mw,M ⊆
{0, 1}∗ and any security parameter κ ∈ N, if

(params,MSK)← ABPS.Setup(1κ),

(pk, sk)← ABPS.KeyGen(params),

skω ← ABPS.AttrenKenGen(MSK, params, ω),

dsk ← ABPS.DskGen(skω ,mw, Υ ),

then

ABPS.ProVer(Υ, pk,mw,m,ABPS.ProSig(dsk, sk,m)) = 1.

3.2 Security Model for ABPS

In an attribute-based proxy signature scheme, the security consideration is dif-
ferent from that for a traditional proxy signature or attribute-based signature.
According to the definition of attribute-based proxy signature, we consider three
different types of adversaries:

1. AI : an outsider attacker who only has the universe of attributes A and the
public key pkp of the proxy signer and tries to forge a valid proxy signature σ.

2. AII : a malicious proxy signer that possesses the private key skp and a valid
warrantmw from the original signer, and tries to forge a valid proxy signature
σ for another warrant m∗

w.
3. AIII : a malicious original signer that possesses the attribute key skω and the

public key pkp of the proxy signer, and tries to forge a valid proxy signature
σ without knowing the private key skp of the proxy signer.

It is obvious that if an attribute-based proxy signature scheme is secure under
AII or AIII , it is also secure against AI . Thus we will only focus on the adver-
sarial models with regards to AII and AIII in the rest of this paper. Before we
formally define each adversarial model, we first introduce three types of oracle
queries that will appear in the models:

– Attribute Key Generation Query: A can query the attribute key for
an attribute set ω ⊆ A of his choice to the attribute key generation ora-
cle OAKG(·). The corresponding attribute key skω is then generated and
returned to A.

– Delegation Query: A can query the delegation oracle ODKG(skω , ·, ·) with
any warrant mw and access structure Υ of his choice. The corresponding
delegation key dsk is generated and returned to A.

– Proxy SigningQuery:A canquery the proxy signing oracleOPS(dsk, skp, ·)
with any message m of his choice. A valid proxy signature on m is generated
and returned to A.
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We define the selective adversarial game between a malicious proxy signer AII

and a simulator S as follows:

– Initial Phase: AII chooses and outputs a challenge predicate Υ ∗ that will
be used in forging a proxy signature.

– ABPS.Setup Phase: The simulator S runs ABPS.Setup to generate the
params and MSK, and sends params to AII .

– ABPS.KeyGen Phase: The simulator S also runs the ABPS.KeyGen
to generate the key pairs (pkp, skp) of the proxy signer, and sends (pkp, skp)
to AII .

– Attribute Key Generation Queries: AII selects an attribute set ω ∈ A,
the simulator S runs skω ← ABPS.AttrKeyGen(MSK, params, ω) and
returns skω to AII .

– Delegation Queries Phase:AII chooses any predicate Υ such that Υ �= Υ ∗

and any warrant mw of his choice and queries the delegation oracle ODKG. S
generates the delegation key dsk ← ABPS.DskGen(skω , Υ,mw) and sends
dsk to A.

– Proxy Signing Queries Phase: AII chooses a warrant mw ∈ MW and
a message m ∈ M and queries the proxy signing oracle OPS . If mw has
appeared in a Delegation Query, a special symbol ‘⊥’ is returned to AII .
Otherwise, S generates

dsk ← ABPS.DskGen(skω , Υ,mw),

σ ← ABPS.ProSign(dsk, skp,mw,m)

and returns σ to AII .
– Forgery Phase: Finally, A outputs a proxy signature σ∗ on message m∗

for a warrant m∗
w and the predicate Υ ∗.

We say AII wins the game if

– ABPS.ProVer(Υ ∗, pkp,m∗
w,m∗, σ∗) = 1;

– (m∗
w, Υ ∗) has not been queried to ODSK ;

– Attribute sets ω∗ satisfying Υ ∗(ω∗) = 1 have not been submitted to the
attribute key generation oracle OAKG.

Define the advantage of a malicious adversary AII in winning the game as

Advspcwcma
AII

(κ) = Pr[AII Wins the game].

Definition 1. We say an attribute-based proxy signature scheme is secure
against the AII under the selective-predicate and chosen warrant and message at-
tacks if for any probabilistic polynomial timeAII ,Advspcwcma

AII
(κ) is negligible in κ.

The adversarial game between a malicious original signerAIII and a simulator
S is defined as follows:
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– ABPS.Setup Phase: The simulator S runs the ABPS.Setup to generate
the params and MSK, and sends params and MSK to AIII .

– ABPS.KeyGen Phase: The simulator generates

(pkp, skp)← ABPS.KeyGen

and sends pkp to AIII .
– Proxy Signing Queries Phase: AIII queries the proxy signing oracle
OPS by providing a warrant mw, a valid delegation key dsk for mw, and
a message m of his choice. The simulator S generates the proxy signature
σ ← ABPS.ProSign(dsk, skp,mw,m) and returns σ to AIII .

– Forgery Phase: Finally, AIII outputs a proxy signature σ∗ on message m∗

for a warrant m∗
w and predicate Υ ∗.

We say AIII wins the game if

– ABPS.PorVer(Υ ∗, pkp,m∗
w,m∗, σ∗) = 1;

– (m∗
w,m∗) has not been queried to OPS ;

Define the advantage of a malicious adversary AIII in winning the game as

Advcma
AIII

(κ) = Pr[AIII Wins the game].

Definition 2. We say an attribute-based proxy signature scheme is secure
against the AIII under chosen message attacks if for any probabilistic polynomial
time AIII , Advcma

AIII
(κ) is negligible in κ.

4 Attribute-Based Proxy Signature Scheme

In our system, the original signer holds a set of attributes and delegates his
signing rights to a proxy signer with a normal public/private key pair.

1. ABPS.Setup: First, define the universe of attributes U as elements in Zp.
Let the d−1 default set of attributes from Zp which has no intersection with
U be Ω = {Ω1, Ω2, . . . , Ωd−1} and let ω∗ be another default attribute set
with ω∗ ⊆ U . Select a random generator g ∈R G1 and a random number x ∈
Z∗
p, set g1 = gx. Pick random elements g2 and compute Z = e(g1, g2). Select

a collision resistant hash function H : {0, 1}∗ → G1. The public parameters
are params = (g, g1, g2, Z,H). The master secret key is MSK = x.

2. ABPS.KeyGen: The user selects one random number xp ∈R Z∗
p and set

the private and public key pair as (skp, pkp) = (xp, g
xp).

3. ABPS.AttrKeyGen: To generate a private key for an attribute set ω,
proceed as follows:
– Choose a d− 1 polynomial q such that q(0) = x;
– Generate a new set of attribute ω̂ = ω ∪ Ω. For each i ∈ ω̂, choose

ri ∈R Zp and compute di0 = g
q(i)
2 ·H(attri)

ri and di1 = gri ;
– The private key Di = {(di0, di1)}, i ∈ ω̂.
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4. ABPS.DskGen: Given a warrantmw, the original signer selects a k-element
subset ω′ ⊆ ω ∩ ω∗ and the delegation signing key is generated as follows:
– The original signer selects a default attribute subset Ω′ ⊆ Ω with |Ω′| =

d− k, chooses n+ d− k random values r′i ∈ Zp, where i ∈ ω∗ ∪Ω′;
– The original signer chooses a random value s ∈ Zp and computes σ0 =∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

∏
i∈ω∗∪Ω′ H(attri)

r′iH(mw)
s,

{σi = d
Δi,S(0)
i1 gr

′
i}i∈ω′∪Ω′ , {σi = gr

′
i}ω∗/ω′ , σ′

0 = gs;
– The delegation signing key is dsk = (σ0, {σi}i∈ω∗∪Ω′ , σ′

0).
5. ABPS.ProSign: Given dsk, skp and a message m ∈ {0, 1}∗. The proxy

signature σM = (σM1 , σM2 , σM3 , σM4) is generated as follows:
– Compute σM1 = σ0 ·H(m)skp , σM2 = {σi}i∈ω∗∪Ω′ , σM3 = σ′

0.
6. ABPS.Verification: Given σM = (σM1 , σM2 , σM3 , σM4 ), mw and Υk,ω∗ , the

verifier first check whether the proxy signer follow the rules specified in the
warrant. If no, output reject, otherwise, the verifier checks the following
equation:

e(g, σM1)∏
i∈ω∗∪Ω′ e(H(attri), σi)e(H(mw), σM3 )e(pkp, H(m))

?
= Z.

If the equation holds, output accept, where it can be assured that the sig-
nature is generated form some user possessing k attributes among ω∗, oth-
erwise, output reject.

– Correctness: The correctness of the verification is justified by the following
equations:

e(g, σM1 )∏
i∈ω∗∪Ω′ e(H(attri), σi)e(H(mw), σM3 )e(pkp, H(m))

=
e(g, σ0 ·H(m)skp )∏

i∈ω∗∪Ω′ e(H(attri), σi)e(H(mw), σM3 )e(pkp, H(m))

=
e(g,

∏
i∈ω′∪Ω′ d

Δi,S(0)

i0

∏
i∈ω∗∪Ω′ H(attri)

r′iH(mw)s · H(m)skp )∏
i∈ω∗∪Ω′ e(H(attri), σi)e(H(mw), σM3 )e(pkp, H(m))

=
e(g,

∏
i∈ω′∪Ω′ d

Δi,S(0)

i0 )e(g,
∏

i∈ω∗∪Ω′ H(attri)
r′i )e(H(mw), gs)e(pkp, H(m))∏

i∈ω∗∪Ω′ e(H(attri), σi)e(H(mw), σM3 )e(pkp, H(m))

=
e(g,

∏
i∈ω′∪Ω′ d

Δi,S(0)

i0 )e(g,
∏

i∈ω∗∪Ω′ H(attri)
r′i )∏

i∈ω∗∪Ω′ e(H(attri), σi)

=
e(g,

∏
i∈ω′∪Ω′ g

q(i)·Δi,S (0)

2 )e(g,
∏

i∈ω′∪Ω′ H(attri)
ri·Δi,S(0)+r′i )e(g,

∏
i∈ω∗/ω′ H(attri)

r′i )

e(g,
∏

i∈ω′∪Ω′ H(attri)
ri·Δi,S(0)+r′

i )e(g,
∏

i∈ω∗/ω′ H(attri)
r′
i )

= e(g, g
q(0)
2 )

= e(g, gx
2 )

= e(g
x
, g2)

= Z.

5 Security Analysis

In this section we analyse the security of the above attribute-based proxy signa-
ture scheme against AII and AIII adversaries.
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Theorem 1. Our attribute-based proxy signature scheme is secure against the
AII chosen warrant and chosen message attacks if the CDH Problem is hard.

Proof. The proof is by contradiction in the selective predicate security model.
Suppose that an adversary AII has an advantage ε in attacking the proposed
scheme, then we can build an algorithm B that use AII to solve the CDH prob-
lem. Let G1 be a bilinear pairing group of prime order p, B is given g, gα, gβ ∈ G1

which is a random instance of the CDH problem. Its goal is to compute gαβ .
Algorithm B will simulate the challenger and interact with the forger AII as de-
scribed below, let’s recall the definition of AII , AII is a malicious proxy signer
possessing the private key of the proxy signer. With this in mind, the simulation
is as follows:

1. Initial Phase: AII chooses a predicate Υ ∗
k,ω∗ as the challenge predicate.

2. Setup: Let the default attribute set Ω be {Ω1, . . . , Ωd−1}. B sets g1 =
gα, g2 = gβ , where gα, gβ are inputs of the CDH problem. B sets the public
parameters as:

– B chooses random xp ∈R Z∗
p and sets skp = xp, pkp = gxp .

– B sends (G1, G2, e, p, g, g1, g2, H) and (skp, pkp) to AII .

3. Hash queries: In order to make the simulation easy to follow, we regard the
attribute, warrant and message queries as H1,H2 andH3 queries respectively.
Assume B keeps hash tables T1, T2 and T3 for the queries.

(a) H1 Query: Assume AII makes qH1 attribute queries, for each query on
attribute attri, B simulates as follows:

– If attri have existed in T1, a same value H(attri) is returned to AII .
– Otherwise,

• If attri ∈ ω∗ ∪ Ω∗, B chooses random ai ∈ Zp and returns
H(attri) = gai to AII . B adds (attri, H(attri)) to T1.

• If attri /∈ ω∗ ∪ Ω∗, B chooses random ai, bi ∈ Zp and returns
H(attri) = g−aigbi to AII . B adds (attri, H(attri)) to T1.

(b) H2 Query: Assume AII makes qH2 warrant queries, B selects a random
number δ ∈ (0, qH2), for each query on warrant mwi , B simulates as
follows:

– If mwi have existed in T2, a same value H(mwi) is returned to AII .
– Otherwise,

• If i �= δ, B chooses random a′i, b
′
i ∈r Zp and returns H(mwi) =

g
b′i
1 ga

′
i . B adds (mwi , H(mwi)) to T2.

• If i = δ, B chooses random b′i and returns H(wi) = ga
′
i . B adds

(mwi , H(mwi)) to T2

(c) H3 Query: Assume AII makes qH3 message queries, for each query on
message mi, B simulates as follows:

– If mi has existed in T3, a same value H(mi) is returned to AII .
– Otherwise, B chooses random ri ∈R Zp and returns H(mi) = gri . B

adds (mi, H(mi)) to T3.
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4. Attribute key extraction queries: Assume AII issues an attribute key
extraction query on an attribute set ω such that |ω∗ ∩ ω| < k. Following
the analysis in [4], we first define three sets Γ, Γ ′, S in the following manner:
Γ = (ω ∩ω∗)∪Ω∗ and Γ ⊆ Γ ′ ⊆ S with |Γ ′| = d− 1. Let S = Γ ′ ∪{0}. The
simulation on the attribute key Di is as follows:
– For i ∈ Γ ′: Di = (gτi2 H(attri)

ri , gri), where τi, ri ∈R Zp.
– For i �∈ Γ ′, Di could be simulated as:

Di = (g
Δ0,S(i)bi

ai
+
∑

j∈Γ ′ Δj,S(i)q(j)

2 )(g−ai
1 gbi)r

′
i , g

Δ0,S(i)
ai

2 gr
′
i),

where r′i ∈R Zp. It is a correct key because it implicitly sets

ri =
Δj,S(i)q(j)

ai
β + r′i.

As we know,

q(i) =
∑
j∈Γ ′

Δj,S(i)q(j) +Δ0,S(i)q(0),

thus we have,

g
q(i)
2 H(attri)

ri = g
Δ0,S(i)bi

ai
+
∑

j∈Γ ′ Δj,S(i)q(j)

2 H(attri)
r′i

and

gri = g
Δ0,S(i)

ai
2 gr

′
i .

5. Delegation signing key queries: AII can also issue a query for a warrant
W for an attribute set ω with k′ values out of an n′-value attribute set ω.
The delegation signing key query could be simulated as follows:
– If |ω ∪ ω∗| < k, B can generate a simulated private key for ω as in the

attribute key simulation and get a signature for ω on W normally.
– If |ω ∩ ω∗| > k, B selects a random (d − k′)-element subset Ω′ from Ω.

If H(W ) �= gai , in order to simulate (gx2
∏

i∈ω∪Ω′ H(attri)
riH(w)ra ,

{gri}i∈ω∪Ω′, gra)
• Choose r′a ∈ Zp and set r′a = 1

cβ + ra. Then

gx2
∏

i∈ω∪Ω′
H(attri)

riH(w)ra = (gc1g
ai)r

′
a

∏
i∈ω∪Ω′

H(attri)
rig

−ai
c

2 ,

gra = g
−1
c

2 gr
′
a

when H(W ) = gc1g
ai .

6. Proxy signing queries: Assume AII makes qps proxy signing queries. If
AII issues a proxy signature queries for a message m ∈ {0, 1}∗ under a war-
rant W for a predicate Υ , in order to simulate σ = σ0 ·H(m)skp , B generates
the delegation signing key σ0 as in the delegation signing queries and
answers the proxy signing queries as follows:



332 W. Liu, Y. Mu, and G. Yang

– If mi has existed in T3, then return σ = σ0 · pkri
p as the proxy signature

to AII , where H(mi) = gri exists in T3.
– If mi does not appear in T3, then choose random ri ∈ Zp and return

σ = σ0 · pkri
p as the proxy signature to AII . B adds (mi, H(mi)) to T3.

7. Forgery: Assume AII outputs a valid proxy signature

σ∗ = (σ∗
0 , {σ∗

i }i∈ω∗∪Ω∗ , σ′
0)

for predicate Υ ∗
k,ω∗ . If H(mw) �= ga

′
δ or Ω∗ �= Ω∗ where Ω∗ are the dummy

attributes, B will abort. Therefore

σ∗ = (σ∗
0 , {σ∗

i }i∈ω∗∪Ω∗ , σ′
0)

= (gα2
∏

i∈ω∗∪Ω∗
H(attri)

riH(mw)
raH(m)skp , {gri}i∈ω∗∪Ω∗ , gra).

Thus B can compute

gαβ =
σ∗
0∏

i∈ω∗∪Ω∗(σ∗
i )

ai(σ′
0)

a′
δ (pkp)ri

because H(attri) = gai , H(mw) = ga
′
δ .

Next, we analysis the success probability of B, B will not abort if the following
conditions holds:

– H(mw) = gaδ .
– Correct guess of d− k elements Ω∗ from Ω.

Therefore the success probability of B in solving CDH problem is:

SuccCDH
B =

ε

qH2C
d−k
d−1

.

Theorem 2. Our attribute-based proxy signature scheme is secure against the
AIII chosen message attacks if the CDH Problem is hard.

Proof. Let G1 be a bilinear pairing group of prime order p. Algorithm B is given
g, gα, gβ ∈ G1 which is a random instance of the CDH problem. Its goal is to
compute gαβ . Algorithm B will simulate the challenger and interact with the
adversary AIII as described below.

Let’s recall the definition of the adversary AIII . AIII has the attribute key
of the original signer as well as the public of the proxy signer, thus the attribute
key extraction and delegation queries are not needed here. The simulation is
performed as follows:
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1. Setup: B sets the public keys of the users and the common parameter as :
– B selects a random generator g ∈R G1 and two random number x, g2 ∈R

Z∗
p, then B chooses a d − 1 degree polynomial q with q(0) = x and

computes g1 = gx. B sets skp = α, pkp = gα, where gα, gβ are inputs of
the CDH problem.

– B then sends (G1,G2, e, p, g, x, g1, g2, H) and pkp to AIII .
2. Hash queries:Assume AIII makes qH1, qH2, qH3 times for attribute, war-

rant and message queries, respectively. B maintains hash tables T1, T2, T3

for attribute, warrant and message queries. For the hash queries for the at-
tribute and warrant, B performs the same as in Theorem 1. For the message
query on any m of AIII ’s choice, B chooses a random number I ∈ (1, qH3),
for each query on message mi, if (mi, H(mi)) exits in hash table, B just
returns H(mi) to AIII , otherwise, the simulation is performed as follows:
– If mi �= mI , B chooses random ri ∈R Zp, returns H(mi) = gri and adds

(mi, H(mi)) to T .
– If mi = mI , B chooses random rI ∈R Zp, return H(mI) = (gβ)rI .

3. Proxy Signing Queries: Suppose AIII issues a proxy signing query for
a message M ∈ {0, 1}∗ under a warrant W with predicate Υk,ω∗ . B first
generates the attribute key skω using the same method as the attribute
key extraction queries in Theorem 1. Then B generates the delegation key
dsk = (σ0, {σi}i∈ω∗∪Ω′ , σ′

0) using the method same as Delegation signing
key queries in Theorem 1. Then B simulates the proxy signature queries
as follows:
– If M ∈ T3, assume H(M) = grM , B simulates the proxy signature σ =

(σ1, σ2, σ3) where σ1 = σ0 · pkrM
p , σ2 = {σi}i∈ω∗∪Ω′ and σ3 = σ′

0.
– If M /∈ T3, B chooses random r∗ ∈R Zp and simulates the proxy signature

as σ1 = σ0 · pkr∗
p , σ2 = {σi}i∈ω∗∪Ω′ and σ3 = σ′

0. B adds (M,H(M)) to
hash table T .

4. Forgery: Assume that the adversary AIII can output a proxy signature
σ∗ = (σ∗

1 , σ
∗
2 , σ

∗
3 , ) of the message M∗ under the warrant W ∗ for predicate

Υ ∗ such that:
– (M∗,W ∗) has not been submitted as one of the proxy signing queries.
– σ∗ = (σ∗

1 , σ
∗
2 , σ

∗
3) is a valid proxy signature.

In this case, if M∗ = mI , B can compute:

gαβ = (
σ∗
1

gx2
∏

i∈ω∪Ω∗(σ∗
2)

ai(σ∗
3)

a′
δ

)
1
rI

Next, we analyse the success probability of B. B will not abort if the following
conditions hold:

– H(mw) = gaδ .
– H(M) = (gβ)rI .
– Correct guess of d− k elements Ω∗ from Ω.

Therefore,

SuccCDH
B =

ε

qH2(qH3 + qps)C
d−k
d−1

.
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6 Conclusion

In this paper, we studied attribute-based proxy signature (ABPS) for threshold
predicates. We presented a formal security model and a concrete construction of
ABPS scheme. Our model has considered different types of potential adversaries
against an ABPS scheme. An interesting feature of our scheme is that it offers
original signer privacy, that is even the proxy signer cannot find out who is the
original signer except that the original signer’s attributes satisfy a pre-claimed
predicate. We leave the problem of building ABPS for other types of predicates
as our future work.
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Abstract. Helios is a web-based end-to-end verifiable electronic voting
system which has been said to be suitable for low-coercion environments.
Although many Internet voting schemes have been proposed in the lit-
erature, Helios stands out for its real world relevance. It has been used
in a number of elections in university campuses around the world and
it has also been used recently by the IACR to elect its board members.
It was noted that a dishonest server in Helios can stuff ballots and this
seems to limit the claims of end-to-end verifiability of the system. In this
work, we investigate how the issue of ballot stuffing can be addressed
with minimum change to the current vote casting experience in Helios
and we argue formally about the security of our techniques. Our ideas
are intuitive and general enough to be applied in the context of other
Internet voting scheme and they also address recent attacks exploiting
the malleability of ballots in Helios.

Keywords: End-to-End Verifiable Voting, Helios, Token-Controlled En-
cryption.

1 Introduction

A number of end-to-end (e2e) verifiable voting schemes have been proposed in
the literature. It is argued that these schemes provide a number of verifiability
properties.

– Individual Verifiability: the property whereby a voter can check that his
vote has been correctly included in the tally by checking that it has been
published on the election’s bulletin board (BB).

– Universal Verifiability: the property whereby anyone can check that the
outcome of the election corresponds to the list of published ballots.
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Eligibility Verifiability is a less talked about property of e2e voting systems.
This is the property whereby anyone can check that the published ballots have
been cast by eligible voters and that only one ballot is tallied for each eligible
voter. We argue this is of primary importance as eligibility verifiability (EV)
ensures that ballot stuffing attacks are thwarted. Another property of end-to-
end verifiable voting schemes is ballot independence whereby observing a voter’s
interaction with an election system should not allow an adversary to cast a vote
that is somehow related.

To our knowledge, only a few Internet voting schemes have explicitly incorpo-
rated EV and provided defenses against ballot stuffing, e.g. JCJ/Civitas [10,5]
and Cobra [7]. These schemes are also coercion-resistant i.e. a voter can appear to
conform to the orders of an adversary while voting as desired. In JCJ/Civitas,
these properties are achieved with the use of asymmetric key pairs for every
voter, individual voter credentials and a framework for managing real and fake
credentials. It can be argued, that although theoretically the gold standards,
schemes like JCJ/Civitas put too much stress on intricate voter knowledge of
the system and for most voters in the real world, the schemes are unusable.

Helios [1,2] takes the approach of catering to elections in low-coercion en-
vironments and aims to achieve usability. Helios stands out for its real world
relevance and it has been used in a number of elections in university campuses
around the world (see for example [2]) and it has also been used in the IACR
presidential elections since 2010 [9]. Our work aims to address what we perceive
to be some shortcomings in the Helios protocol, in particular the lack of eligi-
bility verifiability. A dishonest Helios server can subvert the system by stuffing
ballots i.e. submitting votes for voters who have not done so themselves [12]. A
number of recent attacks [6,11] have also highlighted the fragility of the com-
plex ballot structure in Helios and our work also addresses these attacks that
exploit the malleability of the ballots in Helios. Our work incorporates eligibility
verifiability in Helios, without the need for asymmetric keys-pairs for voters and
ensures that the complexity of the scheme, in particular the voter experience,
remains as close to the current experience as possible and the techniques are
general enough to be applied to other internet voting schemes.

1.1 Structure of This Paper

The rest of the paper is structured as follows. In Section 2, we describe a number
of possible methods to incorporate eligibility verifiability in Helios. Our main
solution in Section 3 makes novel use of a primitive known as Token Controlled
Encryption (TCE) [3] and in Section 4 we describe TCE and security models
for TCE with the goal of arguing formally about the security of our proposed
construction. We conclude with some comments in Section 5.

2 Incorporating Eligibility Verifiability in Helios

The basic functionality we would like to achieve, to ensure EV is that ballots are
somehow tied uniquely to voters and we want to ensure that the various parties
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running the election are not able to stuff ballots. Anyone can then verify that
ballots are not only tied to legitimate voters but also that they were cast by
legitimate voters themselves and no one else.

To ensure this functionality, it seems necessary to assume some kind of private
voter credential. However, we would like the use of this credential to be as less
onerous on the voter as far as possible. In particular, we do not want voters to
be able to manage and manipulate asymmetric keys. We would like to adhere
to Benaloh’s Ballot Casting Assurance principle [4]. In particular, we would
like to ensure that although we use a private voter credential, no voter specific
information is signaled to or used by the ballot creation device which can be used
to influence its behavior. These requirements rule out the “obvious” solution of
voters signing their existing Helios ballots before posting to the WBB. If a PKI
for voter keys can be assumed to exist and if we assume that voters are able to
use and manipulate these keys, it is unclear what benefits a protocol like Helios
offers over a much more involved protocol like JCJ/Civitas.

We will assume for the remainder of the discussion that the party initiating
the election supplies individual voters with a private one-time voter credential
prior to the voting day. As an example, in the case of the IACR election, this is
the IACR election management committee rather than the Helios server itself.
In addition, voter authentication to the Helios server is leveraged using some
existing system. We will call the one-time credential a token for reasons that will
be described shortly and we will also assume that the party generating the one-
time tokens is not the same party that manages user-authentication to the Helios
server, or the Helios server itself. We note that such natural separation between
the various entities already exists in the existing Helios use case scenarios. Thus,
there are three distinct entities performing distinct functions and we assume that
they do not collude.

We want to ensure that the Helios server and the service providing user au-
thentication to the Helios server are both unable to stuff ballots. In addition,
we also want security against the party generating the voter credentials and we
want to ensure that this party is not able to violate the privacy of voters or stuff
ballots itself.

In the remainder of this section, we will take a brief detour to describe the
features of a novel primitive called Token Controlled Encryption that we will
employ. Subsequently, we will describe a modified Helios work flow that will
highlight the new setup process as well as the voter’s view of the system.

Token-controlled public key encryption (TCE), introduced by Baek, Safavi-
Naini and Susilo [3] is a cryptographic primitive in which senders encrypt mes-
sages with the public keys of receivers and a secret token. The token is delegated
to a third-party, who is entrusted with releasing the token to the receiver when
some conditions elaborated by the sender are satisfied. Receivers cannot de-
crypt encrypted messages until they obtain the corresponding token and the
third-party who is entrusted with the token is unable to obtain any information
about the original message. In addition, the communication and computational
overheads for releasing the token are small.



338 S. Srinivasan et al.

2.1 Token Controlled Encryption

A TCE scheme is defined in terms of four probabilistic polynomial time (PPT)
algorithms:

– TCE.KeyGen: A randomized key generation algorithm that on input a secu-
rity parameter 1k, outputs a public key pk and a matching private key sk .
Associated to each public/private key pair are a message space MsgSp, a
ciphertext space CtSp and a token space TokSp.

– TCE.TokenGen: A randomized token generation algorithm that on input a
security parameter 1k, outputs a random token tok ∈ TokSp.

– TCE.Enc: A randomized encryption algorithm that on input pk , tok ∈ TokSp
and message m ∈ MsgSp returns a ciphertext c ∈ CtSp.

– TCE.Dec: A decryption algorithm that on input a secret key sk , a token
tok ∈ TokSp and a ciphertext c ∈ CtSp, returns either a message m ∈ MsgSp
or a failure symbol ⊥.

These algorithms must satisfy the consistency requirement that decryption
with the appropriate token undoes encryption: i.e. ∀(pk , sk)← TCE.KeyGen(1k),
∀tok ∈ TokSp, ∀m ∈ MsgSp, ∀c = Enc(pk , tok ,m), Dec(sk , tok , c) = m.

Note in particular that the token generation algorithm does not require any
inputs other than the security parameter.

To motivate the use of Token Controlled Encryption we describe briefly an
application known as the Millionaire’s will problem. A Millionaire wishes to
write his will and entrust it to his sons, but he does not want them to be able to
read the will till his demise. In the traditional setting, the will is entrusted to a
lawyer, but our millionaire does not wish to reveal the contents of the will to his
lawyer. A solution to this problem is proposed that uses a TCE scheme. The sons
generate key pairs for a TCE scheme and publish the public key. The millionaire
writes a will for his sons, encrypts it using the public key of the TCE scheme
and gives the encrypted will to his sons. He entrusts the token to his lawyer and
trusts that the lawyer will only reveal the token at a pre-appointed time. The
lawyer does not have access to the private keys used to create the encrypted will
and therefore is unable to obtain any information about the contents of the will.
The sons do not have the token till the appointed time and therefore cannot
decrypt the encrypted will. We will use TCE along the lines of the example
above, with some tweaks, to achieve EV in Helios.

2.2 The Modified Helios Workflow to Incorporate Eligibility
Verifiability

In the following section we describe a modified Helios workflow to incorporate
EV in Helios. Key differences in the Setup and Voting process from the regular
workflow are highlighted in bold. The Tallying phase now needs a few additional
steps at the start.
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Setup

– An election officer and a set of trustees are selected. The election officer is
in charge of running the election server and bulletin board. We will refer
to the election officer as the Helios server in subsequent discussions. The
election officer publishes a set of common system parameters on the BB and
the trustees jointly generate an asymmetric key pair i.e. the joint public key
is generated by combining each trustee’s public key share. The share of the
private key of each trustee is kept secret.

– Each trustee’s public key is published on a BB along with a proof that
the respective trustees know the corresponding private key share. The joint
public key is also published with a proof of correct construction.

– The Helios server also generates an election specific key pair for
a TCE scheme and publishes the public key for the TCE scheme,
and a proof of knowledge of the private key on the BB. The Helios
server keeps the private key for the TCE scheme secret.

– The election officer publishes a candidate list.

– A hash that includes all the above information, called the election fingerprint
is published on the BB.

– The election officer also publishes a list of eligible voters. We note that there
is an implicit assumption here that the list of eligible voters is somehow
made available to the election officer.

– The party in charge of generating the list of eligible candidates also
sends to the individual voters a one-time election specific token. It
commits to a list of tokens against names of eligible voters; it can
do so by supplying a cryptographic hash of a file in which the voter
names and tokens are stored and the Helios server can publish this
on the BB. The token list is kept secret.

Voting Process

– The voter launches a browser script which downloads the global parameters
published by the election officer. The script recomputes the election finger-
print and the voter should check that the fingerprint corresponds to the value
published on the BB.

– The voter inputs his vote to the browser script. The script encrypts the
vote with the joint public key and also generates a proof that the encrypted
vote is constructed correctly i.e. only permitted values are encrypted. In the
discussions that follow, we will call this the regular Helios ballot.

– The voter inputs a token. This may either be the “real” token that
is sent to the voter or a “fake” token.

– The regular Helios ballot is now encrypted using the public key of
the TCE scheme.

– The encrypted ballot is displayed to the voter.

– The voter may choose to either audit the ballot or cast it.
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• If the voter decides to audit the encrypted ballot then the script provides
her with the random data used to create the ballot. The voter should then
take this random data and re-create the ballot independently (ideally on
another platform) to verify that it was indeed well formed. Audited votes
cannot be cast and the browser script will prompt the voter to re-create
an encrypted vote.

• If the voter decides to cast the ballot, she submits her login credentials
to the script which submits the ballot to the election officer. The election
officer authenticates the voter, and posts the ballot to the election BB
next to the voter’s identity. The script deletes the randomness used to
create the ballot.

– Voters can check the BB to be assured that their ballots appear on the
bulletin board unchanged.

Tallying. Some extra steps are introduced in the tallying phase and these are
outlined below.

– When the voting phase is over, the token list is revealed. The cryptographic
hash can be recomputed and compared to the hash committed to on the BB
and this ensures that the token list is the same committed to at the start of
the election.

– The Helios server publicly reveals the election specific TCE private key.
– Every ballot against a voter’s name is decrypted with the token revealed for

that voter and the TCE private key. All ballots created with “fake” tokens
will be automatically rejected as the decryption will fail. Where multiple
ballots are created with a “real” token, a policy such as “consider last vote
cast” can be used to select one voter per voter. Decryption reveals the regular
Helios ballot.

All other aspects of tallying remain the same. In particular, proofs of all the
ballots revealed from the process above are checked to ensure they are allowed
encryptions. They are then tallied as normal.

2.3 Comments on the New Workflow

– The significant change in the Setup phase is that the Helios server now
generates an election specific key-pair for a TCE scheme. This key-pair can
be thresholded if greater assurance is required in its generation and perhaps
to ensure that a key from an earlier election is not reused. Otherwise a
regular key-pair suffices. The private key is revealed publicly during the
tallying phase, so this TCE key-pair is truly election specific.

– The voting process in this new proposal still adheres to the principle of Ballot
Casting Assurance. Although a voter token is used in the ballot construction
phase, it is not tied to a voter’s identity.
Note that in the spirit of TCE, the token is small, so we can safely assume
that the token can be represented in human understandable form and that the
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voter is able to generate “fake” tokens in his head and input them easily to the
ballot creation device. It is possible to envisage that the “real” token is sent
as a QR code to the voter by mail or on a mobile handset, and that a separate
application can generate “fake” tokens etc. It is also possible to have multiple
tokens generated by more than one authority and these can be combined by
the script during cote creation. This ensures that not too much trust is placed
in one authority generating the tokens.We do not discuss these enhancements
except to mention they are possible to keep the discussion simple.

– The voter is able to submit multiple ballots. This may include multiple
ballots with “fake” tokens, but also multiple ballots with the “real” one.
Ballots created with “fake” tokens will be automatically rejected, while a
policy such as consider last vote submitted with “real” token” can be used
to choose one vote per voter. The general spirit of this approach is in the
lines of JCJ/Civitas. Our contribution lies in incorporating the ideas into
the existing Helios workflow and ensuring a significantly simpler workflow
for the voter without voter asymmetric keys.

– Encrypting the regularHelios ballotwith theTCEpublic key ensures that indi-
vidual ballot components of the regular Helios ballot are no longer available to
those observing the BB during the election phase, rendering ballot malleabil-
ity attacks infeasible. Replay attacks will also not work as ballots are bound
to private user tokens. The only possibility of exploiting the individual ballot
components is to somehow re-use them in a subsequent election after they are
revealed in the tallying phase. This is clearly a more remote threat and one
that can be easily mitigated by generating one time election specific keys as
well. It is also possible to incorporating the tokens in the signature proofs of
knowledge. This will enable public checkability of the proofs once the TCE de-
cryption is completed, as tokens as publicly revealed while also ensuring that
ballots are tied uniquely to election specific voter tokens.

– The audit process is unchanged and is still designed to assure the voter that
the encrypted vote does in fact correspond to the choices made by the voter
and cannot check attacks due to malware.

– In keeping with the spirit of Helios, we assume that some existing infras-
tructure is used to manage login of voters to the Helios server. Our only
requirement is that this should not be same infrastructure that supplies the
one-time tokens to the voters. In our construction, the Helios server itself
can send out username and passwords to the voters by email and this does
not enable it to stuff ballots. In the existing setup, the Helios server is able
to stuff ballots whether it manages logins of voters to the system or not.

– If the infrastructure that generates the tokens also manages logins to the
Helios server, then this infrastructure may be able to stuff ballots. It can be
argued that this is a lesser threat than the possibility of the Helios server
itself stuffing ballots and one that it is easily mitigated by leveraging login
by an arbitrary existing infrastructure. On the other hand, in the existing
Helios workflow, even when arbitrary infrastructure is leverages to supply
login for voters, the Helios server itself may stuff ballots and it is not clear
how this can be checked.
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3 Security of Our Proposed Construction

We will introduce the security notions for TCE scheme more formally in the next
section. Informally, we have the following types of adversaries and the following
security requirements.

– Adversaries without knowledge of the private key and token. In our setting
these correspond to general external adversaries i.e. other than the party
generating the tokens, or the Helios server itself. In the context of TCE
schemes, these are called Type-1 outside adversaries. We will require that
ciphertexts are indistinguishable to these adversaries. This is captured in the
security game TCE.1 in Section 4.1.

– Adversaries without knowledge of the private key, but with access to the
token. In our setting this corresponds to the party generating the tokens. In
the context of TCE schemes these are called Type-2 outside adversaries. We
will require that ciphertexts are indistinguishable to these adversaries. This
is captured in the security game TCE.2 in Section 4.2.
As discussed earlier, this type of adversary is not able to stuff ballots, under
the assumption that they do not control the infrastructure that supplies
login credentials. This is because, with knowledge of the token and public
key, this adversary can create valid ballots for a particular voter. As briefly
discussed earlier, it is also possible to have the tokens generated by more
than one party and delivered to the voter who will supply all tokens to the
browser script. This prevents a single token generating entity from being
able to stuff ballots. In this second scenario, a token generating party may
also supply the authentication infrastructure.

– Adversaries with knowledge of the private key, but without access to the
token. In our setting, this corresponds to the Helios server itself. In the
context of TCE schemes, these are called inside adversaries. We require that
ciphertexts are indistinguishable to these adversaries. This is captured in the
security game TCE.3 in Section 4.3.

– Finally, to prevent ballot stuffing by the Helios sever itself, we require the
much stronger security property that the the inside adversary against the
TCE scheme is not able to make ciphertexts created under one token de-
crypt successfully under another token. This is captured in the security game
TCE.4 in Section 4.4.

To summarize, assuming that the system is instantiated with a concrete TCE
scheme meeting the appropriate security notions outlined above our construction
satisfies the following properties.

– The Helios server, despite possessing the private key that corresponds to
the public key used to encrypt the regular Helios ballot, is unable gain any
information till the token is made available. Although the regular Helios
ballot is already encrypted, the new procedure ensures that the individual
ciphertext components of the regular Helios ballot are not available to anyone
before the tallying phase, including the Helios server.
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– The Helios server is also unable to generate valid ciphertexts without knowl-
edge of the voter tokens and this ensures that ballot stuffing attacks are
rendered infeasible as all ballots generated without the legitimate voter to-
ken are automatically rejected.

– Even when the private key for the TCE scheme and voter tokens are made
public, the public decryption only reveals the regular Helios ballots, ensuring
the same privacy and integrity guarantees as in regular Helios.

4 Security Notions for Token Controlled Encryption

Baek, Safavi-Naini and Susilo [3] first proposed security models for TCE schemes.
Galindo and Herranz [8] identified the security models considered in [3] as being
inadequate as the issue of a single ciphertext decrypting to different messages
under different tokens is not addressed. They introduced an improved security
model termed the strong existential token unforgeability model and proposed a
generic construction starting from any trapdoor partial one-way function and
secure in the ROM. Below we give the various security notions for TCE schemes
and in Section 4.5 we talk briefly about concrete instantiations, but leave the
details to the original sources.

As mentioned earlier, two types of adversaries can be considered against TCE
schemes. “Outside” adversaries who do not have access to the private key and
“Inside” adversaries, who possess the receiver’s private key (i.e. the receiver’s
themselves). In addition, Outside adversaries are further categorized as Type 1
Outside adversaries, who do not possess the token and Type 2 Outside adver-
saries who have access to the token (the semi-trusted third party) respectively.

We will capture security against these different types of adversaries in terms
of various security games that the adversary plays against a challenger C. The
adversary will be given access to one or more of the following oracles with suitable
restrictions on their use.

– A token embedded encryption oracle: The adversary can query the token
embedded encryption oracle with a message m and receives the ciphertext
c created with the target token tok∗ and the public key of the receiver i.e.
c = Enc(pk , tok∗,m).

– A decryption oracle: The adversary can query the decryption oracle with a
ciphertext/token pair and receives back the decryption of the ciphertext un-
der the specified token and secret key of the receiver. i.e m = Dec(sk , tok , c).
Here m is either a valid plaintext or ⊥ to indicate failure of decryption.

4.1 TCE.1: Security Against Type-1 Outside Adversaries

We consider the following game between the adversary A and a challenger C,
which captures security against an outside adversaryA whose goal is to break the
confidentiality of the TCE ciphertext created with a fixed token. The adversary
A does not have access to the private key or to the token used to encrypt the
message.
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The challenger C takes as input the security parameter 1k and runs algorithm
TCE.KeyGen of the TCE scheme to obtain (pk , sk) i.e. (pk , sk)← TCE.KeyGen(1k).
The challenger C also runs algorithm TCE.TokenGen to obtain a target token tok∗

i.e. tok∗ ← TCE.TokenGen(1k).
The adversary is given the public keys pk but not the corresponding secret

key sk or the target token tok∗. The game proceeds as follows.

– Phase 1: A issues a series of adaptively selected encryption queries on mes-
sages m to the token embedded encryption oracle. A also issues a series of
adaptively selected decryption queries on ciphertext/token pairs (c, tok) to
the decryption oracle.

– Challenge: After A decides to end Phase 1, it outputs two equal length

messages m0 and m1. C selects b
$← {0, 1}, sets c∗ = Enc(pk , tok∗,mb) and

gives c∗ to A.

– Phase 2: This phase proceeds as in Phase 1.

– Guess: A outputs a bit b′ and wins the game if b′ = b.

The advantage of A against the TCE scheme in the above TCE.1 security
game is defined to be:

AdvTCE.1A (k) = |Pr[b′ = b]− 1/2|

where the probability is measured over the random choices of coins of A and C.
A scheme is said to be TCE.1 secure if the advantage of all PPT adversaries

is negligible as a function of the security parameter k.
No restriction is placed on the decryption queries in Phase 1. This is because

the token is not known to the adversary and it is argued that the query on
(c∗, tok∗) must occur with negligible probability, implying that the token must
be chosen from an exponentially large space.

4.2 TCE.2: Security Against Type-2 Outside Adversaries

This is very similar to security against Type-1 outside adversaries except that
now the adversary also has access to the target token. Thus, the adversary can
be thought to be the semi-trusted third party entrusted with the token, who
attempts to break the confidentiality of TCE ciphertexts. Security against Type-
2 adversaries is captured in terms of a game very similar to the security game
stated above with the restriction that the adversary cannot query the decryption
oracle with the challenge ciphertext and target token.

The challenger C takes as input the security parameter 1k and runs algorithm
TCE.KeyGen of the TCE scheme to obtain (pk , sk) i.e. (pk , sk)← TCE.KeyGen(1k).
The challenger C also runs algorithm TCE.TokenGen to obtain a target token tok∗

i.e. tok∗ ← TCE.TokenGen(1k).
The adversary is given the target token tok∗ and the public key pk but not

the corresponding secret key sk . The game proceeds as follows.
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– Phase 1: A issues a series of adaptively selected encryption queries on mes-
sages m to the token-embedded encryption oracle . A also issues a series of
adaptively selected decryption queries on ciphertext-token pairs (c, tok) to
the decryption oracle.

– Challenge: After A decides to end Phase 1, it outputs two equal-length

messages m0 and m1. C selects b
$← {0, 1}, sets c∗ = Enc(pk , tok∗,mb) and

gives c∗ to A.
– Phase 2: This phase proceeds as in Phase 1 with the restriction that the

adversary may not query the decryption oracle with (c∗, tok∗).
– Guess: A outputs a bit b′ and wins the game if b′ = b.

The advantage of A against the TCE scheme in the TCE.2 security game is
defined to be:

AdvTCE.2A (k) = |Pr[b′ = b]− 1/2|
where the probability is measured over the random choices of coins of A and C.

A scheme is said to be TCE.2 secure if the advantage of all PPT adversaries
is negligible as a function of the security parameter k.

4.3 TCE.3: Security against Inside Adversaries

Insider adversaries are those who possess the appropriate private keys but not
the target token and attempt to break the confidentiality of TCE ciphertexts
i.e. they are receivers of TCE ciphertexts to whom the token has not yet been
released by the semi-trusted third party.

The challenger C takes as input the security parameter 1k and runs algorithm
TCE.KeyGen of the TCE scheme to obtain (pk , sk) i.e. (pk , sk)← TCE.KeyGen(1k).
The challenger C also runs algorithm TCE.TokenGen to obtain a target token tok∗

i.e. tok∗ ← TCE.TokenGen(1k).
The adversary is given the public key pk and corresponding secret key sk but

not the target token tok∗. The game proceeds as follows.

– Phase 1: A issues a series of adaptively selected encryption queries on mes-
sages m to the token embedded encryption oracle.

– Challenge: After A decides to end Phase 1, it outputs two equal length

messages m0 and m1. C selects b
$← {0, 1}, sets c∗ = Enc(pk , tok∗,mb) and

gives c∗ to A.
– Phase 2: This phase proceeds as in Phase 1.
– Guess: A outputs a bit b′ and wins the game if b′ = b.

The advantage of A against the TCE scheme in the above TCE.3 security
game is defined to be:

AdvTCE.3A (k) = |Pr[b′ = b]− 1/2|

where the probability is measured over the random choices of coins of A and C.
A scheme is said to be TCE.3 secure if the advantage of all PPT adversaries

is negligible as a function of the security parameter k.
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4.4 TCE.4: Strong Existential Token Unforgeability

In the original works by [3], the issue of a ciphertext created with one token de-
crypting correctly with another token was not considered. A new security notion
termed the “Strong Existential Token Unforgeability” capturing this requirement
was first introduced in [8].

The challenger C takes as input the security parameter 1k and runs algorithm
TCE.KeyGen of the TCE scheme to obtain (pk , sk) i.e. (pk , sk)← TCE.KeyGen(1k).

The adversary is given the public key pk but not the corresponding secret key
sk . The game proceeds as follows.

– 1: A issues a series of decryption queries on adaptively selected cipher-
text/token pairs (c, tok) to the decryption oracle.

– 2: A outputs two different tokens tok1 and tok2 and a ciphertext c. The
adversary wins the game if Dec(sk , tok1, c) = m1 and Dec(sk , tok2, c) = m2

with m1 �= m2 �= ⊥.

The advantage of A against the TCE scheme in the above TCE.4 security
game is defined to be:

AdvTCE.4A (k) = |Pr[Dec(sk , tok1
∗, c) = m1 ∧m2 = Dec(sk , tok2

∗, c) ∧m1 	= m2 	= ⊥]|

where the probability is measured over the random choices of coins of A
and C.

A scheme is said to be TCE.4 secure if the advantage of all PPT adversaries
is negligible as a function of the security parameter k.

This is a very strong but necessary security requirement. Here we ask that it
should be infeasible for an adversary to make up a new token after the challenge
ciphertext is received, and that this should be the case even if the challenge
ciphertext is created by the adversary.

4.5 Constructions of TCE Schemes

As observed in [3] a somewhat intuitive construction for TCE scheme may pro-
ceed as follows. Let (pk , sk) be the keys of a PKE scheme with encryption algo-
rithm E. Let E′ be the encryption algorithm of a symmetric key scheme. Then,
to encrypt a message m to a receiver with public key pk , choose a key k for the
symmetric scheme at random and send ciphertext Enc(pk , Enc′(k,m)). The re-
ceiver is able to decrypt the ciphertext with his secret key sk but cannot obtain
the message till he obtains the symmetric key k.

Intuitively, this basic approach achieves the functionality we desire to achieve
EV in Helios. However, the authors in [3] observe that for this scheme to be
proven secure the symmetric encryption scheme must be IND-CCA secure and
it is not straightforward to analyze the security of the construction.

Two specific instantiations for TCE schemes are proposed in [3] which are
TCE.1, TCE.2 and TCE.3 secure in the Random Oracle Model. However, it is
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shown in [8] that these schemes are not TCE.4 secure. A generic construction for
a TCE scheme starting from any trapdoor partial one-way function and secure
in the ROM is proposed in [8].

5 Conclusion

We have discussed the lack of Eligibility Verifiability in Helios which leads to
ballot stuffing attacks and proposed a solution to incorporate EV and counter
ballot stuffing without significantly affecting the existing voter experience. Fur-
thermore, the additional cryptography does not in any way impact the existing
protocol and implementation and can be seamlessly incorporated to the existing
code base. The proposed solution does not introduce any onerous asymmetric
key management for voters as in schemes such as JCJ/Civitas which are the
only schemes that incorporate EV but with much greater usability challenges
for voters. We argue formally about the security of our new ideas which make
novel use of a primitive known as Token Controlled Encryption. Our ideas make
minimal change to the existing voter experience in Helios and in particular, the
principle of Ballot Casting Assurance is retained and in addition, attacks ex-
ploiting the knowledge and malleability of individual ciphertext components in
Helios are thwarted.
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Abstract. Cryptography is the common means to achieve strong data
protection in mobile applications. However, cryptographic misuse is be-
coming one of the most common issues in development. Attackers usually
make use of those flaws in implementation such as non-random key/IV
to forge exploits and recover the valuable secrets. For the application
developers who may lack knowledge of cryptography, it is urgent to pro-
vide an efficient and effective approach to assess whether the application
can fulfill the security goal by the use of cryptographic functions. In this
work, we design a cryptography diagnosis system iCryptoTracer. Com-
bined with static and dynamic analyses, it traces the iOS application’s
usage of cryptographic APIs, extracts the trace log and judges whether
the application complies with the generic cryptographic rules along with
real-world implementation concerns. We test iCryptoTracer using real
devices with various version of iOS. We diagnose 98 applications from
Apple App Store and find that 64 of which contain various degrees of
security flaws caused by cryptographic misuse. To provide the proof-of-
concept, we launch ethical attacks on two applications respectively. The
encrypted secret information can be easily revealed and the encryption
keys can also be restored.

1 Introduction

Mobile devices such as smartphones and tablet computers are becoming the ves-
sel of personal information such as contact list, physical location, social informa-
tion and even banking service, online payment. As the popularity of such devices
grows, the malicious software have the increasing impact on personal privacy.
Current mobile OSes(mainly Android and iOS) use layered security strategies
to endow the dominance to the end-users to control the access of the sensitive
data. Aiming at providing high security assurance, iOS is designed with various
security features. At system level, full-disk encryption, ASLR [1], sandboxing
profile and privilege assignment are adopted to fulfil access control policy [2].
At applications level, the Apple App Store scrutinizing on the applications also
reduces the risk of malicious behaviors in the apps as a beneficial supplement.
Besides for those built-in security features, third-party iOS developers resort
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to modern cryptographic algorithms to provide stronger protection on sensitive
data.

It is possible that the emphasis on cryptographic techniques for protecting
information mitigates the attention to the issue of cryptographic usage. The
security of the primitives are provided by intellectual properties or industrial
standards. There is a tendency to focus on problems that are mathematically
interesting to the exclusion of implementing problems which must be solved
in order to actually increase operational security. We’ve seen lots of security
applications contradicting to some basic cryptography applying rules caused by
developer’s ignorance of general cryptographic usage guidelines, or sometimes
the ambiguous documentation misleading to defective implementations. Both
facts could result in software vulnerability or privacy leaks.

The well-known Citibank iOS application [3] and Starbucks application [4], for
instance, storing the customer’s privacy information such as payment passcode,
bank account number, etc. The Verge has reported that Starbucks’ iPhone ap-
plication stores user passwords in plaintext. By connecting iOS device through
iTunes, an attacker can easily retrieve the password and payment records. There-
fore, it’s crucial to evaluate the correctness of cryptographic usage inside the
emerging third-party iOS applications.

As a contrast to the open-source Android system, iOS is a proprietary oper-
ating system and is relatively close. Developing a third-party security analysis
extension for iOS system requires essential work and is difficult for lacking de-
tails of the operating system. Recent studies on iOS application mainly apply
static analysis to detect security vulnerability such as privacy leak. Egele et al.
proposed PiOS [7] based on static analysis using a control-flow graph to identify
from where the sensitive data leaks. However, static analysis tends to be less ac-
curate due to the dynamic messaging mechanism of iOS applications, which are
primarily developed with Objective-C. Most iOS applications are heavily based
on event-driven schemes. Simply analyzing an application with static analysis
is not feasible because the dynamic events can not be predicted, the inputs can
not be constructed either, parameters may be generated while executing, and the
return value is unforeseeable. Such dynamic characteristic determines that many
information can only be monitored accurately at runtime and in this situation
dynamic analysis would be a better choice.

Dynamic analysis of iOS applications is facing lots of challenges. One chal-
lenge is that encryption is input-related, so that some data should be provided.
iOS Applications are GUI-rich, and most of input areas are of UITextField com-
ponent, and sometimes files should be provided as input, so manual work is
inevitable during test. To study iOS kernel and Objective-C runtime to dynami-
cally observe the application running in iOS, we have to resort to instrumentation
and API hooking techniques. To the best of our knowledge, no previous dynamic
analysis on cryptographic usage has been proposed on mobile system so far.

An approach to diagnose the implementation code to assure the proper va-
lidity of cryptographic usage is in demand. We present iCryptoTracer to fulfill
such purpose. As a cryptographic usage vetting system (we use crypto-vetting
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to indicate the whole diagnosis process in the following) based on static and
dynamic analysis techniques, iCryptoTracer situates at Core OS layer gathering
crucial information (we call it crypto-trace in this work) at iOS runtime that
cannot be observed by static analysis, such as the sequence of API calls, argu-
ments and return values. Afterwards, iCryptoTracer conducts analysis on the
crypto-trace files according to some generic rules to diagnose the vulnerability
of usage. We diagnose 98 typical security-oriented iOS applications and find out
64 of them contain various degrees of security flaw in cryptographic misuse as-
pect. We validate the effectiveness of iCryptoTracer diagnosis by successfully
launching ethical attacks on two iOS applications as proof-of-concept, including
a banking application and a password managing application.

The rest of the paper is organized as follows: Section 2 presents the preliminar-
ies on the techniques we adopt to implement iCryptoTracer. Section 3 describes
the design philosophy of our work. The implementation of iCryptoTracer is pre-
sented in Section 4. As well as the evaluation of our work in section 5, we also
present typical ethical attacks against two applications that have been judged as
weak implementation of cryptography by iCryptoTracer. Section 6 lists related
work, Section 7 is about the limitation, and Section 8 concludes the paper.

2 Messaging in iOS

In this section, the basics of Objective-C runtime, message swizzling and Com-
mon Crypto libSystem will be briefly introduced.

2.1 Messaging

Objective-C is a strict superset of the C programming language that adds
object-oriented features to the basic language. An innegligible characteristic of
Objective-C is messaging, i.e. objc msgSend. The invoking of object method
in Objective-C is not direct but through virtual method tables(vtables), i.e., a
message is sent to a receiver and these messages are handled by the dynamic
dispatch function objc msgSend. A message consists of the receiver of the mes-
sage(object in Figure 1), method name(method), parameter names(para namei)
and their argument value(argj). The method name and parameter names are
called selector. There is a one-one mapping between selectors and the code re-
gion of the method(see Figure 2), i.e. selectorA mapping on IMPa, selectorB on
IMPb, and so on. Then, objc msgSend will forward the message to the receiver
to execute the code region.

2.2 Method Swizzling

As we discussed above, there exsits mapping between selector and its implemen-
tation. Objective-C provides a mechanism to allow developers to exchange or
modify the mapping, which allows a selector to be redirected at runtime. This is
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target object method:arg0 para name1:arg1 para name2:arg2  para nameN:argN

selector

Fig. 1. A syntax of a message

called method swizzling. Consider selectorA mapping IMPa and selectorB map-
ping IMPb, we can exchange their mapping and the result is selectorA mapping
IMPb and selectorB mapping IMPa(see Figure 3). Also, for a selector, we can
modify its function by redirecting it to another implementation developed by
ourselves(Figure 4). By utilizing modification, API hook is enabled, which is
essential in iCryptoTracer ’s tracing module(see Figure 5).

Fig. 2. Method Swizzling - Original map-
ping

Fig. 3. Method Swizzling - Exchange

Fig. 4. Method Swizzling - Modification Fig. 5. Method Swizzling - Modification

2.3 Common Crypto Library in iOS Security Framework

Apple provides open source Common Crypto library for cryptographic usage.
Being a part of Security Framework in iOS, the library consists of various kinds
of cryptography APIs, such as symmetric encryption, HMAC and digests, etc. By
calling API from the lib, developers can encrypt target data with some algorithm.
However, documentation going with the lib is not very specific, and explanation
of cryptography is not provided. As a result, simply calling API from Common
Crypto library does not necessarily mean data is well protected by encryption.
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3 System Design

In this section, we elaborate the design of iCryptoTracer.

3.1 Overview of iCryptoTracer

iCryptoTracer diagnoses the cryptographic usage adopting static-dynamic com-
bined analysis on a target security application. The structure of iCryptoTracer,
as depicted in Figure 6, is designed to meet the requirement that the diagnosis
of iCryptoTracer should be intelligible. iCryptoTracer monitors overall crypto-
graphic functions in the application, meanwhile, it is vigilant against the threats
to sensitive data, which is the purpose we design the system. The intuition be-
hind is that a complete sensitive information protection scheme must be based
on a series of proper cryptographic functions. In other word, as long as the sen-
sitive information is not confined inside a closure area, i.e., encrypted packet or
file using cryptographic functions, it is of insecure status and may be illegally ac-
quired. Hence, it is able to reveal potential insecure data protection or sensitive
data leakage through checking the improper using of cryptographic functions in
an application.

Objective-C
RuntimeObjective-C

Runtime

Cryptographic 
Diagnosing Steps

(configurable)

Item 1 Item 2

Item n

Target App

Target App
data sink

profile

Target App
crypto-trace

file

Static 
analysis

Target App
crypto funcs

profile

iCryptoTracer
Diagnosing Engine

Target App
diagnosis

result

Objective-C
Runtime

iCryptoTracer
Tracing Engine

Device 1

Device 2

Device 3

Fig. 6. Overview of iCryptoTracer architecture

To accurately evaluate the improper using of cryptographic functions, we
mainly take account of the sensitive data when it is at stake such as sending
through network or writing to a file and make the following assumptions: First,
the security of the cryptographic primitives, which are the basic blocks in cryp-
tography(e.g., AES block cipher, SHA-512 hash functions, etc.), are guaranteed
by industrial standards and have been verified widely. Application should only
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use standard cryptographic primitives to protect the data. Second, the sensitive
data of interests usually involves in cryptographic operations under specified
cryptographic usage strategy(i.e., cryptographic protocols). Cryptographic us-
age strategy is the operating parameters or operating orders of cryptographic
primitives on sensitive data. Even the primitives are solid, a proper usage strat-
egy is also crucial for building a solid protection scheme.

Based on these assumptions, iCryptoTracer tries to locate two typical flaws:
1) the sensitive data, when sending through network or writing to a file, is not
protected with any cryptographic functions. Sensitive information is the critical
protege and should be under the protection of cryptographic operations. If there
exists no cryptographic operation related to sensitive information, the protection
must be insecure. 2) the sensitive data, when sending through network or writing
to a file, is protected with cryptographic functions but with improper usage
strategy.

Among various factors to concern in security context, iCryptoTracer takes
the following three types of contents into account: 1) sensitive information to
be protected, 2) cryptographic primitives, and 3) cryptographic usage strategy.
However, for the dynamic analysis of iOS application, it is very difficult to de-
ploy advanced information flow tracking techniques such as taint analysis. The
approach adopted by iCryptoTracer is therefore a synthetic one. That is to say,
our approach synthesizes information collected from separated spots during the
runtime and diagnoses the problems. It first scans the target application to spot
and put surveillance on all the possible data sinks. Data sinks are spots that are
tightly related to several specific system APIs, such as network I/O and file I/O
APIs. The information of data sink is gathered by static analysis on applica-
tions. Then, iCryptoTracer scans and records the cryptographic function APIs
locations in the application, especially those that wraps those I/O as the diag-
nosis objectives for further use. After these two steps, iCryptoTracer generates
the cryptographic functions profile and the data sink profile(step 1-2 in Figure
6). With the guide from cryptographic functions profile and data sink profile,
iCryptoTracer monitors those API calls at runtime adopting message swizzling
technique. Those related function calls are redirected to the tracing engine of
iCryptoTracer, and all useful information including sequence of API calls, argu-
ments, return values, etc. are logged as the crypto-trace file (step 3-4 in Figure
6). Finally, iCryptoTracer synthesizes information recorded in the crypto-trace
file with its diagnosis engine and judges whether a cryptographic function usage
flaw exists in the application.

3.2 Static Analysis

The iOS applications(in the form of ipa file) are downloaded from Apple Store,
which are encrypted with device-dependent key. We first extract the binary of
the applications by means of reverse engineering on the ipa file. To identify the
crucial API invoking points, we filter the API calls concerning data operation,
transmission and encryption and resolve the location into two files crypto funcs
profile and data sink profile.
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Static analysis helps us to locate the position of the APIs, which aids the
system to narrow down the APIs to observe during the dynamic analysis phase.
As we described in the previous section, static analysis is not capable of collecting
sufficient runtime information, so more precise information on the target APIs
in the profiles will be collected during runtime.

3.3 Log Tracing

The messaging realizes the redirection of the system calls to cryptographic APIs.
As indicated in two profiles we acquired from static analysis, those specific calls
are wrapped and extended with a logging function. It takes record of the relevant
API information, such as method names, arguments, return values, etc. and
stores them into a log file. A typical log entry is as below:

1 func : CCCrypt
2 a lgor i thm : kCCAlgorithmAES128
3 dataIn : tN/m8LhVi5xRsjKWnvFvXPz6y5qPN0HZknNQHqiLs0Q=
4 dataOut:2088002061679122
5 dataOutAvai lable : 4 8
6 iv : ! zmcbbmmyyana . . .
7 key : c x l by l vy f r e v e r ! !
8 op : kCCDecrypt
9 opt i ons : kCCOptionPKCS7Padding

10 returnValue : 0

In this entry, CCCrypt is the name of the method the application called.
The algorithm field reveals the information of the kCCAlgorithmAES128 cryp-
tographic algorithm invoked inside method CCCrypt. In this case, it is an AES
encryption with 128-bit block. The fields of iv and key indicate the IV and
encryption key in use, and the options field reveals the data padding method.

3.4 Trace Log Diagnosis

After the log tracing phase, the collected log is delivered to the diagnosis en-
gine(Figure 6). In order to ensure a comprehensive analysis, we introduce cross-
reference diagnosis to analyze the trace logs from different security context. We
collect cryptographic logs for the same iOS application executed on various de-
vices with different versions of operating system. The diversity we introduced
tends to bring multiple trace logs. Then the diagnosis engine could detect pos-
sible invariance from the synthesis of several logs, which usually indicates the
non-randomness iCryptoTracer is designed to have a configurable diagnosis en-
gine, the successive diagnosis exam items should be defined carefully. There are
quite many generic cryptographic rules in security application developing [8] [9],
such as the choice of encryption mode, randomness of IV and encryption keys,
etc. Based on those rules and a full study of Common Crypto library, diagnosis
will be conducted on the log following the exams as below:



356 Y. Li et al.

Item 1: Using constant encryption keys. The randomness of the encryp-
tion keys is mandatory. Intuitively, a constant key hard-coded can be easily
observed, thus the resulting secrecy of encryption is not guaranted.

Item 2: Using a non-random IV for CBC encryption. As elaborated in
[9], the CBC-mode construction should always use a random IV. However,
a common error is to use fixed (usually all zero) IV in real-world implemen-
tations.

Item 3: Using stateless encryption. There are mainly two kinds of encryp-
tion interfaces in Common Crypto library: the stateless encryption APIs and
the stateful ones. The stateless encryption is deterministic, that is, if the
same message is encrypted twice with the same key, the identical ciphertext
is returned. A deterministic encryption is not secure, because a distinguisher
which distinguishes message streams with repeated messages can be created
by detecting repeats in the encrypted message blocks [8].

4 Implementation

We implement the design of iCryptoTracer (see Figure 6) in a prototype that
supports iOS version from 6.1.3 to 7.0.6. iCryptoTracer requires a jailbroken
device as its runtime environment to inject a hooking dynamic library into the
application during the execution, which redirects and logs target APIs. In the
following, we present selected implementation details of iCryptoTracer.

4.1 Static Analysis

Common ipa files downloaded from App Store are encrypted so that they should
be decrypted before the analysis stage. To decrypt the analyzed app, iCrypto-
Tracer resorts to Clutch [10] to dump the code segment of an ipa file in memory
and fix the encrypted ipa file as a workable executable on a jailbroken device.
Then iCryptoTracer implements a script of IDA to statically analyze the binary
code to find out the imported APIs that are concerned.

4.2 Tracing Engine

As the major part of dynamic analysis at Objective-C runtime, tracing en-
gine(Figure 6) locates in between Core OS and Core Service layers. It is mainly
based on message swizzling introduced in Section 2.

The main idea of tracing engine is to redirect the API calls and dynamically
log information such as parameters based on the profiles at runtime. We realize
this by utilizing method swizzling (Section 2.2), that is, replacing Selectororignal’s
original mapping implementation, IMPoriginal to a new one, IMPnew , and the
latter including log functions (added) and IMPoriginal, which enables hooking
and logging, and makes sure the original method be executed (see Figure 5).
Through this way, both hooking and logging are achieved at the same time.
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Table 1. Applying the diagnosis based on the items

Pass all the item exams Happen at data sink

Healthy YES -

Weak NO NO

Critical NO YES

Tracing engine has been implemented to monitor three types of APIs: 1)
cryptographic functions, 2) file I/O APIs, and 3) network I/O APIs. The cryp-
tographic functions are provided by Common Crypto library of the iOS. Any
invoking of cryptographic functions in this library are completely recorded as
part of the trace. The tracing of the data flow is obtained by hooking the file
I/O and network communication related APIs. When the target application is
running, and if any of those APIs are invoked, the related information such as
parameters will be recorded as part of the trace.

4.3 Diagnosis Engine

Diagnosing engine is responsible for three tasks: 1) comprehending the crypto-
trace logs, 2) detecting invariance in the synthesis of the logs, and 3) applying
the exam rules and output diagnosis result.

Notice that the log obtained from tracing engine is actually incomprehensible
byte stream from memory, so parsing on the trace file is required. Diagnosis en-
gine contains a parsing module to resolve data according to API specifications,
and data is encoded with base64 and saved in a SQLite database, which can
be decoded and analyzed later in the following diagnosis steps. Then, entries in
multiple cryptographic logs are synthesized and Diagnosis engine will extract
each field of the same cryptographic operation in multiple logs. Finally, given the
synthesized information, Diagnosis engine exams the security weakness accord-
ing to the three exam items we proposed in Section 3. The Diagnosing engine
is perceptible to determine which exam item the function breaks, so the target
application that passes through all the exams will get a higher evaluation value.
We define three security degree for diagnosed iOS applications, critical, weak,
and healthy, see Table 1.

Critical. We define that if any of the cryptography uses in this application does
not pass one or more item exams, and this encryption operation is happening
at one or more data sinks to be critical.

Weak. We define that cryptography use which does not pass all item exams,
but the encryption operation is not at any data sink to be weak.

Healthy. We define the cryptography which pass all item exams to be healthy.

After the evaluation of the cryptographic use of a target iOS application,
iCryptoTracer outputs a file called diagnosis result at the end of the diagnosis
procedure. The overall evaluation result (Critical, Weak, or Healthy) is given,
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and the locations of suspicious encryption functions and their relevant data sink
are included as well. Given the diagnosis result, not only the application users,
but also the program developers can benefit from the detail introspection for
next stage improvement on their works.

5 Evaluation

In this section, we analyze the effectiveness of iCryptoTracer by applying on
the selected security-oriented applications downloaded from Apple’s App Store.
The results are carefully analyzed to measure the security of the target appli-
cation. Finally, we give two specific cases on misuse of crypto-functions. An
ethical attack is launched against the applications to prove the effectiveness of
iCryptoTracer in locating the weakness of a security-oriented application.

5.1 Selection of Test Apps

To demonstrate the effectiveness of iCryptoTracer, 98 typical security-oriented
applications from the official Apple App Store are chosen as the target applica-
tions, see Table 2. These applications contain privacy related information, such
as online payment password, bank account number, SMS, confidential files, etc.
These applications are relative to online bank and online payment, or personal
passwords management, such as Alipay and 1password. The former is the most
popular online payment application and it has been downloaded for more than
10 million times from China, and the latter is a popular application that stores
and manages nearly all the personal passwords and files in a centralized way.

5.2 Testing on Selected Apps

iCryptoTracer has been implemented on several testbeds that supports from
iOS 6.1.3 to iOS 7.0.6 on various models of iPhone and iPad. 98 selected security
applications are diagnosed through iCryptoTracer. The diagnosis procedure only
requires manually installation of those target applications on testbed devices.
The running of the diagnosis is fully automatic and silent at backstage. Each of
the application receives 10 different forged inputs, e.g., 10 forged bank account
numbers for online banking application, or 10 different files for file protection
applications, in order to extend the analysis results.

According to the outputs, we have in Table 2 the number of the applications
with defective implementations we have found during the diagnosis. The results
show that 64 out of 98 target applications have various security flaws. Moreover, 8
of 64 unhealthy applications are diagnosed as critical. As to critical applications,
it require little effort to recover the secret message sent via data sinks. We give
two ethical attacks in the following section. The overall diagnosis results are
listed in Table 2.
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Table 2. Diagnosis results of 98 applications

Category Total Healthy Weak Critical

online bank 28 8 20 0

mobile payment 22 6 16 0

account protection 16 8 5 3

file protection 32 12 15 5

Table 3. Case Study

Encryption Key IV Option
Key

Repetition

AES 128 njwftwr,xjtxrft. No Padding YES

3DES 1234567890def13579ace init vec PKCS7Padding YES

5.3 Case Studies

As we can see from the evaluation section, there exist a lot of applications break-
ing encryption rules, and some of them can be easily attacked. We select two
typical applications for further study.

Ethical Attack on a Banking Application. We use iCryptoTracer to eval-
uate a banking application (for security issue we hide the actual name of the
application) that is used for querying user’s account activities and performing
e-trading. This application is diagnosed as critical, which means there exists a
misuse of cryptographic function related to data sink. In detail, this application
does not pass the examines on Exam item 2 and 3. It employs non-random key
and an empty IV, see the first record in Table 3.

The misused function is an AES encryption with an empty IV and a fixed
key, i.e. the same key is repeatedly used in different cryptographic contexts.
We run the same banking application on a non-jail-break iOS device, and pro-
vide username and password as input. In a configured WLAN with a sniffer,
we are able to eavesdrop the encrypted communication data between the app
and server. By applying the encryption algorithm, fixed key and empty IV ob-
tained from iCryptoTracer, we can decrypt the encrypted communication data,
including username and password, which should be well protected by the app.
Furthermore, we successfully use the decrypted username and password to log
into the on-line bank.

Ethical Attack on a Password Management Application. We perform
the diagnosis on a password management application, which claims to be able to
protect user’s privacy through encryption and the encryption algorithm applied
is of open standard. In order to use the application, users have to enter a pass-
word, which proves to be irrelevant to encryption but only for authorization. The
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application can automatically encrypt user’s privacy data, such as passwords and
files, and save on the device. For the sake of convenience, the encrypted data
can be exported for backup through iTunes. It’s true that the application utilizes
3DES for encryption, but from its tracing log obtained from iCryptoTracer, we
find out that the application’s encryption is of serious flaw, i.e. a simple constant
key and a fixed IV are used in different encryption contexts. First, we encrypted
test files with the application on a non-jailbreak iOS device, and then exported
encrypted data to a computer with the help of iTunes. By applying the constant
key and fixed IV (see 3) logged by crypto-trace file in iCryptoTracer, all test files
are instantly decrypted.

6 Related Work

With the development of mobile system, it gains more and more popularity
and attention from researchers, especially on Android and iOS. MoCFI [11] and
CFR [12] are both designed to defend iOS applications from control flow attacks.
They are of system’s security, but have nothing to do with encryption analysis.
Egele et al. presented an approach - PiOS [7], which is able to automatically
create control flow graphs (CFG) from decrypted iOS binaries and then perform
reachability analysis on CFGs to identify possible leaks of user’s privacy data
from device to third parties. The test results of PiOS demonstrate that a majority
of iOS applications leak the device ID. Han et. al [13] also presented a way
by massively examining security-sensitive APIs to detect potential access to
sensitive resources that may cause privacy breach or security risks. Static analysis
is a kind of reference and more proof is needed from dynamic analysis.

Due to the dynamic characteristic of Objective-C, runtime attack aimed at
iOS system is invented [14] [15]. The attack results show that by dynamically
loading methods, static analysis can be easily bypassed. As a complement for
static analysis, dynamic analysis for mobile system has already been presented,
such as TaintDroid [16]. However, Android and iOS are totally different mobile
systems and the technique on Android can never be implemented on iOS due
to its close-source. Szydlowski et al. presented a dynamic way to analyze iOS
applications [17], whose method is to analyze iOS applications in a static way
at first, and then set breakpoints at objc msgSend methods while running. The
most obvious limitation is there will be a lot of breakpoints during running
process, which may crash the running application. Also, by setting breakpoints
at every objc msgSend methods, the specific method is unknown, and there will
be too much data obtained from registers and memory.

Bhargavan et al. [5] illustrate tools that can be used to verify the security of cryp-
tographic protocol implementations, and Mitchell et al. present Murϕ [6] which is
able to detect vulnerabilities in cryptography and security protocols. Both of their
work are achieved on PC platform. For cryptographic misuse analysis on mobile
system, Egele et al. developed a light-weight static analysis approach to check for
common flaws of encryption use for Android apps, CRYPTOLINT [9]. Its main
idea is to use static program slicing to identify flows between cryptographic keys,
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initialization vectors and similar cryptographicmaterial and the cryptographicop-
erations. Anyway, it is inevitable that static analysis misses the data generated
during runtime and sometimes error-prone, especially when the binary program
can load function or methods in a dynamic way. Our work is similar to CRYP-
TOLINT, but we apply the analysis in a dynamic way on iOS and can be a better
complement to static analysis. Though iCryptoTracer ’s efficiencymay not as good
as CRYPTOLINT, it’s more specific and accurate.

7 Limitation

iCryptoTracer diagnoses limited types of APIs and its information at the spe-
cific surveillance location such as data sinks, so it can not be categorized as
a full-grained information flow analysis system. Moreover, for some developers,
they may resort to a third-party cryptography library instead of Apple’s Com-
mon Crypto libSystem, iCryptoTracer is not yet capable of analysing third-party
security libraries. To achieve this, iCryptoTracer has to be equipped with crypto-
graphic primitive identification and other advanced dynamic analysis techniques,
which will be presented in our other works soon.

While iCryptoTracer can automatically analyze and verify the cryptography
use of iOS applications, it still can not verify the security of protocol. During
tracing process, in order to provide input data for GUI-rich applications, human
interaction or manual work for input is required, which lead to lower efficiency
than static analysis.

8 Conclusion

In this paper, we proposed a diagnosis system iCryptoTracer for security iOS
applications to assess whether the fashion of cryptographic usage leads to a
proper notion of security. The diagnosis process is a staged procedure combining
static and dynamic analysis techniques. For static analysis, we can efficiently
locate the methods to observe later on during iOS runtime. Dynamic analysis
helps to collect method call information that cannot deduce at static analysis
stage.

Designed as an automatic diagnosis system, iCryptoTracer works silently at
backstage monitoring the running of the target applications. In the end, iCrypto-
Tracer outputs the diagnosis result by given rules and steps. A target application
can be considered as healthy only when it passes all the item exams. Any weak
or critical application will be diagnosed with a detail result including the defec-
tively implemented APIs and their corresponding data sinks locations.

We have diagnosed 98 security iOS applications and found 65.3% of which are
suffering from various degree of vulnerability from defective implementation of
misuse. Further study on the misuse leads to two ethical attacks on two chosen
applications, a banking application and a password management application. We
successfully recovered the personal information encrypted and sent via network.
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Abstract. Security policy helps to ensure that system always takes the
desired input action sequence and works in a proper manner. Formal
verification of finite state transactional security policy is necessary to
check whether the given policy conforms to the specification. One way
to specify finite state transactional security policy is by using a filter
automaton. A filter automaton is an action sequence transformer that
maps an input action sequence into another, so that the output action
sequence obeys the specified policy. A method for verification of finite
state transactional security policy enforced by filter automata is being
proposed. The observable actions finite security automaton and the ob-
servable actions finite truncation automaton are used to verify a finite
state transactional security policy.

Keywords: transaction isolation, security policy, finite edit automata,
formal verification.

1 Introduction

Any computer system can be regarded as a state transition system. A computer
security policy partition the states of this state transition system into autho-
rized states and unauthorized states. A secure system is a system that starts in
one of the authorized states, and cannot enter into an unauthorized state [5, 6].
General purpose security policies are important for securing a system from gen-
eral threats. Application dependent security policies are important for securing
the system from threats specific to that system. The first automata based so-
lution for defining an application dependent security policy was proposed by
Fred B.Schneider and Bowen Alpern [2, 14]. They defined security automaton as
a non deterministic automaton for enforcement of safety policies. Security au-
tomaton moves from one state to another according to input actions, and halts
the system when it finds violation of security policy. Jay Ligatti, Lujo Bauer and
David Walker [10–12] introduced the deterministic version of security automata
named truncation automata. There are certain systems which should not be
stopped for any reason (even for violation of security policy) for it needs to run
24 × 7 to provide service. For such systems Jay Ligatti, Lujo Bauer and David
Walker [10–12] introduced edit automata, which is a program transformer. This
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edit automaton accepts input actions sequence and produces output action se-
quence. Danièle Beauquier, Joëlle Cohen and Ruggero Lanotte [3] introduced
finite edit automata and characterized the security properties which are enforce-
able by finite edit automata. In this paper we introduce the filter automaton.
Filter automaton is useful for verification of a policy in the perspective of a par-
ticular entity. We create a safe transfer policy using filter automaton. We verified
whether this policy produces acceptable sequences of actions to the underlying
system.

We proceed as follows. In section 2, we discuss current developments hap-
pening in automata based solution for security policy. The automata used for
specification of safety policies are discussed in section 3. Section 4 discusses the
techniques used for enforcement of transactional security policies. Safe transfer
policy for bank transaction is described in section 5. Verification of finite state
transactional security policy is the subject of Section 6. Section 7 discuss pos-
sibilities of formal verification in various automata based solutions. Section 8 is
for conclusion and future work.

2 Related Work

Edit automata is now a popular framework in computer security. Several authors
have contributed towards this concept. Zhenrong Yang, Aiman Hanna, Mourad
Debbabi [16] developed team edit automata for studying the correlation among
security properties. Chamseddine Talhi, Nadia Tawbi and Mourad Debbabi [15]
have done characterization of security policies that are enforceable by execution
monitors constrained by memory limitations using bounded history automata.
In [4] Danièle Beauquier, Joëlle Cohen and Ruggero Lanotte developed push-
down edit automata to enforce context free policies. Richard Gay, Heiko Mantel
and Barbara Sprick [8] proposed a framework for reliably enforcing security in
distributed systems named service automata. In service automata security is
enforeced in a decentralized fashion. Service automata enables security monitor-
ing in distributed systems such as service oriented architectures. Gabriele Costa
and Ilaria Matteucci [7] proposed gate automata as a formalism for the speci-
fication of both security and trust policies. Rajamanickam and Nadarajan [13]
developed timed edit automata for implementing real-time transactional security
properties. Even though several authors have contributed towards specification
of security policy, so far none of them has contributed towards verification. In
this paper we describe a technique for verification of finite state transactional
security policy from the perspective of an entity.

3 Safety Policy

A safety policy ensures that “bad thing” does not happen during execution [1].
Formally safety policy can be defined as follows: P is a safety policy if and only
if

(∀s : s ∈ Qω : s �|= P ⇒ (∃i : 0 ≤ i : (∀β : β ∈ Qω : siβ �|= P )))
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Here Q is the set of program states, Qω is the set of infinite sequences of program
states, s |= P denotes execution s is in property P and si denotes the partial
execution consisting of first i states in s. Safety policy can be modeled using
various automata techniques. A class of Büchi automata was introduced in [2, 14]
named the security automata for enforcing safety policy. A security automaton
S is a four tuple (A,Q,Q0, δ) where

A - countable set of actions
Q - countable set of states
Q0 - countable set of start states
δ : Q×A → 2Q is a non deterministic transition function

The truncation automaton is a deterministic version of non deterministic security
automaton. A truncation automaton T is a four tuple (A,Q, q0, δ) where

A - set of actions
Q - countable set of states
q0 - start state
δ : Q × A → Q is deterministic Turing machine computable partial transition

function

Finite state safety policy is a safety policy which could be enforced by a finite
state machine. A finite security automaton FS is a four tuple (A,Q,Q0, δ) where

A - finite set of actions
Q - finite set of states
Q0 - finite set of start states
δ : Q×A → 2Q is non deterministic transition function

A class of deterministic muller automata, is called finite truncation automata.
A finite truncation automaton FT is a four tuple (A,Q, q0, δ) where

A - finite set of actions
Q - finite set of states
q0 - start state
δ : Q×A → Q is deterministic partial transition function

4 Transactional Security Policy

A transactional security policy is a combination of a security policy (safety policy,
liveness policy) and a transactional property(atomicity, consistency, isolation and
durability). Edit automaton is an abstract machine that checks the sequence of
actions and transforms the input action sequence when it deviates from the
specified policy. Edit automaton is capable of

– suppressing the input action
– inserting a sequence of actions
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Accepting the input action is possible by suppressing it, and inserting it again
into the output sequence. By using these powers edit automaton can change the
input actions so that output actions obey the given policy. An edit automaton
E is a four tuple (A,Q, q0, δ) where

A - set of actions
Q - countable set of states
q0 - start state
δ : Q ×A → Q × (A ∪ null) is deterministic Turing machine computable total

transition function

Edit automaton is capable of enforcing a special kind of policy called infinite
renewal property. An infinite renewal property is one in which every valid
infinite-length action sequence has infinitely many valid prefixes. All transac-
tional properties (atomicity, consistency, isolation and durability) are infinite
renewal properties. Finite state transactional security policy is a transactional
security policy which could be enforced by a finite state machine. A finite edit
automaton is an edit automaton with a finite set of states. A finite edit automa-
ton effectively enforces regular security policy. A finite edit automaton FE is a
four tuple (A,Q, q0, δ) where

A - finite set of actions
Q - finite set of states
q0 - start state
δ : Q×A → Q× (A ∪ null) is deterministic total transition function

A filter automaton is a finite edit automaton with multiple input tapes and
multiple output tapes. A filter automaton F is a six tuple (I, O,A,Q, q0, δ)
where

I - finite set of input tapes
O - finite set of output tapes
A - finite set of actions
Q - finite set of states
q0 - start state
δ : Q×{I, A} → Q× (O×{A∪null}) is deterministic total transition function

A filter automaton is useful in verifying the security policy from the perspective
of a particular entity.

5 Safe Transfer Policy Using Filter Automata

The safe transfer policy is for transfer of money from one bank account to another
safely. This policy ensures that only one amount transfer transaction should take
place for a particular bank account at a particular time(transaction isolation).
The customer can change his/her address details during the amount transfer
transaction. The customer can give command to change his/her phone number
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while the amount transfer transaction is ongoing, but the change will be effective
only after completion of the amount transfer transaction. The customer should
not change his/her email id during the transaction. The safe transfer policy is
enforced using a filter automata with two input tapes and two output tapes. The
two input tapes are IC(input from customer) and IS(input from service). The
two output tapes are OS(output to service) and OC(output to customer). This
filter automaton takes(or produces) the following input(or output) actions.

AC - Address Change
AT - Amount Transfer
EC - Email Change
PNC - Phone Number Change
TD - Transfer Done
error - Error Message

Figure 1 shows the safe transfer policy. Here the actions shown above the transi-
tion lines are input actions and those shown below the transition lines are output
actions.

Fig. 1. The Safe Transfer Policy

6 Verification of the Safe Transfer Policy

Formal verification of finite state transactional security policy is necessary to
ensure that the customer transaction will be efficient and safe. In order to verify a
finite state transactional security policy we need observable actions finite security
automaton and observable actions finite truncation automaton.
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6.1 Observable Actions Finite Security Automata

For the given filter automaton the set of all possible action sequences for an
entity (and observable by the entity) can be identified by creating an observable
actions finite security automaton.

Definition 1. The observable actions finite security automaton of a given filter
automaton for an entity is a finite security automaton, which accepts only the
possible action sequences for (and observable by) the entity and rejects all other
action sequences.

For the given filter automaton, the observable actions finite security automaton
can be created by OAFSA (Observable Actions Finite Security Automata) cre-
ation algorithm. This algorithm has two phases. The phase I (Algorithm 1) takes
filter automaton and entity e as inputs and produces an observable actions finite
security automaton with sequence of input actions per transition as output. An
observable actions finite security automation with sequence of input actions per
transition is a finite security automaton with the following transition function:

δ : Q×A∗ → 2Q is non deterministic transition function.

Here A∗ is the set of finite sequences of input actions. If an entity observes
more than one output tapes and if a transition provides output actions in those
tapes, these actions will be taken in alphabetical order of names of the output
tapes. So the filter automaton should be designed accordingly. For a simpler
policy design, we can assume that each entity should observe only one input
tape and one output tape. The phase II (Algorithm 2) is for conversion from the
observable actions finite security automaton with sequence of input action per
transition to the observable actions finite security automaton with single input
action per transition.

In the filter automaton from a particular state qx there may be more than
one out going transitions, which are producing same output action b. So in
the observable actions finite security automaton from the corresponding state
qx there may be more than one outgoing transitions which take the same input
action b. And also in the given filter automaton the output action may be null. So
in the observable actions finite security automaton the corresponding transition
input is null (ε transition). So the resultant observable actions finite security
automaton is a non deterministic automaton.

Theorem 1. The observable actions finite security automaton with sequence of
input actions per transition, created by the OAFSA creation algorithm phase I
for the given filter automaton and entity e, accepts only the possible sequences
of actions for (and observable by) the entity e, of the given filter automaton and
rejects all other sequences of actions.

Lemma 1. The observable actions finite security automaton with sequence of
input actions per transition, created by the OAFSA creation algorithm phase I
for an entity e, accepts only the possible sequences of actions for (and observable
by) the entity e, of the given filter automaton.
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Algorithm 1: OAFSA creation algorithm Phase I
Input: Filter Automaton, entity e
Output: Observable Actions Finite Security Automaton with sequence
of input actions per transition

1. From the filter automaton create a finite security automaton (sequence of
input actions per transition) with the following
A - the same set of actions available in the filter automaton
Q - the same set of states available in the filter automaton
q0 - the same start state of the filter automaton
δ′ - transition table : for each transition δj from qx to qy which takes aδj as

input action from the tape Iδj and produces
bδj1 as output action on the tape Oδj1 ,
bδj2 as output action on the tape Oδj2 ,
bδj3 as output action on the tape Oδj3 ,
. . .
in the filter automaton do
begin
(a) create a transition δ′j from qx to qy with empty input action sequence
(b) if tape Iδj is observable for entity e insert the input action aδj in the

input action sequence
(c) for each Oδji in { Oδj1 , Oδj2 , Oδj3 , . . . } do

if tape Oδji is observable for entity e insert the action bδji in the
input action sequence

end
2. The resultant (non deterministic) finite security automaton is the observable

actions finite security automaton with sequence of input actions per transition

Algorithm 1: OAFSA Creation Algorithm Phase I

Proof. For each transition of the given filter automaton there is a transition in
observable actions finite security automation (with sequence of input action per
transition). If the input tape and/or some of the output tapes in the transition
of filter automaton are observable by the entity e, then the corresponding input
action and/or the corresponding list of output actions are included in the input
action sequence of transition of observable actions finite security automaton. If
all tapes of actions in that transition of filter automaton, are unobservable then
the corresponding transition in observable actions finite security automaton has
empty input action sequence (null transition or ε transition). So if we run both
automaton parallely, atleast one run of the observable actions finite security
automaton moves states in lockstep with filter automaton. So observable actions
finite security automaton accepts all sequences of actions for (observable by) the
entity e, of filter automaton.

Lemma 2. If the observable actions finite security automaton with sequence of
input actions per transition, created by the OAFSA creation algorithm phase I
for an entity e, accepts an action sequence x1, x2, x3, . . . then atleast for any
one of the input action sequence, the given filter automaton provides T ′

1 : x1,
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Algorithm 2: OAFSA creation algorithm Phase II
Input: Observable Actions Finite Security Automaton with sequence of
input actions per transition
Output: Observable Actions Finite Security Automaton with single
input action per transition

1. From the observable actions finite security automaton with sequence of input
actions per transition create a finite security automaton with the following
A - the same set of actions available in the observable actions finite security

automaton with sequence of input actions per transition
Q - include all states available in the observable actions finite security

automaton with sequence of input actions per transition
q0 - the same start state of the observable actions finite security automaton

with sequence of input actions per transition
δ′ - transition table : for each transition δj from qx to qy which takes

a1,a2,a3,. . . ,an as input action sequence with n input actions do
begin
if input action sequence has only single input action a1 then include

transition δj in δ′

else
begin
(a) create n− 1 new states named qδj1 ,qδj2 ,qδj3 ,. . . ,qδj(n−1)

and
include them in Q.

(b) create following n transitions and include them in δ′

transition from qx to qδj1 which takes a1 as input action
transition from qδj1 to qδj2 which takes a2 as input action
transition from qδj2 to qδj3 which takes a3 as input action
. . .
transition from qδj(n−1)

to qy which takes an as input action
end

end
2. The resultant (non deterministic) finite security automaton is the observable

actions finite security automaton with single input action per transition.

Algorithm 2: OAFSA Creation Algorithm Phase II

T ′
2 : x2, T

′
3 : x3, . . . the sequences of actions for (and observable by) the entity e

(where T ′
1, T ′

2, T ′
3, . . . are input/output tapes observable by the entity e).

Proof. Assume the observable actions finite security automaton (with sequence
of input actions per transition) accepts the input action sequence x1, x2, x3, . . .
then one or more runs of the observable actions finite security automaton accepts
this action sequence. Consider any one of the runs of observable actions finite
security automaton which accepts the input action sequence x1, x2, x3, . . . and
assume that this run goes through the states s1, s2, s3, . . . . Now consider the
corresponding states s1, s2, s3, . . . in the filter automaton, the run which goes
through these states and the input action sequence of this run. Assume that this
input action sequence is T1 : a1, T2 : a2, T3 : a3, . . . . If we give the input action
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sequence T1 : a1, T2 : a2, T3 : a3, . . . to the filter automaton, it will go through
the states s1, s2, s3, . . . and will produce observable action sequence T ′

1 : x1,
T ′
2 : x2, T ′

3 : x3, . . . where T ′
1, T ′

2, T ′
3, . . . are input/output tapes observable

by the entity e. So if the observable actions finite security automaton accepts
an action sequence x1, x2, x3, . . . then atleast for any one of the input action
sequence, the given filter automaton provides T ′

1 : x1, T ′
2 : x2, T ′

3 : x3, . . . the
sequences of actions for (and observable by) the entity e.

Proof. Proof’s of Lemma 1 and Lemma 2 show that observable actions finite
security automaton with sequence of input actions per transition created by
OAFSA creation algorithm phase I accepts only the possible sequences of actions
for (and observable by) the entity e, of the given filter automaton.

We have two entities for the safe transfer policy - customer and service. For
the service entity the observable tapes are IS (input from service) and OS(output
to service). Figure 2 shows the observable actions finite security automaton with
the sequence of input actions per transition for the safe transfer policy from
the perspective of service. Figure 3 shows the same with single input action per
transition for the safe transfer policy from the perspective of service.

Fig. 2. Observable Actions Finite Security Automaton with sequence of input actions
per transition

6.2 Observable Actions Finite Truncation Automata

Definition 2. The observable actions finite truncation automaton of a given
filter automaton for an entity is a finite truncation automaton which accepts
only the possible action sequences for (and observable by) the entity and rejects
all other action sequences.
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Fig. 3. Observable Actions Finite Security Automaton with single input action per
transition

Fig. 4. Observable Actions Finite Truncation Automaton

A non deterministic finite security automata can be converted into a determinis-
tic one, by using McNaughton Theorem [9]. Observable actions finite truncation
automaton can be created by converting the non deterministic observable ac-
tions finite security automaton into a deterministic automaton. Figure 4 shows
the observable actions finite truncation automaton for the safe transfer policy.
The transition table for observable actions finite truncation automaton is shown
in Table 1.
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Table 1. Transition Table for Observable Actions Finite Truncation Automaton

Observable Actions
Finite Truncation
Automaton states

Actions start transfering

AC start transfering

AT transfering reject

EC start reject

PNC start reject

TD reject start

Fig. 5. Finite Truncation Automaton for Acceptable Action Sequences of the Under-
lying System

Table 2. Transition Table for Finite Truncation Automaton

Finite Truncation
Automaton States

Actions start transferring

AC start transferring

AT transferring reject

EC start transferring

PNC start reject

TD reject start

6.3 Verification

The underlying system takes specific set of action sequences. It does not accept
overlap in amount transfer transaction. Also it accepts phone number change
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operation outside of an amount transfer transaction. So the PNC action should
not come in between AT and TD. It accepts email change action at any time.
Following are examples for acceptable action sequences:

1. AC,AT, TD, PNC,AT, TD,EC,AT, TD, . . .
2. PNC,AT, TD,AC,AT, TD,EC, . . .
3. AC,EC,AT, TD,AT, TD, PNC, . . .

In the above example action sequences PNC action comes before amount transfer
transaction or after completion of amount transfer transaction. Also note that
there is no overlap in the amount transfer transaction. Following are example
action sequences which are not acceptable by the underlying system:

1. AT,AC, PNC, TD,EC . . .
2. AT,AC,AT, TD, TD,EC . . .

In the first action sequence the PNC action comes within amount transfer trans-
action (in between AT and TD). In the second action sequence two amount
transfer transactions overlap. Figure 5 shows the finite truncation automaton
for the acceptable action sequences of the underlying system. The transition ta-
ble for the finite truncation automaton is shown in Table 2. If the unacceptable
action sequences are given to the safe transfer policy it converts them into ac-
ceptable action sequences. Table 3 shows these input action sequences and their
respective output action sequences.

Table 3. Observable Action Sequence from Safe Transfer Policy

S.No Input Action Sequence Output Action Sequence

1 AT,AC,PNC, TD,EC . . . AT,AC, TD,PNC,EC . . .

2 AT,AC,AT, TD, TD,EC . . . AT,AC,TD,EC . . .

Formal verification of safe transfer policy could be done by creating the Carte-
sian product of the observable actions finite truncation automaton and the finite
truncation automaton. The Cartesian product is shown in Table 4. This table
consists of only the reachable states from the start state (here the start state is
(start, start)). This transition table shows that the finite truncation automaton
accepts all possible input action sequences accepted by the observable actions
finite truncation automaton. So all action sequences produced by given filter
automaton is acceptable for the underlying system.
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Table 4. Transition Table for Cartesian Product of Observable Actions Finite Trun-
cation Automaton and Finite Truncation Automaton

Cartesian Product Automaton States
Actions (start,start) (transferring,transferring)

AC start(OAFTA), start(FTA) transferring(OAFTA), transferring(FTA)

AT transferring(OAFTA), transfering(FTA) reject(OAFTA), reject(FTA)

EC start(OAFTA), start(FTA) reject(OAFTA), transferring(FTA)

PNC start(OAFTA), start(FTA) reject(OAFTA), reject(FTA)

TD reject(OAFTA), reject(FTA) start(OAFTA), start(FTA)

7 Discussion

Formal verification of edit automaton is impossible. Because edit automaton
is equivalent in computational power to Turing machines. So it is in general
undecidable to verify a given edit automaton. Formal verification of a finite
edit automaton could be done by using the OAFSA creation algorithm, if we
assume finite edit automaton is a special case of filter automaton with only two
tapes(input tape and output tape).

8 Conclusion

Formal verification of a security policy is necessary, if it is complex and have large
number of states. Transactional security policy enforced by filter automaton
can be verified, whether it produces acceptable input action sequences to the
underlying system. The observable actions finite truncation automaton identifies
the set of all possible observable action sequences of a given filter automaton. By
comparing this set of action sequences with the allowed action sequences one can
verify whether the given filter automaton produces acceptable action sequences
to the underlying system. In order to check whether the given filter automaton is
the most suitable for the underlying system, we need to verify, how effectively the
given filter automaton implements the soundness and transparency properties
[11]. For these two properties are abstract, we are trying to find out ways to
render them concrete and verify that the given filter automaton is sufficiently
suitable for the underlying system. An extension of this work may help to verify
security policies using service automata [8] in distributed systems. We are also
trying to find a method for verification of real-time transactional security policy
enforced by timed edit automaton [13].
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Abstract. Fingerprint indexing is a process of pre-filtering the template
database before matching. The most common features used for finger-
print indexing are based on minutiae triplets. In this paper, we investi-
gated the indexing performance based on some commonly used features
of minutiae triplets and proposed to combine these features with some
novel features of minutiae triplets for fingerprint indexing. Experiments
on FVC 2000 DB2a and 2002 DB1a show that the proposed indexing
method can perform better than state-of-the-art schemes for full finger-
print indexing, meanwhile, experimental results on NIST SD 14 show
that the performance is improved significantly after the new features are
added to the feature space, and is fairly good even for partial fingerprint
indexing.

1 Introduction

Biometrics such as fingerprint, face, iris, keystroke dynamics and ECG have been
widely used for authentication [1] [2] [3] [4] [5], of which fingerprint is an ideal
biometric trait for many applications in modern security systems, ranging from
access control, criminal identification, to the emerging bio-cryptography [6] [7]
[8] [9] [10] [11] [12] [13]. Among these applications, access control is a finger-
print verification (or fingerprint authentication) process, which is used to verify
whether the fingerprint of a claimed identity matches the corresponding finger-
print enrolled and stored in a database; criminal identification is a process of
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fingerprint identification (or fingerprint retrieval), which is used to identify an
unknown person by searching a template fingerprint database. Fingerprint iden-
tification is a process of one-to-many comparisons and is usually time-consuming
if the template database is large. Conventional solutions are based on exclu-
sive classification techniques whereby fingerprints are first classified into several
classes to reduce the search space, such as Arch, Loop and Whorl. Such ex-
clusive classification based schemes are not effective enough because more than
90% of fingerprints belong to only three super classes (left loops, right loops and
whorls).

To address these problems, fingerprint indexing (or continuous fingerprint
classification) was developed, whereby instead of classifying fingerprints into lim-
ited and predefined classes, fingerprint indexing techniques use feature vectors to
describe fingerprints. Through similarity preserving transformations, these fea-
ture vectors form a multidimensional feature space, where similar fingerprints
characterized by similar features are arranged as neighbors in the feature space.
For identification, the query fingerprint is mapped into a point in the same fea-
ture space, and the neighboring fingerprints are compared one by one until a
match is found or a certain number of the neighbors have been compared. The
penetration rate, defined as the percentage of database searched until a match
is found, and the hit rate, defined as the probability of retrieving the correct
identity, are commonly used to measure the performance of an indexing scheme.
Higher hit rate together with lower penetration rate means better indexing per-
formance.

Among various fingerprint features, level 1 features (Orientation Field, Singu-
lar Points, Ridge Frequency) and level 2 features (minutiae) are often used for
fingerprint indexing, wherein features extracted from minutiae triplets formed by
minutia points are most popular. In this paper, we investigated the performance
of fingerprint indexing based on some common features of minutiae triplets and
proposed an indexing scheme by combining these features with some novel fea-
tures which are easily obtainable from minutiae information. We carried out a
series of experiments on both full and partial fingerprint databases to evaluate
the proposed approach. Experimental results on FVC 2000 DB2a and 2002 DB1a
show that the proposed indexing approach can achieve better performance than
state-of-the-art methods for full fingerprint indexing. Meanwhile, the experimen-
tal results of the indexing scheme on partial fingerprints, which were generated
from NIST SD 14, by adding new features incrementally to the common feature
set, show that the performance is much better after new features are considered,
and can even be comparable to that on full fingerprint indexing if the parameters
are chosen properly.

The rest of this paper is organized as follows. Section 2 is a brief introduction
to the related work on fingerprint indexing. Section 3 elaborates on the gener-
ation of the minutiae triplets features including both common features and the
newly proposed features, and the indexing scheme based on these features. Ex-
perimental evaluations on several public fingerprint databases are demonstrated
in Section 4 and Section 5 concludes the whole work.
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2 Related Work

2.1 Full Fingerprint Indexing Techniques

A number of fingerprint indexing schemes based on level one features have been
proposed since 1990s. Lumini et al. [14] were the first to propose the idea of
indexing for fingerprint identification and used orientation field as feature vec-
tors. Cappelli et al. [15] used fingerprint prototype masks to generate feature
vectors and studied several different strategies. In addition to these level one fea-
tures which are primarily used for fingerprint indexing, some other features have
also been investigated. Bhanu and Tan [16] proposed to index fingerprints using
minutiae triplets. Boer et al. [17] investigated the use of the orientation field,
FingerCode and minutiae triplets as the input feature vectors and concluded
that the orientation field performs the best if only a single type of feature were
to be used. Wang et al. [18] proposed to use FOMFE (Fingerprint Orientation
Model based on 2D Fourier Expansion) coefficients as feature vectors for finger-
print indexing, which has achieved the fastest feature generation speed. All of
these indexing techniques are reported to be able to achieve a high hit rate at a
low penetration rate when applied on full fingerprint images [16].

2.2 Partial Fingerprint Indexing Techniques

Different from full fingerprint images, the missing part of a partial fingerprint
may contain significant information which is hardly feasible, therefore, researchers
attempted to make full use of all levels of features that can be extracted from
the existing segments. Feng and Jain [19] [20] developed a multi-staged filter-
ing system to reduce the search space while retrieving the potential candidates
for large-scale latent fingerprint matching. Yuan et al. [21] used the number
of matched minutiae polygons derived from matching information of minutiae
triplets as well as minutiae triplets themselves to speed up the indexing. Alessan-
dra et al. [22] proposed to index latent fingerprint by fusion of level 1 and level 2
features. These filtering or indexing schemes either depend on the singular points
which are hardly found in the partial fingerprint segment, or involve excessive
computation on the minutiae information. Wang and Hu [23] applied FOMFE
model [18] to address partial fingerprint identification from another angle. They
developed algorithms to extend the partial ridge flows smoothly into the un-
known segment and used the reconstructed features to form the indexing space.
This approach has shown very promising results in reducing the size of candidate
lists for matching when applied in fingerprint indexing, and the feature set does
not include singular points.

3 The Proposed Indexing Scheme

In this paper, we employ the local features derived from each noncollinear minu-
tiae triplet for fingerprint indexing.
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3.1 Fingerprint Representation

The features of a minutia extracted from a fingerprint image usually include its
coordinates (x, y), local ridge orientation θ and minutia type (ridge bifurcation or
ending denoted by 1 or 0). In our approach, a commercial fingerprint verification
software VeriFinger SDK [24] was adopted to extract minutiae information for
both full fingerprint images and partial fingerprint images. After extraction, the
resulting minutiae are sorted according to their y coordinates in an ascending
order, which will benefit the choose of minutiae points to form minutiae triplets.

Common Features of Minutiae Triplets

– Triangle handedness [16]: Suppose P1, P2, P3 are the three minutiae to
form a triangle and their y coordinates are in an ascending order. We choose
P1 as the first vertex and use (xi, yi) to denote the coordinates of minutiae
Pi, i = 1, 2, 3. Define φ = (x2 − x1) × (y3 − y1) − (y2 − y1) × (x3 − x1). If
φ > 0, P1, P2, P3 are in counter-clockwise order, then we set the vertices as
{P1, P2, P3}; otherwise, we order the vertices as {P1, P3, P2}. By this means,
we make sure that the vertices of all triangles are arranged in the counter-
clockwise direction. Before the extraction of other features, we suppose P1,
P2, P3 are already in counter-clockwise order.

– Lengths of each side [25]: Let Zi = xi + jyi be the complex number
(j =

√
−1) corresponding to the coordinate (xi, yi) of Pi, i = 1, 2, 3. Define

Z21 = Z2 − Z1, Z32 = Z3 − Z2, and Z13 = Z1 − Z3. The length of each side
is defined as {L1, L2, L3}, wherein L1 = |Z21|, L2 = |Z32|, and L3 = |Z13|.

– Triangle type [16]: Let γ = 4γ1+2γ2+γ3, where γi is the type of minutiae
Pi, i = 1, 2, 3. If Pi is a bifurcation point, γi = 1, or else γi = 0. We have
γ ∈ {0, 1, 2, 3, 4, 5, 6, 7}.

New Features of Minutiae Triplets. According to our investigation, when
the above features are used for fingerprint indexing, a triangle in the top left of
a query sample may map to another triangle in the bottom right of a template
fingerprint image, which will introduce errors. Enlightened by the feature of
triangle type, we define a type of new feature, namely triangle position. Besides,
to make full use of the local ridge orientation θ, we introduce another feature,
namely orientation differences.

– Triangle position: Suppose the fingerprint image is aligned roughly. We
divide the segment into 4 equal-sized blocks. Similar to quadrant partition,
we let 1 denote the upper right block, 2 denote the upper left block, 3
denote the lower left block and 4 denote the lower right block. Let ρi, i =
1, 2, 3 be the block type of minutiae Pi, i = 1, 2, 3, ρi ∈ {1, 2, 3, 4}. Define
� = 100ρ1 + 10ρ2 + ρ3 as the triangle position, then the number of triangle
positions is 43.

– Orientation differences: Let θi be the local orientation of minutiae Pi, i =
1, 2, 3. We represent orientation difference between each pair of adjacent
vertices as αi, i = 1, 2, 3, wherein α1 = θ2−θ1, α2 = θ3−θ2, and α3 = θ1−θ3.
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The final feature set of a minutiae triplet is in the form of an eight tuple
{L1, L2, L3, γ, �, α1, α2, α3}. Among these features, L1, L2, L3 and γ are the com-
monly used features of minutiae triplets for indexing [16] [21], and α1, α2, α3 and
� are the newly designed ones since they are simple, discriminative and easy to
obtain even with the singular areas missing (see Section 4).

3.2 Indexing Scheme

Parameters. To reduce the number of false correspondences obtained from
querying the indexing space, some parameters on length and orientation differ-
ence are introduced.

– Relative length difference: Assume the length of each side of a triangle
formed by minutiae triplet does not change much in different impressions
of the same finger. Let L and L

′
be L1, L2, or L3 in a query image and a

template image, respectively. We constrain |L− L
′ | < δL.

– Relative rotation: Assume the orientation difference does not change much
in different impressions of the same finger. Let α and α

′
be α1, α2, or α3 in a

query image and a template image, respectively. We constrain |α−α
′ | < δO.

Therefore, δL and δO are the main parameters for the indexing process.

Registration Process. Since certain distortion in the sides of triangles should
be allowed, we adopt quantization to implement feature space clustering. During
the registration process, each triangle in a template image is characterized by
an eight-tuple vector, which means each fingerprint is viewed as a collection of
points distributed in the index space with each point characterizing an eight-
dimensional feature vector. Then, we quantize the triangles by the lengths of
their three sides. Suppose the maximum side of all the triangles in the database
is Lmax, then the indexing space is partitioned into (Lmax/δL)

3 clusters. Each of
the points is assigned to one of the pre-defined clusters based on the quantization
rule. This process is repeated for every template fingerprint in the database.
Thus, a cluster in the index space will have a list of fingerprint indices that
have at least one point assigned to that cluster. Besides, the cluster also stores
the remaining features ({γ, �, α1, α2, α3}) in the eight-tuple vector for further
processing except for the lengths of each side.

Query Process. During the query process, when a query sample fingerprint q is
presented, it is first represented as a set of points with eight-dimensional feature
vectors. Next, these points are mapped to individual clusters in the index space.
A set of possible matching indices corresponding to a small number of clusters
are then determined. After that, each point of the query fingerprint is further
compared with the possible matching points in the clusters, and those points
that satisfy the following requirements will be chosen:
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Table 1. Performance Evaluation on FVC 2000 DB2a – Hit Rate

δL δO
HR (%)

PR = 1% PR = 2% PR = 3% PR = 4% PR = 5% PR = 10% PR = 20%

4
15 85 87 88 89 89 90 92
30 84 86 87 87 88 90 92
60 81 85 86 87 87 89 92

5
15 86 88 89 90 91 92 94
30 85 86 88 89 89 91 94
60 82 84 86 87 88 91 93

6
15 88 90 90 91 91 92 94
30 86 88 89 89 90 92 94
60 82 86 88 88 89 91 93

Table 2. Performance Evaluation on FVC 2002 DB1a – Hit Rate

δL δO
HR (%)

PR = 1% PR = 2% PR = 3% PR = 4% PR = 5% PR = 10% PR = 20%

4
15 89 91 92 92 92 93 95
30 88 90 91 91 92 93 94
60 84 87 87 88 89 92 93

5
15 90 93 94 94 94 95 96
30 89 91 91 92 93 95 96
60 85 88 88 89 91 92 94

6
15 91 92 93 93 94 95 95
30 88 90 91 92 92 93 95
60 84 86 87 88 89 91 94

– The triangle types γ and γ
′
are the same.

– The triangle positions � and �
′
are the same.

– |α− α
′ | < δO.

Finally, the qualified indices are sorted in the candidate list by their occurring
frequency in descending order.

4 Experimental Results

To evaluate the proposed fingerprint indexing approach, statistical experiments
have been carried out on several popular public databases. Section 4.1 illustrates
the performance of the proposed scheme on full fingerprint databases including
both FVC 2000 DB2a and 2002 DB1a. Section 4.2 demonstrates the perfor-
mance on partial fingerprint database generated from NIST SD 14. The whole
experiment was implemented in Matlab on a workstation PC with the following
configurations: Intel(R) Core(TM)i7 3.4GHz, 16GB memory, 64-bit Operating
System.
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Fig. 1. Performance comparison of different indexing schemes on FVC databases

4.1 Performance on Full Fingerprint Databases

Most of the published techniques for full fingerprint indexing have been evalu-
ated on FVC 2000 DB2a and FVC 2002 DB1a. FVC 2000 DB2a contains 800
fingerprints from 100 subjects (8 impressions per subject) captured using a ca-
pacitive fingerprint scanner. FVC 2002 DB1a also contains 800 fingerprints from
100 fingers (8 impressions per finger), but it was captured using a optical finger-
print scanner. In our experiment, we chose the first impression of each subject
(100 in total) to form the template database and the rest as the query samples
(700 in total) for both FVC 2000 DB2a and FVC 2002 DB1a.

The performance of the fingerprint indexing scheme is evaluated by reporting
the hit rate (HR) at certain penetration rates (PR). We tested the proposed
indexing scheme using different parameter settings, wherein distortion scale of
the triangle sides δL is set to be 3, 4, or 5, distortion scale of the orientation
difference δO is set to be 15, 30, or 60, and the maximum number of candidates
to be considered is 20.

Table 1 and Table 2 show the performance of the proposed indexing approach
on FVC 2000 DB2a and FVC 2002 DB1a, respectively, wherein the best perfor-
mance at a certain penetration rate is highlighted in bold. We can see from these
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Table 3. Average penetration rate on FVC 2002 DB1a when hit rate is 100%

Minutiae Triplets [16] 38.1%

Low-order Delaunay Triangle [26] 18.1%

Minutiae Quadruplets [27] 11.8%

Novel Minutiae Triplets [21] 9.9%

Proposed Scheme 3.51%

Table 4. Average penetration rate on FVC 2000 DB2a when hit rate is 100%

SIFT Features [28] Minutiae Quadruplets [27] Novel Minutiae Triplets [21] Proposed Scheme

91% 26% 22% 5.24%

tables that even if the penetration rate is very low (e.g. 1%), the hit rate is high
(above 80%). Different choice of δL and δO results in different performance. For
FVC 2000 DB2a, the best choice of δL and δO is 6 and 15, respectively, and for
FVC 2002 DB1a, the best choice of δL and δO is 5 and 15, respectively.

Fig. 1(a) shows the comparison of the indexing performance of our approach
on FVC 2000 DB2a with other methods, including minutiae quadruplets based
indexing [27] and indexing with novel minutiae triplet feature [21]. Fig. 1(b)
shows the comparison of indexing performance of the proposed method on FVC
2002 DB1a with other techniques based on orientation field [29], PCMs [30],
minutiae quadruplets [27] and novel minutiae triplet feature [21]. We can see
that the proposed scheme outperforms other state-of-the-art methods, especially
when the penetration is very low (1% and 2%).

Table 3 and Table 4 show the results on FVC 2002 DB1a and FVC 2000 DB2a
for comparisons with other methods using another measurement, respectively,
that is the average penetration rate when the hit rate is 100%. We can see
from both tables that the proposed indexing scheme can achieve much better
performance than other method evaluated using the same measurement.

4.2 Performance on Partial Fingerprint Database

Related works on partial fingerprint indexing have used NIST special database
27 (SD 27) as the query image set, however, feature extraction in NIST SD 27
is manually done [20] [22] [21] and cannot be operated automatically. Since the
objective of this experiment is fingerprint indexing on partial fingerprints, we
use another public database NIST special database 14 (SD 14) [31] in this test.

NIST SD 14 consists of 54000 ink-rolled prints scanned from fingerprint cards.
There are two impressions recorded for each finger, namely, the F (First) prints
ranging from F00001 to F27000 and the S (Second) prints ranging from S00001
to S27000. In our experiments, we chose the last 2000 F prints to constitute
the template database and the last 2000 S images as the query samples. Be-
fore indexing, we segmented both the template and sample images to remove
peripheral regions and make the remainder frame lie in a north-south direction
as much as possible. The image size after segmentation is 480× 512 pixels.
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(a) Full fingerprint
image

(b) Partial fingerprint
image

Fig. 2. A typical partial fingerprint image in our experiment and its corresponding full
image
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Fig. 3. Performance improvement of using new features incrementally on NIST SD 14

For each sample image, we used a routine of NIST Biometric Image Soft-
ware [32], namely Mindtct, to obtain a quality map marking reliability of local
fingerprint image areas at different levels. Then, we extracted an image fore-
ground with the highest quality level and produced a partial fingerprint segment
by keeping only the high quality areas. Figure 2 shows a typical example of such
partial fingerprint images generated in the test and its corresponding full finger-
print. Therefore, partial fingerprints generated in our experiment do not contain
any singularity, and even singularity regions are usually removed. In this way,
we can generate a sample image set composed of partial fingerprints.

Fig. 3 illustrates the performance improvement of fingerprint indexing on
NIST SD 14 when the new features are used incrementally. In this experiment,
the last 2000 F prints (F25001 ∼ F27000) constitute the template database
and 1000 S prints (S25001 ∼ S26000) are divided into 10 groups as the query
samples. Parameters δL and δO were set to be 4 and 15, respectively. As is
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Table 5. Performance Evaluation on NIST SD 14 – Penetration Rate

δL
Penetration Rate (%)

δO = 15 δO = 30 δO = 60

4 15 13.28 14.63

5 12.25 11.48 13.29

6 10.25 10.12 10.27

shown in Fig. 3, the penetration rate decreased by at least 1/3 when the triangle
position was used as an extended feature, and the the penetration rate further
decreased by at least 1/2 when the orientation difference was used as another
extended feature.

Table 5 is the performance of the indexing approach on NIST SD 14 with dif-
ferent choice of δL and δO. In this experiment, the last 2000 F prints (F25001 ∼
F27000) form the template database and the last 2000 S prints (S25001 ∼
S27000) are used as the query samples. We can see that when δL and δO are 6
and 30 respectively, the performance is the best (nearly 10%) in this test.

As mentioned before, existing techniques on partial fingerprint indexing ap-
proaches were evaluated on NIST SD 27, which need human involvement to ex-
tract features. However, the partial sample images used in our experiments are
generated from full fingerprint images by erosion and are not used elsewhere, so
there is no related comparable work. According to the indexing performance of
other methods on full fingerprint databases in Table 3 and Table 4, we can see
that 10% penetration rate is fairly good for partial fingerprint indexing.

5 Conclusion

In this paper, we proposed an indexing scheme by combining some common
features with some novel features of minutiae triplets for fingerprint indexing.
Experimental evaluation on full fingerprint databases FVC 2000 DB2a and 2002
DB1a show that the proposed indexing approach can achieve better performance
than state-of-the-art methods. We also investigated the performance improve-
ment on partial fingerprint database generated from NIST SD 14 when these
new features were added to the feature space incrementally. The experimental
results show that the performance is improved significantly after new features
are considered, and can be comparable to that on full fingerprint indexing under
certain parameter settings.

Acknowledgment. The work in this paper was supported by Australian Re-
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Abstract. We propose a privacy preserving biometrics-based authen-
tication protocol by which users can authenticate to different service
providers from their own devices without involving identity providers in
the transactions. Authentication is performed through a zero-knowledge
proof of knowledge protocol which is based on a cryptographic iden-
tity token created using the unique, repeatable and revocable biometric
identifier of the user and a secret provided by the user which enables
two-factor authentication as well. Our approach for generating biomet-
ric identifiers from the user’s biometric image is based on the support
vector machine classification technique in conjunction with a mechanism
for feature extraction from the biometric image. The paper includes ex-
perimental results on a dataset of iris images and a security and privacy
analysis of the protocol.
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1 Introduction

The safe and secure use of web-based services requires strong authentication
mechanisms able to provide assurance about the identity of the service users
while, at the same time, protecting the privacy of these users. Biometrics rep-
resents a relevant technology for authentication, especially today that mobile
devices include biometric sensors allowing users to conveniently provide bio-
metrics for authentication. However, whereas biometrics has many advantages
such as uniqueness, its use raises privacy concerns. Upon user enrollment, a
biometrics-based authentication system typically stores information extracted
from biometrics, referred to as biometric template, into some database. This
template is then matched with the template generated when the user needs
to authenticate. Security of the biometric template database is thus critical to
assure the privacy of biometrics. If the biometric template database is compro-
mised, users may lose their biometric identity permanently due to the lack of
revocability. To address such problem, approaches have been proposed to create
revocable biometric identifiers (BIDs) [3] and biometric keys (BKs)1. With re-
spect to these approaches, it is crucial that BIDs and BKs do not leak sensitive

1 A BID is a repeatable binary string derived from biometrics whereas a BK is a
cryptographic key generated from biometrics.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 389–408, 2014.
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information about the original biometric image. At the same time, they should
preserve the uniqueness nature of the biometrics, that is, no two individuals
should be assigned the same BID or BK. Also, as two readings of the same bio-
metric such as face, iris and fingerprints of the same individual are usually not
identical, it is crucial that the generated BID or BK is repeatable, in the sense
that each time the BID or BK is generated from a user’s biometric template, we
should get a BID or BK which is equal to the one generated at enrollment time.

In a typical biometrics-based identity management architecture, a user ini-
tially enrolls his/her biometrics at a trusted authority usually referred to as
identity provider (IDP). When the user needs to authenticate to a third party
service provider, the service provider contacts the IDP for the biometrics-based
authentication of the user. The service provider thus relies on the IDP for authen-
ticating the user so that the user does not to have to register his/her biometrics
at the third party service provider, thereby better protecting his/her biometrics-
based identity. However, this type of architecture, referred to as IDP-centric
identity management, raises other types of privacy concerns. Because the IDP
is involved in each transaction, it can infer sensitive information such as users’
transaction behavior with different service providers.

User-centric identity management architectures address such issues as they do
not require the involvement of the IDP in the transactions the users carry out
with the service providers. Under such architectures, after the initial enrollment
with the IDP, the user can authenticate to the service provider in a secure
manner, without involving the IDP. In the VeryIDX system, for example, upon
enrollment at the IDP, the user is given some cryptographic authentication token
using which the user can authenticate directly to the service provider without
having to disclose passwords or other authentication information to the service
provider [9]. The design of this kind of identity management solution is however
challenging when dealing with biometrics-based authentication through users’
mobile phones. The use of mobile phones requires digital identity management
solutions able to prevent identity theft in cases in which the phone is stolen,
lost or compromised. Today there are commercial products [1] which support
biometrics-based user authentication through mobile devices. However, they do
not address the above privacy concerns.

The goal of this paper is to propose a privacy preserving and secure protocol
for authenticating users from mobile devices to service providers based on their
biometrics that addresses the above challenges. The main contributions of this
paper can be summarized as follows:

1. We introduce the usage of perceptual hash of biometric images to improve the
accuracy of BID generation from a support vector machine (SVM) classifier
model.

2. We propose a privacy preserving protocol for user authentication to service
providers through mobile devices using BIDs and the techniques to ensure
the security of the proposed protocol.

3. An experimental evaluation of the BID generation technique on a dataset of
iris biometric images [12], [11].
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There is both ongoing and past research that investigates reliable biometrics-
based authentication mechanisms. Out of previous research work, the one which
is closest to the biometrics-based authentication mechanism that we propose, is
by Bhargav-Spantzel et al. [3]. Such previous approach has somemajor drawbacks
which make it not suitable for authentication in mobile devices. It assumes a cen-
tralized IDP which is involved in both the enrollment and verification of the bio-
metric identity of the users. In particular, such previous protocol requires that the
user connects at the IDP when having to authenticate, as the IDP stores the SVM
classifier which is required to generate the BID2. Such previous approach is thus
an IDP-centric identity management approach, and therefore it makes it possible
for the IDP to learn information about transactions executed by the users. Even
if such previous protocol [3] were extended for use in mobile devices by storing the
SVM classifier on the mobile device to allow the user to authenticate without con-
necting to the IDP, leakage of the internals of the SVM classifier by a malicious
user of the system or an attacker who steals the user’s mobile phone, could com-
promise the BIDs of all the other users of the system, as the SVM classifier is the
same for all the users of the system. By contrast, in our approach, each user has a
different customized SVM classifier. The image hashingmechanism used in [3] also
does not perform with good accuracy when used to classify biometric images that
are not present when training the SVM classifier, which is the main reason why
we use the perceptual hashing mechanism which improves the accuracy in classi-
fying newly captured biometric images. Furthermore, based on our experiments,
the approach for generating BIDs proposed by Bharghava-Spantzel et al. [3] does
not assure repeatability in practice (although it seems theoretically achievable),
because it depends on the repeatability of the probability estimates provided as
classification output by the SVM classifier with respect to multiple classes. There-
fore, wemake use of a single class prediction output provided by the SVM classifier
when generating the BID. We also define an extension to the core protocol which
supports the application of error correction codes on the feature vector extracted
from the biometric image, in order to improve the repeatability of the biometric
identity without compromising the uniqueness.

The rest of the paper is organized as follows. Section 2 introduces the main
concepts used in our solutions. Section 3 explains our approach. Details and
results of the experiments are presented in Section 4. We analyze the security
of our approach in Section 5. We discuss related work in Section 6 and outline
conclusions and future work in Section 7.

2 Background

In what follows we introduce the main concepts and techniques which are used
as building blocks in our solution.

2 We describe the SVM classifier in details in sections 2.2 and 3.1.
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2.1 Perceptual Hash

A perceptual hash (P-Hash) is a signature of an underlying media source file’s
perceptual content [7]. While perceptual hashing applies to all multimedia types
such as audio, video and images, we will only consider images as the media
type of interest in our discussion. Perceptual hashes are intended to establish
the perceptual equality in different images that look similar. In order to serve
this purpose, perceptual image hashing functions extract features from the im-
age and calculate a hash value based on these features. In general, there are
four properties that need to be satisfied by a P-Hash function [14] which can
be summarized as: equal distribution (unpredictability) of hash values, pairwise
independence for perceptually different images, invariance for perceptually sim-
ilar images, and distinction of perceptually different images. We leverage those
properties to identify the similarity in the biometric images of the same user,
captured at different times.

Many different perceptual image hashing functions have been proposed in
the literature and one should select the relevant P-Hash function based on the
application scenario. The Discrete Cosine Transformation (DCT) based hash is
the mostly used one with several implementations available such as the publicly
available pHash library by Zauner [14], [7]. The DCT is a linear and invertible
function. The most common variation of the DCT is the type-II DCT which is
the one used in our solution, which we simply refer to as DCT.

Algorithm 1 lists the P-Hash algorithm based on the DCT. The conversion
to greyscale using luminance (line 2) is common to all P-Hash functions since
the essential information resides in the luminance component of the image [14].
Resizing (line 4) is done to simplify computing the DCT of the image. 64 low
frequency DCT coefficients are extracted for computing the hash, which consti-
tutes a square matrix of size 8 × 8 (line 8). The low frequency coefficients are
considered to be perceptually most significant because most of the image infor-
mation tends to be concentrated in a few low frequency components of the DCT.
The elements of one dimensional array created from the DCT coefficient matrix
are normalized based on the median, to compute the final hash as listed in lines
17-19. Accordingly, the final hash output of the P-Hash function does not reveal
the actual low frequencies; it just represents a very rough relative scale of the
frequencies to the median.

2.2 Support Vector Machine

Given a set of training examples composed of pairs of the form {xi, yj}, the
SVM classification technique finds a function f(x) that maps each attribute
vector xi to its associated class yj, j = 1, 2, 3 . . . n where n is the total number
of classes represented by training data. The SVM is a discriminative classifier
defined by separating hyper planes, that is, given the labeled training data, the
algorithm outputs optimal hyper planes (i.e. maximum separating hyper planes)
which categorize new samples which are also known as testing data. The SVM
algorithm includes a kernel function which maps training data to improve its
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Algorithm 1. Biometric Image Hashing Algorithm

1: I ← input image.
// Preprocessing: (lines 2-4)

2: I1 ← convert I to greyscale using its luminance.
// apply mean filter on I1:

3: I2 ← convolution of I1 with a 7× 7 kernel.
4: I3 ← resize I2 to 32× 32.

// generate DCT matrix: C of size 32× 32

5: C[n,m]=
√

2
N
.cos( (2m+1).nπ

2N
), where m,n = 0, . . . , N − 1 & N = 32

6: C′ ← transpose of C.
// generate DCT coefficient matrix of I3: (lines 7-8)

7: I4 ← C. I3. C
′

8: V ← extract 8× 8 DCT coefficient matrix from I4:
v(i, j) = I4(i, j) where i = 1, . . . , 8; j = 1, . . . , 8
// Rows of matrix V are concatenated to form one dimensional array Z

9: for each i where 0 < i < 9 do
10: for each j where 0 < j < 9 do
11: z[8 ∗ (i− 1) + j] = v(i, j)
12: j ++
13: end for
14: i++
15: end for
16: m ← median of all z[k] where 0 < k < 65.

// calculate P-Hash H
17: for each k where 0 < k < 64 do
18:

H(k) =

{
0 if z[k] < m
1 if z[k] ≥ m

19: end for
20: return hash H .

resemblance to a linearly separable set of data. This increases the dimensionality
of data. We incorporate the Radial Basis Function (RBF) kernel with optimal
values for C and γ parameters 3 selected based on k-fold cross validation accuracy
in grid search, as we discuss in Section 4. We use the prediction output of the
trained SVM classifier to generate the BID of the user, during enrollment as well
as during authentication.

2.3 Pedersen Commitment

The Pedersen commitment [10] is a secure commitment scheme whose security
is based on the hardness of solving discrete logarithms. The operation of this

3 C trades off misclassification of training samples against simplicity of the decision
surface in the SVM. A low value of C makes the decision surface smooth, while
a high value of C aims at classifying all training examples correctly. γ is a kernel
specific parameter which determines the RBF width.
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commitment scheme, which involves a committer and a verifier, can be described
by following three steps.

Setup: Let p and q be large primes, such that q divides p − 1. Typically p is
of 1024 bits and q is of 160 bits. Gq is a unique, order-q sub group of Z∗

p -which
is the multiplicative group of order p. A trusted party chooses g -a generator
of Gq and h (= gamod p where ‘a’ is secret) -an element of Gq such that it is
computationally hard to find loggh, and publishes (p, q, g, h).

Commit : The committer creates the commitment of x ∈ Zq by choosing r ∈ Zq

at random and computing: C(x, r) = gxhr mod p ∈ Gq.
Open: To open the commitment, the committer reveals x and r and the verifier

checks if C = gxhr to verify the authenticity of the commitment.
The Pedersen commitment has two properties: it is unconditionally hiding

- every possible value of x is equally likely to be committed in C, and it is
computationally binding - one cannot open the commitment with any x′ �= x,
unless he can compute loggh. We leverage these properties to hide the BID of
the user in an identity token.

2.4 Zero Knowledge Proof of Knowledge Protocol

A zero knowledge proof of knowledge (ZKPK) protocol is a protocol by which
the owner of a secret can prove to a verifier his/her knowledge about the secret
without making it any easier for the verifier to obtain the actual secret. In
our work, we use the protocol listed in Protocol 1 to prove the knowledge of
the two secret values x and r hidden in the Pedersen commitment, without
revealing the actual values of x and r to the verifier. This protocol has three
properties: completeness - if the committer and verifier are honest, the protocol
succeeds with overwhelming probability; soundness - the protocol does not allow
the committer to prove a false statement; and zero knowledge - the proof does
not leak any information about the secrets. We leverage these properties in our
solution for the user to prove that he/she is the actual owner of the BID and
the secret hidden in the identity token.
Let U denote the committer and V denote the verifier.

Protocol 1. Zero Knowledge Proof of Knowledge

1: U → V : U randomly picks y, s ∈ Zq and sends d = gyhs ∈ Gq to V .
2: V → U : V sends random challenge e ∈ Zq to U .
3: U → V : U sends u = y + ex and v = s+ er to V .
4: V : accepts if guhv = dCe.

2.5 Hadamard Error Correction Code

There are two main types of error correction code (ECC): convolutional codes -
which are processed on a bit-by-bit basis, and block codes - which are processed
on a block-by-block basis. The Hadamard ECC (HECC) [4] falls into the second
category, in which a large streamof data is broken into fixed size blocks called ‘mes-
sage’ and each message is encoded to a codeword in the HECC, before being sent
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over a noisy channel. At the receiver end, the received n-bit long block is decoded
in order to recover the original message. Codewords in the HECC are derived from
a Hadamard matrix which is a square orthogonal matrix consisting of elements 1,
-1. The Hadamard codewords matrix is obtained from the Hadamard matrix and
the Hadamard negative matrix by replacing -1 with 0:

HCnx2n =

[
Hnxn

−Hnxn

]
In general, an instance of the HECC, represented as {n, k, d}q, encodes mes-

sages of size k with codewords of size n which are generated from the Hadamard
matrix of size n where n = 2k−1. It applies on an alphabet of size q and can
correct errors up to %(d−1)/2& number of bit errors where d (= 2k−2) represents
the distance or the number of bit positions in which any two distinct codewords
differ. Therefore, the size of the codeword matrix, the error correction capability
and also the overhead due to encoding (which is denoted by 1 − (k/n)) differ
based on the parameters of the particular instance of the block code. We make
use of this technique to correct errors occurring in the features extracted from
different biometric images of the same user. To enhance security, we incorpo-
rate a pair of encoding and decoding algorithms that involve a secret key, as
introduced by Kande et al. [6], instead of directly encoding the feature vector
obtained at the enrollment time, as described in Section 3.

2.6 Key Derivation from a Password

In our proposed scheme, three secrets (Si : i ∈ {1, 2, 3}) are used in different
steps of the protocol: S1 - is combined with the class label output by the SVM
to generate the BID of the user (size: 128 bits); S2 - is used as the secret r in
the Pedersen Commitment (size: 160 bits); S3 - is the key used in error correc-
tion encoding/decoding algorithm (size: 104 bits). In order to address usability
concerns, such as the user having to enter three passwords during the execu-
tion of the protocol, and security concerns, such as having to store the secrets
somewhere and the secrets not being uniformly randomly distributed in the key
space, we make use of the password based key derivation function 2 (PBKD2)
for deriving the three secrets from a single password provided by the user, which
involves PKCS#5 as the pseudo random function (PRF) and a salt value to
make dictionary attacks harder. The key derivation algorithm is thus as follows.
We first generate a secret S as:
S = PBKDF2 (PKCS#5, Password, Salt, derived key length (=392 bits)).
We then partition S into three parts of which the first is S1 with 128 bits, the
second is S2 with 160 bits, and the third is S3 is 104 bits.

3 Our Approach

In what follows we first present an overview of our methodology for training and
customizing the SVM classifier, generating unique and repeatable BIDs from
biometric images, and using the BIDs for generating cryptographic identity to-
kens in order to perform multi-factor authentication with ZKPK protocol. Then
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we present our proposed protocol for privacy preserving biometrics-based au-
thentication of users in a user-centric identity management system.

3.1 Methodology

As biometric images of the same individual captured at different times are not
identical, we rely on the output of SVM classification to generate a repeatable
BID. We selected the P-Hash as the feature extraction mechanism after com-
paring it with the singular vector decomposition (SVD) based image hashing
mechanism used in [3] in order to improve the accuracy of the SVM classifica-
tion (see Section 4 for experimental results).

3.1.1 Training and Customizing the SVM Classifier
The IDP trains a SVM classifier using the P-hash vectors computed from bio-
metric images of a population of different individuals including several biometric
images from each individual. We refer to such classifier as the base SVM model.
How the set of biometric images is selected to train the base SVM model is based
on the organizational context of the IDP. For example, in the case of an organi-
zation under one administrative domain, the IDP can collect biometric images
of the existing employees and train the base SVM model. In contrast, in the case
of a public authority which is going to manage users’ biometrics-based identity
enrollment, the IDP can train the initial base SVM model using the biometric
images obtained from a sample population of citizens or even from publicly avail-
able biometric datasets. A customized SVM model is then created for each user
in the system, from the trained base SVM model during the enrollment of the
user in the system. The customization is done by replacing each class label in
the original model with a new class label, which is a randomly generated integer.
The customized SVM model generated for a particular user is different from the
customized SVM models of all other users in the system since each customized
model uses different sets of random integers as class labels. When a user enrolls
his/her biometric at the IDP, the user is given the customized SVM model to
be stored in the user’s device along with the authentication client application,
as described in Section 3.2. The SVM model is customized for each user in order
to prevent an attacker, who by some means gains access to the trained SVM
model in a user’s device, from learning all possible class labels that are used to
construct the BIDs of all the users in the system. The trained and customized
SVM model which is saved as a structured file can later be loaded in order to
obtain the classification output when the user performs biometrics-based au-
thentication. The authentication process uses the customized SVM model and
it is thus independent from the base SVM model (see Figure 2).

It is important to note that both types of IDP mentioned above can periodi-
cally build a new base SVM model with the biometric images of the new users
added to the system, thus introducing more classes to the SVM model. Because
the users who already enrolled have a customized SVM model obtained at the
enrollment time, they can continue using such customized model independent
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from the updates made to the base SVM model at the IDP. Experimental de-
tails concerning the training of the SVM model using the biometric hash vectors
obtained from the biometric images are discussed in Section 4.

3.1.2 Generating the BID
The BID generation takes place in two main phases of the protocol that we
propose, namely enrollment and authentication. As shown in Figure 1, there are
two main phases in the BID generation process. During phase 1, the biometric
image is captured, preprocessed, and the P-Hash of the image is computed by
extracting the features from the image. The output of this phase is the biometric
hash vector which is a binary array of 64 bits. This hash vector is then given as
input to the trained and customized SVM model in order to obtain the classi-
fication output which is the class label that represents the class that the hash
vector belongs to. This class label concatenated with the secret S1, which is de-
rived from user’s password, is the BID of the user. The class label is an integer
represented by 32-bits and S1 is 128-bits as mentioned in Section 2.6. Therefore,
the generated BID (which is 160-bits) is an element of Zq defined in Section 2.3.
This BID is then used to create the cryptographic identity token as described in
the following section.

Fig. 1. BID generation during enrollment

Fig. 2. BID generation during authentication

3.1.3 Creating Cryptographic Identity Token from the BID
The cryptographic identity commitment to be included in the identity token
(IDT) is computed using the Pedersen commitment scheme with the BID and
a random secret as input as described in Section 2.3. This random secret is the
S2 derived from user’s password as described in Section 2.6, which is 160-bits
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Algorithm 2. Creating Biometrics-based Identity Token

1: x ← BID | S1 (| represents concatenation)
2: r ← S2

3: c ← gxhr

4: IDT ← Create identity token with following fields:
Commitment (c):
Expiration Timestamp:
From:
To:

5: return IDT digitally signed by the IDP.

long and hence is an element of Zq. The public parameters (p, q, g, h) required
for the commitment scheme are initialized and published by the IDP. As listed
in Algorithm 2, in addition to the ‘Commitment’ and ‘Expiration timestamp’
fields, we also explicitly add ‘From’ and ‘To’ fields in the IDT in order to avoid
certain types of attacks on the ZKPK identity verification protocols referred
to as Mafia fraud attacks which is further discussed in Section 5. In the ‘From’
field, the user can request the IDP to include a pseudonym of the user in order to
prevent identity linkability. In the ‘To’ field, user can request the IDP to include
a commitment on the name of the service provider to whom the IDT will be
provided, in order to prevent a malicious service provider from impersonating
the user to another service provider.

3.2 Biometrics-Identity Management Protocol

There are three main parties involved in our protocol: users, the IDP, and the
service provider (also called relying party). The protocol consists of two main
phases: Enrollment - by which the user obtains his/her biometrics-based crypto-
graphic identity token digitally signed by the IDP; Authentication - by which the
user proves his/her biometrics-based identity at the third party service providers.
While the enrollment phase involves all three parties mentioned above, the au-
thentication phase involves only the user and the service provider.

Let IDP denote the identity provider, U denote the user, SP denote the ser-
vice provider and IDT denote the cryptographic identity token based on the
user’s biometric. Please note that when we refer each of these entities, both hu-
man and software aspects related to them are implied. For example, when we
refer to U in the protocol, we refer to the actions taken by both the human
user and the software installed in user’s device such as the software provided by
the IDP as well as by the SP. Protocol 2a lists the steps executed during the
enrollment phase. The secure channel mentioned in the step 1 of protocol 2a
refers to a channel with message level security. In order to prevent a malicious
user from providing a fake biometric image instead of the actual biometric image
in step 1, the enrollment of the user’s biometric should be executed at the IDP
following the necessary legal processes such as requiring the user to visit the au-
thority in person and proving his/her identity using a legal identifier that he/she
possesses, such as SSN or passport, which is outside the technical scope of our
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Protocol 2a. Enrollment Phase
1: U→IDP :

– Provides the biometric image and password over a secure channel.
– Sends details for ‘From’ and ‘To’ fields of the IDT (optional).

2: IDP :

– Customizes the base SVM for the user.
– Computes the P-Hash of the user’s biometric image.
– Obtains SVM prediction output for the computed P-Hash vector.
– Derives three secrets from user’s password by choosing a salt value (t). (see

section 2.6)
– Creates the BID. (see section 3.1.2)
– Creates the cryptographic identity commitment. (see sections 2.3 and 3.1.3)
– Creates the IDT (see section 3.1.3).

3: IDP→U : provides the authentication client application along with the trained and
customized SVM model, the IDT, and the salt value (t).

current work. In order to enable a user to perform biometrics-based authenti-
cation from his/her mobile device(s) without involvement of the IDP, the BID
generation software which is a part of the authentication client application listed
in the step 3 of protocol 2a, the trained and customized SVM model, and the salt
value (t) used in deriving the secrets based on the user’s password are provided
to the user by the IDP at the end of the enrollment phase. Those artifacts can
be saved and installed securely on the user’s mobile device(s) through the pro-
visioning mechanisms of the Trusted Execution Environment (TEE) enabled in
the modern mobile devices. Today there are commercial mobile devices that fa-
cilitate application developers in making use of hardware based TEE such as the
onboard credential (ObC) architecture [8]. We assume the use of such techniques
to securely store these sensitive meta-data related to the proposed protocol in
order to prevent identity theft in cases in which the user’s device is stolen by a
computationally powerful attacker as discussed under different adversary models
in Section 5. We utilize the standard PKI based digital signature for digitally
signing the IDT in our protocols. The user can provide the IDT obtained at the
end of the execution of protocol 2a, when signing up with the service provider,
by executing the Protocol 2b.

Protocol 2b. User signs up at SP

1: U→SP : U signs up at SP and provides the IDT to SP as a strong identifier.
2: SP : verifies the signature and the expiration date on the IDT.
3: SP : stores the IDT linked to user’s identity.

As shown in Protocol 2b, the service provider verifies the digital signature of
the IDP and the expiration time stamp on the IDT and stores the IDT linked
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to the user’s identity to be used in multi-factor authentication during subse-
quent authentication attempts. Note however that it also possible for the service
provider not to store the IDT as the authentication client application can send
the token to the service provider whenever the user needs to authenticate. Web
services APIs exposed by the service providers are usually accessed from the
user’s device(s) through web based or native client applications provided by the
service provider. However, making each service provider’s client able to han-
dle biometrics-based authentication of the user is neither secure nor efficient.
Therefore, service providers’ clients can delegate the authentication step to the
authentication client application installed in the user’s device which is provided
by the IDP during the enrollment phase.

During authentication, as shown inProtocol 2c, the cryptographic identity com-
mitment is created following the same steps as in Protocol 2a after which the au-
thentication client application sends it to the corresponding service provider along
with the IDT that was obtained during enrollment. Upon receiving the authenti-
cation request, the service provider verifies the signature of the IDP on the IDT.
If the signature verification is successful, the service provider and the user execute
the ZKPK protocol, described in Section 2.4, in order for the user to prove his/her
ownership of the biometrics and knowledge of the secrets involved in the IDT. If
the ZKPKprotocol succeeds, the service provider creates a session for the user and
provides the session details to the authentication client application. After the au-
thentication application hands over the control back to the service provider’s client
along with the session information, the service provider’s client can perform the
transactions requested by the user with the corresponding service provider.

Protocol 2c. Authentication Phase
1: U :

– Captures the biometric image and inputs the password.
– Computes the P-Hash of the biometric image.
– Obtains the SVM prediction output for the computed P-Hash.
– Derives three secrets from the password and the stored salt value (t). (see

section 2.6)
– Creates the BID. (see section 3.1.2)
– Creates the cryptographic identity commitment (C’). (see sections 2.3 and

3.1.3)

2: U→SP : Sends the IDT and the commitment (C’) along with the authentication
request.

3: SP : verifies signature of the IDP on the IDT.
4: if signature verification is successful then
5: U↔SP : executes ZKPK protocol for two-factor authentication.
6: SP : accepts U as authenticated if ZKPK protocol succeeds.
7: end if

3.3 Extended Protocol with Support for Error Correction Code

We extend the core protocol presented in the previous section to improve the
repeatability of the biometric identity of the user by performing error correction
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on the biometric feature vector obtained from the feature extraction mecha-
nism, which is the P-Hash. The reason why the commitment created during
authentication may not match the commitment included in the IDT is that the
SVM classification output obtained during authentication is not the same as
the output obtained during enrollment, assuming that the user has provided the
correct password. In such cases, the authentication client application installed in
the user’s device performs error correction on the biometric feature vector, using
some meta-data provided by the IDP during enrollment. We use HECC [4] for
error correction encoding and decoding. However, for security, we do not directly
encode the biometric hash vector obtained during the enrollment and store it in
the user’s device. The reason is that if an attacker gets hold of it, the attacker can
easily decode it to obtain the actual hash vector which is highly sensitive data.
Therefore we adopt the secure error correction encoding and decoding mecha-
nism introduced by Kande et al. [6] in which a secret key is encoded using HECC
and then XORED with the biometric hash vector in order to create the error
correction meta-data to be used in the decoding phase during authentication.

3.3.1 Error Correction Encoding Algorithm
The equation (1) given below is used to encode the error correction meta-data
during enrollment time, which is to be used during authentication time. X is
the biometric feature vector obtained during enrollment time, ‘key’ is the secret,
Z is the error correction meta data provided to the user and HE stands for
Hadamard Encoding.

Z = HE(key)⊕X (1)

In the use of this algorithm in [6], X is a biometric feature vector of size 1188
bits (obtained using a feature extraction mechanism called Iris Code), and they
have used HECC instance of (32, 6, 16)2 which results in a key length of 222 bits
(= 6×37: message size × number of blocks), which is large enough to resist brute
force attacks. In our case, since the feature vector, which is the P-Hash, is of only
64 bits length, and since we utilize the HECC instance of (16, 5, 8)2 based on our
experimental evaluation (see Section 4), the required key size happened to be
only 20 bits (5 × 4) which is not long enough to be resistant against brute force
attacks. In order to make the secret key large enough, we repeatedly concatenate
the biometric hash vector to itself 5 times. Therefore, in the use of equation (1)
in our extended protocol, X = X1 | X2 | X3 | X4 | X5 where Xi is xi1,xi2,...,xi64

which is the 64 bits long biometric hash vector computed using the P-Hash and
‘key’ is S3 (the first 100 bits of S3 derived from the user’s password). Z is stored
in the TEE of user’s mobile device which is used to store the SVM classifier as
well. X and S3 protect each other as one time pads and are secure as long as
both Z and the password are not stolen.

3.3.2 Error Correction Decoding Algorithm
During authentication, the error correction decoding algorithm performs block-
wise decoding (block size is 16 bits) as listed in Algorithm 3. Like in the encoding
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algorithm, Y is the biometric feature vector extracted from the biometric image
of the user, repeatedly concatenated with itself for 5 times, and similarly Y ′ is
the error corrected feature vector concatenated to itself 5 times and HD stands
for Hadamard Decoding. After we obtain Y ′, we extract the first 64 bits of it

Algorithm 3. Error Correction Decoding Algorithm

1: In blocks of 16 bits:
Do: S = Y ⊕ Z = Y ⊕ [HE(S3)⊕X]

2: if S3 = HD(S): then
3: Y’ = HE(S3)⊕Z (=X)
4: else
5: Y’ = Y
6: end if

which is the error corrected feature vector of the user’s biometric image captured
during authentication. This error corrected feature vector is then given as input
to the SVM classifier to obtain the classification output which is used to build the
BID of the user. This error correcting decoding process needs to be performed
only if the commitment created during the authentication does not match the
commitment created during enrollment which is included in the IDT.

4 Experiments

We have conducted experiments to evaluate the proposed protocol for biometrics-
based authentication, using both the SVD based hash [3] and the P-Hash as the
feature extraction mechanisms and using iris images as biometrics. The SVM
model was trained by finding the optimal parameters for the SVM algorithm as
described in Section 4.1.1. We measured the accuracy in classifying the biometric
images during authentication (which were not present during training of the
SVM classifier), along with other measurements. We also present the results of
the experiments carried out with the extended protocol using error correction
code.

4.1 Data Set and Experimental Setup

The experiments were conducted on a laptop machine with the Ubuntu 13.4 OS,
Intel Core i7-3537UCPU, and 5 GB memory. The experiments were conducted in
two rounds with iris images from the two UBIRIS V.1 [12] and UBIRIS V.2 [11]
databases.

Iris is considered as the most accurate biometric trait in the context of biomet-
rics, and is being used in different domains such as airport check-in and refugee
control [2]. Since the accuracy of current systems depends on the accuracy of
the iris image capturing process which requires the cooperation from the user
such as requiring the user to stand close to the camera and look for a period of
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about three seconds, the UBIRIS databases have been built with the purpose of
analyzing the methodologies to recognize users with minimum cooperation. The
iris images in UBIRIS V.1 were captured in environments with some minimal
constraints, whereas the UBIRIS V.2 images were captured in non-constrained
environments such as at-a-distance and on-the-move, with more realistic noise
factors [11]. However, the quality of the images in UBIRIS V.2 seems better than
those in UBIRIS V.1.

4.1.1 Experiments on the Core Protocol
500 iris images were selected from each of the above databases including 5 images
from each of the 100 individuals. The training data set was constructed with the
first four images from each individual and the testing data set was constructed
with the fifth image from each individual. Feature extraction and computation
of the P-Hash of the iris images were executed using the DCT based P-Hash
function implemented in the publicly available pHash library [14]. The SVM
model was built using the LIBSVM library [5]. The SVM type used was C-SVC
which is intended for multi-class classification and the type of kernel function
used was Radial Basis Function. The P-Hash output was formatted and prepared
as input for the SVM classifier such that each bit is marked as a feature in an
input vector of 64 elements. Given the training data, a range of values for the
optimal pair of C and γ parameters of the SVM model was selected by evaluating
10-fold cross validation accuracy (CV accuracy) of each combination of values
within the range of: C−{2−10, 215} and γ−{2−10, 215} using grid search. Finally
the SVM classifier was trained using the C and γ values selected by evaluating
the aforementioned range of C and γ values for the best CV accuracy in grid
search, as listed in Table 1.

4.1.2 Experiments on the Extended Protocol
We tried to further improve the classification accuracy by correcting errors occur-
ring in the P-Hash vector of the biometric image captured during authentication
time when compared to the P-Hash vector of the biometric image of the same
user captured at enrollment time, using the encoding and decoding algorithms
described in Section 3.3, which are based on Hadamard Error Correction Code.
We applied this to the data set on which SVM showed better classification accu-
racy which is UBIRIS V.2. Experiments were carried out with Hadamard Codes
of increasing length to find the optimal length in terms of improved accuracy
and low overhead.

4.2 Results

The results summarized in the Table 1 demonstrate the accuracy of classifying a
biometric image captured at authentication time which was thus not known to
the classifier at the training time, false rejection rate (FRR), and false acceptance
rate (FAR). With P-Hash as the feature extraction mechanism, the accuracy
of classifying previously unknown biometric samples is 88% for the UBIRIS.v2
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dataset and 79% for the UBIRIS.v1 dataset. In contrast, the SVD based hashing
mechanism results in accuracy below 62% for both data sets. It is important to
emphasize that the proposed protocol is flexible enough to adapt to any other
feature extraction mechanism as well, if it contributes to even better accuracy
in SVM classification of the biometric images of the users.

Another criterion to evaluate the classification performance is on the basis of
falsely classified images. The FAR and the FRR are two commonly used metrics
to quantify the probability of falsely classified images. FRR is the probability
that perceptually similar images are identified as different while FAR is the
probability that perceptually different images are identified as similar. The latter
is the crucial factor in a biometrics-based authentication system. According to
Table 1, both FRR and FAR for the P-Hash are comparatively low for both
datasets. Table 2 summarizes the SVM classification performance when the error
correction was applied to P-Hash vectors of the biometric images of UBIRIS V.2
dataset, by varying the length of the Hadamard Codes. An Hadamard Code
length of 0 means that no error correction was applied. As we can observe, with
the increasing length of Hadamard Codes, the accuracy of the SVM classification
increases due to the increase of error correction capability. However, the overhead
resulting from the error correction also increases because the ratio of message
size(k) to the Hadamard Code size(n) decreases. Therefore, considering the trade
off between improvement of accuracy and the overhead, using 16-bit Hadamard
codes seems the best trade-off in order to correct errors occurring in the P-Hash
vector of the user’s biometric image at authentication time, if the commitment
created during authentication time does not match the commitment in the IDT

Table 1. Summary of the Experimental Results w/o Error Correction

Data Set Measurement P-Hash based
SVM

SVD-Hash
based SVM

(a)

Best CV accuracy in grid
search

85.75% 52.5%

Optimal values for C & γ C=16,
γ=0.0078125

C=8, γ=1024

Accuracy of classification
during authentication

88% 61%

FRR 0.12 0.39
FAR 0.0012 0.0039

(b)
Best CV accuracy in grid
search

75.75% 43.5%

Optimal values for C & γ C=128,
γ=0.00097656

C=32, γ=512

Accuracy of classification
during authentication

79% 49%

FRR 0.21 0.51
FAR 0.0021 0.0051

(a) UBIRIS V.2 (b) UBIRIS V.1
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Table 2. Summary of the Experimental Results with Error Correction

Hadamard Code Length 0 8 16 32 64

Accuracy of classification
during authentication

88 89% 90% 90% 91%

Overhead (1-(k/n)) 0 0.5 0.6875 0.8125 0.8906

FRR 0.12 0.11 0.1 0.1 0.09

FAR 0.0012 0.0011 0.001 0.001 0.0009

created at enrollment. It is also noteworthy that the FAR does not increase with
the error correction applied on the P-Hash vectors.

Our experimental results show that the P-Hash from a given iris image is
computed in 0.105 seconds on average. The SVM model with 400 training in-
stances was built in 8 seconds on average (once the suitable values for C and γ
had been identified) and a given testing instance was classified in 0.013 seconds
on average. Please note that the results related to the accuracy of classifica-
tion mostly depend on the particular feature extraction algorithm used in the
feature extraction phase of the proposed protocol. In our future work, we will
explore other feature extraction mechanisms to further increase the accuracy of
classifying biometric images.

5 Security Analysis

In analyzing the security of our approach, we identify the security and privacy
related properties of the proposed protocol and related techniques. We also iden-
tify potential attacks against the proposed identity management protocol and
show that the proposed protocol resists such attacks by preserving the desirable
properties that the attackers try to compromise.

All three privacy sensitive elements related to the user’s biometric identity
(i.e: the biometric image, the P-Hash, and the generated BID) which are used
in the intermediate steps of the enrollment and authentication phases of the
protocol are discarded after the IDT is generated, and are not stored anywhere
or transmitted to other parties. This ensures confidentiality of the user’s bio-
metric image, the P-Hash, and the BID which possess the uniqueness feature of
the user’s biometric identity. Since the three secrets used for creating the BID,
the Pedersen commitment, and the meta-data used for error correction of the
P-Hash are derived from a password provided by the user, and thus do not need
to be stored anywhere as explained in Section 2.6, confidentiality of those se-
crets is assured as long as the password is kept secret by the user. The token
verification process also assures the confidentiality of the secrets because of the
use of the ZKPK protocol. The proposed protocol is also secure against replay
attacks by external parties because each time a new challenge and new random
values y and s are chosen during the proof of knowledge. The reason why we do
not use distance matching as the biometric authentication mechanism coupled
with P-Hash as mentioned in Section 2.1, is to protect the P-Hash of the user’s
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biometric from being exposed to the service provider at authentication. How-
ever, as mentioned in Section 3.1.3, an external attacker or a malicious service
provider can impersonate the user through a man-in-the middle (MITM) type
of attack on the zero knowledge proof of identity commitments which is known
as Mafia Fraud attack or Chess Grand Masters’ Problem [13]. While a MITM
attack carried out by an external attacker can be avoided with the proper use
of secure communication channels such as SSL, preventing such attacks by only
using such secure communication channels is not possible when the attacks are
carried out by malicious service providers. In order to prevent such an attack
by a malicious service provider, the unique identity (e.g., a registered name) of
the service provider with which the user actually intends to interact is explicitly
bound to the IDT itself. Users can request the IDP to do this binding in step
1 of Protocol 2a (section 3.2). In order to prevent the IDP from learning which
service providers the users interact with, the users can create a commitment of
the name of the service provider and request the IDP to bind that commitment
to the IDT, instead of the actual name of the service provider. An example of a
simple and efficient commitment scheme which can be used for this purpose is
PRNG(name of SP | time stamp) where PRNG denotes a secure pseudo random
generator. The time stamp is used to make the multiple commitments created
with the name of the same service provider different. At authentication, when
the user opens this commitment and proves the committed value, the service
provider can confirm that it is not a MITM impersonation attempt carried out
by another malicious service provider and that the genuine user actually intends
to communicate with it.

The SVM is also a sensitive source of information since it encodes the labels of
all the classes in the trained SVM which becomes part of the BID of a user. We
have taken two steps to prevent attacks based on the SVM model. The first is
to store the SVM in encrypted form in the hardware based TEE which can only
be accessed by the authentication client application. The second is to randomly
change the class labels in the base SVM model to obtain a customized SVM
model for each user. Such step guarantees that an attacker, who gets hold of one
SVM model, would not be able to figure out the possible class labels related to
the BIDs of all the other users registered in the identity management system.
Our approach for customizing the base SVM model for each user also enhances
the revocability of the IDT. If a compromise happens, the user is able to cancel
the already registered IDT for his/her biometrics and register a new IDT created
with a new BID obtained from a new customized SVM model, or with a new
secret or with new values for both. Any party which gets hold of the IDT, which
is the only information exposed related to the user’s biometric identity in this
protocol, cannot successfully authenticate without being able to provide both the
biometric and the password used to derive the secrets. The IDT thus provides
ownership assurance of the biometric identity of the user which prevents identity
theft and impersonation. The service providers also have assurance about the
validity of the IDT by verifying the digital signature of the IDP on the IDT.
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Therefore, we can observe that our approach and the proposed protocol pre-
serves the confidentiality of sensitive information related with users’ biometrics
and the secrets used to generate the IDT and assures ownership of the biomet-
ric identity, and revocability and validity of the identity tokens. It also protects
users’ privacy against honest but curious (semi-honest) IDPs by not involving
the IDP in the transactions between the user and the service provider, while
being secure against adversaries which steal users’ devices, eavesdroppers in the
network and even the malicious service providers.

6 Related Work

A privacy preserving user centric identity management system has been previ-
ously proposed by Paci et al. in [9] to enable multi-factor identity verification,
which is closely related to our work. The main difference is that our work sup-
ports biometrics-based authentication, whereas such previous work only supports
non-biometric identifiers. Our approach of using SVM classification is closely re-
lated with the work by Bhargav-Spantzel et al. [3]. Our approach uses the P-Hash
of users’ biometrics as input to the SVM classifier and improves the accuracy
in classifying biometric samples with respect to such previous work. The high
accuracy classification results shown in [3] are due to fact that the same set of
biometric images were used in both training and testing phases.

Another improvement in our approach is that we customize the trained SVM
model for each user, which has several advantages compared to the use of one
global SVM model proposed in [3]. In addition the BID generation approach
proposed in [3] makes use of multiple class labels and expects the probability
estimates of prediction confidences across multiple class labels to be repeatable
in the output of the SVM classification, which does not happen practically based
on the observation of our experiments. Instead, we use the single class output
of the SVM classification and concatenate it with a sufficiently large key (S1) to
make the BID resistant against brute force attacks.

The error correction mechanism that we have used in the extended protocol
to improve the repeatability of the created biometric identity is based on the
work by Kande et al. [6]. We make use of only the first phase of their approach
for reducing errors between two biometric samples of the same user (i.e: gen-
uine errors). In contrast to their approach that uses Hamming distance based
comparison to identify impostor errors between two biometric samples, which
has certain drawbacks such as having to reveal the biometric feature vector to
the verifier at authentication time, our approach uses SVM based classification
which avoids such drawbacks. Another difference is that we do not store the key
used in the error correction algorithms whereas the approach by Kande et al.
requires to store the hashed version of the key which is generated during the
encoding process to be used in the decoding process.
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7 Conclusions and Future Work

In this paper, we have presented a novel and secure approach for user-centric
biometrics-based authentication which preserves user’s privacy. Since a real world
authentication system needs higher accuracy, in our future work we will explore
other feature extraction mechanisms which would help in further improving the
repeatability of the BID while preserving its uniqueness. We plan to carry out
further experiments to measure the performance of the proposed protocol in
terms of computational time, resource consumption, and communication over-
head in other types of user devices such as mobile phones. We also plan to extend
this work by generalizing the proposed improvements.
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which is named secret handshake, was first introduced by Balfanz et al. [2] for
mutually anonymous authentication. Roughly speaking, secret handshakes re-
quire that one user will only discover his/her affiliation to the other user if they
belong to the same organization. Thus participants only recognize that they are
members of the same organization, without leaking their true identities in this
organization. As suggested in [1,2], secret handshakes have many interesting ap-
plications. A typical example is that members of FBI secretly authenticate each
other. The prover will reveal his affiliation (FBI) if and only if the verifier holds
the same one, and vice versa. Moreover, a practical secret handshake scheme can
also be used in networking protocols, such as the devices with legitimate creden-
tials can be mutually authenticated for sharing secret keys. For instance, Li and
Ephremides [12] proposed that secret handshakes are available for realizing the
anonymous routing protocol in ad hoc networks.

To match up the security requirements of real-life applications, many exten-
sions of secret handshakes have been proposed. One of the extensions is to include
roles, so that users can authenticate with the members who hold specific roles
in the same group [2]. Furthermore, Ateniese et al. [1] proposed the dynamic
matching model which allows users to make more flexible authentication poli-
cies. The new model aims to allow secret handshakes between members from
sister organizations instead of the same organization. For instance, an online
game operator administers a distributed social networks on two cities. The two
cities can be considered as sister groups and named as “City-A” and “City-B”.
Each registered user can designate his favorite attributes that his partner must
satisfy, such as the city and the grade. And then users from the two cities can
execute a successful secret handshake only if their attributes are matching. In
other words, users from City-A can play with other users from City-B, without
restricting to the same city.

The secret handshake scheme proposed byAteniese et al. in [1] can realize above
application well. However, Ateniese et al.’s scheme only realizes limited dynamic
matching. Since the different sister groups are created and distinguished by group
name in Ateniese et al.’s scheme, the different groups still share the same group
public/private keys which are actually managed by an upper operator. And hence,
the limited dynamic matching model still relies on a single Group Authority (GA)
for different groups. In real-life applications, usersmay expect to authenticatewith
other partners from different groups with the assumption of multiple self-governed
group authorities. In such a setting, more dynamic matching is possible. One of
the most appealing applications would be the authentication between members
from different Secret Interest Groups(SIGs) in online social networks. SIGs are
self-managed groupswhich have independent GroupAuthorities (GAs). Two regis-
tered users (e.g., Alice and Bob) from different SIGs can secretly authenticate with
each other if their polices can be matched. Therefore, it is necessary to search for
a practical secret handshake scheme which can achieve the real dynamic matching
in multiple-groups environment.

Related Works. After Balfanz et al.’s initial work [2], many secret handshake
schemes have been proposed from different cryptographic primitives, such as
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pairing [2], CA-oblivious encryption [6] and ElGamal [27]. According to the life-
time of credentials, the rich literature can be sorted as the following two types.

– Secret handshakes with one-time pseudonyms. The pioneering pub-
lication is derived from Balfanz et al. [2] based on pairing. It uses one-time
pseudonyms to ensure that the instances of the secret handshake protocol,
which were performed by the same parties, cannot be linked. Subsequently,
Castelluccia et al. [6] proposed a new secret handshake scheme using a
novel tool so-called CA-oblivious public-key encryption. Since any Oblivi-
ous Signature Based Envelope (OSBE) scheme can easily be converted to
a secret handshake scheme [13], Zhou et al. [27] constructed an improved
scheme by using of ElGamal and DSA signature. These schemes are slightly
more efficient than Balfanz et al.’s original scheme, but still does not satisfy
unlinkability unless members use one-time pseudonyms. However, one-time
pseudonyms based schemes require more storage and computation cost ow-
ing to the single-use of pseudonyms for achieving unlinkability in practice.
Since Group Authority (GA) has all secret information of group users, GA
can impersonate or frame one user with malicious behaviors. Accordingly,
the unlinkability against GA can unlikely be achieved by using one-time
pseudonyms.

– Unlinkable secret handshakes with reusable credentials. Xu and
Yung [25] first offers schemewhich achieves unlinkability with reusable creden-
tials in aweakerway.Byusing theblinding technique,HuangandCaoproposed
a novel and efficient unlinkable secret handshake scheme [8] based onBalfanz et
al.’s scheme [2]. Subsequently, Su [18] pointed out a successful impersonation
attack on Huang and Cao’s proposal [8]. And hence Gu and Xue[7] proposed
an improved efficient secret handshake schemewith unlinkability by amending
Huang and Cao’s proposal [8]. Wen et al.[22] also presented a new unlinkable
secret handshake scheme with reusable credentials under the random oracle.
Based on the construction of identity-based encryption [20], Ateniese et al. [1]
proposed the first efficient unlinkable secret handshake scheme without ran-
dom oracles. However, there only needs selecting a name for the group when
creating a new group in their scheme. Different groups are distinguished just
through each name, while all groups share a pair of group keys in the whole
secret handshake system. From the AddMember algorithm, we can see that the
scheme treats a set of members with identical attributes as an entity instead
of different individual. It is essentially a group key agreement scheme between
different sub-groupmembers in a large group environment and thus limits the
popularization of secret handshakes. Due to the less efficiency of Ateniese et
al.’s scheme [1], Zhao et al. [26] constructed an efficient unlinkable secret hand-
shake protocolwithout randomoracles.But Zhao et al.’s proposal [26] still can-
not carry out dynamic matching in multiple-groups environment. Therefore,
it is meaningful to realize a new unlinkable secret handshake scheme with dy-
namic matching without random oracles, which can be adapted to more prac-
tical applications.
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Subsequently, Jarecki et al. [9] proposed an unlinkable secret handshake
scheme with revocation by using central key management (broadcast en-
cryption). But it strongly assumes that all groups have the same numbers of
group users and revoked users. Also the group public key will increase linearly
with the numbers of group users, which is impractical in large-scale appli-
cations (e.g., online social network). Based on Ateniese et al.’s scheme [1],
Sorniotti and Molva [14,16] proposed revocable secret handshake schemes.
Their proposals provide the revocation checking of the participants who have
initiatively left their groups during handshakes. Nevertheless, they are still
unable to trace and revoke malicious group members for complete unlinkabil-
ity and untraceability. Moreover, their proposals still have the same weakness
of Ateniese et al.’s scheme [1].

Our Contributions. A new construction of unlinkable secret handshake scheme
with dynamic matching without random oracles, which is named USH-DM, is
presented in this paper. Our new proposal USH-DM aims to fix the weakness of
Ateniese et al.’s scheme. The enhancements of USH-DM are three-fold. Firstly,
we apply a new technique of full domain subgroup hiding to realize a practi-
cal secret handshake scheme, which enables USH-DM can be applied to the real
multiple-groups environment. Secondly, the authentication policies can be flexi-
ble for matching more complicated attributes based on different groups. USH-DM
also achieves efficient and unlinkable with reusable credentials. Finally, USH-DM
is provably secure without random oracles by assuming the intractability of De-
cisional Bilinear Diffie-Hellman and Subgroup Decision problems.

Organization. The remainder of this paper is organized as follows. In Section
2, we recall the preliminaries related to our work, including the definitions and
security properties of secret handshake schemes. In Section 3, a new unlinkable
secret handshake scheme with dynamic matching named USH-DM is described.
Section 4 gives the security and performance analyses of our proposal. Section 5
concludes the paper.

2 Preliminaries

In this section, we recall the notions and definitions of bilinear pairings of com-
posite order and complexity assumptions, which will be used in later sections.
The definition and security requirements of secret handshakes are also briefly
reviewed.

2.1 Bilinear Pairings of Composite Order

Composite order bilinear pairings were first introduced in [4], which will be used
in our proposal. We first review some general notions about bilinear groups and
pairings. Most of cryptosystems based on pairings are based on bilinear groups
with prime order for simplicity. In our case, we define G is a (multiplicative)
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cyclic group of composite order N , where N = pq is the product of two different
primes p and q. Let g is a generator of G. A one-way map e : G× G→ GT is a
bilinear pairing if the following conditions hold.

– Bilinear: For all g ∈ G, s.t., g is a generator of G, and a, b ∈ ZN , e(ga, gb) =
e(g, g)ab.

– Non-degeneracy: e(g, g) �= 1, i.e., if g generates G, then e(g, g) generates
GT with order N .

– Computability: There exists an efficient algorithm for computing e(., .).

2.2 Complexity Assumptions

Definition 1. (Decisional Bilinear Diffie-Hellman (DBDH) Problem
[20]) Let G,GT be cyclic groups of prime order q along with a bilinear map
e : G × G → GT , and let g ∈ G be generator of G. The challenger flips a fair
binary coin β and outputs the tuple (g,A = ga, B = gb, C = gc, Z = e(g, g)abc)
when β = 1. Otherwise, the challenger outputs the tuple (g,A = ga, B = gb, C =
gc, Z = e(g, g)d) where d ←R Z

∗
p. The DBDH problem is to output a guess β′ of

β.

DBDH Assumption: We say that the (t, ε)-DBDH assumption holds if there
exists no algorithm can solve the DBDH problem with a non-negligible advantage
ε in a polynomial time bound t. In other words, for g ∈ G and a, b, c, d ←R Z∗

p,

distinguish between tuples of the form (g, ga, gb, gc, e(g, g)abc) and
(g, ga, gb, gc, e(g, g)d) is infeasible.

Definition 2. (Subgroup Decision (SD) Problem [4,21]) Given a tuple
(p, q,G,GT , e), in which p and q are independent secure primes, G and GT are
two cyclic groups of order N = pq with efficiently computable group operations
and e : G × G → GT is a bilinear map. Let Gq ⊂ G be the q-order subgroup of
G. Given an element x which is selected randomly either from G or from Gq,
the subgroup decision problem is to distinguish whether x is in Gq.

The Subgroup Decision Assumption: Let the success probability of solving
the subgroup decision problem is defined as Advsd = 1

2 + ε, we say that the
subgroup decision assumption holds if ε is negligible.

2.3 Secret Handshakes: Definition and Security Requirements

A secret handshake scheme (denoted by SHS) operates in an environment which
consists of a set of groups managed by a set of group authorities, and a set of
users U1, · · · , Un registered into some groups. Based on the definitions in [1,2],
an unlinkable SHS without traceability and revocation consists of the following
probabilistic polynomial-time algorithms:

– SHS.Setup: The Setup algorithm selects high-enough security parameter κ
to generate the public parameters params common to all subsequently gen-
erated groups.
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– SHS.CreateGroup: CreateGroup is a key generation algorithm executed by
GA to establish a group G. It inputs params, and outputs a pair of group
public key gpkG and group secret key gskG.

– SHS.AddMember: AddMember is a two-party protocol run by GA and a user.
GA plays a role of the administrator for the group, which issues credential
for a legitimate member of the group. After verifying the user’s real iden-
tity(U), GA outputs the user’s group credential credU using GA’s group keys
(gpkG, gskG). Thus, the user becomes a valid member of the group after the
protocol.

– SHS.Handshake: Handshake is a two-party authenticate protocol executed by
two anonymous users (A, B), who may belong to different groups. This proto-
col inputs the anonymous users’ secrets (credA, credB) and public parameters.
The output of the protocol for each member is either “1” or “0” depending
on whether the authentication policies of participants are matched. If A’s
target requirements including group and properties are matched by B and
vice versa, A and B will share a common session key K for subsequent secure
communication and the protocol outputs “1”. Otherwise, the output is “0”.

A secret handshake scheme must satisfy the basic security requirements:
Completeness, Impersonator Resistance, Detector Resistance and Unlinkability.
The formal definition can be referred to [23,11]
Completeness:The SHS protocol will succeed with overwhelming probability, if
the interactive participants satisfy the authentication policy of the counterparty.
Impersonator Resistance: An adversary who attempts to impersonate a le-
gitimate user of one group cannot succeed with a non-negligible probability.
In other words, any adversary not satisfying the authentication policies cannot
accomplish a successful secret handshake.
Detector Resistance: An adversary will not succeed with non-negligible prob-
ability when he activates an SHS.Handshake with one honest member in order
to determine whether he satisfies the authentication policies or not.
Unlinkability: This requirement implies that any adversary cannot find any
relation between two instances of the Handshake algorithm, which involved with
the same honest members.

3 A New Unlinkable Secret Handshake Scheme
with Dynamic Matching

Developed from the idea of secret handshake [1], a new unlinkable secret hand-
shake scheme (USH-DM) which supports dynamic matching in multiple-groups
environment is designed as follows.

– Setup:Given a security parameter κ, the algorithm runs Setup(1κ)→ params.
The public parameters params = (N,G,GT , e : G × G → GT , g, u, h,H1,
v0, · · · , vn, F ), which are shared by all participants in the scheme. Here g
is a generator of a group G of composite order N = pq, where p and q are
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random primes. Let Gp and Gq be the cyclic subgroups of G with respective
order p and q. The algorithm picks a generator h of Gq. Other generators of G
u, v0, · · · , vn are selected randomly from G. In addition, H1 : {0, 1}∗ → Z∗

N

is a cryptographic hash function. F is a function which represents attribute.
Suppose that one attribute P is represented by n-bits string (μ1, μ2, · · · , μn),

F (P ) is denoted by v0
∏i=n

i=1 vμi

i .
– CreateGroup: The GA chooses t ←R Z∗

N , and generates T = gt. GA outputs
its group secret key gsk = t and group public key gpk = T .

– AddMember: If a user U with property P wants to join the group, GA issues
attribute credential for the user U. GA randomly selects s ←R Z∗

N , and
computes attribute credential credU,P = (CU1, CU2) = (ut ·F (P )s, g−s). The

user verifies that the credential is valid by testing e(CU1, g) ·e(F (P ), CU2)
?
=

e(u, gpk).
– Handshake: Supposing A and B are two parties who want to execute a secret

handshake protocol to authenticate each other without leaking their pri-
vacy. Participant A runs the protocol with credA,PA and (tpkA, PAT ) which
are the target group public key and target property (i.e., authentication
policy) of the participant A, and participant B runs it with credB,PB and
(tpkB, PBT ) which are the target group public key and target property (i.e.,
authentication policy) of the participant B. For example, A who is a lawyer
of insurance company wants to handshake with a professor (PAT ) of higher
university (tpkA), and simultaneously B who is a professor of higher univer-
sity wants to handshake with a lawyer (PBT ) of insurance company (tpkB).
The protocol proceeds as follows:

1. A→ B : {σA1, σA2, πA}
(a) A chooses tA1, tA2, rA ← Z∗

N .
(b) A computes

σA1 = CA1 · htA1 · urA ,

σA2 = CA2 · htA2 ,

πA = g−tA1 · F (PA)
−tA2 .

Finally, A sends σA1, σA2 and πA to B.

2. B→ A : {σB1, σB2, πB, VB}
(a) B chooses tB1, tB2, rB ← Z∗

N .
(b) B computes

σB1 = CB1 · htB1 · urB ,

σB2 = CB2 · htB2 ,

πB = g−tB1 · F (PB)
−tB2 .

(c) B will compute k′
A according to tpkB and PBT

k′
A =

e(σA1, g) · e(F (PBT ), σA2) · e(h, πA)

e(u, tpkB)
.
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(d) B generates the following verification value VB such that

VB = H1((k
′
A)

rB ||e(u, g)rB ||0).

Finally, B sends both σB1, σB2, πB and VB to A.
3. A→ B : {VA}

(a) A also computes k′
B according to tpkA and PAT

k′
B =

e(σB1, g) · e(F (PAT ), σB2) · e(h, πB)

e(u, tpkA)
.

(b) A verifies the VB with the equation VB
?
= H1((k

′
B)

rA ||k′
B||0). If the

above equation holds, A will output “1” and send VA = H1((k
′
B)

rA ||
e(u, g)rA ||1) to B. Else A outputs “0” and also responds a random
value VA ←R Z∗

N to B.

(c) B verifies VA with the following equation VA
?
= H1((k

′
A)

rB ||k′
A||1). B

outputs “1” only if the above equation holds, else B outputs “0”.

Completeness. If the authentication policy of A and B are matching, it implies
that tpkA = gpkB, PAT = PB and tpkB = gpkA, PBT = PA . Namely, both A
and B can recover the original message k′

A = e(u, g)rA and k′
B = e(u, g)rB . The

completeness of USH-DM can be verified as follows.

k
′
A =

e(σA1, g) · e(F (PBT ), σA2) · e(h, πA)

e(u, tpkB)

=
e(σA1, g) · e(F (PA), σA2) · e(h, πA)

e(u, gpkA)

=
e(CA1, g) · e(htA1 , g) · e(urA , g) · e(F (PA), CA2) · e(F (PA), htA2 ) · e(h, g−tA1F (PA)−tA2 )

e(u, gpkA)

=
e(CA1, g) · e(urA , g) · e(F (PA), CA2)

e(u, gtA )

=
e(utA · F (PA)s, g) · e(F (PA), g−s) · e(urA , g)

e(u, gtA )

=
e(utA , g) · e(urA , g)

e(u, gtA )

= e(u, g)rA .

Simultaneously, A can get k′
B = e(u, g)rB by similar method and verify the

corresponding responses VB as follows.

VB = H1((k
′
A)

rB ||e(u, g)rB ||0) = H2((e(u, g)
rA)rB ||e(u, g)rB ||0) (1)

= H2(e(u, g)
rB)rA ||e(u, g)rB ||0) = H1((k

′
B)

rA ||k′
B ||0).

By using the above method, B can check the corresponding response VA.
Hence A and B complete a successful secret handshake protocol. A session key
K = H1(e(u, g)

rA·rB ) is agreed between A and B for the following two-party
communications, without leaking their affiliations.
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4 Security and Performance Analysis

Now we provide the security results on the new construction USH-DM with
respect to the impersonator resistance, detector resistance and unlinkability.
Due to the limitation of the length, the proofs of the theorems are described in
brief and the details can be referred to the full version.

4.1 Security

Theorem 1. USH-DM is a secure unlinkable secret handshake scheme with dy-
namic matching under the decisional BDH and SD assumption.

Proof (Sketch). We show that USH-DM satisfies the security requirements
of secret handshakes in brief. Since the completeness has been analyzed in the
above section, the proofs of impersonator resistance, detector resistance and
unlinkability are described as follows.

– Impersonator Resistance(IR). If an adversary A breaks the IR property
with a non-negligible probability ε, one can use A to derive a simulator B
that solves an instance of the decisional BDH problem with a non-negligible
probability related to ε. B is given an challenge of the decisional BDH prob-
lem such that (g,A = ga, B = gb, C = gc, Z) and is asked to output a guess
β′ of β that determine whether Z is equal to e(g, g)abc or e(g, g)d, d ←R Zp.

– Detector Resistance(DR). Assuming A breaks the DR property with a
non-negligible probability, A has to distinguish a handshake instance with
a true group member from an instance with a simulator SIM . During the
handshake in our proposed scheme, we notice that the group member (e.g.,
A) sends only the blinded credential proof (σA1, σA2, πA) for authentication,
which can provide the privacy of his identity. Since the transcript of a par-
ticipant during the handshake seems to be random, A cannot determine
whether it was generated by a true group member or a simulator.

– Unlinkability. Assuming A breaks the unlinkability property with a non-
negligible probability 1

2 + ε, A has to distinguish whether two handshake
instances are related to the same participant or not. The implementation
of attackers against unlinkability is similar to the parallel executions of two
attack instances against Detector Resistance. Thus, the proof of unlinkability
can be described by a similar way as in the proof of Detector Resistance.
And hence the detailed proof is not provided here for brief.

��

4.2 Performance Analysis

Here the performance of USH-DM will be analyzed by considering its compu-
tation costs. In the literatures, most of secret handshake schemes are provably
secure under the random oracle. Only a few secret handshake schemes are im-
plemented without random oracles, which are basically derived from the scheme
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Table 1. A comparison of related secret handshake schemes

Balfanz et al. [2] Ateniese et al.[1] USH-DM

Setup 0 (2n+ 3)Te 0

CreateGroup Te Te Te

AddMember Te 2Te 2Te

Handshake 4Tp 6Tp + 6Te 8Tp + 8Te

Traceability Yes No No

Dynamic Matching No Yes(Limited in a large group) Yes

Rounds 3 2 3

One-time credentials Need Not Need Not Need

Underlying Assumption BDH SXDH and BDH DBDH and SD

Random Oracles with without without

proposed by Ateniese et al [1]. For clarity, we describe the performance com-
parison among some representative schemes selected from the existing litera-
tures. According to the related experiments’ findings, one pairing operation and
modular exponentiation are the most time-consuming computations in the cryp-
tography schemes. Hence, we focus on giving the computation costs about the
pairing and modular exponentiation operations. By using Barreto’s ECC Pairing
Library [5], we calculate the computational costs of the pairing and the modular
exponential operations with respect to the schemes in our comparison. Tp de-
notes time for one bilinear pairing operation in the elliptic curve groups which
costs about 12.23ms. Te denotes time for one modular exponential operation
which costs about 2.42ms. The experiments are based on Intel Pentium-4 2.8GHz
with 512MB RAM. For clarity, the computational costs are considered with re-
spect to the different phases of secret handshake schemes, which are described in
Table 1.

From Table 1, we can see that Balfanz et al.’s scheme [2] achieve trace-
ability and unlinkability using one-time credentials. But the scheme is proven
secure in the random oracle model. For the Ateniese et al’s scheme [1], since it
distinguishes different groups through group identities which are all assumed to
be n-bits strings, 2n + 3 modular exponentiations need to be computed in the
Setup phase and every group must know and maintain n+2 modular exponenti-
ations as the private values to issue group credentials in the CreateGroup phase.
Towards the proposed scheme USH-DM, different groups are self-governed which
have respective group public and private keys without needing the group iden-
tities for distinction. And hence the computation costs of USH-DM are reduced
in both of the Setup and CreateGroup phases. By issuing attribute credentials,
USH-DM also achieves the dynamic matching for flexible authentication poli-
cies about designated groups and concrete attributes. Specially, the advantage
of our proposed scheme is that its applications can be extended to the more
practical multiple-groups environment. In addition, we note that the Ateniese
et al’s scheme [1] also needs three rounds in order to implement a complete se-
cret handshake protocol instead of only realizing a secret key agreement. Thus
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the corresponding computational costs are increased. Therefore, Ateniese et al’s
scheme [1] can only be applied to the handshakes between departments from the
same group instead of individual members from different groups.

5 Conclusion

In this paper, we have proposed a new unlinkable secret handshake scheme sup-
ports dynamic matching policy. Our new proposal extends the functionality of
Ateniese et al’s scheme, which can be applied to the multiple-groups environment
where each group is really different and independent. Combining the technique of
full-domain subgroup hiding with attribute-base encryption, our new scheme not
only achieves the strong unlinkability against GA, but also more flexible authen-
tication policy including affiliation and attributes. The formal security reduction
of our proposal is proven in the standard model by assuming the intractability
of the decisional bilinear Diffie-Hellman and subgroup decision problems. An
interesting future work is to find more practical secret handshake schemes from
other public key cryptosystems, such as Lattice and Multivariate PKC.
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Abstract. Direct Anonymous Attestation (DAA) is a signature scheme
that provides a balance between user privacy and authentication in a rea-
sonable way. Various DAA schemes are now supported by the latest TPM
2.0 specification. We propose a general symbolic model for DAA schemes
and formalize DAA-related APIs in TPM 2.0 specification in applied pi
calculus. We present new symbolic definitions of user-controlled trace-
ability and non-frameability. Then we propose a novel property of DAA
called forward anonymity. The application of our definitions is demon-
strated by analyzing the implementation of an ECC-based DAA protocol
using APIs proposed by the TPM 2.0 specification. Our analysis finds
a weakness in an API which leads to attack against forward anonymity.
We propose modifications to the API and verify our properties for the
modified API.

1 Introduction

Direct Anonymous Attestation (DAA) is a special group signature scheme that
enables remote authentication of a trusted platform while preserving the plat-
form’s privacy. There are three types of entities in a DAA protocol: an issuer,
signers (trusted platforms), verifiers (usually service providers). A signer gains a
credential associate with its DAA secret key from the issuer without revealing the
key. Then he can sign arbitrary message and prove that the signature is indeed
generated a valid TPM without leaking the signer’s identity. While the identity
of signer can never be revealed, DAA provides a way for the verifier to link
different signatures signed by same signer with the signer’s consent. Signatures
signed under corrupted DAA secret keys can also be identified. A RSA-based
DAA is proposed by Brickell et al. [1]. This RSA-based DAA is adopted by TCG
and included in TPM 1.2 specification [2]. After that several ECC-based DAA
[3–7] are proposed to achieve better performance and shorter signature length.
Some of them are now supported by the TPM 2.0 specification [8]. Several APIs
are defined in TPM 2.0 specification to support these DAA schemes [9].

Many researchers have worked on security analysis of DAA. In the compu-
tational model, Brickell et al. [1] and Chen et al. [10] introduce security defini-
tions based on security models for multiparty computation. Brickell et al. [7] and
Chen [6] propose security definitions based on interactive games . In the symbolic
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model, Backes et al.[11] analyze authenticity and anonymity of the RSA-based
DAA using applied pi calculus. However,they do not propose a general frame-
work for DAA and their formalization is tightly coupled with the RSA-based
DAA, so it is not clear if their method could be used for analyzing ECC-based
DAA. Moreover they consider a setting where the host and TPM are both hon-
est: “TPM” in their model actually corresponds to trusted platforms. However,
we expect that the adversary can not break authenticity even the host part of a
trusted platform is corrupted. Ben Smyth [12] analyze user-controlled anonymity
of an ECC-based ECC using symmetric pairings.

Proofs of complex security protocols such as DAA are known to be error-prone
and hard to make for humans [13]. Hence formal methods with automated rea-
soning are promising techniques to analyze complex protocols such as DAA.
While all former symbolic analyses of DAA focus on protocol prototypes, there
may be a gap between protocol prototype and the implementation, for example,
APIs in TPM 2.0 use a different method to issue credentials. It is important to
analyze the security of DAA protocols under APIs proposed by the TPM 2.0
specification which is closer to implementation. During past few years, several
vulnerabilities in the TPM API designs have been found, which highlight the
importance of formal analysis of the API commands specifications. Chen et al.
[14] discover a TPM impersonation attack in the case of sharing authdata be-
tween users are allowed. Delaune et al. [15] analyze authentication-related API
commands and rediscover some known attacks and some new variations on them.

1.1 Contribution

We propose a general symbolic model for DAA schemes and formalize DAA-
related APIs in TPM 2.0 specification in applied pi calculus. We formalize user-
controlled traceability and non-frameability using correspondence. To the best
of our knowledge, this is the first symbolic definition of these properties under
formalization of APIs in TPM 2.0 specification.

Then we propose a novel property of DAA schemes called forward anonymity.
This property assures that even if the host of a trusted platform is corrupted,
the anonymity of DAA signatures signed by the platform previously will not
be broken. We propose a security definition of forward anonymity based on
interactive games. We also present a symbolic definition which is suitable for
automated reasoning using ProVerif [16].

The application of the definitions is demonstrated by analyzing the implemen-
tation of an ECC-based DAA protocol under TPM 2.0 specification using our
techniques. Our analysis shows that this DAA protocol satisfies user-controlled
traceability and non-frameability. Our analysis finds a weakness in an API which
leads to an attack against forward anonymity. We propose modifications to the
API and verify our property for the modified API using proverif.
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1.2 Paper Outline

The section 2 briefly reviews the applied pi calculus. Section 3 explains how we
model DAA schemes and DAA-related APIs in TPM 2.0 specification. Section 4
presents novel formalizations of several important properties of DAA. In section
5, we analyze and fix the implementation of an ECC-based DAA under TPM
2.0 using our formal model. We conclude and discuss future work in section 6.

2 Applied Pi Calculus

We briefly recall the syntax and operational semantics of the applied pi calculus;
more details can be found in [17, 18].

The applied pi calculus is a language for describing and analyzing security
protocols. The calculus assumes an infinite set of names, an infinite set of vari-
ables, and a signature σ consisting of a finite set of function symbols each with an
associated arity.Terms are built by applying function symbol to names,variables
and other terms.To model equalities we use an equational theory E which defines
a relation =E.

Processes are defined as follows. P |Q: parallel; !P : replication; ν n.P : name re-
striction; if M = N then P else Q: conditional; c(M).P : message input; c〈M〉.P :
message output; M/x: active substitution. P (M1, ...,Mn) means that process P
takes M1, ...,Mn as arguments.

Biprocess is a pair of processes that have the same structure and differ only by
the terms they contain.For a biprocessP containing terms likechoice[t1t2],fst(P )
is obtained by replacing choice[t1t2] with t1 and snd(P ) is obtained by replacing
choice[t1t2] with t2.

An evaluation context is a context (a process with a hole) whose hole is not
under a replication, a conditional, an input, or an output. A context C[ ] closes
A when C[A] is closed.

The execution of a process without contact with its environment is captured
by internal reduction →:

Comm : c̄ 〈x〉 .P |c(x).Q → P |Q
Then : if N = N then P else Q → P

Else : if L = N then P else Q→ Q for ground terms L,M where L �=EN

We write →∗ for the reflexive and transitive closure of →.
Now we introduce notions of correspondence and equivalence which will be

used in our security definition. Details about automated verification of corre-
spondence and equivalence can be found in [17, 19, 20].

Definition 1 (Basic correspondence property). A basic correspondence
property is a formula of the form:event(f̄〈M〉) � event(ḡ〈N〉).

The formula in the definition means if an event f̄〈M〉 must have been executed
then event ḡ〈N〉 must has been executed previously.Basic correspondence can
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be extended using conjunctions ∧ and disjunctions ∨:event(e0) � event(e1) ∧
event(e2) means if e0 has been executed then e1 and e2 must have been executed
previously; event(e0) � event(e1) ∨ event(e2) means if e0 has been executed
then e1 or e2 must have been executed previously.You can also use equalities
and inequalities after �,for example f̄〈x〉 � ḡ〈y〉 ∧ x = f(y) means if f̄〈x〉 has
been executed then event ḡ〈y〉 has been previously executed and x = f(y).

We write P ⇓ c if P→∗C[c̄ 〈M〉 .A] for some term M ,channel c,process P and
evaluation context C[ ] that does not bind c.

Definition 2. Observational equivalence (≈) is the largest symmetric relation
R between closed extended processes with the same domain such that A R B
implies:

1. if P ⇓ m then Q ⇓ m;
2. if P → P ′ then there exits Q′ such that Q→∗Q′ and P ′ R Q′;
3. C[P ] R C[Q] for all closing evaluation contexts C[ ].

We call a biprocess P satisfies observational equivalence if fst(p) ≈ snd(p)

3 Formalizing DAA and DAA-related APIs in TPM 2.0

3.1 Formalizing DAA Protocols

We define a DAA process as an unbounded number of trusted platforms and
verifiers together with one issuer that are running in parallel. A trusted platform
obtains a credential corresponds to its DAA secret key from the issuer, then
he can generate signatures to convince a verifier that it has a valid credential
without revealing its identity.

The trusted platform (TP) consists of two parts: a trusted platform module
(TPM) and a host. The host can utilize trusted computing functions provided
by the TPM via a predefined set of commands (APIs). An interesting point of
DAA is that by choosing different basenames, we can get two kinds of signa-
tures: anonymous ones and pseudonymous ones. The anonymous signatures can
not be linked to any other signatures while pseudonymous one can be linked
to signatures signed under the same secret key and basename. To describe this,
we divide verifiers into two kinds: anonymous ones called VerifierA (VA) and
pseudonymous ones called VerifierP (VP). In the case of VerifierA, the base-
name =⊥ and the corresponding signatures are anonymous. In the case of Ver-
ifierP, the basename is chosen by the verifier and the corresponding signatures
are pseudonymous. The whole DAA protocol is modeled by the process defined
below.
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DAA = ν ñ. ν isk. let ipk = pub(isk) in !I(isk) |!VP(ipk)|!VA(ipk)
|!TP(ipk, cT )|MF(cT )

MF(cT ) = !(cpub(xid).let eps = seed(xid)in let esk = ek(eps) in
let epk = pubkey(esk) in let ekcert = ekcert(epk) in
cT 〈eps, ekcert〉)

TP(ipk, cT ) = ν m̃. TPM(cT )|Host
TPM(cT ) = cT (eps, ekcert). let esk = ek(eps) in let epk = pubkey(skt) in

cpub〈epk, ekcert〉.TPMAPI(eps)

The restrict names ñ represent the secrets (e.g., secret values and restricted
channels) shared between entities. For emphasis, we separately list the secret
key of issuer isk. The issuer I takes isk as input and verifiers VA and VP use
public key of the issuer ipk to verify signatures. Trusted platforms TP share
a restrict channel cT with the manufacturer MF. This restrict channel cT is
used by the manufacturer to inject secret information into TPM, such as the
Endorsement Primary Seed (eps).

As TPM 2.0 supports various asymmetric algorithms such as ECC and RSA,
there will be various Endorsement Keys for one TPM. It may be impractical for
manufacturer to generate all EKs and store them in TPM due to the limited
NV memory in TPM. So in TPM 2.0, the manufacturer creates an Endorsement
Primary Seed (eps) for each TPM, then generates various EKs using eps and
creates the certificate correspond to each EK. Only eps will be injected into a
TPM and when various EKs are needed, the TPM can generate them by itself
using eps.

The manufacturer is modeled by process MF. Getting input xid from public
channel Cpub corresponds to manufacturing a new TPM with a new id xid. MF
then generates eps and creates EK pair (esk, epk) and the corresponding EK
certificate ekcert, then he outputs eps and ekcert to a TPM through a restricted
channel cT . Notice here function seed and ekcert are private so that adversary
can not use seed to produce eps from xid or use ekcert to create certificates.

The restrict name m̃ in process TP represents the restricted channel between
TPM and host. Process TPM receives eps and ekcert from the manufacturer
through restricted channel cT , then it generates the EK pair (esk, epk) using
eps and outputs the public key epk and the credential ekcert to the host. We
make a simplification here: the TPM only creates one EK pair. Then the TPM
waits for calls from host by providing APIs to the host.

3.2 Formalizing DAA-related APIs in TPM 2.0 Specification

We do not formalize authorization data when formalizing APIs. While the user
may need authorization data such as passwords to call a certain command with
real TPMs, there is no authorization data in our formalization. We can view this
simplification as adversary can obtain whatever authorization data he needs. It
is direct to see that if a security property is proved even with over-approximation
of adversarys ability, then we may conclude this property holds.
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Generating DAA Secret Key. We can use two TPM 2.0 APIs to generate
the DAA secret key: TPM2 Create() and TPM2 CreatePrimary(). The TPM 2.0
specification [8] recommends TPM2 CreatePrimary() to be used to generate DAA
secret key thus the DAA secret key will always be the same no matter how
many times the credentialing process is performed. This can prevent a rogue
user from rejoining a community from which it has been barred. So we assume
TPM2 CreatePrimary() is used to generate the DAA secret key. The analysis
of TPM2 Create() is basically the same except that TPM2 Create() creates a
random key while TPM2 CreatePrimary() creates a fixed key using a secret seed
persistently stored in TPM. The formalization of TPM2 CreatePrimary() is as
follows:

TPM2 CreatePrimary() = let tsk = prf((eps, ipk)) in
let ipkbase = getparam(ipk) in
let tpk = commit(ipkbase, tsk) in
cpub〈tpk〉.

The API TPM2 CreatePrimary() uses primary seed eps and public parameters
from issuer to generate the DAA secret key tsk. DAA public key is a commitment
of tsk: tpk = com(ipkbase, tsk) = ipkbasetsk, where ipkbase is a group member.

Obtaining DAA Credential. Recall that the TPM has an asymmetric en-
dorsement key epk and the corresponding certificate ekcert. The owner of the
TPM will provide, to the issuer, the public part tpk of a TPM key tsk for which
a credential is desired along with ekcert. The issuer will verify the ekcert and
tpk to determine if he should issue a credential for tpk. If so, the issuer will issue
a credential cred for tpk, then he will generates a fresh symmetric encryption key
k, then encrypts the tuple (tpk, k) using epk to get encepk(tpk, k) and encrypts
the credential cred using k to get (cred)k. The the issuer sends encepk(tpk, k) and
(cred)k to the platform. After receiving the encrypted credential and wrapped
key, the owner will call API TPM2 ActivateCredential() using encepk(tpk, k)
as input. The TPM will first use the corresponding endorsement secret key esk
to decrypt encepk(tpk, k) and check if tpk is loaded in the TPM, if so, TPM will
output k. Note that if tpk is not resident on the TPM, then the host can not get
k thus can not decrypt (cred)k.

The formalization of TPM2 ActivateCredential() is as follows. The TPM
decrypts eblob to get (pk, k) and checks if pk is loaded in TPM, i.e., is the same
as the public key of tsk. If so, TPM outputs the symmetric key k.

TPM2 ActivateCredential() = cac(eblob).
let (pk, k) = adec(esk, eblob) in
if pk = commit(ipkbase, tsk) then
c′ac〈k〉.

DAA Signing. After a credential is obtained, the owner can sign an arbitrary
number of times using APIs TPM2 Commit() and TPM2 Sign(). Combing the two
APIs, the owner can obtain a modified Schnorr signature which can also be
regarded as a proof of knowledge of equality of discrete logarithms [9].
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We introduce the modified schnorr signature first. Given a group member
S and a string b, TPM2 Commit generates a random number r, calculates C1 =
Sr, C2 = h(b)r,K = h(b)tsk where h is a hash function and tsk is the DAA
secret key, and output C1, C2,K to the host. Host calculates a challenge c =
hash(m,C1, C2) where m is the message to be signed, then calls TPM2 Sign,
which generates a modified Schnorr signature s = r + c · tsk. The modified
Schnorr signature (s, c) is actually PK{(sk) : h(b)tsk = K ∧ Stsk = W} where
W = Stsk is stored in the host.

TPM2 Commit() is used to generate the ticket (B = h(b),K) and two random
commitment C1, C2 used in the modified schnorr signature; TPM2 Sign() uses the
same random number r used in TPM2 Commit() to produce the final signature:
s = r + c · tsk. The formalizations of TPM2 Commit() and TPM2 Sign() are as
follows:

TPM2 Commit() = cc(S, b). ν r. if S 	= none

then c′c〈commit(S, r), commit(h(b), r), commit(h(b), tsk)〉
else c′c〈commit(h(b), r),commit(h(b), tsk)〉

TPM2 Sign() = cs(c). c′s〈schnorrsig(c, r, tsk)〉

The whole TPM is formalized as follows:

TPM(cT ) = cT (eps, ekcert). let esk = ek(eps) in let epk = pubkey(esk) in
cpub〈epk, ekcert〉.
!(TPM2 CreatePrimary().
!(TPM2 ActivateCredential() | !TPM2 Commit().TPM2 Sign() ) )

Briefly speaking, the TPM receives the primary seed eps the the certificate ekcert
from the manufacture through cT , then utilizes eps to generate endorsement se-
cret key esk and output epk and ekcert to the host. After the TPM generates
the DAA secret key tsk using TPM2 CreatePrimary(), it can join many times us-
ing TPM2 ActivateCredential(), and sign unlimited times using TPM2 Commit()
and TPM2 Sign(). In process TPM, we use the form P.Q mainly for the sake
of simplicity, in which P and Q are processes. P.Q is a unconventional form,
for example, let P = C〈M〉, then P.Q= C〈M〉.Q, this case corresponds to
TPM2 CreatePrimary().Q. If P = ‘if c then P1 else P2’, then P.Q= ‘if c then
{P1.Q} else {P2.Q}’, this case corresponds to TPM2 Commit().TPM2 Sign().

4 Security Definitions

This section devises novel formalizations in the applied pi calculus for several im-
portant security properties of DAA schemes. We start by defining user-controlled
traceability and non-frameability using correspondence which is suitable for au-
tomatic reasoning. Then we propose a novel property of DAA called forward
anonymity. We propose a security definition of forward anonymity based on in-
teractive games. A symbolic definition based on observational equivalence which
is suitable for automated reasoning is also presented.
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4.1 User-Controlled Traceability

An interesting feature of DAA is to provide differing degrees of privacy. While
DAA signatures can be totally anonymous, a pseudonymous signature can be
linked to another signature by using a specific basename. So DAA schemes should
satisfy user-controlled traceability which includes the following two aspects:

- Unforgeability: This property actually is authenticity. It means if a signature
is accepted by a verifier, it must be signed by a honest TPM.

- User-controlled linkability: An adversary finds it hard to create two valid
signatures under the same secret key and basename while the output of the
algorithm Link shows the two signatures are unlinked.

In this scenario, the adversary can corrupt all the hosts of trusted platform and
communicate with TPM directly, he can also corrupt TPMs adaptively, but the
DAA secret keys of the corrupted TPMs will be added to a rogue list. The
verifier would use a algorithm RogTag to find out if the signature is signed under
corrupted DAA secret keys. Given these abilities, the adversary should not break
unforgeability and user-controlled linkability. It means the following two points:

- If a tuple (msg, bsn, sig) is verified, where msg is a message, bsn is the
basename, sig is the signature, then it will contain a output from a honest
TPM by calling TPM2 Sign() OR it is signed under a rogue tsk and there
exist a algorithm RogTag which outputs RogTag(sig, tsk) = True. AND

- There exist a algorithm link that for any valid signature sig′ signed un-
der the same identity and the same basename bsn, bsn �=⊥, the output of
link(sig, sig′) = 1(linked).

We use two tricks in formalizing user-controlled traceability in applied pi calculus
for automated reasoning. First, unforgeability means that if for each tsk in the
rogue list, RogTag(sig, tsk) = False (sig is not signed under any corrupted key)
and Verif(sig) = 1 (valid signature), then sig must be signed by an honest
TPM. However we can not maintain an unlimited rogue list in Proverif [16].
So instead, we will try to prove an equivalent proposition: if Verif(sig) = 1,
then sig is signed by an honest TPM OR it is signed under a compromised key
tsk and RogTag(sig, tsk) = True. Notice compromising a secret key tsk can
be represented by an event LeakTPM(tsk), thus we can formalize unforgeability
without formalizing an unlimited rogue list.

Second, it seems not direct to formalize linkability between any two signatures
using correspondence which can be automatically verified by ProVerif. In DAA,
a signature signed by a trusted platform contains a ticket t = (B,K), where
K = Com(B, k) = Btsk, tsk is the DAA secret key of the trusted platform,
B = hash(basename) if basename �=⊥. This ticket is used for linking and rogue
tagging. Given two signatures, if the two tickets in signatures are the same,
then these two signatures are linked. When rogue tagging, the verifier calculates
Com(B, ki) for each ki in the rogue list, then compares it to the ticket in the
signature. If they are equal, then the signature is tagged rogue. So we can prove
the existence of the algorithm link by proving a stronger property. We prove
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there exits a deterministic function Com and a valid signature always contains a
commitment=Com(basename, tsk), where tsk is the secret key that the signature
is signed under.

Using the above two tricks, the user-controlled traceability can be modeled
using correspondence. First we introduce the events we will use in our formal
definition and the definitions of RogTag and link.

- event TPM2 Sign(w, tsk). Process TPM2 Sign will execute this event just be-
fore it outputs to the host, i.e., executes c′s〈schnorrsig(digest, r, tsk)〉. Here
w is the output of TPM2 Sign and tsk is the TPM’s DAA secret key.

- event DAAVERIF(m, bsn, sig). Process verifier, i.e., VA and VP, will execute
this event after it verifies a tuple (m, bsn, sig), where m is the message, bsn
is the basename and sig is the signature, i.e., VA and VP are annotated as
: If Verif(m, bsn, sig) = 1 then event DAAVERIF(m, bsn, sig).

- event LeakTPM(tsk). This event will be executed by process TPM described
below just before the process TPM output its DAA secret key tsk to an
adversary. It means if a DAA secret key tsk is compromised, then event
LeakTPM(tsk) will be executed.

Now we introduce the process Game1 which models user-controlled traceabil-
ity. The only difference of the process TPM in Game1 from the process TPM
in section 3 is here we give adversary the ability to compromise TPMs adap-
tively. After the DAA secret key tsk is created by TPM2 CreatePrimary(), tsk
can be compromised by the adversary. Before tsk is revealed to adversary, event
LeakTPM(tsk) would be executed.

Game1 = ν ñ. ν isk. let ipk = pub(isk) in !I(isk) |!VP(ipk)|!VA(ipk)
|!TPM(cT )|MF(cT )

TPM(cT ) = cT (eps, ekcre). let skt = ek(eps) in let pkt = pubkey(skt) in
cpub〈pkt, ekcre〉.
!TPM2 CreatePrimary().
(!TPM2 ActivateCredential()
|cpub(xTag).if xTag = Rogue then event LeakTPM(tsk).cpub〈tsk〉
|!TPM2 Commit().TPM2 Sign() )

Definition 3 (User-controlled traceability). Given processes 〈I,TPM,VA,
VP〉, user-controlled traceability is satisfied if there exist deterministic functions
com and RogTag, and the process Game1 satisfies the following correspondence:
event(DAAVERIF(m, bsn, σ)) � (event(TPM2 Sign(part2(σ), tsk))∧part1(σ) =

Com(bsn, tsk)) ∨(event(LeakTPM(k)) ∧RogTag(m, bsn, σ, k) = True).
part1(σ) returns the ticket in σ and part2(σ) returns the part of σ which is
produce by TPM2 Sign.

event(DAAVERIF(m, bsn, σ)) � (event(TPM2 Sign(part2(σ), tsk))
∨(event(LeakTPM(k)) ∧RogTag(m, bsn, σ, k) = True).

implies unforgeability; part1(σ) = Com(bsn, tsk)) means a valid signature always
contains a ticket used for linking, thus implying user-controlled linkability.
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4.2 Non-frameability

We say a DAA protocol satisfies non-frameability if for a valid signature sig
which is not tagged as rogue, if sig can be linked to another valid signature sig′

signed by TPM id, then sig must contain a response from the same TPM with
identity id.

We utilize the same trick in formalizing user-controlled traceability to formal-
ize non-frameability. To avoid formalizing an unlimited rogue list, we prove an
equivalent proposition: for each signature sig which satisfies Verif(m, bsn, sig) =
1 (valid), if sig can be linked to another valid signature sig′ signed by TPM id,
then sig is generated by TPM id using the API TPM2 Sign OR, the DAA se-
cret key tsk of TPM id is corrupted and there exists a algorithm RogTag which
satisfies RogTag(m, bsn, sig, tsk) = True.

We introduce the event we will use in our formal definition.

- event ChalVerif(m, bsn, sig, tsk). This event will be executed if an adversary
produces a signature sig which can be linked to signatures signed by the
platform whose identity = id. m is the message, bsn is the basename, sig
is the signature on bsn and M , and tsk is the DAA secret key of the TPM
whose identity = id.

Now we introduce the game process modelling non-frameability.

Game2 = ν ñ. ν isk. let ipk = pub(isk) in
!VP(ipk, cV )|!VA(ipk, cV )|!TPM(cT )|MF(cT )|cpub〈isk〉 |Challenge

Challenge = cpub(id).cV (tag,msg, bsn, sig).
if tag = True then

if part1(sig) = Com(bsn, prf(seed(id), ipk)) then
event ChalVerif(msg, bsn, sig, prf(seed(id), ipk))

If a tuple (msg, bsn, sig) is verified by a verifier, the verifier will output a tag
True together with the tuple over private channel cV . After receiving a identity
id through cpub from the adversary and a valid tuple msg, bsn, sig through cV ,
the process Challenge checks if the signature sig can be linked to id by checking
if sig contains a ticket equal to the ticket produced by TPM whose identity = id
(the third line of process Challenge). If sig can be linked to TPM id, then event
ChalVerif will be executed.

Definition 4 (Non-frameability). Given processes 〈TPM,VA,VP〉, then non-
frameability is satisfied if there exist deterministic functions Com and RogTag ,and
the process Game2 satisfies the following correspondence:
event(ChanlVerif(m, bsn, σ, tsk)) � event(TPM2 Sign(part2(σ), tsk)) ∨

(event(LeakTPM(tsk))∧RogTag(m, bsn, σ, tsk) = True).

The above definition means if event(ChanlVerif(m, bsn, σ, tsk)) is executed, i.e.,
if a DAA signature σ can be linked to a TPM whose DAA secret key is tsk, then
σ must be signed using the API TPM2 Sign of this TPM, OR the key tsk has
been corrupted and the algorithm RogTag can find out.



Formal Analysis of DAA-Related APIs in TPM 2.0 431

4.3 Forward Anonymity

All the previous definitions and analyses of anonymity of DAA consider a set-
ting that the host and TPM are both honest. However, we find a DAA protocol
which is proved to be secure under former definitions of anonymity may not be
able to resist the following attack: the whole platform is honest when signing a
signature, after the signature is signed, the adversary wants to find out whether
this signature is signed by the platform, so he corrupts the host and gains infor-
mation stored in the host and the ability to directly communicate with the TPM.
With these capabilities, the adversary may be able to find out if the signature
was signed by the platform before.

We propose forward anonymity. Informally, the notion of forward anonymity
requires that the following property holds in the DAA scheme: even after an ad-
versary compromised the host of a trusted platform, he can not find out whether
a previous signed anonymous DAA signature (with basename =⊥) is signed by
this trusted platform as long as the TPM is not corrupted. Notice that gener-
ally we can not expect a pseudonymous signature to remain anonymous after
the host is compromised, because the adversary with ability to communicate
with TPM can always generate a new signature using the same basename as the
pseudonymous signature. Thus using function link, the adversary can decide if
this pseudonymous signature is generate by the platform.

The notion of forward anonymity is defined via a game played by a challenger
C and an adversary A as follows,

Initial: C runs Setup and gives the resulting isk to A. Then C generates two
identities id1 and id2 and outputs public parameters and the two identities
on a public channel.

Phase 1: The adversary makes the following requests to C: A submits a TPMs
identity id along with the name of the API he wants to use, for example,
TPM2 CreatePrimary(), and the data used in calling the API of his choice
to C, who acts as the TPM with identity id and responds with the output
of the API. Of course, we assume the adversary always follows the order of
APIs, for example TPM2 Sign() can be called only after TPM2 Commit() was
called.

Challenge:A submits a message m and a nonce nV of his choice to C. C pro-
duces two anonymous signatures, i.e. using basename = ⊥, as platforms with
identity id1 and id2 using m and nV , then output signatures to the adversary.

Phase 2: The adversary can do what he can in phase 1.
Result: The protocol satisfies forward anonymity if the adversary A cannot

distinguish between the two signatures outputted during the challenge.

Our definition of forward anonymity can be modelled by the biprocess Game3
presented below using observational equivalence. The biprocess Challenge out-
puts two anonymous signatures (i.e., with basename = none) signed by trusted
platforms whose identities are id1 and id2 using the nonce nV and the message
m. The subprocess TPM in Game3 models the API oracle in the above game-
based definition. Thus if the biprocess Game3 satisfies observational equivalence,
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then the adversary can not distinguish the two anonymous signatures even given
the API oracle, which means the forward anonymity holds.

Game3 = ν ñ. ν isk. let ipk = pub(isk) in
!TPM(cT )|MF(cT )|cpub〈isk〉 |Challenge|cpub〈id1, id2〉

Challenge = cpub(nV ,m).ν r.
let id = choice[id1, id2] in let eps = seed(xid)in
let tsk = prf(eps, ipk) in let cred = cred(isk, tsk, r) in
TPMAPI(eps)|HostSign(cred, nV , none, m)

Definition 5 (Forward anonymity). Given a pair of processes 〈TPM,Host〉,
forward anonymity is satisfied if the biprocess Game3 satisfies observational
equivalence.

5 Case Study: An ECC-Based DAA Using Asymmetric
Pairing

Based on our previous security definitions, we analyzed an ECC-based DAA
supported by TPM 2.0 specification using ProVerif. Details of this ECC-based
DAA can be found in [5]. Our general framework is suitable for analyzing other
ECC-based DAA protocols supported by TPM 2.0 specification.

5.1 Primitives and Protocol Model in Applied pi Calculus

Due to the page limit, the model will be given in the full version.

5.2 Security Analysis

After we modeled the ECC-base DAA in applied pi calculus, we use proverif to
analyze the protocol.

User-controlled traceability and non-frameability : ProVerif is able to analyze
traceability and non-frameability automatically. The ECC-based DAA satisfies
user-controlled traceability and unframeability according to our definition, i.e.
the correspondences are verified by ProVerif.

Forward anonymity: ProVerif find an attack against forward anonymity. We now
explain the attack in detail. In DAA protocol, credential is stored in host and
DAA secret key is stored inside TPM. Host uses credential and TPM to pro-
duce signatures. As is stated above, a DAA signature contains a randomized
credential credr = (R,S, T,W ) which is also a valid CL credential for the DAA
secret key k, i.e. W = Sk. So given a challenge signature which contains a
randomized credential credr=(R,S, T,W ) and two TPMs whose DAA keys are
respectively k1 and k2, the adversary can act as host using credr and two TPMs
to produce two signatures. For each TPM with secret key ki, i = 1 or 2, the ad-
versary first generates a basename bsn and calls API TPM2 Commit(S, bsn) to get
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(C1, C2,Ki = h(bsn)ki), then calls TPM2 Sign(h(C1, C2)) to generate the modi-
fied Schnorr signatures, i.e., the proof of knowledge of equality σi = PK{(ki) :
Bki = Ki∧Ski = Wi}, where B = h(bsn), Wi = Ski . Note here Wi is not known
by the adversary. As σi can only be verified using two tuples (B,Ki) and (S,Wi),
the adversary can utilize (B,Ki) and (S,W ) to verify σi, only one signature can
be verified, i.e., W = W1 or W2. So the adversary can judge which TPM signed
this signature.

Fix the DAA protocol and API to satisfy forward anonymity: The origi-
nal CL credential get from issuer is a tuple (C,D,E, F ), when signing,
the host will generate a random number l, calculate a random credential
(R,S, T,W ) = (Cl, Dl, El, F l), calls TPM2 Commit(S, bsn) and then TPM2 Sign

to get a modified Schnorr signature. The attack ProVerif found is due to
that TPM can not distinguish the original credential (C,D,E, F ) between
randomized credential (R,S, T,W ). There is no restriction of the first pa-
rameter S of TPM2 Commit(S, bsn). To revise this API, we stored D inside
TPM after the credential (C,D,E, F ) is obtained from the issuer. The orig-
inal API TPM2 Commit(S, bsn) is now revised to TPM2 CommitR(l, bsn). When
TPM2 CommitR(l, bsn) is called, TPM generate a random number r, calculates
C1 = Dlr, C2 = h(b)r,K = h(b)k where k is the DAA secret key, and output
C1, C2,K to the host. Notice now Dl is equal to the input S in the original API
TPM2 Commit(S, bsn).

Now given a signature contains a random credential (R′, S′, T ′,W ′), the ad-
versary can not calculate the number l′ which satisfies Dl′ = S′, so element
S = Dl calculate inside TPM can not be equal to S′. So the attack found by
proverif would not work: both signatures are invalid. To verify our improve-
ment, we formalized our revised API and DAA schemes in applied pi calculus
and proverif is able to prove our revised scheme satisfies forward anonymity.

6 Conclusion

We formalize DAA-related APIs in TPM 2.0 specification and present novel
symbolic definitions of user-controlled traceability and non-frameability. Then
we propose a new property of DAA called forward anonymity. We analyze the
implementation of a DAA scheme using APIs in TPM2.0 and find a weakness in
a API which leads to an attack against forward anonymity, then we propose a
security fix and verify our fix using ProVerif. Our future work includes analyzing
the computational soundness of our analysis and formalizing more APIs in TPM
2.0 using applied pi calculus.
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Abstract. Recently, extended Canetti-Krawczyk (eCK) model for Au-
thenticated Key Exchange (AKE) protocol, proposed by LaMacchia,
Lauter and Mityagin, is considered to be one of the stronger security
models that covers many attacks on existing models. Unfortunately, it
does not capture the very sensitive security barricades, the Perfect For-
ward Secrecy (PFS) and the Master Perfect Forward Secrecy (MPFS) in
ID-based setting. An ID-based AKE protocol with PFS (resp. MPFS)
ensures that the revealing of static keys of the parties (resp. the master
secret key of the private key generator), must not compromise even a
single bit of the session keys of the past sessions between the parties. In
the current status, to the best of our knowledge, there is no ID-based
eCK secure single round AKE protocol with either PFS or MPFS. Pro-
posed here, are the ID-based eCK secure single round AKE protocols
with PFS and MPFS in the random oracle model. Towards achieving
this goal, we also construct ID-based eCK secure single round AKE pro-
tocols, one without Master Forward Secrecy (MFS) and the remaining
one with MFS, almost at the same computational cost as the existing
efficient ID-based eCK Secure Single Round AKE protocols. All of our
protocols are secure under the Gap Bilinear Diffie-Hellman (GBDH) prob-
lem.

Keywords: Authenticated Key Exchange, ID-based cryptography,
eCK-secure, perfect forward secrecy.

1 Introduction

Authenticated key exchange is a cryptographic primitive that plays an impor-
tant role in secure communication and networks. Key establishment (KE) is
a mechanism through which two or more parties can establish a common key
called session key, which they can use for secure communication. If two parties
Ui and Uj establish a common session key and no other parties learn the estab-
lished session key, then the KE protocol is called an authenticated key exchange
protocol.

Peer-to-peer key exchange mechanism introduced by Diffie and Hellman in [3],
suffers from the man-in-the-middle attack because of lack of user authentication.
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Most common solution to address this issue is to combine key agreement protocol
and certificate based digital signature to achieve authenticated key agreement.
But the weakness of the certificate based key agreement protocol is to keep all
the desired certificates in a secure place, namely, with the certificate authority.
In 1984, Shamir [7] proposed an alternative idea of ID-based primitives, where
the public key is the identity. The corresponding private key is generated by
a trusted third party designated as private key generator (PKG). Thus, the
identity-based cryptosystems [15,21] simplify the process of key management.

At present, many identity-based key agreement protocols using pairings have
been proposed [5,8,13,14,16,12,11,10,17,18]. Meanwhile, a few have been pro-
posed [4,9,17,18] that are claimed to be eCK Secure.

The important security features not covered by the eCK model, are the Perfect
Forward Secrecy and the Master Perfect Forward Secrecy. An AKE protocol
with PFS [20,22], ensures that the revealing of static keys of parties by the
adversary who is actively involved to choose the message (unlike weak PFS),
can not compromise the session keys of the past sessions, between the parties.
That is, the adversary is allowed to reveal the static keys of the parties but after
the completion of the test session by the parties. Likewise, an ID-based AKE
with MPFS protects the session keys of the past sessions even after exposure
of the master secret key to the adversary. Similarly, the adversary is actively
involved to choose the message of its own choice (unlike MFS). In both these
cases, the adversary is not permitted to query the ephemeral keys for the test
session and it’s matching session.

Cas Cremers et al. [22] pointed out that using some authentication mechanism,
e.g., signature scheme, one round eCK secure AKE protocol with PFS may be
possible. Using the observation of LaMacchia et al. in [6], Huang et al. in [20]
stated that the generic signature scheme is not adequate for one round eCK
secure AKE protocol with PFS. In fact, an adversary against one round AKE
protocol using randomized signature scheme may learn the static key if the
adversary reveals these random coins and impersonates the honest party. So,
this emphasize that the signature scheme must be deterministic for this purpose.
Another required strong point is that the static key of AKE protocol should
commute with static key of the hired signature scheme. All these discussions
were made in the PKI setting.

However, managing one round eCK security with either PFS or MPFS is
harder in the ID-based setting since static keys of the parties are connected via
the master secret key. To the best our knowledge, till date, there is no ID-based
eCK secure single round AKE protocol with either PFS or MPFS. Therefore,
an eCK secure single round AKE protocol with either PFS or MPFS in the
ID-based setting, is always welcome as the first existing scheme.

1.1 Our Contribution

In this paper, we propose eCK secure ID-based single round AKE protocols, Π2

with PFS and Π4, Π5, Π6 with MPFS from GBDH problem. Towards achieving
this goal, we also construct eCK secure ID-based single round AKE protocols,
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Π1 without MFS and Π3 with MFS, at almost the same computational cost
as compared to the existing efficient eCK secure ID-based AKE protocols (for
details comparison, see table 1). We show that all these AKE protocols are secure
under GBDH problem. The main challenging task is to define the ephemeral
public key(s) and pre-session key components (i.e., the part to be hashed to
compute the final session key), so that the hard problem can be solved by these
pre-session key components if a PPT adversary breaks this protocol.

Let QA and QB be respectively the public keys1 of Alice (with identity IDA)
and Bob (with identity IDB). Let SKA and SKB denote the static key of Alice
and Bob respectively and let s be the MSK. Also let g2 := e(QA, QB). In all of

our schemes, we use one of the pre-session key components to be κ := g
s(ηA+ηB)
2 .

Another component, σ := gsηAηB

2 is used along with κ as a pre-session key part
in protocols Π1, Π2 and Π3. These components κ and σ together will help to
prove the security from GBDH problem. We analyze here, only a case, where
the adversary A is not given SKA and SKB. Similarly, other cases are handled
using either κ or σ. Let the parameters, Q, aQ, bQ, sQ of GBDH problem
be given to the simulator S and it’s task is to compute e(QA, QB)

sab. S sets
public keys as QA := aQ and QB := bQ. Let the ephemeral public key be
αA := ηAQA (for Π3, an additional ephemeral public key is βA := ηAP ) and
αB := ηBQB (similarly, for Π3, it is βB := ηBP ) respectively for IDA and
IDB. S is not aware about the ephemeral key ηB. Since, final hash H to output
the session key is used as random oracle and A succeeds the test session, A
must query with the tuple (κ = g

s(ηA+ηB)
2 , σ = gsηAηB

2 , ...) to the hash H . S
first computes gsηB

2 := σ1/ηA . Then, it computes gsηA

2 := κ/gsηB

2 . Hence, the
solution of the given GBDH problem is obtained as gs2 := (gsηA

2 )1/ηA . From the
distribution of the pre-session key components, it is immediate that the revealing
of master secret keyMSK := s implies trivially breaking the system. Therefore,
to protect the master forward secrecy, we add an additional ephemeral public
key βA := ηAP and an additional pre-session key component τ := ηAηBP .

The protocol Π2 carries one additional feature, viz, the perfect forward se-
crecy which ensures that even after the revealing of SKA and SKB, the secu-
rity of the past sessions can not be compromised. Basically, we assure that the
ephemeral keys ηA and ηB could not be known to A and to accomplish this, a
peer authentication mechanism is involved in the protocol. In peer authentica-
tion mechanism, Alice creates the peer authentication tag γA using the static
key SKA, Bob’s public key QB, ephemeral key ηA, IDA and IDB and it can
only be verified by Bob’s static SKB. Therefore, A can not create the peer au-
thentication tag γA := H2(g

sηA

2 , gs2, IDA, IDB) as he is unaware of SKA and
SKB before the completion of test session.

The protocols Π4, Π5, Π6 have the pre-session key components κ and τ .
The outgoing message from Alice, CommA consists of αA := ηAQA, β := ηAP
and a peer authentication tag γA := H2(g

sηA

2 , gs2, ∗, IDA, IDB). If the protocol

1 For ease of exposition, we slightly abuse the conventional meaning of public key, i.e.,
the public key stands for the hash value of an identity, though in ID-based setting,
identity ID plays the role of public key.



438 T. Pandit, R. Barua, and S. Tripathy

is Π4, then the ‘*’ is f sηA

A := e(sP,QA)
ηA , else it is blank. These protocols

provide an extra security barrier, viz, the master perfect forward secrecy which
allows A to learn MSK but still, the security of the past sessions must not
be compromised. Similarly as above, A can not create the peer authentication
tag γA := H2(g

sηA

2 , gs2, ∗, IDA, IDB) as he is unaware of MSK := s before the
completion of test session.

Table 1. Efficiency Comparison

Protocol Pre-Comp Post-Comp eCK MFS PFS MPFS Assump

Chow − Choo1[11] – 1P+3SM+2A X X X X BDH
Chow − Choo2[11] – 1P+5SM+2A X � X X MBDH
Huang −Cao [4] – 2P+3SM+4A � � X X BDH
Fujioka et al.[17,18] IP 1P+3SM+2A � � X X GBDH
Our Scheme Π1 1P 1P+1SM+2E � X X X GBDH
Our Scheme Π2 1P 1P+1SM+2E � X � X GBDH
Our Scheme Π3 1P 1P+3SM+2E � � X X GBDH
Our Scheme Π4 2P 2P+3SM+2E+1O � � � � GBDH
Our Scheme Π5 1P 2P+3SM+1E+1O � � � � GBDH
Our Scheme Π6 1P 3P+3SM+1E � � � � GBDH

In table 1, we show the efficiency comparison of our protocols with others.
We use some notations to explain the computational cost: P for bilinear pairing,
SM for scalar multiplication on G, A for addition of two points of the bilinear
group G, E for exponentiation in GT and O stands for decisional bilinear Diffie-
Hellman test. Pre-Comp stands for the pre-computation i.e., the computations
before choosing the ephemeral key (i.e., independent of ephemeral key). Post-
Comp denotes the rest of the computations. Assump stands for assumption. Note
that in PFS and MPFS, the adversary is actively involved, whereas, in wPFS
and MFS, it is passive.

1.2 Related Work

Chow et al.[11] proposed two efficient ID-based AKE protocols based on their
challenge response signature technique. They claimed that their protocol sup-
ports SessionKeyReveal queries in all cases and EphemeralKeyReveal queries in
almost all cases, except for the sessions owned by the peer of the test session.
Therefore, their schemes neither support the CK model nor the eCK model, as
in both model, the adversary is allowed to make the EphemeralKeyReveal for
all session except for test session and it’s matching session.

Huang et al. [4] first proposed an ID-based AKE protocol using pairing which
is provably secure in the eCK model (that includes MFS) under the BDH assump-
tion. The main non-trivial task in simulation of the eCK model is to consistently
answer the SessionKeyReveal queries, final hash oracle queries and EphemeralSe-
cretReveal queries without knowing the static key (long term secret key). They
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used a technique called the TRAPDOOR Test to handle the above queries rather
than using the Gap-CDH assumption.

A. Fujioka et al. [17] proposed eCK secure ID-Based AKE protocol with MFS
from the GBDH problem. Performance wise, it is almost the same as [4] except,
in [4], 4 addition operations are involved and the static key consists of 2 group
elements, whereas in [17], 2 addition operations are involved and the static key
consists of single group element. Later, A. Fujioka et al. in [18] extend this result
using asymmetric pairing.

Ni et al.[9] constructed a provably eCK secure ID-based AKE protocol based
on the same technique as Huang et al. However, they claimed that by using
pre-computation ahead of time (or off-line computation), the session key com-
putation time can be reduced. But the total computation cost is very high (it
requires six pairing computations).

1.3 Organization

This paper is organized as follows. For better readable, we provide a brief back-
ground eCK security model in Section 2. The proposed ID-based AKE protocols
and their security are discussed in Section 3. Finally, we conclude the work in
Section 4.

2 Preliminaries

Notation For a set X , x
R←− X denotes that x is randomly picked from X

according to the distribution R. Likewise, x
U←− X indicates x is uniformly

selected from X . poly stands for polynomial.
For details of bilinear pairing and GBDH problem, refer to [19].

2.1 Security Model

The Canetti-Krawczyk [2] security model (CK-model) for AKE gives the power
to the adversary to reveal the session state information except the test session
and its matching session. In the extended-CK (eCK) [6] security model (defined
in PKI-setting), the adversary is given full power on revealing both static and
ephemeral keys without trivially breaking the session. The eCK model captures
many security barricades that are not included by any single model, viz, weak
perfect forward security (wPFS), key-compromise impersonation (KCI) attack,
leakage of ephemeral keys attack etc. However, Cas Cremers first showed in [23]
that CK model and eCK model are formally and practically incomparable. To
achieve this result, they provide for each model some attacks on the protocols
from the literature that are not captured by the other models. Huang et al.
[4] first, formalize the eCK model in ID-Based setting, where it includes an
additional attack, viz, master forward secrecy. Here, we separate out the MFS
part from the eCK model due to Huang et al. [4] and we handle it separately,
i.e., our eCK model is inspired by the original eCK model of [6].
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Let U = {Ui : i = 1, · · · , n} be the set of parties with each party Ui having an
identity IDi being a probabilistic polynomial-time (PPT) Turing machine. The
protocol may run between any two of these parties. Each party may execute a
polynomial number of protocol instances (sessions) in parallel with other parties.
For each party Ui, there exists a public key Qi that can be derived from its
identity IDi using hash function H1. Let Commi and Commj be the outgoing
messages, consist of ephemeral public key(s) and/or authentication tag from Ui

and Uj respectively.
Let Πt

ij be a completed session run between the parties Ui and Uj . Let sid
stand for session identifier. It is defined as sid := (Commi, Commj , IDi, IDj),
where Commi and Commj are defined as earlier, IDi is the owner of the session,
IDj is peer. A session Πι

ji is said to be a matching session of Πt
ij if Πι

ji is
completed and has sid of the form (Commj , Commi , IDj , IDi).

The adversary A modelled here, is a PPT Turing machine which has full
control on the communication network over which protocol messages can be
altered, injected or eavesdropped at any time. The security of a protocol Π is
defined as an adaptive game between the parties Ui and the adversary A. This
game executes in two phases. In the first phase to capture possible leakage of
private information, the adversary is provided with the capability of asking the
following additional oracle queries in any order.

EphemeralSecretReveal(Πt
ij): A is provided the ephemeral secret key used

in sessionΠt
ij . This could be possible if the session-specific secret information

is stored in insecure memory, or if the random number generator of the party
be guessed.

SessionKeyReveal(Πt
ij): A is given the session key for Πt

ij , provided that the
session holds a session key.

Long-termSecretReveal(Ui): A obtains the long term secret key of Ui.
EstablishParty(Ui): The adversary A can register IDi on behalf of the party

Ui. In this case, A obtains the long term secret key of Ui.
Send(Πt

ij ,m): The adversary’s ability of controlling the communication net-
work is modelled by the Send query. Here, the adversary sends a message m
to party Ui in the tth session Πt

ij on behalf of party Uj and gets responses
from Ui according to the protocol specification.

The adversary begins the second phase of the game by choosing a fresh session
Πt

ij and issuing a Test(Πt
ij) query, where the fresh session and test query are

defined as follows:

Definition 1. (Fresh session) A session Πt
ij executed by an honest party Ui

with another party Uj is said to be fresh if none of the following conditions hold:

1. Uj is engaged in session Πι
ji matching to Πt

ij and the adversary A reveals
the session key of Πt

ij or Πι
ji.

2. Uj is engaged in session Πι
ji matching to Πt

ij and A issues either both the
Long-term secret key of Ui and the ephemeral secret of Πt

ij , or both the
Long-term secret key of Uj and the ephemeral secret of Πι

ji.
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3. No session matching to Πt
ij exists and the adversary A reveals either the

Long-term secret key of Uj or both the static keys of Ui and the ephemeral
secret of Πt

ij.

Definition 2. (Test Πt
ij Query:). Pick b

U←− {0, 1}. If b = 0, then set

SN ←−SessionKeyReveal(Πt
ij) else SN U←− {0, 1}μ and SN is returned to

A. Only one query of this form is allowed for the adversary. Of course, after the
Test(Πt

ij) query has been issued, the adversary can continue querying provided
that the test session Πt

ij is fresh. A outputs his guess b′ in the test session. Thus
the adversary’s advantage in winning the game is defined as

AdvΠA (λ) = |Pr[b′ = b]− 1/2|

Definition 3. (eCK Security). An authenticated key exchange protocol is said
to be secure (in the eCK model) if matching sessions compute the same session
keys and for any PPT adversary A the advantage in winning the above game is
negligible.

Definition 4. (Master Forward Secrecy). An authenticated key exchange pro-
tocol is said to be secure with MFS if the definition 3 still holds even after the
adversary is allowed to learn the master secret key2.

Definition 5. (Perfect Forward Secrecy). An authenticated key exchange pro-
tocol is said to be secure with PFS if the definition 3 still holds even when the
adversary is allowed to learn the static keys of the owner and peer but after the
completion of the test session.

Definition 6. (Master Perfect Forward Secrecy). An authenticated key exchange
protocol is said to be secure with MPFS if the definition 3 still holds even when
the adversary is allowed to learn the master secret key but after the completion
of the test session.

3 Identity-Based Single Round Authenticated Key
Exchange Protocol

Proposed below, are eCK secure ID-based AKE protocols with different ad-
ditional features, viz, Π1 without MFS, Π2 with PFS, Π3 with MFS and
Π4, Π5, Π6 with Master PFS. Although, the protocols Π4, Π5, Π6 achieve the
same security, but they have different computational cost analysis as given in
table 1. The security of all these protocols rely on the GBDH problem. All the
protocols proposed here, are based on the structure of Chow et al. [11].

2 In definition 4, A is passive in the test session, otherwise A itself chooses an
ephemeral key of the test session and trivially computes the session key.
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3.1 eCK Secure ID-Based AKE Protocol without MFS (Π1)

Described here, is our basic ID-based eCK secure AKE protocol without MFS
from GBDH problem. This has almost the same computational efficiency as
the existing protocols. A tabular representation of the protocol Π1 is given in
table 2.
Setup(1λ): Let G be a bilinear group of prime order q, and let P be a generator of
G. In addition, let e : G×G→ GT denote the bilinear map. Assume that DBDH
problem for (G,GT , e, q) is efficiently solvable. A security parameter, λ, will de-
termine the size of the groups. Let H1 : {0, 1}� → G and H : {0, 1}� → {0, 1}μ,
where μ = poly(λ), be hash functions. The PKG chooses s

U←− Zq as MSK.
Then, it declares the public parameters as PP := {G,GT , e, P, sP,H,H1}
KeyGen(PP,MSK, IDA): It first, computes the public key of the party IDA as
QA := H1(IDA). Then, it sets the long term secret key of the party IDA as
SKA = sQA.
KeyAgreement: The following is the description of a single round ID-based key
exchange protocol between two parties with identities IDA and IDB.

Table 2. Our eCK secure ID-Based AKE Protocol without MFS (Π1)

IDA IDB

QA := H1(IDA),SKA := sQA QB := H1(IDB),SKB := sQB

Pre-Comp: gs2 := e(SKA, QB) Pre-Comp: gs2 := e(SKB, QA)

ηA
U←− Zq, αA := ηAQA ηB

U←− Zq, αB := ηBQB

CommA := (αA)−−−−−−−−−−−−− >
< −−−−−−−−−−−−−CommB := (αB)

gsηB2 := e(SKA, αB) gsηA2 := e(SKB , αA)
κAB := (gs2)

ηA .gsηB2 , σAB := (gsηB2 )ηA κBA := gsηA2 .(gs2)
ηB , σBA := (gsηA2 )ηB

SNAB := H(κAB, σAB, P, sP, sid) SNBA := H(κBA, σBA, P, sP, sid)
sid := (CommA, CommB , IDA, IDB)

Pre-Computation : Let g2 := e(QA, QB). The parties IDA and IDB respectively
compute gs2 := e(SKA, QB) and gs2 := e(SKB, QA). (This is independent of
ephemeral key)

Post-Computation : The party IDA picks an ephemeral key ηA
U←− Zq and

sends the ephemeral public key αA := ηAQA to IDB. Similarly, the party
IDB sends the ephemeral public key αB := ηBQB to IDA. Upon receiving
the message CommB = αB from IDB, the party IDA computes the pre-
session key components as gsηA

2 := (gs2)
ηA , gsηB

2 := e(SKA, αB), κAB :=

gsηA

2 .gsηB

2 = g
s(ηA+ηB)
2 , σAB := (gsηB

2 )ηA = gsηAηB

2 . Finally, IDA computes
the session key as SNAB := H(κAB, σAB, P, sP, sid), where the session iden-
tifier sid is given by (CommA, CommB, IDA, IDB). Similarly, Upon receiv-
ing CommA = αA from IDA, the party IDB computes the pre-session key
components as gsηB

2 := (gs2)
ηB , gsηA

2 := e(SKB, αA), κBA := gsηA

2 .gsηB

2 =



eCK Secure Single Round ID-Based Authenticated Key Exchange Protocols 443

g
s(ηA+ηB)
2 , σBA := (gsηA

2 )ηB = gsηAηB

2 and the session key is computed as
SNBA := H(κBA, σBA, P, sP, sid).

Theorem 1. If the GBDH assumption holds for (G,GT , e, q) and H,H1 are
random oracles, then the proposed Protocol (Π1) is eCK secure.

See footnote 3.

Table 3. Our eCK secure ID-Based AKE Protocol with PFS (Π2)

IDA IDB

QA := H1(IDA),SKA := sQA QB := H1(IDB),SKB := sQB

Pre-Comp: gs2 := e(SKA, QB) Pre-Comp: gs2 := e(SKB, QA)

ηA
U←− Zq, αA := ηAQA ηB

U←− Zq, αB := ηBQB

γA := H2((g
s
2)

ηA , gs2, IDA, IDB) γB := H2((g
s
2)

ηB , gs2, IDB , IDA)

CommA := (αA, γA)−−−−−−−−−−−−− >
< −−−−−−−−−−−−−CommB := (αB , γB)

gsηB2 := e(SKA, αB) gsηA2 := e(SKB , αA)

It checks γB
?
= H2(g

sηB
2 , gs2, IDB , IDA) It checks γA

?
= H2(g

sηA
2 , gs2, IDA, IDB)

If it is false, then aborts If it is false, then aborts
κAB := gsηA2 .gsηB2 , σAB := (gsηB2 )ηA κBA := gsηA2 .gsηB2 , σBA := (gsηA2 )ηB

SNAB := H(κAB, σAB, P, sP, sid) SNBA := H(κBA, σBA, P, sP, sid)
sid := (CommA, CommB, IDA, IDB)

3.2 eCK Secure ID-Based AKE Protocol with PFS (Π2)

In this section, we present an ID-based eCK secure AKE protocol with PFS.
The extra feature, PFS allows the adversary to learn the static key SKA and
SKB with similar kind of security guarantee but after the completion of test
session. Here, the adversary may actively involve to choose the message of its
own choice. The computational efficiency of this protocol is almost the same as
existing efficient eCK secure AKE protocol.
Setup(1λ): This is almost similar to protocol Π1, except there is an additional
hash H2 : {0, 1}� → {0, 1}μ in PP.
KeyAgreement and Pre-Computation: Same as protocol Π1.
Post-Computation: Similar to protocol Π1, except IDA (resp. IDB) additionally
computes an authentication tag γA (resp. γB) and upon receiving CommB (resp.
CommA) from IDB (resp. IDA), it checks the tag γB (resp. γA). For details,
refer to table 3.

Theorem 2. If the GBDH assumption holds for (G,GT , e, q) and H,H1, H2 are
random oracles, then the proposed Protocol (Π2) is eCK secure with PFS.

3 Due to page limitation, the proof of theorem 1, 2, 3 and 4 will be found in the full
version.
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3.3 eCK Secure ID-Based AKE Protocol with MFS (Π3)

We describe here, an ID-based eCK secure AKE protocol with MFS from GBDH
problem. Note that we separate out the MFS part from the definition of eCK
security. This protocol achieves the same computational cost in G as compared
to the existing most efficient eCK secure AKE protocol in random oracle model.
Setup,KeyAgreement and Pre-Computation : Same as protocol Π1

Post-Computation: Almost similar to protocol Π1, except there will be an addi-
tional component βA := ηAP (resp. βB := ηBP ) in CommA (resp. CommB).
For details, see the table 4.

Table 4. Our eCK secure ID-Based AKE Protocol with MFS (Π3)

IDA IDB

QA := H1(IDA),SKA := sQA QB := H1(IDB),SKB := sQB

Pre-Comp: gs2 := e(SKA, QB) Pre-Comp: gs2 := e(SKB , QA)

ηA
U←− Zq, αA := ηAQA, β := ηAP ηB

U←− Zq, αB := ηBQB, βB := ηBP
CommA := (αA, βA)−−−−−−−−−−−−− >
< −−−−−−−−−−−−−CommB := (αB , βB)

gsηB2 := e(SKA, αB) gsηA2 := e(SKB, αA)
κAB := (gs2)

ηA .gsηB2 , σAB := (gsηB2 )ηA κBA := gsηA2 .(gs2)
ηB , σBA := (gsηA2 )ηB

τAB := ηAβB τBA := ηBβA

SNAB := H(κAB, σAB , τAB , P, sP, sid) SNBA := H(κBA, σBA, τBA, P, sP, sid)
sid := (CommA, CommB, IDA, IDB)

Theorem 3. If the GBDH assumption holds for (G,GT , e, q), CDH assumption
holds for (G, q) and H,H1 are random oracles, then the proposed Protocol (Π3)
is eCK secure with MFS.

3.4 eCK Secure ID-Based AKE Protocol with MPFS (Π4)

Presented here, is an ID-based eCK secure AKE protocol with Master PFS. The
Master PFS guarantees the security of past session of AKE protocol, even after
exposure of MSK to the adversary, i.e., the adversary may know the master
secret keyMSK but after the completion of test session. In this case, the adver-
sary is forbidden to query the ephemeral keys of either side of the test session.
For details, refer to table 6.
Setup and KeyAgreement: Same as protocol Π2.
Pre-Computation: Let g2 := e(QA, QB). The parties IDA and IDB compute
gs2 := e(SKA, QB), f

s
A := e(QA, sP ) and gs2 := e(SKB, QA), f s

B := e(QB, sP )
respectively. (This is independent of ephemeral key)
Post-Computation: Due to space restriction, we leave the details.

Theorem 4. If the GBDH assumption holds for (G,GT , e, q), CDH assumption
holds for (G, q) and H,H1, H2 are random oracles, then the proposed Protocol
(Π4) is eCK secure with Master FPS.
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Table 5. Our eCK secure ID-Based AKE Protocol with MPFS (Π4)

IDA IDB

QA := H1(IDA),SKA := sQA QB := H1(IDB),SKB := sQB

Pre-Comp: gs2 := e(SKA, QB) Pre-Comp: gs2 := e(SKB , QA)
Pre-Comp: fs

A := e(QA, sP ) Pre-Comp: fs
B := e(QB, sP )

ηA
U←− Zq, αA := ηAQA, βA := ηAP ηB

U←− Zq, αB := ηBQB, βB := ηBP
γA := H2((g

s
2)

ηA , gs2, (f
s
A)

ηA , IDA, IDB) γB := H2((g
s
2)

ηB , gs2, (f
s
B)ηB , IDB, IDA)

CommA := (αA, βA, γA)−−−−−−−−−−−−− >
< −−−−−−−−−−−−−CommB := (αB , βB , γB)

gsηB2 := e(SKA, αB), fsηB
B := e(αB , sP ) gsηA2 := e(SKB , αA), fsηA

A := e(αA, sP )
IDA checks two relations below IDB checks two relations below

DBDH(P, sP, βB = ηBP,QB, f
sηB
B )

?
= 1 DBDH(P, sP, βA = ηAP,QA, f

sηA
A )

?
= 1

γB
?
= H2(g

sηB
2 , gs2, f

sηB
B , IDB, IDA) γA

?
= H2(g

sηA
2 , gs2, f

sηA
A , IDA, IDB)

If at least one of them is false, If at least one of them is false,
then it aborts else proceeds then it aborts else proceeds

κAB := gsηA2 .gsηB2 , τ := ηAβB κBA := gsηA2 .gsηB2 , τBA := ηBβA

SNAB := H(κAB , τAB, P, sP, sid) SNBA := H(κBA, τBA, P, sP, sid)
sid := (CommA, CommB, IDA, IDB)

3.5 eCK Secure ID-Based AKE Protocol with MPFS (Π5)

In this section, we propose an ID-based eCK secure AKE protocol with MPFS
which requires less pairing computations than previous eCK secure protocol with
MPFS (Π4).
Setup,KeyAgreement and Pre-Computation: Same as protocol Π2.
Post-Computation: For details refer to table 6.

Theorem 5. If the GBDH assumption holds for (G,GT , e, q), CDH assumption
holds for (G, q) and H,H1, H2 are random oracles, then the proposed Protocol
(Π5) is eCK secure with Master FPS.

Proof. The proof is similar to that of theorem 4.

3.6 eCK Secure ID-Based AKE Protocol with MPFS (Π6)

This is similar to protocol Π5, except the oracle test DBDH(P, sP, ηBP ,

QB, f sηB

B )
?
= 1 is replaced by e(αB, P )

?
= e(βB, QB). Due to space limitation, we

omit details.
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Table 6. Our eCK secure ID-Based AKE Protocol with MPFS (Π5)

IDA IDB

QA := H1(IDA),SKA := sQA QB := H1(IDB),SKB := sQB

Pre-Comp: gs2 := e(SKA, QB) Pre-Comp: gs2 := e(SKB , QA)

ηA
U←− Zq, αA := ηAQA, βA := ηAP ηB

U←− Zq , αB := ηBQB, βB := ηBP
γA := H2((g

s
2)

ηA , gs2, IDA, IDB) γB := H2((g
s
2)

ηB , gs2, IDB, IDA)

CommA := (αA, βA, γA)−−−−−−−−−−−−− >
< −−−−−−−−−−−−−CommB := (αB , βB , γB)

gsηB2 := e(SKA, αB), fsηB
B := e(αB , sP ) gsηA2 := e(SKB , αA), fsηA

A := e(αA, sP )
IDA checks two relations below IDB checks two relations below

DBDH(P, sP, ηBP,QB , fsηB
B )

?
= 1 DBDH(P, sP, ηAP,QA, f

sηA
A )

?
= 1

γB
?
= H2(g

sηB
2 , gs2, IDB , IDA) γA

?
= H2(g

sηA
2 , gs2, IDA, IDB)

If at least one of them is false, If at least one of them is false,
then it aborts else proceeds then it aborts else proceeds

κAB := gsηA2 .gsηB2 , τAB := ηAβB κBA := gsηA2 .gsηB2 , τBA := ηBβA

SNAB := H(κAB , τAB , P, sP, sid) SNBA := H(κBA, τBA, P, sP, sid)
sid := (CommA, CommB, IDA, IDB)

4 Conclusion

We have proposed here, single round eCK secure AKE protocols with PFS and
MPFS in the ID-based setting from GBDH problem as the first existing schemes.
To have these protocols, we applied the peer authentication mechanism, where
Bob can verify Alice’s message by only his static key. Due to this mechanism,
our schemes seem to be efficient.
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Abstract. People need to communicate each other in many emerging
networks, i.e., in ad hoc networks. To ensure the security for group
communication, group key management as a fundamental cryptographic
primitive has been proposed. Although many proposals with regard to
group key managemet have been introduced, they cannot be efficiently
applied to realize secure subgroup and intergroup communications. In
this paper, we propose two group key distribution schemes providing
efficient solutions to these two problems. Our protocols do not require
interaction between users. Storage and computation analyses show that
our proposals are secure and efficient, compared with existing schemes.
Based on those basic schemes, we further present extensions for multipar-
tite groups, by which the efficiency is greatly improved in this scenario.

Keywords: Group key distribution, ad hoc networks, Secure group com-
munication, Access control polynomial.

1 Introduction

With the development of communication technologies and distributed compu-
tation, there is an increasing demand of group communication so that people
can communicate each other. Group communication brings new security con-
cerns over the transmitted information among many participants. Among these
concerns, a major one is to achieve confidentiality in the sense that only the in-
tended users can understand the messages transmitted among the group. Group
key distribution is fundamental cryptographic primitive for such applications.

As a special application scenario, in ad hoc networks, group key distribution
mechanism should provide some more robust and flexible functionalities. Since
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every node is mobile and keeps in touch with other nodes in dynamic mode,
ad hoc network is self-organizing and without fixed infrastructures. Due to its
self-organizing property, ad hoc network is very useful in disaster rescuing and
battle field, et al. However, it is also challenging to guarantee secure commu-
nications in ad hoc networks as the involved nodes are generally with limited
computational/storage capability, instable open communication, and the nodes
may dynamically leave and join the system.

To address the problem regarding key distribution for ad hoc network, Zou,
Dai and Bertino [31] proposed a group key distribution scheme based on the
Access Control Polynomial (ACP). When distributing the private keys to the
group members, a trusted center server constructs a polynomial by using the
hash values of those private keys, and publishes the corresponding coefficients. In
such a way, each involved participant can obtain the session key by re-evaluating
the function with those polynomial coefficients at the point of her hash value,
while any other participant not in the group can get no information useful.

The Zou-Dai-Bertino scheme [31] supports group communication in the dy-
namic environment. The involved members can dynamically leaving the system.
Their scheme can resist various threats including external and internal attacks.
However, there are still several issues with regard to group key distribution have
not been well addressed in ad hoc setting. Specifically, their scheme cannot effi-
ciently support secure subgroup communication or session key update. Also, it
cannot support secure intergroup communication.

1.1 Our Contributions

We focus on subgroup key distribution and inter-group key distribution. Our
contributions including the following aspects.

Our starting point is the Zou-Dai-Bertino group key distribution protocol
[31]. The original Zou-Dai-Bertino protocol does not support secure subgroup or
inter-group communication. We first extend the Zou-Dai-Bertino protocol with
subgroup communication. For an initial group of n users, the dealer publishes
n+1 polynomials and assigns each member with a secret value. In this way, not
only all the members in the initial group, but also those in every sub-group can
share a distinct secret session key without interactions with other ones; all the
users excluded from the intended subgroup cannot get any useful information
about the subgroup secret key, even if these excluded users collude together.
This feature enables our subgroup protocol especially suitable to the situations
in which the participants are with limited computation capacities and bounded
communication channels, i.e., they are difficult to update the keys due to heavily
computations and highly interactions.

We next extend our extend our basic protocol with secure intergroup commu-
nication. To this end, we incorporate the elegant asymmetric group key agree-
ment idea introduced by Wu et al. [22]. Specifically, n+ 1 extra public keys are
computed and published by the key dealer. Due to the aggregatability of the pub-
lic keys and the polynomials, the users in different initial groups can exchange
secret messages with the ElGamal’s public-key crypto-system. This provides an
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efficient way to allow the participants in different groups to communicate with
each other.

Finally, we further extend the above two schemes for multipartite groups. The
entire initial group is logically divided into disjoint subgroups and each subgroup
joins or leaves the system in an united way. Then the above basic protocols
are applied to each of these subgroups. In this way, the protocol establishment
communication and computation overheads are reduced. Analyses show that,
compared with the existing schemes, our schemes are more efficient in terms of
communication, computation and storage costs.

1.2 Related Work

Group key management is fundamental to secure group communications and has
been extensively investigated. Most group key management schemes fall into two
categories. One is referred to as group key agreement/exchange, by which the
group members jointly establish a confidential broadcast channel among them.
The other is referred to as group key distribution (or broadcast encryption or
conference key distribution in different references), in which a trusted dealer
is employed to help the group members to establish a confidential broadcast
channel among the members.

The group key agreement protocols allow a group of users to negotiate a
common secret key via open insecure networks. Then, a confidential intragroup
broadcast channel can be established without relying on any trusted key server.
The earlier efforts for group key agreement protocols [4,19] were made to estab-
lish the group key among a static group of users. The subsequent efforts have
been made to dynamic group key agreement [18] in which members can join
and leave. Logical key hierarchy has been proposed and improved to achieve
better efficiency for the member joining and leaving the system [11, 13, 16]. It
has been shown [17] that, in the worst case for a group with n members, logical
key hierarchy requires O(log n) rounds of interactions to support its member’s
dynamic behavior. In this sense, the protocol proposed by Yu, Sun and Liu [25]
is optimal for member changes in a key tree structure. Then, a protocol [6] with-
out employing a tree-like key structure is presented by Dutta and Barua, which
achieves constant rounds of interactions for member dynamics.

Recently, a new asymmetric group key agreement paradigm has been pro-
posed. In traditional group key agreement, whenever a user wants to securely
communicate with a group, she or he has to first join the group and run a group
key agreement which usually requires multiple rounds of interactions. To address
these limitations, Wu et al. [22] introduced the new notion of asymmetric group
key agreement and realized the first one-round protocol. In their proposal, in-
stead of a common secret encryption key, a common public encryption key is
negotiated while each member holds a different decryption key. The original
asymmetric group key agreement is secure against passive attacks. Subsequent
efforts [26–30] have been made to ensure asymmetric group key agreement secure
against active attacks in public-key infrastructure, identity-based and certifi-
cateless cryptosystem settings. More recently, Wu et al. [23,24] further extended
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asymmetric group key agreement so that the sender is allowed to exclude the re-
ceivers on demand. The proposal [24] allows runtime revocation of any subgroup
of members without any extra interactions among the members. In contrast, the
proposal in [23] requires one-round interactions among the neighboring members
of the revoked users but enjoys more efficient system setup.

There are also two types of group key distribution systems. The first is the
symmetric group key distribution in which a trusted key dealer generates the
secret keys to potential users. Only the key dealer can send confidential messages
to the members and only the intended members can read the encrypted messages.
Member addition/deletion is not allowed in the early protocol [10]. Broadcast
encryption usually involves group key distribution mechanism to allow the sender
to runtime choose the intended receiver subset. This notion was first formalized
by Fiat and Naor [7]. The tree-like key structures [9, 20] have been proposed
to improve efficiency in symmetric-key broadcast encryption schemes, while the
work [5] is also efficient without using any key tree structure.

In the asymmetric setting, Naor and Pinkas [14] formalized the public-key
broadcast encryption model and realized the first scheme. Their scheme can re-
sist collision attacks up to a threshold of revoked users. Boneh et al. [3] proposed
a fully collusion-resistant public-key broadcast encryption scheme built from bi-
linear parings. Their scheme has O(

√
n) complexity in key size, ciphertext size

and computation cost. A recent scheme [15] further reduces the size of the key
and the ciphertexts. An up-to-date scheme [8] strengthens the security concept of
public-key broadcast encryption schemes while keeping the same O(

√
N) com-

plexity as [3]. The key management for the encryption in Differential Access
Control, i.e., broadcast encryption, are considerer by [1, 2, 12, 21]. Furthermore,
Zou, Dai and Bertino [31] proposed a scheme based on the innovative concept
of Access Control Polynomial for trusted collaborative computing.

2 Preliminaries

2.1 Review of Zou-Dai-Bertino Scheme

We first briefly review the key management mechanism which is proposed by Zou,
Dai and Bertino [31]. In which, an innovative construction of an Access Control
Polynomial is introduced to distribute the group keys. Particularly, their scheme
is efficient when deployed in the highly dynamic environments, i.e., where the
users are allowed to dynamically join and leave.

Suppose q be a large prime and H : {0, 1}∗ → Fq be a collision-resistent
hash function. There is a trusted Dealer who deals with key agreement and
distribution for the group members U = {U1, · · · , Un}. Each user Ui ∈ U has
been given a private key xi which is distributed by the Dealer in advance. For
any given session key k ∈ Fq for group communication, it cannot be distributed
directly to the group members. Otherwise, once one member loses the key, it may
threaten the communication of the whole group. In addition, the transmission
may be tapped by some other person. Thus, the Dealer constructs a polynomial
over Fq[x] as follows:
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f(x) = (x−H(x1, z))(x−H(x2, z)) · · · (x−H(xn, z)) + k,

where z ∈R Fq is a random integer. Then, rewrite the polynomial f(x) as follows

f(x) = anx
n + · · ·+ a1x+ a0.

The Dealer broadcasts the vector (a0, a1, · · · , an) and the random integer z to
the group members.

In this way, each member Ui in the group can use her private key xi, the
random integer z and the hash function H to compute the session key as k =
f(H(xi, z)) without making any interactions with others. Furthermore, when
some member leaving or joining into the group, the Dealer constructs a new
polynomial by using the new members’ private keys:

f ′(x) = (x−H(x1, z
′)) · · · (x−H(xn+1, z

′)) + k′

= a′n+1x
n+1 + · · ·+ a′1x+ a′0,

and broadcasts the new vector (a′0, · · · , a′n+1) and the random integer z′.
It is easy to see that, the hash function H can improve the security of the

scheme. Even if an attacker obtains a H(xi, z), he cannot get the private key xi.

2.2 Problem Statements

Zou, Dai and Bertino’s scheme [31] is efficient when implemented in the dynamic
scenario. However, it still shows some weaknesses when applies to some real world
scenarios, i.e., in a disaster relief situation as follows.

First, the membership of the group is fixed before setting off. For ensure the
secure communication among the group members, there exists a trusted center
server (i.e., the Dealer) to select and distribute the keys. Every group member
receives a private key xi and a random integer z, and computes the session key
k. Then later on, in the wild, members may leave the group for different reasons
and the facility may get lost, which means that the group session key should be
updated. Thus, the members should request the Dealer for redistributing a new
session key. However, in the wild, the Dealer may be unavailable, and thus it is
impossible to update the session key by the Dealer.

Second, consider the situation that all the subsets of the group need secure
communication. If distributing a distinct session key for each subgroup, then
there are in total 2n − n − 1 (= Cn

n + Cn−1
n + Cn−2

n + · · · + C2
n) keys should

be distributed before the staffs setting off. By using Zou, Dai and Bertino’s
scheme [31], it means that there would be 2n − n − 1 polynomial coefficient
vectors and random values should be published. Obviously, the complexity of
secure subgroup communication is very high.

Third, there would be several teams, which managed by the same Dealer,
jointly participate in the disaster relief. For ensuring successful cooperations
among teams, secure intergroup communication is required. In this situation,
every external people who wants to contact a group should request the Dealer
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for distributing a new polynomial, thus, not only the efficiency would degrade,
but also even worse that the Dealer maybe unavailable.

To well address those problems, we propose two efficient group key distribution
schemes in the upcoming section.

3 Our Basic Schemes

3.1 Subgroup Key Distribution

By using only n+1 random polynomials, our subgroup key distribution scheme
can provide a way to distribute the session keys for all the subgroups.

Suppose q be a large prime and H : {0, 1}∗ → Fq be a collision-resistent
hash function. There is a trusted Dealer who deals with key agreement and
distribution for the group members U = {U1, · · · , Un}. Each user Ui ∈ U has
been given a private key xi which is distributed by the Dealer in advance. We
also assume that the group member would leave the group separately, and would
not make any cooperations once they are left.

– The Dealer selects n+ 1 polynomials and n + 1 random integers as follows,
of which f0(x) contains all the members’ private keys {xi : 1 ≤ i ≤ n}, while
fi(x) excludes the member Ui’s private key xi. Specifically, k0 is chosen as
the session key for the whole group.

f0(x) =

n∏
i=1

(x −H(xi, z0)) + k0

fi(x) =

n∏
j=1,j �=i

(x−H(xj , zi)) + ki for every 1 ≤ i ≤ n

– The Dealer rewrites all the polynomials and publishes all the corresponding
coefficient vectors {(ai,0, · · · , ai,n) : 0 ≤ i ≤ n} and the random integers
{zi : 0 ≤ i ≤ n} to group members.

– For secure communication with regard to the whole group, each member
Ui can recover the session key by computing k0 = f0(H(xi, z0)) without
interacting with others.

– For secure communication with regard to some subgroup S ⊂ U , each mem-
ber Ui ∈ S first computes the polynomial

fS(x) =
∑
Uj∈S

fj(x),

where S = U \ S. Then, calculates the session key as

kS = fS(xi) =
∑
Uj∈S

kj .

Thus, the session key for secure subgroup S communication is also recovered
without any interaction with others.
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Theorem 1. The above proposed subgroup key distribution scheme is correct.

Proof. Since the session key k0 for the whole group is recovered in the same way
as that in Zou, Dai and Bertino’s scheme [31], we then focus on the correctness
for recovering the session key for a subgroup.

As we know, the polynomial f0(x) contains all the members’ private keys
{xi : 1 ≤ i ≤ n}, while fi(x) does not include xi. Thus, the group member Ui

cannot obtain the random value ki. For a subgroup S ⊂ U , each member Ui ∈ S
can compute every kj = fj(H(xi, zj)) where Uj �∈ S. Thus, we have

kS = fS(xi) =
∑
Uj∈S

fj(H(xi, zj)) =
∑
Uj∈S

kj .

For each member Ui ∈ S, she can only obtain

k′
i = fi(H(xi, zi)) +

∑
Uj∈S\{Ui}

fj(H(xi, zj)) = fi(H(xi, zi)) +
∑

Uj∈S\{Ui}
kj .

Since fi(H(xi, zi)) �= ki, each member Ui ∈ S gets a different random value
k′
i. ��

It is easy to see that our first scheme provides a solution to the former two
problems that discussed in Section 2.2. To put it simply, the Dealer selects n+1
polynomials and publishes n+1 vectors and random integers among the group.
Thus, when some member is leaving or some subgroup would like to commu-
nicate internally, the new session key can be computed locally by adding the
corresponding function evaluations, i.e., they can be calculated without contact-
ing the Dealer and any help from other members.

3.2 Intergroup Key Distribution

Regarding the third problem that discussed in Section 2.2, we present an in-
tergroup key distribution scheme. We assume that the Dealer is responsible for
key distribution for many groups. On the high level, the ElGamal asymmetric
cryptographic scheme is used to ensure the confidentiality when external staffs
(in some other group) communicating with the group members. That is, by
publishing one public key for each group, the external staffs can use the ElGa-
mal encryption scheme to securely communicate with the internal members. In
this way, the efficiency is greatly improved when compared with Zou, Dai and
Bertino’s original scheme [31].

The Dealer randomly picks a large prime q such that q − 1 has a large prime
factor, then chooses a primitive root g. The following description is based on the
subgroup key distribution scheme.

– For each random value ki (0 ≤ i ≤ n) that chosen in the subgroup key distri-
bution scheme, the Dealer computes yi = gki mod q. The Dealer publishes
{q, g, y0, · · · , yn} as the public key, by which the external staffs (in other
groups) can securely communicate with the group members.
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– When some external staff wants to send a message M (0 ≤ M ≤ q−1) to all
the group members, he picks a random integer r ∈R [0, q− 1] and computes

R = y0
r mod q, C1 = gr mod q and C2 = RM mod q.

At last, the external staff sends the ciphertext (C1, C2) to the group mem-
bers. When received the ciphertext (C1, C2), the group members can com-
pute

R = C1
k0 mod q and M = C2R

−1 mod q,

then get the message M .
– When some external staff wants to send a message M (0 ≤ M ≤ q − 1)

to some subgroup S ⊂ U , he picks a random integer r ∈R [0, q − 1] and
computes

R =

⎛⎝ ∏
Uj∈S

yj

⎞⎠r

mod q, C1 = gr mod q and C2 = RM mod q.

At last, the external staff sends the ciphertext (C1, C2) to the group mem-
bers. When received the ciphertext (C1, C2), each group member in S can
compute

R = C1
kS mod q and M = C2R

−1 mod q,

then get the message M .

Theorem 2. The above proposed intergroup key distribution scheme is correct.

Proof. The correctness with regard to the secure communication between the
external staffs and all the group members is straightforward. We then focus on
the correctness when some external staff communicating with a subgroup.

Since

R =

⎛⎝ ∏
Uj∈S

yj

⎞⎠r

mod q =
(
g
∑

Uj∈S kj
)r

mod q = grkS mod q = C1
kS mod q,

thus M = C2R
−1 mod q follows. ��

3.3 Security Analysis

We now analyze the security of our basic scheme. Since all the polynomials are
independent, we can discuss the security for just one of them. On one hand,
we consider the key space and the brute-force attacks. For any random integer
k ∈R [0, q − 1], by the brute-force attacks, the attacker can guess either the
session key k directly or the users’ private keys xi, or H(xi, z), so that he can
compute the session key from one of them. For a group with n members, there
is one k and n pairs of xi and H(xi, z), i.e., the guessing space is 2n + 1, and
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the guess probability to hit k is (2n+ 1)/q. It is easy to see, the more members
in the polynomial, the higher the probability of the success of the brute-force
attacks. But for a fixed group, we can select a large prime q randomly, in this
way, the brute-force attacks will be impossible.

On the other hand, we consider the internal attacks. Regarding the subgroup
key distribution scheme, if some group member wants to participant in a com-
munication that does not include him, then he should guess a private key of some
others or the session key directly. As we discussed, he can only succeed with neg-
ligible probability. Furthermore, even though the attacker obtains some H(xi, z),
he cannot get the private key xi due to one-way property of hash function H .

From those analyses, we can conclude that our schemes are secure against
both external and internal attacks.

3.4 Complexity Analysis and Comparison

In this section, we briefly analyze the storage complexity and the computation
complexity of our subgroup key distribution scheme, and compare them with
that of [31] as shown in Table 1.

Consider a group consists of n members and every subgroup can make secure
communication. For our subgroup key distribution scheme, the Dealer constructs
n+1 random polynomials. Thus, each group member stores his own private key
and n+1 coefficient vectors and n+1 zi-es, i.e., the storage complexity in both
sides of the Dealer and the member is O(n2). While in the scheme of [31], there
are 2n−n− 1 polynomials in total, and the storage complexity is O(2nn2). Our
scheme consumes much less storage spaces.

We then consider the computation complexity. In the Dealer side, for con-
structing each polynomial, he should compute n or n−1 hash evaluations which
are independent from other parts, and n− 1 or n− 2 multiplications over Fq. In
detail, they take O(nH) and O(n2) computation costs, respectively, i.e., the total
computation complexity of one polynomial is O(n2). In total, the Dealer’s com-
putation complexity of n + 1 polynomials is O(n3), while it should be O(n22n)
in [31].

For the computation complexity for the group members, the main time-
consuming computations in both our scheme and that of [31] are H(xi, z) mod q,
H(xi, z)

2 mod q, · · · , H(xi, z)
n mod q. Then the total computation complexity

of our scheme is O(n2), while it is O(n) in [31].

4 Extensions for Multipartite Groups

It is easy to see that, if the group consists of too many members, then both
our basic schemes and that of [31] are not efficient enough. Thus, we proceed
to consider a case with regard to multipartite groups, i.e., the whole group can
be logically divided into little disjoint subgroups, that is, U = U1 ∪ · · · ∪ Ut and
Ui ∩ Uj = ∅ if i �= j and i, j ∈ [1, t], and each subgroup would join or leave the
system unitedly. Instead of generating a random polynomial for each participant,
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Table 1. Comparison of Storage and Computation Complexities

Schemes Storage Complexity Computation Complexity

[31]
Dealer O(2nn2) O(2nn2)
Users O(2nn2) O(n)

Ours
Dealer O(n2) O(n3)
Users O(n2) O(n2)

the Dealer only generates a polynomial for each of such subgroup. In this way,
the storage spaces, the computation costs and the communication overheads can
be significantly reduced.

4.1 Subgroup Key Distribution for Multipartite Groups

Suppose q be a large prime and H : {0, 1}∗ → Fq be a collision-resistent hash
function. There is a trusted Dealer who deals with key agreement and distribu-
tion for the group members U = {U1, · · · , Un}. Each subgroup Ui has been given
a private key ui which is shared by its members and distributed by the Dealer in
advance. We also assume that the subgroup Ui would leave the group separately
and unitedly, and would not make any cooperations once they are left.

– The Dealer selects t+1 polynomials and t+1 random integers as follows, of
which f0(x) contains all the subgroups’ private keys {ui : 1 ≤ i ≤ t}, while
fi(x) excludes the subgroup Ui’s private key ui. Specifically, k0 is chosen as
the session key for the whole group U .

f0(x) =

t∏
i=1

(x−H(ui, z0)) + k0

fi(x) =
t∏

j=1,j �=i

(x−H(uj, zi)) + ki for every 1 ≤ i ≤ t

– The Dealer rewrites all the polynomials and publishes all the corresponding
coefficient vectors {(ai,0, · · · , ai,t) : 0 ≤ i ≤ t} and the random integers
{zi : 0 ≤ i ≤ t} to group members.

– For secure communication with regard to the whole group, each member
Uj ∈ Ui can recover the session key by computing k0 = f0(H(ui, z0)) without
interacting with others.

– For secure communication between many subgroups S ⊂ {U1, · · · ,Ut}, each
member Ui ∈ S first computes the polynomial

fS(x) =
∑
Uj∈S

fj(x),

where S = {U1, · · · ,Ut} \ S. Then, calculates the session key as

kS = fS(ui) =
∑
Uj∈S

kj .
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Thus, the session key for secure communication between many subgroups is
also recovered without any interaction with others.

Theorem 3. The above proposed subgroup key distribution scheme for multi-
partite groups is correct.

The proof is omitted due to its similarity to that of Theorem 1.

4.2 Intergroup Key Distribution for Multipartite Groups

The Dealer randomly picks a large prime q such that q − 1 has a large prime
factor, then chooses a primitive root g. The following description is based on the
subgroup key distribution scheme for multipartite groups.

– For each random value ki (0 ≤ i ≤ t) that chosen in the subgroup key dis-
tribution scheme, the Dealer compute yi = gki mod q. The Dealer publishes
{q, g, y0, · · · , yt} as the public key, by which the external staffs (in other
groups) can securely communicate with the group members.

– When some external staff wants to send a message M (0 ≤ M ≤ q−1) to all
the group members, he picks a random integer r ∈R [0, q− 1] and computes

R = y0
r mod q, C1 = gr mod q and C2 = RM mod q.

At last, the external staff sends the ciphertext (C1, C2) to the group mem-
bers. When received the ciphertext (C1, C2), the group members can com-
pute

R = C1
k0 mod q and M = C2R

−1 mod q,

then get the message M .
– When some external staff wants to send a message M (0 ≤ M ≤ q − 1) to

many subgroups S ⊂ {U1, · · · ,Ut}, he picks a random integer r ∈R [0, q− 1]
and computes

R =

⎛⎝ ∏
Uj∈S

yj

⎞⎠r

mod q, C1 = gr mod q and C2 = RM mod q.

At last, the external staff sends the ciphertext (C1, C2) to the group mem-
bers. When received the ciphertext (C1, C2), each group member in S can
compute

R = C1
kS mod q and M = C2R

−1 mod q,

then get the message M .

Theorem 4. The above proposed intergroup key distribution scheme for multi-
partite group is correct.

The proof is omitted due to its similarity to that of Theorem 2.
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4.3 Discussions

As analyzed in Section 3.4, the storage and computation complexities of our
extended subgroup key distribution scheme for multipartite groups are only de-
pendent upon the subgroup number t. Thus, compared with our basic scheme,
the storage complexity is reduced from O(n2) to O(t2) in both sides of the Dealer
and users. Besides, the computation complexity for the Dealer is reduced from
O(n3) to O(t3), and for the user side, it is from O(n2) to O(t2). Since t can be
much less than n, the efficiency is greatly improved in our extensions.

For example, suppose there is a group U with 1000 participants. Implemented
by our basic scheme, the Dealer will generate 1001 polynomials with degree 1000
or 999. However, if the group U can be logically partitioned into 100 subgroups
such that each subgroup consists of 10 members, then only generate 101 poly-
nomials with degree 100 or 99 should be generated and published.

5 Conclusion

We proposed two efficient group key distribution schemes which can be applied
to the ad hoc networks. The first one extends the regular functionality of exist-
ing group key distribution, which also distributes a secret session key for each
subgroup, thus, everyone in a subgroup can share a session key independently.
Therefore, the whole scheme not only satisfies the requirement of efficiency and
security for the group key distribution, but also can guarantee the security of
communication among subgroups and the security of the communication under
the circumstance that the members of the group may leave at any time but the
Dealer is unavailable again. Thus, it is very suitable for some relatively separate
networks which have limited computing capacity and cannot communicate with
the outside world. The second one is designed based on the ElGamal asymmetric
key scheme, which allows members in the group to communicate with external
people securely. Thus, when secure communication should be carried out with
external people, the second extended scheme can be used, which only incurs sev-
eral additional public values. In addition, those schemes are further extended to
support key distribution for multipartite groups. By computation and storage
complexities analyses, our schemes are more efficient than the existing scheme.

Note that as most existing schemes, in our schemes, the functionality of allow-
ing the new members to join the system is not as efficient as supporting dynamic
leaving, thus, we leave it as an open problem on how to improve those efficiency.
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Abstract. As sensor nodes are deployed in an open and hostile environ-
ment, they are vulnerable to various attacks. It is of critical importance
to be able to revoke compromised nodes in order to ensure the confiden-
tiality of data traversing in the network. In this work, we propose a novel
key revocation scheme which is a hybrid of centralized and distributed
methods. The design of our scheme is based on Chan et al. (2005) but
eliminates the requirement of prior knowledge. It mainly consists of a
voting procedure among nodes and a global revocation by the base sta-
tion. We also modify existing distributed revocation properties in Chan
et al. (2005)’s protocol and extend them to key revocation properties of
any hybrid schemes based on the voting process.

Keywords: wireless sensor networks, key revocation, secret sharing.

1 Introduction

Due to constrained computational resources and the fully distributed nature
of wireless sensor networks, ensuring the security of wireless sensor networks
is a constant challenge for both researchers and network designers [13,14]. One
particular challenge is key management in wireless sensor networks. Unlike tra-
ditional wired networks, public key cryptography and trusted sever methods
are not suitable because of the high computational overhead and the lack of a
trusted infrastructure. Key pre-distribution schemes are generally regarded as
the most effective key management schemes and have been extensively studied in
the literature. However, several open problems remain, especially in the area of
key revocation. Despite the importance of key revocation protocols, they receive
much less attention than key distribution or establishment protocols (see [1,4,5]).
Sensor nodes deployed in an open and hostile environment can be compromised
by an adversary, and it is critical that sensor networks should have the ability
to revoke secret keys of compromised nodes as quickly as possible to prevent the
adversary taking control of the network.

Generally speaking, existing revocation schemes can be categorized into three
classes (based on the involvement of central authority and sensor nodes), namely:
centralized, distributed and hybrid. The centralized key revocation requires a

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 462–475, 2014.
c© Springer International Publishing Switzerland 2014



A Novel Hybrid Key Revocation Scheme 463

central authority to detect and revoke compromised nodes. The risk is a sin-
gle point of failure. The distributed method involves node collaboration in the
revocation process. This improves reaction time but results in a more complex
network design. In hybrid schemes, centralized and distributed methods are com-
bined to increase revocation efficiency and accuracy. This is the basis of our
proposed scheme in this paper. Hybrid scheme requires node co-operation on
the voting procedure. Using the distributed method in our proposed scheme re-
sults in improved response time in the neighborhood and the centralized method
realizes complete revocation in the entire network.

It should be noted that there are two known issues in several previously pub-
lished distributed revocation schemes, such as the work presented by Chan et
al. [2] and Chao et al. [3]. Firstly, each node is required to pre-load votes against
all participants. Then the network topology needs to be known or broadcast to
all participants before the deployment. However, this is not always possible for
many applications. Secondly, only participants of the compromised node are no-
tified of the revocation, and other nodes in the network will not be aware of the
revocation. If a path-key between two nodes is established through a compro-
mised node, packets through that node can be eavesdropped or even selectively
dropped. More concerning, the revoked node can be re-inserted in other parts
of the network via a colluding node [21]. In this paper, we modify Chan et al.’s
[2] protocol in order to address the two above-mentioned issues. Our scheme
uses autonomous generation and distribution of secret shares by sensor nodes
to eliminate prior knowledge constraint, and a base station is used to realize
complete revocation in the network. We demonstrate that our modified scheme
is more efficient than Chan et al.’s protocol [2] in terms of space requirement,
computational complexity and communication load.

The rest of the paper is organized as follows. In the next two sections, we
describe several published revocation protocols for wireless sensor networks and
the background materials. Our proposed revocation scheme, its security and
performance are discussed in sections 4, 5 and 6 respectively. The last section
concludes the paper.

2 Related Work

The centralized key revocation scheme was first presented by Eschenauer and
Gligor [10]. In their scheme, the controller node broadcasts a revocation message
in the network. To encrypt the message, it also unicasts a unique signature key
to each node. Wang et al. [11] subsequently proposed another centralized scheme
which uses session key distribution to update keys, thus excluding compromised
nodes from the network. It is more efficient than the method of Eschenauer and
Gligor since it only needs a single broadcast. In order to enhance the security of
Wang et al.’s scheme, dynamic sessions were introduced by Park et al. [12]. The
base station distributes a new session key when a compromised node is detected,
thus minimizing any potential damages due to the compromised node.

Unfortunately, existing centralized revocation schemes may face the single
point of failure. In order to avoid this problem and improve reaction time, Chan
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et al. presented the first distributed revocation scheme in [15] and extended it
in [2]. They designed a voting procedure to revoke a compromised node and
provided a precise definition of distributed revocation properties. Then Chao et
al. [3] described a novel distributed revocation scheme based on Chan et al.’s
scheme. They used Blom’s matrix concepts [18] to achieve better performance in
terms of space requirement, computational complexity and communication load.
Their scheme also satisfies five distributed revocation properties.

Sanchez and Baldus [20] presented a hybrid revocation scheme for mobile
sensor networks which are a subset of wireless sensor networks. They used lo-
cal key revocation in a mobile sensor network, and global key revocation and
replacement between other mobile sensor networks. Since their underlying key
pre-distribution schemes are pool-based, the update of the key pool is also re-
quired to avoid key pool depletion. Jiang et al. [16] proposed yet another hybrid
revocation scheme based on the key establishment in [6]. For intra-cluster, nodes
vote against the compromised node and the cluster head broadcasts a revocation
message when revocation is verified. For inter-cluster, if a cluster head is com-
promised, keys stored in the head are updated. This scheme has faster reaction
time, less space storage and communication overhead. Chattopadhyay and Tu-
ruk [9] described an improved hybrid scheme based on Chan et al.’s scheme [2].
By utilizing hexagonal regions in the construction of the network model, they
designed a voting process based on trivariate polynomials and introduced the
concept of monitor nodes. This scheme eliminates the simplifying assumption of
prior knowledge in Chan et al.’s scheme and also increases the security resilience.

3 Background

3.1 Definitions and Assumptions

The definition of terms used in our scheme is as follows:

1. Neighborhood refers to the communication range of a node.
2. Voting members are nodes that establish pairwise keys with another node,

and the former is known as the voting members of the latter node.
3. Local voting members are nodes that establish a direct-keyed link with an-

other node, and all local voting members are in the neighborhood of the
latter node.

4. Local broadcast refers to the broadcast in the neighborhood of one node.
Each local broadcast takes no more than Δl time to fully propagate in the
entire neighborhood.

Generally, the revocation process is performed based on the following assump-
tions.

– Assumption 1 : Nodes are immobile.
– Assumption 2 : Similar to an intrusion detection system, the detection system

has low rates of false positive and false negative. Therefore, if a compromised
node is discovered by a neighboring node, it can also be discovered by other
nodes in the same neighborhood.
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– Assumption 3 : Broadcast authentication schemes, such as μTESLA scheme
in [8], should be utilized to ensure the security of broadcast messages from
the base station.

– Assumption 4 : The underlying key pre-distribution scheme is the random-
pairwise key scheme presented by Chan et al. [2], any hybrid scheme of
random key pre-distribution and λ-secure key establishment schemes, such
as Liu and Ning [17] or any key pre-distribution scheme that provides deter-
ministic node-to-node authentication.

– Assumption 5 : The base station distributes a secret key to each sensor node,
which is used to authenticate communications between the node and the
base station.

– Assumption 6 : The functionality to defense against Sybil attacks already
exists in the revocation scheme, such as [19].

– Assumption 7 : If the degree of a node is less than the number dmin, it will
be discovered and centrally revoked by the base station [2].

– Assumption 8 : The revocation process in our proposed scheme is conducted
among m non-compromised nodes.

Table 1 describes the notations used in our scheme.

Table 1. Notations used in the scheme

Notation Description

n Number of sensor nodes in the network.

m Number of nodes that can establish pairwise keys with one node.

t Threshold number of votes against a compromised node.

Δl Maximum time for a local broadcast to fully disseminate.

Δn Maximum time for a network-wide broadcast to fully disseminate
(Δn > Δl).

Δs Duration of a single revocation session in which the node is in an active
state (Δs > 2Δl).

Δr Maximum time for a single revocation procedure, from the cast of the
first vote to the complete revocation of the node from the network.

Δi Maximum time for any node to send a message to the base station.

Δp Maximum time for any node to restart path-key establishment with
another node.

dmax Maximum number of nodes that can establish a direct-keyed link with
one node (dmax � m).

dmin Minimum number of a node’s degree at which a node with a lower dmin

is revoked by the base station (dmin > t).

H(x) Cryptographic hash of a value x.

Ek(M) Message encrypted by key k using authenticated-encryption mode.
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3.2 The Adversarial Model

We now describe the five properties of the adversarial model.

– Property 1 : The adversary is able to select and capture a small number of
nodes in the network.

– Property 2 : When a node is compromised by an adversary, all data stored
on this node is revealed to the adversary.

– Property 3 : Compromised nodes have the ability to drop packets selectively
and collude with each other by exchanging information.

– Property 4 : The adversary will not be able to delay or jam neighborhood-
wide or network-wide communications where both source and destination
nodes are not compromised, since there is a sufficient number of legitimate
nodes to forward packets.

– Property 5 : Random node captures do not influence the connectivity of the
whole network.

4 Proposed Revocation Scheme

Our proposed scheme has four phases, namely: initialization, connection estab-
lishment, process of session revocation, and completion of revocation.

4.1 Initialization

We assume the base station assigns a randomly chosen and unique ID for each
node i before deployment, denoted as IDi. Each ID has the same size lenid.
There are two ways to distribute information required by the key revocation.
For the off-line initialization, our scheme pre-loads some secrets for each node.
Based on Shamir’s threshold algorithm [7], the base station generates a (t− 1)-
degree polynomial for each node. Therefore each node i owns a secret Si.

f(x) = Si + a1x+ a1x
2 + ...+ at−1x

t−1 (1)

Each node stores its unique polynomial (see Equation (1)) and Hash(Si) in
their memory. Each node i is also assigned a mask, Maski, to be used with
other nodes to encrypt and/or decrypt the vote against it. This results in a
relatively small memory consumption in sensor nodes, but it does not incur any
communication overhead. For the online initialization, the base station needs
to unicast the polynomial, hashed secret and mask to each node, which will
significantly increase the communication load particularly when the number of
sensor nodes in the network increases. Thus, we decide to adopt the off-line
initialization phase in our scheme.



A Novel Hybrid Key Revocation Scheme 467

4.2 Connection Establishment

After the key establishment phase, we assume that each node stores two lists
of keys indexed by the node’s ID. For each node i, these two lists include in-
formation about the partner nodes (i.e. nodes that share a pairwise key with
node i). The first list is a local link list, which records information about nodes
that have established a one-hop encrypted link with the node i. The pair in
node i’s local link list is denoted as < IDj ,Kij >. The second (and final) list
is a path-key list. If node i shares a path-key with node j, it records a list
of < IDj,Kij , IDN1 , IDN2 , ..., IDNk

> where IDN1 , IDN2 , ..., IDNk
denote the

IDs of intermediate nodes. Each node has the ability to check the record of the
path-key list to determine whether a compromised node is an intermediary. We
also assume that each node has a revocation list, which is empty initially. When
a node is compromised, other nodes will add this node’s information to the list
to prevent re-insertion.

For the connection establishment, if two nodes share pairwise keys after the
key establishment phase, they are voting members for each other. Our pro-
posed scheme has an additional vote generation phase (compared to Chan et
al.’s scheme). For each node i, it computes m secret shares for the m voting
members. Here we assume the generated shares have the same size of secret Si,
denoted as lens. The IDs of the voting members are used as inputs in the unique
polynomial, which outputs Sij for each member j. Node i then sends Sij , Maski
and Hash(Si) (which are encrypted by its pairwise key with node j and unicast)
to all members in the network. Upon receiving node i’s message, node j decrypts
the message with the correct pairwise key and stores the secret share, hash value
and mask in its memory, presented as < IDi, Sij ,Maski, Hash(Si) >. As a re-
sult, each node only has the ability to vote against partner nodes (i.e. nodes that
it has established pairwise keys with). If a node repeatedly refuses to send masks
and secret shares to other nodes, it will be regarded as a malicious node since it
wants the number of votes against it lower than the threshold t. Consequently,
other nodes will drop links with this particular node after several (failed) at-
tempts. Therefore, the malicious node with a low degree will be discovered and
revoked by the base station [2].

4.3 Process of Session Revocation

In the process of session revocation, each node has two states. For node i, it
maintains a waiting state at the beginning of the current session s. When it
detects a compromised node a or receives the first vote against node a, it changes
its state to active and immediately starts the timer for the session revocation.
The duration of the timer is predetermined. At the same time, node i broadcasts
the vote against the compromised node while continuing to receive, verify and
record the votes until the time expires. Upon expiry, the node i terminates the
current session and goes into the waiting state of the next session s+ 1.

Figure 1 outlines the procedure of a session revocation.
We now present the voting procedure. When the node i discovers the malicious

behavior of node a, it encrypts the ID, IDi, and secret share given by a, Sai,
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Fig. 1. The process of session revocation
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under Maska and broadcasts this message. It broadcasts the vote in both the
current and next sessions, which ensures the vote cast near the expiry time of the
current session will be fully disseminated to local voting members and counted
by them in the next session. When a node j receives a vote, it decrypts the
message by using the correct mask. It then stores the pair of IDi and Sai, and
re-broadcasts the message. If a node receives the message but cannot decrypt
it, it drops it. To avoid Denial of Service (DoS) attacks, only voting members
re-broadcast the vote.

4.4 Completion of Revocation

When the timer of node i expires, each voting member terminates the current ses-
sion and calculates the number of stored shares. If the number reaches threshold
t, it can compute the secret Sa by using at least t pairs of IDs and corresponding
shares. Then the node compares the hash value of the result with Hash(Sa) in
its memory. If they are not equal, the node clears all the pairs it has received. If
they are equal, the revocation is verified. It cuts off links with node a by clearing
the pair of node ID and key in its local link list, and adds this information to a
revocation list. Then it broadcasts Sa encrypted by Maska. At the same time,
it informs the base station of the revocation information and encrypts Sa using
the secret key shared with the base station, prior to clearing all session-related
information. Figure 2 outlines the process of revocation completion for a local
voting member.

Once the message is received by non-local voting members, the message will
be decrypted and the hash of Sa will be compared against Hash(Sa) stored in
the memory of the non-local voting members. If the verification returns true (i.e.
both values are equal), the non-local voting members will remove the associated
pairwise key with a in their path-key lists and store the pair of node a and path-
key in the revocation list. They will also re-broadcast this revocation message.
Otherwise, they will ignore this message.

Once the base station receives the revocation messages, it will compute
Hash(Sa) and compare it against the stored value. If both values are equal,
the base station will broadcast the revocation message of node a in the network,
and consequently, all non-voting members will be notified of the revocation. The
non-voting members will then add a’s information in the revocation list, as well
as checking their path-key list to determine whether node a is an intermedi-
ary. If a is found to be an intermediary, the path-key establishment phase will
commence with the node in the path-key record.

5 Security Analysis

In this section, we evaluate the revocation scheme against schemes in [2] and
[3] based on distributed revocation properties proposed in [2]. As the proper-
ties are designed to analyze distributed revocation schemes (rather than hybrid
schemes), we make a slight modification of the bounded time in Chan et al.’s
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Fig. 2. The process of revocation completion
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property 4 [2]. The below (modified) revocation properties can also be used to
evaluate revocation schemes based on the voting procedure.

Property 1 (Completeness). If a compromised node is detected by t or more
non-compromised neighboring nodes, then it is revoked from the entire network
permanently (i.e. its subsequent re-insertion into another part of the network is
not possible).

Proof. We assume that node a is captured by an adversary and node i is the
first voting member of a to cast the vote in current session s. There are two
scenarios which we need to consider. In general, we suppose the first vote is cast
at time t0 and node i’s timer expires at time t3.

In the first scenario, we also assume that at least t− 1 local voting members
cast their votes before a time t1. If t3− t1 suffices for a maximum local broadcast
time Δl, each of these members can propagate their votes to every local member
based on assumption 4 of the adversarial model (see section 3.2). Then each local
voting member can receive at least t votes against a in current session.

In the second scenario, we assume that t− 2 local voting members have cast
their votes and another local voting member casts its vote at a time t2. If t3− t2
is less than Δl, node i may not receive the vote before its timer expires. Then
less than t members can receive all t votes. However, in the proposed scheme,
each node casts its vote in both the current session and the next session. At time
t3, node i starts the timer for session s+1 and casts its vote. Other t− 1 voting
members will also cast their votes immediately at their expiry time. We suppose
all t− 1 voting members start the next session and cast their votes before time
t4. Since Δs > 2Δl, t4 − t3 is less than Δl. Therefore, when node i’s timer for
session s + 1 expires at time t5, node i has sufficient time to receive all other
t− 1 votes for t5 − t4 > Δl.

In both above scenarios, any node receiving at least t votes against a has the
ability to compute the secret, verify it and revoke node a if the revocation is
verified. Then they broadcast the revocation message to other voting members
and inform the base station, and the latter will broadcast the revocation message
to non-voting members in the network. In accordance with assumption 4 of the
adversarial model, all broadcast can be received in bounded time. Therefore,
all nodes in the network are notified of the revocation. Since each node records
the information of the compromised node in a revocation list, node a cannot be
re-inserted in other parts of the network and is removed permanently.

Property 2 (Soundness). If a node is revoked from the network, then at least
t nodes must have agreed on its revocation.

Proof. To revoke a compromised node a, at least t pairs of node IDs and secret
shares need to be tallied to calculate the secret Sa. Based on the property of
Shamir’s threshold scheme, any t − 1 or fewer shares cannot decide the exact
value of the secret. Hence, the revocation does not take place.

Property 3 (Bounded Time Revocation Completion). Revocation deci-
sion and execution occur within a bounded time period (let this bound be Δr)
from the time of sending the first revocation vote.
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Proof. When the first vote is broadcast by node i, this node immediately
starts the timer for the current revocation session. Then the maximum duration
of the vote broadcast in the neighboring area is Δl. So the total time from the
broadcast of the first vote until the expiry of all voting members’ timers is equal
to (Δl+Δs). Since local voting members need to inform the base station of the
revocation when the revocation is verified, the time takes at most Δb. According
to assumption 4 of the adversarial model, the time required by the base station
to fully disseminate revocation messages to the entire network is at most Δn. If
the compromised node is another node’s intermediary (as indicated in the path-
key record), the particular node will need to restart the path-key establishment
with the node in the path-key record. This takes at most Δp. Therefore, the
bounded time Δr is at most (Δl +Δs +Δb+Δn +Δp).

Property 4 (Unitary Revocation). Revocations of nodes are unitary (all-or-
nothing). Specifically, if a node is revoked in one part of the network, then it
will be revoked in the entire network within a bounded time (let this bound be
Δd). If it is not revoked in one part of the network, then it will not be revoked
in any part of the network in the time prior to the last Δd time period.

Proof. If a node is revoked in one part of the network, local voting members
in that part can calculate the correct secret and then re-broadcast it in the
neighborhood. Non-local members can verify the received revocation message.
At the same time, local voting members also send the secret to the base station
which takes Δb. Therefore, the time for the revocation broadcast sent by the
base station to reach the entire network is at most Δn. Some nodes may need to
restart the path-key establishment if the compromised node is an intermediary in
the path of linking multi-hop nodes. Thus, all nodes in other parts of the network
will be notified of the revocation and revoke the node within (Δb+Δn +Δp).

For the converse statement, if a node is revoked in any part of the network
before the last (Δb+Δn+Δp) time period, it must be revoked from one part of
the network. From the above proof, it easily follows that if a node is revoked in
one part of the network, it will be revoked from the entire network and, therefore,
it will be revoked in any specific part of the network.

Property 5 (Revocation Attack Resistance). If c nodes are compromised,
then they can only revoke at most αc other nodes where α is a constant and
α ( m

t .
Proof. If c nodes are compromised, they can get at most c ∗ dmax decrypted

votes. Since nodes are static, at most c∗dmax

t non-compromised nodes are revoked.

If α = dmax

t , then α ( m
t for dmax ( m.

Schemes presented by Chan et al. [2] and Chao et al. [3] claim to satisfy the five
distributed revocation properties. However, non-voting members are not aware
of the revocation, thus violating the completeness property. In our scheme, the
base station informs every sensor node of the revocation information. With the
combination of the revocation list and intermediary checking, the compromised
node will not be able to eavesdrop or re-join the network.
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6 Performance Analysis

We now analyze the performance of our proposed scheme in three aspects, in-
cluding its space requirement, communication overhead and computational com-
plexity – see Table 2.

In our proposed scheme, in terms of

– storage space, each node is preloaded a polynomial. After the key establish-
ment and connection establishment phases, the node stores pairwise key lists,
secret shares, masks and hash values of its m voting members. In each re-
vocation session, nodes also store t votes temporarily. So each node requires
a storage space of O(m · t). Since the threshold value is a small constant
compared with m, the storage requirement equals O(m).

– communication overhead, nodes exchange masks, secret shares and hash val-
ues with their voting members in the connection establishment for vote veri-
fication. Thus the communication overhead associated with vote verification
equals O(m). In the voting process, each vote includes a pair of node ID and
secret share. The communication overhead occurred is O(1).

– vote generation, calculation and verification, each node needs to produce
m secret shares based on its preloaded (t − 1)-degree polynomial in the
connection establishment process. So the complexity equals O(m · t). In vote
calculation, each voting member receiving at least t votes is required to
work out a (t − 1)-degree polynomial to get the secret, which generates a
computational complexity of O(t·t). During verification, each voting member
operates hash function on the secret and compares it against a value stored
in memory. Thus the complexity is only O(1).

Table 2. Comparative summary of key revocation schemes

[2] [3] Proposed Scheme

Space requirement O(stotal·m·logm) O(stotal ·m) O(m)

Communication overhead
per vote broadcast

O(logm) O(1) O(1)

Communication overhead
per vote verification

O(m) O(m) O(m)

Computational complexity
per vote generation

0 0 O(m · t)

Computational complexity
per vote calculation

O(t · t) O(t · t) O(t · t)

Computational complexity
per vote verification

O(logm) O(1) O(1)

It is clear that our proposed scheme is more efficient than Chan et al.’s scheme
[2] in terms of space requirement, computational complexity and communication
load. As our scheme has less space storage requirement than Chao et al.’s scheme,
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it would be a more suitable candidate to be deployed on resource constrained
devices. Moreover, as both Chan et al. and Chao et al.’s schemes require prior
knowledge of deployment, they are impractical for deployment in many real-
world applications. Our scheme avoids the limitation of vote pre-distribution by
introducing a vote generation step in the connection establishment phase.

7 Conclusion

Key revocation protocols are an important component in ensuring the security
of communications in wireless sensor networks. Research on effective and low
cost revocation protocols will ensure the security of the entire network when
nodes are compromised by a malicious adversary, as well as making efficient use
of sensors’ power in resource constrained environment.

We proposed a novel key revocation scheme, which eliminates the limitation
of requiring prior knowledge before deployment. Our scheme satisfies the five
essential security properties and achieves better performance in terms of space
requirement, computational complexity and communication overhead.

Future research will include extending our research to distributed or hybrid
revocation schemes for key-pool based pre-distribution protocols. Since key-pool
based schemes lack node-to-node authentication and revoking many keys may
deplete the key pool, it is a challenge to design accurate and efficient revocation
protocols. Thus, it is not surprising that there are few, if any, published work on
this topic.
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Abstract. Rational parties in secure two-party computation (STPC) are will-
ing to maximize their utilities. However, they have no incentives to cooperate in
STPC under correctness and exclusivity assumptions since cooperation will bring
them inferior utilities. Consequently, both parties will not participate in STPC.
Therefore, new methods must be introduced to make parties cooperate such that
they can complete this computation task. In this paper, we redefine utility consid-
ering the notion of reputation derived from social cloud to promote cooperation.
In social cloud, parties form their reputation when they interact with others. Par-
ties will get a higher utility if they have a higher cooperative reputation. Therefore
they have incentives to cooperate. The computation of reputation is completed in
the social cloud, which reduce the computation work for parties. Furthermore, we
prove that given proper parameters in rational STPC, it is possible to construct an
efficient computation protocol, where only one exchanging round in the second
stage of the hybrid protocol.

Keywords: Game theory, Social cloud, Reputation.

1 Introduction

STPC means that two distributed and distrustful parties want to compute a functional-
ity using their respective inputs. The computation should be secure in the presence of
some attacks, which are considered as corrupted by an external adversary. Traditionally,
there are three kinds of adversaries (1) semi-honest adversary properly who follows the
protocol except to keep a record of all its intermediate computations; (2) malicious ad-
versary who may arbitrarily deviate from the specified program of a two-party protocol;
(3) covert adversary who may arbitrarily deviate from the protocol specification in an
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attempt to cheat, but do not wish to be “caught” doing so. Recently the notion of ra-
tional adversary is put forward to reason why parties have incentives to deviate from
the protocol. Rational parties are a bit like covert adversaries while the latter ones have
incentives to cheat without considering their utility. Since parties will inevitably have
some profit motives in realities, rational parties can better characterize the incentives
for parties in many commercial, political, and social settings.

Social cloud is one of such social settings, where parties therein dynamically share
resources utilizing relationships established among members in a social network. In
fact, parties especially the ones in commercial, political, and social settings can not get
off a network, such as a social network. Social network is becoming an everyday part of
many people’s lives as evidenced by the large user communities. For example, Facebook
has over 400 million active users. Individual users in social network have finite capacity
and limited capability. However, many users may have surplus capacity or capability to
share with others. A social cloud leverages preexisting trust relationships between users
to mutually share in the social network. Each user accumulates his reputation according
to the trust relationships. Furthermore, the reputation may affect the way others interact
with him. For example, users incline to share his resource with users who have good
reputation other than users with bad reputation. Motivated by this, we conclude that
if reputation derived in the social cloud is considered into the utility definition, then
rational parties in STPC have sufficient incentives to cooperate with the other party.
Therefore, we fill the gap between social cloud and rational STPC such that rational
parties participate in the protocol by utilizing the reputation derived from social cloud.

1.1 Related Works

Marks originally defines the social cloud towards the view of social networks [16] by
means of OpenSocial [18]. Pezzi [19] presents a social cloud to develop self-organizing
and resilient communities without giving any architectural details. Chard et al. [5] form
a dynamic social cloud to leverage trust relationships among users. MyExperiment [20]
for biologists and nanoHub [11] for the nanoscience community are such two exam-
ples to coordinate research communities. Social cloud is different from P2P network
[6,13,14,21] in that the former is based on the encoded relationships. However so-
cial cloud follows a group-based cloud model rather than the completely decentralized
model in P2P network. Social cloud can be also used to support scientific collabora-
tion, such as SEIT@Home [12] and Folding@Home [3] etc. Chard and Caton [5] also
consider how to measure social compliance utilizing reputation in social cloud.

In rational STPC scenario, the main task is to find an equilibrium such that parties
have incentives to cooperate. Wang et al. [22] bridge social network and rational STPC
without consider the cloud scenario. They also add reputation into the utility definition to
boost cooperation [23]. S.J.Ong et al. [17] present a secret sharing scheme with an honest
minority and a rational majority. Lysyanskaya and Triandopoulos [15] discuss rational
secure multi-party computation in the presence of rational parties and malicious adver-
saries in universal composable (UC) model [4]. Very recently, Garay et al. [7] discuss
the incentives in rational cryptographic protocols and model them as a two-party game
between an protocol designer and external attacker. They did a good job of explaining
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the attacker’s incentives considering costly corruption. In this paper, we take different
step in the same direction and explain the incentives considering the effect of reputation.

1.2 Motivations and Contributions

As mentioned above, the main task of rational STPC is to encourage both rational par-
ties to cooperate with each other. Besides, we also try to decrease the round complexity
in the second stage for the sake of efficiency. The decisions for rational parties whether
cooperate or not depend on their utilities. In previous works, the utility is defined sim-
ilar to prisoner’s dilemma (PD). However, it is well known that in one shot PD game,
cooperation is not dominated strategy for both parties. New methods are expected to
promote cooperation between them. In social cloud, parties form reputation when they
repeatedly interact with each other and they are willing to cooperate with those who
have high reputation. If reputation is introduced into rational STPC, then parties have
incentives to cooperate with each other instead of non-cooperation. Motivated by this,
we add reputation as an important part in utility. We also reconstruct the hybrid protocol
in the presence of rational parties with new utility definition.

The basic frame of our protocol is similar to [1,10], which consists of two stages.
The first stage is an ideal one, where a trusted party receives the inputs of both par-
ties, computes specific functionality using the inputs, generates multiple shares of the
functionality for each round at the second stage and finally assigns the shares to parties
respectively. The trusted party chooses a right round such that parties can not obtain
enough shares to retrieve the output before this round and both parties will retrieve
the output after this round. Note that the probability that parties successfully guess the
right round is small. Parties hoping to get the output of the functionality have to enter
the second stage of the hybrid protocol. The second stage is a process for exchanging
shares. Here cooperation means that parties are willing to send shares and fink means
the opposite way. Mutual cooperation denotes that both parties send their shares to his
opponent and finally successfully exchanging their shares. Consequently, parties may
retrieve the result of the function using their shares. Previously, constant rounds in the
second stage of the protocols are needed to achieve desirable secure property like fair-
ness. The seminal part of this paper lies in that rational parties utilize reputation derived
from social cloud such that there only need one round for parties to exchange shares.
The reason is that cooperation is the only way to increase their utility. Otherwise they
will get an inferior utility.

2 New Utility Based on Social Cloud Settings

The interactions between two rational parties in one round of rational STPC are pre-
sented in Fig. 1. In realities, people incline to cooperate with others who have good rep-
utation.The new definition of utility consists of three assumptions. Equation (1)-(3) give
the expression of each assumption respectively. Let Rb

−b(t)
O ∈ (−1, 1) denote the rep-

utation of Pb received from the social cloud with the outcome O ∈ A in the tth round.
Let τb(o) = Rb

−b(t)
o−Rb

−b(t− 1)o denote the increment of reputation. In other words,
parties gain positive reputation if they cooperate and negative reputation if they fink.
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(5)

(3)

(2)

Parties Face book Social cloud

Initial  reputation

Update  reputation

Request

Response

Observe the interactions

Update  reputation

(1)

(4)

(6)

Fig. 1. The interactions of rational STPC based on social cloud

Greediness :
|τb(o)|
τb(o)

. (1)

Selfishness : δb(o). (2)

Exclusivity :
1

num(o) + 1
. (3)

Considering the above factors of each assumption, the extended utility definition
under new assumptions is:

ub(O) = ρ1 ·
|τb(O)|
τb(O)

+ ρ2 · δb(O) +
ρ3

num(O) + 1
. (4)

For two rational parties, the new utilities with the outcomes are defined as follows:

1. (C,C): (τb > 0, δb = 1, num(O) = 2) then NU+ = u
(C,C)
b (O) = ρ1 + ρ2 +

ρ3

3 .

2. (C,F ): (τb > 0, δb = 0, num(O) = 1) then NU = u
(C,F )
b (O) = ρ1 +

ρ3

2 .

3. (F,C): (τb < 0, δb = 1, num(O) = 1) then NU− = u
(F,C)
b (O) = −ρ1+ρ2+

ρ3

2 .

4. (F, F ): (τb < 0, δb = 0, num(O) = 0) then NU−− = u
(F,F )
b (O) = −ρ1 + ρ3.

We can not confirm the Nash equilibrium only from this matrix since the relation-
ships among the factors are not confirmed. There are various possible results according
to different relationships of the factors. In the next section, we will analyze how to set
proper factors to achieve desirable results.
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3 The Model of Rational STPC

3.1 Execution in the Ideal World

The rational STPC in the ideal world is presented with the assumption that there exists
a third trusted party (TTP). It’s natural to complete the computation in the deal world.

1. Initial phase: TTP knows the utility matrix.
2. Input phase: Each party Pb (P−b) sends his value xb (x−b) to TTP. In this phase

xb (x−b) is restricted to a special symbol ⊥ and xb (x−b) for rational parties.
3. Computation phase: If one of xb and x−b sufficing xb = ⊥ or x−b = ⊥, TTP

sends ⊥ to both parties and the protocol ends. Otherwise, the TTP computes
f(xb, x−b).

4. Output phase: Rational parties output the value received from the TTP.

In the ideal world, the protocol is secure since there is an ideal TTP. That is, the
TTP will guarantee privacy since parties can not get any information from the output
received from TTP. Correctness is guaranteed by TTP since it is trusted and will cor-
rectly compute the function. Fairness is also achieved in the ideal world since TTP will
assign same outputs to both parties. Consequently, if we construct a real protocol which
can perfect simulate the ideal world, then the real protocol can achieve same security
properties as in the ideal world.

3.2 Execution in the Real World

The rational STPC proposed in this paper is a hybrid protocol ΠShareGen, which con-
sists of two stages as mentioned in the first section. The first stage is the functionality
ShareGen and the second stage is a real share-exchange protocol. (In both stages, the
authentication messages are generated and verified by parties, but for simplicity, we
omit these two processes.) The first stage is the same to [10], we will re-describe it for
completeness.

The second stage is a protocol Π which is made up by four phases: initial phase,
exchange phase, cheat phase and output phase. The protocol Π is much like the actual
protocol in [2]. In this paper, we use secret sharing schemes as building blocks and
achieve informational security in the presence of rational covert adversaries (ref.[8]
section 7.6).

The first stage functionality ShareGen:

1. Inputs: ShareGen takes as input values xb from Pb, b ∈ {1, 2}. If either input is of
no vail, then ShareGen returns⊥ to parties.

2. Computation: Compute f(xb, x−b) and choose random shares sb and s−b such
that sb ⊕ s−b = f(xb, x−b).

3. Outputs: Send s−b to Pb, and sb to P−b.

The second stage protocol Π:

1. Initial phase: Parties run the functionality ShareGen using their inputs. Pb receives
s−b and P−b receives sb.
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2. Utility computation phase: Before parties decide to exchange their shares with
each other, they first request the Facebook for his opponent’ trust or reputation
according to whether they are neighbors. Then they compute their utility.

3. Exchange phase: Parties exchange their shares according to the utility.
4. Reputation updating phase: The social cloud observes the action of both parties,

updates their reputation according to their behaviors, and sends the trust or reputa-
tions back to Face book for future use.

5. Output phase: At the end of the protocol, each party determines his outputs.

In traditional rational STPC protocols, it’s impossible for two rational parties to com-
plete the computation in only one round. However, in this paper, it makes the impossible
possible by using the trust and reputation in the social cloud. In section 3, the proof of
when parties have incentives to cooperate is not discussed since it depends on the re-
lationship of the three factors. Here we will prove that, given proper parameters, it is
possible for two rational parties to exchange their shares within one round in the second
stage of the protocol.

Lemma 1. Given 4ρ1 > 2ρ2 > ρ3 > 0, (C,C) is a strict Nash equilibrium for rational
parties.

In the following, the main task is to prove the security of the protocol in the hybrid
protocol. Note that the protocol consists of two stages and the first stage is an ideal one.
As to the security of the hybrid world, we should use the proposition in [9].

Proposition 1. Let ρ be a protocol that securely computes G with abort, and let π be a
protocol that securely computesF with complete fairness in the G-hybrid model (where
G is computed according to the ideal world with abort). Then protocol πρ securely
computes F with complete fairness.

Canetti [4] proved that a real world secure-with-abort protocol for ShareGen in an
ideal world existed if there are enhanced trapdoor permutations. Then applying Propo-
sition 1, a real world protocol is secure if there are enhanced trapdoor permutations.

Theorem 1. If the protocol ρ realizes the ideal functionality ShareGen when enhanced
trapdoor permutations exist, then ΠShareGen securely computes function f .

Proof. (Sketch) For simplicity, we only consider static corruptions and analyze the hy-
brid protocol πShareGen where exists a trusted party computing ShareGen. To prove
the security in the real world, we also need to apply Proposition 1 and the conclusion of
[4]. Note that, we assume that the social cloud is also secure and the reputation derived
from it is correct.

Pb is corrupted. The construction of an ideal simulator S given black-box access to
a real adversaryA corrupting Pb is described as follows.

1. S invokesA on the input xb, the auxiliary input z and the security parameter k.
2. S computes ShareGen using the input x′

b received from A.
(a) If x′

b /∈ X , then S returns⊥ toA as its output from the computationShareGen.
S uniformly chooses x̄ from X and sends it to the trusted party computing f ,
outputs whatever A outputs, and halts.
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(b) If x′
b ∈ X , then S randomly chooses s−b and then gives them to A as the

output of ShareGen.
3. If A send aborts when computing shareGen, then S sends x̄b to the trusted party

computing f , outputs whatever A outputs, and halts. Otherwise, S proceeds as
below.

4. If S has not halted yet, at the current round it output whatever A outputs and halts.

The construction of an ideal simulator when P−b is corrupted is similar to the above.
Therefore it’s obvious that the distributions of the ideal simulator are computationally
equal to these of the hybrid world. Consequently, we have that for every non-uniform,
polynomial-time adversary A, there exists a non-uniform, probabilistic polynomial-
time adversary S corrupting the same party as A such that the protocol in the real
world can simulate an ideal one.

4 Conclusions

This paper considers the affect of trust and reputation on parties’ utility based on social
cloud settings. We add reputation as a new part of the utility and consequently propose
a rational STPC utilizing the new utility. Two rational parties belong to a social network
and the value of reputation is not only affected by the interactions with the other party
in rational STPC but also is affected by the interaction with other parties in the social
network. Therefore, the reputation is local value for one party. This is different from
previous works, where only consider the reputation between two parties in rational
STPC. Towards the view of the previous works, reputation there is in fact the notion
of trust in this paper. Therefore, we consider a more general setting for both parties.
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Abstract. Trust evaluation is becoming a more and more active and
critical area mainly for guaranteeing secure interoperation between com-
municating systems. One of the basic parameters used to evaluate the
trust in a remote entity (user or system) is the previous experience, i.e.
the interactions already performed between the truster and the trustee.
However the monitoring of the trustee behavior and the analysis of the
collected data and events are not an easy task. First of all, we need to
define relevant patterns that describe the desired behaviors to be moni-
tored and check them using a dedicated tool.

Within this paper, we extended an open source tool (MMT ) to mon-
itor users’ behavior and define behavior patterns using temporal proper-
ties. We also design some evaluation strategies and illustrate the whole
approach by the application to a real case study related to a collaborative
programming project.

Keywords: Trust, Multi-Organization Environment, User experience,
Monitoring and events correlation.

1 Introduction

Collaboration between public/private organizations like companies, universities,
banks and hospitals spread more and more rapidly and usually shapes according
to different partnership strategies in a Multi-Organization Environement (MOE).
This has many advantages such as: (1) the ability to use remote and professional
resources, services and knowledge, (2) the reducing of intervention duration and
(3) the gain of experts skills and experience.

MOE is a paradigm that contains at least two organizations: an O-grantor
and/or an O-grantee. The O-grantor is the participant that offers resources.
These resources are acceded by users of another organization called the O-
grantee. The resource sharing task is based on some restriction rules that con-
stitute an interoperability security policy, and it allows to control the access to
these resources.

� The research work presented in this paper is supported by the European project
Inter-Trust.
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Many works in the literature [2,4,7] focus on the trust and security challenges
in distributed environment. In order to define a trust level, there are several dif-
ferent criteria that should be analyzed and evaluated. One of the most important
criteria is the previous experience of a trustee.

“Experience is the teacher of all things.” (Julius Caesar)

Different approaches have been proposed to evaluate this criteria based on
the assessment of the historical interactions with the trustee. However, different
challenges are still open. For instance, some assumptions related to the trustee
behavior monitoring are considered in several works. Besides, no work proposes
a detailed discussion ”How to monitor the trustee behavior?” [2,5,7,6]. They gen-
erally assume that the monitoring is possible and that the different parameters
(related to the trustee experience) are available as input which is not the case
in real case studies. In order to target this issue, we propose in this paper:

– A methodology to assess different interactions between at least two entities.
– An extension of a monitoring tool called MMT for the evaluation of a be-

havior based on the trust needs.

Our approach is an extension of our previous work [7,6] to implement a pro-
totype solution for trust evaluation framework. To reach this objective, we have
adapted the MMT monitoring tool that allows to a real-time visibility of net-
work traffic. Indeed, the paper approach consists of the following steps: (1) a
new plug-in called ’trust-plug’ is developed to analyze the interaction traces and
to extract the different attributes that are relevant or can have an impact on the
trust; (2)The formalism allowing the specification of MMT properties (denoting
trust patterns) is extended, (3)MMT tool is also extended by adding periodical
trace checking and a trust level notification has been also developed.

The rest of the paper is structured as follows. In Section 2, we define the trust
parameters in MOE. Section 3 shows how to evaluate the satisfactory function
and the possible strategies to evaluate a trustee. Afterwards, a case study is
detailed in Section 4 in order to demonstrate the efficiency of the proposed
approach. Finally, Section 5 concludes the paper and presents ideas for future
work.

2 Trust Definition

Currently, there are several definitions of the concept of trust in the literature.
We will use an adaptation of the one presented in [1]: Trust is not an objective
property of an entity but a subjective degree of belief about an organization or a
user. In this context, the trust is a relationship between a truster and a trustee
related to a situation at a given time.

Definition 1. The truster is any organization that offers an access to a specific
resource. Any O-grantor in MOE will be a truster. ��
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Definition 2. The trustee can be an organization or a user that needs a service.
��

Definition 3. A situation is composed by an activity and a view. An activity
is an action to be performed and a view is a set of objects that may be accessed
by the user. ��

Definition 4. The time in MOE will be represented by intervals. ��

Definition 5. The degree of belief, also known as the trust value is used to
measure the belief between two entities (the truster and the trustee). Its value
allows us to determine if we can trust or not the trustee (related to a situation
and a time). ��

In order to define the belief function in this framework we were based on
the experience parameter.

Definition 6. Experience learning aims to establish wisdom on making deci-
sion. It is based on the evaluation of the previous interactions between the
trustee and the truster related to a specific situation at a period of time.

��

There are considered two types of experiences.

– The experience of the trustee organization that takes into consideration the
previous behaviors of all users of this organization,

– and the direct experience where only the previous behaviors between this
user and the truster are considered.

The evaluations of these parameters depend on a satisfactory function that is
used in order to evaluate an interaction. We assume that any interaction can be
valuated as a satisfactory or unsatisfactory behavior.

If the valuation is unsatisfactory then it is considered as a bad behavior, that
is, it will decrease the experience evaluation of the trustee. On the contrary, if
the valuation is satisfactory it will increase the experience evaluation. We note
that the output of this function is a value in [-1,1] assigned to the interaction.
In this paper we present an approach of how to evaluate this function denoted
sat.

Evaluation of the User Experience
For any u ∈ Subjects, s ∈ Situations, T̂i ∈ IIR+ ,
we define the experience evaluation function with respect to orgA as:

eX1(u, orgA, T̂n, s, l) =

∑n
i=0

∑
b∈li

sat(b)

|li|
n

where li contains the set of behaviors u that were performed before and during T̂i

related to the situation s and sat(b) is the function that will evaluate a behavior
b. This function will be more detailed in Section 3.
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Evaluation of the Organization Experience
For any orgB ∈ Organizations, s ∈ Situations, T̂i ∈ IIR+ , and for any not
empty log l, we define the experience evaluation function of an organization orgB
with respect to orgA as:

eX2(orgB, orgA, T̂n, s, l) =

∑
u∈employee(orgB ,orgA) eX1(u, orgA, T̂n, s, l)

|employee(orgB, orgA)|

where employee(orgB, orgA) are the set of employees of orgB that have collab-
orated with orgA.

3 Satisfactory Evaluation

In this section, we propose a satisfactory evaluation method that aims to assess
a behavior b in MOE. This assessment associates a value between [-1,1] to this
behavior, it will be denoted Sat(b). If Sat(b) ∈ [0, 1] then this means that the
previous behavior does not respect some requirements and it is considered as a
bad one that have to decrease the experience evaluation of the user. Otherwise
b is considered as a good behavior that will increase the experience evaluation
of the user.

3.1 Evaluation of the Satisfactory Function

Regarding the definition of satisfactory function, in this section we will present
how to apply the definition and how to evaluate it. We will introduce it using
the example presented in Figure 1.

As it is shown in Figure 1, for each situation we will have a list of rules that
can be a security property to respect or an attack to detect. These rules will be
written based on an extension of MMT language. Any interaction of a user will
belong to one situation.

To evaluate it, we have:

1. To select the list of rules related to a fixed situation. In the running example,
in Figure 1, we consider that the interaction of the user is related to S2.

2. To apply these rules as inputs of MMT tool. Then, it automatically computes
which rules are respected, which rules are disrespected, and which are the
different violations during the interaction.

In this proposal, the influence of the different properties are not the
same. As it is shown in Figure 2, we provide three partitions of the different
properties (high , medium and low) in order to differ between the list of proper-
ties. We will say that in the case of a “security property”, a high (resp. medium)
security rule is more important than a medium (resp. low) rule.

Based on the MMT tool and our new plug-in ”Trust-plug”, that analyzes the
trace for trust proposals we are allowed to check that:
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Fig. 1. Evaluation of an interaction

– If the rule is respected, then a value +1 is assigned to it.
– If the rule is not respected, then a value -1 is assigned to it.
– If we cannot have a decision about this rule during the interaction, then a

value 0 is assigned to it.

Evaluation1: Based on the assigned values, we define the satisfactory function
for a situation s as:{

−1 if an attack is detected
e(Hs)+e(Ms)/2+e(Ls)/4

SIZE otherwise

where Hs, Ms and Ls are the set of high, medium and low security properties
defined for a situation s, SIZE is the total number of rules for this situation,
and e is a function that takes as inputs a set of properties and give as output
the sum of their verdict.

Fig. 2. Properties partition
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4 Case Study

In this section we will present a case study, where we can show the usability of
our solution.

4.1 Scenario

We will consider the following MOE scenario:

– Four organizations are participating in the same development of a project.

– The first organization orgA has a server where several virtual machines are
offered.

– These are the considered activities: configure, modify, execute, test, and
manage.

– The organization orgA also offers the following views: source code, applica-
tion, testing script, OS System and resources.

– In this scenario four different external roles are defined: engineer, researcher,
tester, and project manager.

4.2 Specification of the Interoperability Security Policy

The first phase is the specification and the deployment of an interoperability
security policy. This policy is the result of a negotiation process between the
O-grantor and the O-grantee. An example of how to do it is detailed in [3]. We
show on the following a part of the orgA interoperability security policy.

– R1: An engineer is permitted to manage OS System.

– R2: A researcher is prohibited to manage resources.

– R3: An engineer is permitted to modify a source code

– R4: An engineer is permitted to execute an application.

– This rules are only applied for the external engineers and researchers that
does not belong to orgA.

Related to this rule we have this trust policy:

– R1 is activated only if the trust evaluation of the user is more than 0.4 and
the trust evaluation of the organization is more than 0.

– R2 is activated only if the trust evaluation of the user is less than 0 or (
if the trust evaluation of the organization is between -0.3 and 0.2 and the
trust evaluation of the user is between 0 and 0.4)

– R3 is activated only if the trust evaluation of the user is more than 0.5 and
the trust evaluation of the organization is more than 0.7.

– R4 is activated only if the trust evaluation of the user is more than 0.5.
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4.3 Trust Properties Definition

The second step is to define a list of properties and threats that permits to
evaluate the different interaction with orgA. For each situation, we have to write
a list of properties.

Example 1. Figure 3 shows the trust properties for the situation s1
manage�OS System. The Figure 4 shows how to write the the property p1 in our
new extension of the MMT language. We add firstly a new parameter ’partition’
for the tag <property> in order to precise the importance of the rule. Moreover,
as it is shown in Figure 4, a trust plug-in is developed that has to analyze the
xml trace and to extract several elements as the external role of the user, its
organization and the type of the request. ��

Fig. 3. Trust properties for manage�OS System

Fig. 4. A security property for the situation manage OS System

Therefore, the satisfactory function of any interaction related to the situation
manage�OS System will be:{

−1 if t1 or t2 are detected
e(∅)+ e({p1})

2 +e({p2})/4
4 otherwise
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Fig. 5. Result file from MMT

4.4 Executing MMT with the Previous Rules

After each period, MMT provides a result file as it is shown in Figure 5. This
file contains three tables:

– The first one cites the different properties, how many times that are respected
or disrespected, the partition of the property.

– The second table is about the detected attacks.
– Finally, the last one provides a table that show the interaction ( request

identity, the user, the organization, the situation and the timestamps) with
its assigned satisfactory evaluation.

Based on these results, the trust level of the user and the organization orgA
will be updated in the configuration file. These results with the trust and
the security policies will permit to give a response response for any request.
For example, a request that will be received during the period 5 to manage
OS System will be accepted since:

– A permission rule (R1) is provided for this user (see subsection 4.2).
– R1 is activated since the trust evaluation of the user is equal to 0.5 more

than 0.4 and the trust evaluation of the organization is equal to 0.1 more
than 0.

This approach offers to an access control system to take into consideration the
new interactions between the trustee and the truster. This permits to react by
giving new permissions to unauthorized employee, to refuse an access for an
authorized user in the previous period and to have a dynamic policy based on
the analysis of the requester behaviors.
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5 Conclusions and Future Work

In this paper, we present a methodology that permits to evaluate an interaction
between a trustee and a truster. An extension of the monitoring tool MMT is
proposed. Moreover, the basic function ’satisfactory evaluation’ that permits to
assess an interaction is well detailed. Finally, the different steps of how to do
with a case study is presented.

As future work, we are planning to use our approach in other distributed
system as the VANET networks and e-Voting system for the European project
Inter-Trust and we aim also to integrate a new parameter ’reputation’: its defini-
tion, evaluation and its spread between the different entities will be our interest
on the future.
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Abstract. One of the biggest challenges in file fragment classification is the 
low classification rate of compound files known as high entropy files that 
contain different types of data, such as images and compressed text. It is seen 
that current methods for file fragment classification may not work for 
classifying these compound files. In this paper we propose a novel approach 
based on detecting deflate-encoded data in compound file fragments then 
decompress that data before applying a machine learning technique for 
classification. We apply our proposed method to classify Adobe portable 
document format (PDF) file type. Experiments showed high classification rate 
for the proposed method. 

Keywords: Digital forensics, file type classification, compound file fragment 
classification. 

1 Introduction 

File fragment classification is defined as “the process of mapping a sample chunk of 
data, such as a disk block, to a specific type of data encoding” [1].  This topic has 
attracted research efforts over the last few decades. Current approaches apply the 
same classification framework to all file types [1-3]. This framework can solve the 
classification problem for some particular file types such as text, csv or some special 
structures of data stream such as mp3 and jpeg. However, it becomes inefficient and 
insufficient for classifying other file types which have high entropy values or 
compound files that normally contain different data types, compressed data portions 
(with different compression algorithms), metadata or images. Microsoft Office 
including Word, Excel and PowerPoint, and Adobe portable document format (PDF) 
are typical examples of these compound files [4, 5].   

PDF is one of the file types seen in most of datasets for file type classification [6] 
because PDF is a popular file format and more importantly, the file type classification 
rate for PDF is very low, less than 30% as reported in [7, 8]. A higher classification 
rate is found in [9, 10], however only a few file types were investigated. Roussev and 
Garfinkel [3] claimed that previous approaches to compound file fragment 
classification became irrelevant because they treated compound files as unified data 
files and hence a PDF file fragment may be incorrectly classified as a JPEG file 
fragment if a JPEG image is embedded in that PDF file.  
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Recently, several approaches have been proposed to detect compressed data 
portion among high entropy data fragments [1] or to distinguish compression from 
encryption data fragments [2]. These approaches can be applied to detecting specific 
data types in the content of compound files.  

In this paper, we propose a new approach based on deflate data detection to 
classify deflate-encoded file fragments from a PDF file. Firstly, a deflate data excerpt 
is detected from a file fragment, then this data excerpt is decompressed to retrieve the 
underlying data known as inflate data. Secondly, due to the fact that the majority of 
deflate data portions of PDF files are PDF text compression, features including byte 
frequency distribution and bigram are extracted and Support Vector Machine (SVM) 
is used to efficiently recognize these inflate data fragments. SVM is chosen because it 
is efficient in classifying data fragments of low entropy file types such as text or html 
[8, 10].   

The rest of paper is organized as follows. Section 2 presents some related studies in 
detecting file fragments, especially high entropy file fragments. Section 3 introduces 
our proposed approach. Section 4 presents our experiments and results. Finally, 
Section 5 includes conclusion and future work. 

2 Related Work 

Classifying PDF file fragments has attracted attentions from researchers for over a 
decade. However this classification is still a challenge since current classification 
methods performed on large and public data sets provide very low classification rates. 
High classification rates are only observed in experiments performed on small and 
private data sets [7, 8].   

Li et al [9] investigated characteristics of file headers in a data set of five file types, 
namely EXE, GIF, JPG, PDF and DOC. They used k-means clustering to classify file 
types. They revealed that the highest accuracy would be nearly 100% if only the first 
20 bytes in each file were analyzed but it would drop to 77% if the whole files were 
used. The drawback of their approach is that file headers always exist in files to be 
classified, which could not be applied to file fragment classification where most of 
file fragments come from the body of files.  

Calhoun and Coles [11] applied linear discriminant analysis to classify file 
fragments of only four types (JPG, BMP, GIF, and PDF). Although this approach 
achieved good results, it is not convinced researchers because of the limitation of file 
types. In addition, Axelsson [7] made use of k nearest neighbors technique with 
normalized compression distance (NCD) as metric to classify file fragments from 28 
different file types including PDF. The file fragments were obtained from the publicly 
available Govdocs1 corpus [12]. The author performed 10 trials and had classification 
rates for values k from 1 to 10. This approach only worked well for low entropy files 
such as EPS, CSV and TXT. Conversely, two worst cases were observed on 
compressed GZ and PNG files, because NCD had very small effect on these data 
types. His method only achieved 10.7% for the case of PDF file fragments.  
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Fitzgerald et al [8] applied SVM technique to classify file fragments from 24 
different file types. They used features obtained from natural language processing. 
The classification rate for PDF file fragments of their method is better than 
Axelsson’s method but still low – only 29.2%. Moreover, their confusion matrix 
shows that PDF file fragments were misclassified as GZ and PNG file fragments with 
the misclassification rate of 22.9% and 15.8%, respectively. 

In [1], Roussev and Quates proposed an empirical approach that can be used to 
detect the deflate-encoded data in some popular file formats including Microsoft 
Office (DOCX, XLSX, and PPTX), PNG and EXE/DLL files. They analyzed a huge 
number of Microsoft Office files and realized that most of those files embed image 
files which are JPG, PNG, GIF and TIFF. Consequently, previous classification 
methods were not able to apply to those file types. Therefore, they proposed a new 
method that only be used to detect the deflate-encoded data in file fragments. They 
also recommended that the file fragment size should be 18 KB in order to achieve a 
nearly perfect classification rate of deflate-encoded data.  However, the PDF file type 
was not included in their work, even though deflate compressed data are the major 
part of PDF content [3]. 

3 Proposed Approach 

3.1 PDF File Analysis 

A PDF file contains a number of autonomous objects to encode text and images. In 
addition, fonts, font program, layout, formatting and other information are also 
embedded to display the content of PDF on screen. Consider a data set of 85GB 
consisting of 131,000 PDF files downloaded from [3] with details presented in Table 
1 below. The first column indicates the encoding method for those objects. Other 
columns present the total number of embedded objects, average size, total size and the 
fraction of total amount of data.  

Table 1. Structural composition of PDF files [3] 

Encoding Count Average 
Size (KB) 

Total 
(MB) 

Contribution 

Deflate 10,406,780 4.11 41,730 49.1% 
Image (jpeg/jpeg2000) 853,321 25.88 21,570 25.4% 
BM Image (fax/JBIG2) 756,532 12.82 9,470 11.2% 
PDF-Characteristic   8,236 9.7% 
Application/XML/Form 520,220 3.18 1,614 1.9% 
ASCII85/ASCIIHex 205,421 4.51 905 1.1% 
Fonts 10,005 1.14 11 0.0% 
Other 412,570 2.23 899 1.1% 
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It can be seen in Table 1 that deflate-encoded data is the largest part in PDF files. 
Deflate-encoded data portions contain text or font software programs.  

3.2 Proposed Model 

Current approaches treated all data types in PDF files in the same way. However, it is 
seen that those approaches do not work well for compound file fragments. Therefore, 
in order to increase the classification rate for PDF file fragments, we propose a model 
consisting of two phases – deflate encoded detection phase and PDF data fragment 
classification phase, as seen in Figure 2 below.  

 

Fig. 1. The proposed model 

• Deflate-encoded data detection: In this first phase, we detect then extract 
deflate-encoded data portions in a PDF file fragment using the approach in [1]. A 
deflate-encoded data fragment consists of a sequence of compressed blocks, each 
of which includes header, Huffman tables and compressed data. The header 
consists of 3 bits; the first bit shows whether this block is the last block in the 
sequence; the next two bits indicate how data is coded: 00 – raw data 
(uncompressed), 01 – compressed with static Huffman codes, or 10 – compressed 
with dynamic Huffman codes. Huffman tables depict the Huffman codes used in 
specific blocks. Compressed data is a stream of variable-length Huffman codes 
that represent the content of the block. To detect compressed data, we determine 
the header of a block by searching for 3 consecutive bits which have the form of a 
deflate header then try to decompress the data. If the first 3 bits do not have the 
form of a deflate header then we will shift left one bit and repeat the search. The 
process is presented in Figure 2 below.  
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Fig. 2. The process of deflate-encoded data detection 

When a deflate-encoded data portion is detected, it will then be decompressed 
and the obtained underlying data known as inflate data will be used as the input 
data for classification in the second phase. 

• PDF data fragment classification: Compression algorithms that make the 
statistical properties of data cannot be used to classify the file type of a data 
fragment [3]. This is the reason why current approaches using statistical properties 
as feature vectors have low classification rates [8, 11]. In our proposed model, the 
underlying data to be classified is not compressed and have different 
characteristics from other deflate-encoded file types such as PNG and MS Office. 
A machine learning technique is now used to recognize whether an inflate data 
excerpt belongs to a PDF file fragment. A file fragment is classified as PDF file 
type if its inflate data is classified as an excerpt of the PDF underlying data.  

 

Fig. 3. An example of PDF inflate data fragment 

It is seen that text is the major part of a PDF document that is compressed by the 
deflate algorithm [3]. According to [6], text from a PDF document has a specific 
structure that is different from structure of text from Microsoft Office files.  
Furthermore, since SVM is a very efficient tool to recognize text data [8, 10, 11], 
SVM is deployed in the second phase of our proposed model. 

4 Experiments and Results 

Our data set consists of files from deflate-encoded file types which are PDF, PNG and 
MS Office (DOCX, XLSX and PPTX). We used 14827 PDF files from the Govdocs1 
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corpus [12] with total size of 16.3GB and over 7000 files for each file type DOCX, 
XLSX, and PPTX of MS Office with the total size of 24GB. PNG files were from the 
Govdocs1 corpus and other sources from the Internet. 

According to [6], embedded data objects in PDF files are stored  between 
obj.<< and .endobj., and objects compressed using the deflate algorithm are 
marked by /FlateDecode. We used these tags to extract deflate-encoded data. The 
total number of deflate-encoded objects extracted from those PDF files is 458988. We 
also extracted deflate-encoded data from MS Office and PNG files using the method 
in [1]. Finally the zsniff tool was used to decompress all of these deflate-encoded data. 

The obtained decompressed data (i.e., inflate data) including fonts, font programs 
and text were then used to extract 256 features which are byte frequency distribution 
(BFD) values and form a 256-dimensional feature vector. We also applied bigram 
count method to these 256 features to form a (256x256) matrix of bigram where the 
value of element ,  in the matrix was the frequency of two consecutive bytes i and 
j in a data fragment. In our approach, each data fragment was represented by a bigram 
matrix, then this matrix was converted into a vector with 65536 elements (256x256 = 
65536) regarded as a feature vector for that data fragment. In summary, every inflate 
data fragment in our data set was converted to a BFD feature vector (256 dimensions) 
and a bigram count feature vector (65536 dimensions). In order to evaluate our 
proposed method, we also applied these two feature extraction methods to the 
compressed data (deflate data) for comparison.  

Finally we created 6 data sets as follows: 1) Inflate data set including text only and 
using BFD features, 2) Inflate data set including text only and using Bigram features, 
3) Inflate data set including fonts, font programs and text and using BFD features, 4) 
Inflate data set including fonts, font programs and text and using BFD features. 5) 
Deflate data set using BFD features, and 6) Deflate data set using Bigram features.  

For each of these 6 data sets, we randomly selected 40000 PDF data fragments and 
selected 40000 data fragments from the other file types to form a training set (30000 
from PDF and 30000 from the others) and a test set (the remaining 10000 from PDF 
and 10000 from the others).   

These 6 training sets were used to train binary SVM in linear kernel mode. The 
linear kernel was the most effective one as reported in [8, 13] for BFD-based file 
fragment classification. Following the recommendation in [14], feature vectors were 
scaled to decrease training time and improve the classification performance. In 
addition, the binary SVM was used to distinguish PDF data from the others (DOCX, 
XLSX, PPTX and PNG). The trained SVMs would be used to classify file fragments 
in the 6 test sets. All results are presented in Figure 4. 

We can see in Figure 4 that the classification accuracy for the baseline deflate data 
set using BFD or bigram is very low, just 53.9%. This result is similar to the result in 
[7,8] and shows that classifying high entropy file fragments is still a challenge [1-
3,7,8,13].  

For the full inflate data set (including fonts, font programs and text) obtained from 
our method, we achieved the classification rates of 90.858% and 90.376% for BFD 
and bigram, respectively. There is not much difference between using BFD and 
bigram features. However, the bigram features require more computational time and 
resources.  



 A Proposed Approach to Compound File Fragment Identification 499 

 

For the inflate data set (including text only) obtained from our method, we 
achieved the classification rates of 99.98% and 99.95% for BFD and bigram, 
respectively. 

 

Fig. 4. PDF data fragment classification results. Note the Inflate data set in Inflate + BFD and 
Inflate + Bigram include fonts, font programs and text.  

For the image part in PDF files (refer to Table 1 for more details), the JPG data 
fragments from PDF files can be recognized using RoC feature [1, 3, 15], the 
recognition rate is up to 98%. This very high result is achieved because of the special 
structure of JPG files. The 0xFFxx is used as a marker in the body of JPG files. 
Particularly, the value 0xFF is used to indicate the beginning of all metadata tags, 
and the value 0x00 is placed after every 0xFF byte in the body of the file. This 
creates high appearances of the pattern 0xFF00 which has a very high RoC.  

We also performed more experiments on different sizes of file fragments to 
discover what size is best for file type classification. Our experiments showed that the 
highest classification rate of 89.93% will be achieved for file fragments whose block 
sizes are equal or greater than 18 KB. This result is similar to that reported in [1]. 

5 Conclusion and Future Work 

File fragment classification is a very important task in digital forensics. Although 
many research efforts have been done, some problems still remain. Compound file 
fragment classification is one of those problems. Normally, compound files contain 
data encoded by different methods, in order to correctly classify the compound file 
fragments, specialized approach must be proposed.  

The largest portion of a PDF file is deflate-encoded data and file fragments 
obtained from a PDF file are high entropy ones. Current approaches cannot provide 
high classification rate for high entropy file fragments [2, 3, 13]. This challenge 
motivates us to propose a new approach where deflate encoded data need to be 
decompressed to get the underlying data fragments in their own formats such as text 
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object format in PDF files. We have showed in our experiments that the proposed 
approach can provide high classification rates for PDF files.  

For the future work, other data encoding methods such as CCITFax-encoded and 
JBIG2-encoded bi-tonal images, ASCII85/ASCIIHex will be investigated. We 
strongly believe that other specialized approaches would be proposed for those data 
encoding methods.  

References  

1. Roussev, V., Quates, C.: File fragment encoding classification—An empirical approach. 
Digital Investigation 10(suppl.), S69–S77 (2013) 

2. Penrose, P., Macfarlane, R., Buchanan, W.J.: Approaches to the classification of high 
entropy file fragments. Digital Investigation 10, 372–384 (2013) 

3. Roussev, V., Garfinkel, S.L.: File Fragment Classification-The Case for Specialized 
Approaches. In: Fourth International IEEE Workshop on Systematic Approaches to Digital 
Forensic Engineering. SADFE 2009, pp. 3–14 (2009) 

4. Rentz, D.: OpenOffice.org’s documentation of the microsoft compound document (2007), 
http://sc.openoffice.org/compdocfileformat.pdf (The Spreadsheet 
Project, http://OpenOffice.org) 

5. Park, B., Park, J., Lee, S.: Data concealment and detection in Microsoft Office 2007 files. 
Digital Investigation 5, 104–114 (2009) 

6. Meehan, J., Rose, T.S.C.C.: PDF Reference. Adobe Portable Document Format, 
Version, 1, 1 (2001) 

7. Axelsson, S.: The Normalised Compression Distance as a file fragment classifier. Digital 
Investigation 7(suppl.), S24–S31 (2010) 

8. Fitzgerald, S., Mathews, G., Morris, C., Zhulyn, O.: Using NLP techniques for file 
fragment classification. Digital Investigation 9(suppl.), S44–S49 (2012) 

9. Wei-Jen, L., Ke, W., Stolfo, S.J., Herzog, B.: Fileprints: identifying file types by n-gram 
analysis. In: Proceedings from the Sixth Annual IEEE SMC Information Assurance 
Workshop, IAW 2005, pp. 64–71 (2005) 

10. Sportiello, L., Zanero, S.: File Block Classification by Support Vector Machine. In: 2011 Sixth 
International Conference on Availability, Reliability and Security (ARES), pp. 307–312 
(2011) 

11. Calhoun, W.C., Coles, D.: Predicting the types of file fragments. Digital 
Investigation 5(suppl.), S14–S20 (2008) 

12. Garfinkel, S., Farrell, P., Roussev, V., Dinolt, G.: Bringing science to digital forensics with 
standardized forensic corpora. Digital Investigation 6(suppl.), S2–S11 (2009) 

13. Li, Q., Ong, A., Suganthan, P., Thing, V.: A novel support vector machine approach to 
high entropy data fragment classification. In: Proceedings of the South African 
Information Security Multi-Conference, SAISMC 2010 (2010) 

14. Chang, C.-C., Lin, C.-J.: LIBSVM: a library for support vector machines. ACM 
Transactions on Intelligent Systems and Technology (TIST) 2, 27 (2011) 

15. Karresand, M., Shahmehri, N.: File Type Identification of Data Fragments by Their Binary 
Structure. In: 2006 IEEE Information Assurance Workshop, pp. 140–147 (2006) 



Geo-Social-RBAC: A Location-Based Socially Aware
Access Control Framework

Nathalie Baracaldo, Balaji Palanisamy, and James Joshi

University of Pittsburgh, School of Information Sciences, USA
{nab62,bpalan,jjoshi}@pitt.edu

Abstract. The ubiquity of low-cost GPS-enabled mobile devices and the prolif-
eration of online social networks have enabled the collection of rich geo-social
information that includes the whereabouts of the users and their social connec-
tions. This information can be used to provide a rich set of access control policies
that ensure that resources are utilized securely. Existing literature focuses on pro-
viding access control systems that control the access solely based on either the
location of the users or their social connections. In this paper, we argue that a
number of real-world applications demand an access control model that effec-
tively captures both the geographic as well as the social dimensions of the users
in a given location. We propose, Geo-social-RBAC, a new role based access con-
trol model that allows the inclusion of geo-social constraints as part of the access
control policy. Our model, besides capturing the locations of a user requesting
access and her social connections, includes geo-social cardinality constraints that
dictate how many people related by a particular social relation need to be present
in the required locations at the time of an access. The model also allows specifi-
cation of geo-social and location trace constraints that may be used to dictate if
an access needs to be granted or denied.

1 Introduction

The ubiquity of low-cost GPS-enabled mobile devices and the proliferation of online
social networks allow the collection of rich geo-social information that includes the
whereabouts of the users and their social connections. A number of real-world appli-
cations demand an access control (AC) model that effectively captures both the geo-
graphic as well as the social dimensions of the users in a given location. It is often
possible to use this information to help restrict access to a particular set of resources
given the location and social context of a user. For instance, consider a hospital where
a doctor can access a patient’s record if and only if the doctor is the patient’s primary
physician and the patient is located in the waiting room outside the doctor’s office. Sim-
ilarly, we may want to protect the privacy of patients by ensuring that in case a third
person enters a room that is not part of the medical personnel and is not the patient’s
spouse, the health record should be automatically closed to avoid leaking patient’s
information.

In addition to geo-locations, location traces also offer interesting potential in the
context of geo-social AC. In these cases, the whereabouts of a user and the people
she has recently met influence how trusted the person is and the AC decision itself.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 501–509, 2014.
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For instance, a trace-based geo-social AC policy may ensure that if a doctor was in a
contagious unit, he cannot enter the new born unit unless he goes to a sanitizing facility
first. It is also possible in some cases to bootstrap the trust of a user to access a resource
based on the people that accompany him and the places where they have been together
in the recent past. For instance, in a fast-food restaurant, a user who has just bought
something should be allowed to access other areas of the restaurant such as restrooms
and if she also has her kids with her, she should be allowed to use the kids’ play area.

While there are many potential benefits of a geo-social AC model, unfortunately cur-
rent literature does not provide a solution that allows the specification of such policies
which include both geo-social as well as location traces with geo-social cardinality con-
straints. Most of the existing models support the specification of policies that depend
on user location or other contextual factors such as time, type of device used to access
the system and the type of connection used to access resources [3,5,16,6,11]. Given that
many organizations use role based access control systems (RBAC) [7] to control their
resources [12], several existing works have extended this model to include the location
context [3,5,16,11].

In this paper, we propose a fine-grained geo-social AC model, Geo-social-RBAC,
that allows the inclusion of geo-social constraints as part of the AC policy. Concretely,
in this paper we make the following contributions:

1. To the best of our knowledge, the proposed Geo-social-RBAC model is the first
role based AC model that allows the inclusion of geo-social constraints as part of
the AC policy.

2. Our model, besides capturing the locations of a user requesting access and her so-
cial connections, supports geo-social cardinality constraints that dictate how many
people related by a particular social relation need to be present in the required loca-
tions at the time of an access. The model also allows specification of fine-grained
geo-social and location trace constraints that may be used to dictate if an access
needs to be granted or denied based on the historical whereabouts of users.

The remainder of this paper is organized as follows. In Section 2, we discuss the re-
quirements of the system and present an overview of the proposed model. In
Section 3, we present the components that we use as part of the system to model the
location and social relations and then introduce the proposed Geo-Social RBAC. In
Section 4, we present the related work and we conclude our paper in Section 5.

2 Motivation and Requirements

In this section we motivate the need for the proposed Geo-social RBAC model and
present the requirements that guide the design of our geo-social AC framework. We
begin by discussing the types of policies that are unique to the proposed AC model that
are not supported by existing systems. Current AC models do not have the capabilities to
support policies that contain geo-social traces and constraints. In this work, we focus on
a RBAC [7] based geo-social model because of RBAC’s well-documented advantages
[12] and wide adoption. In RBAC, users and permissions are assigned to roles. In order
to acquire the permissions associated with a role, a user needs to be previously assigned
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to it and needs to activate it in a session. RBAC does not support location constraints
and as a result, several extensions have been proposed to include location constraints
[3,5,16,11].

We broadly classify the existing RBAC literature into two categories namely RBAC
extensions that support location based decisions [3,5,16,11] such as Geo-RBAC [3] and
LoT-RBAC [5] and models that extend RBAC with proximity constraints that include
other user’s proximity as part of the AC policies such as Prox-RBAC [10,9]. In Table 1,
we compare existing approaches based on the following types of constraints:

1. Pure location constraints: these constraints only take the location of the user into
account, e.g., to access a confidential file, a user may need to be in a specific room.

2. Geo-social constraints: these constraints consider both the location and the social
dimensions of the users in the policies. We further classify this type of constraints
as follows. (i) Geo-social graph-based constraints which are based on the social
graph structure, e.g., to enter into a room a person needs to be in company of at least
two friends that work there and are present. (ii) Geo-social tag-based constraints
which capture the type of relationships between the users in the social graphs in
addition to the location and social constraints. For example, a child can only access
a pay-to-view movie if he is in presence of his parent or a nanny.

3. Trace-based constraints: These constraints are based on user’s trajectory and
whether the user has been in contact with a particular set of individuals. We distin-
guish between two types of constraints. (i) Location trace-based constraints: which
capture the past location traces of a user as part of the AC policies. For instance,
consider a silicon chip manufacture company where even a minimum amount of
dust may ruin an entire production batch. If an operator has been in known dusty
rooms of the factory, he cannot enter the sterile chip production room unless he
has previously passed through the cleaning room. This is a location trace policy as
the previous whereabouts of the user determine whether he would be able to obtain
the requested access. (ii) Geo-social trace-based constraints: which capture both
the location history and the social dimensions of the users. For example, in a com-
pany, if a visitor has entered into the rooms used for induction of new employees
accompanied by an administrator, he can also access the welcome package files and
the internal directory web pages.

As shown in Table 1, existing models do not support many geo-social constraints
that the proposed Geo-Social-RBAC incorporates. We further consider the following
requirements for our model. The proposed AC framework should allow backward com-
patibility with RBAC based systems and should effectively support pure location, geo-
social and trace-based constraints. The model should allow policies for different spatial
granularity, e.g., it should be possible to specify if someone needs to be in a point in the
space, at a door, on a room or in a floor of a building, in a city, among others.

2.1 Overview of the Proposed Geo-Social RBAC Framework

In Geo-social-RBAC, the context of users is defined by the following information: the
position of the user and his previous whereabouts, the proximity of the user to other
users and the user’s social relations with these individuals. The system consists of users,
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Table 1. Comparison of types of policies supported by RBAC based systems

Policy RBAC extended with lo-
cation [3,5,16,11]

RBAC extended with
proximity [10,9]

Our Approach: Geo-
Social-RBAC

Pure location constraints Yes Yes Yes
Geo-social graph-based constraints No Yes Yes
Geo-social tag-based constraints No No Yes
Location-trace-based constraints No No Yes
Geo-social-trace-based constraints No No Yes

geo-social roles, permissions and trace-based and geo-social-cardinality constraints.
In our model, users are assigned to geo-social roles and geo-social roles are assigned
permissions. To acquire permissions of a geo-social role, users need to be assigned to
it and activate it in a session. Geo-social roles can only be activated by a user when his
contextual constraints allow it. Hence, a user can only activate a geo-social role when
the current location, his previous whereabouts, his proximity to other users and their
social relations satisfy the associated activation constraints.

3 Geo-Social-RBAC

In this section we present the details of the proposed Geo-Social-RBAC.

3.1 Social Relations

Modeling social relations is of key importance when specifying policies in a Geo-Social
context. For this purpose and without loss of generality, we consider a single social
graph that captures the various social relationships among the users. Here, we note that
we could also use multiple social graphs services to obtain relevant social information.
Let G = 〈V,E〉 be a directed and asymmetric Social Graph, where V is a set of vertices
and E a set of edges that represent users and their relationships, respectively. We also
assume that there is a set of tags W used to annotate social relations. For each e(i,j) ∈ E
there is a set that contains one or more tags W(i,j) ⊆ W that denote the type of relation
between users i and j. A tag represents a specific type of social relation between two
users such as a manager-employee relationship. This asymmetry between relations is
necessary to ensure that some policies of interest can be specified. For example, suppose
W(i,j) = {nanny, school mate} which shows that user i is the nanny and school mate
of user j, while W(j,i) = {school mate}. This allows us to later specify policies of the
type “a child cannot access a web page if he is not in presence of his parent or a nanny”.

Often, social relations have an inherent hierarchical structure. To represent such par-
tial order, tags in W are organized in a lattice LW . For instance, LW may show that
tags teacher and parent are greater than tag student while teacher and parent do not
have any clear ordered relation, as it is the case when a child request to watch a movie.

We use the functions presented in Table 2 to extract relevant information from social
graph G. Policies in geo-social-RBAC include relations between a particular user and
other users in the social graph. A valid social relation predicate S is formed by the
functions previously listed and allows verification of the existence of a particular(s)
social relation(s) or to verify if a social relation has certain properties.
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Table 2. Functions to extract relevant information from social graph G
Function Meaning
getSocialRelation : V × V → 2W Returns the tags of a given social relation, e.g., GetSocialRelation(vi ∈

V, vj ∈ V )= W(i,j) .
getSocialDistance : V × V → {N ∪ ∞} Returns the minimum number of edges between the specified vertices,

e.g., for a direct social relation returns 1, for a friend-of-friend relation
returns 2 and for two unconnected nodes ∞.

superior : V × V → {t, f} Returns true if the first vertice, vi, is superior to the second vertice, vj
given their tags W(i,j) and lattice LW .

commonNeighbors : V × V → {t, f} Given vertices vi and vj returns true if they have neihbors in common,
otherwise returns false.

kClique : 2V → {t, f} Returns true if the given vertices form a clique, otherwise returns false.

3.2 Geo Location and Location Traces

To model users location and their location traces in the proposed Geo-Social RBAC,
we make use of the Open GeoSpatial consortium geometric model [1]. In this model,
elements in a space called geometries are modelled as points, polygons and lines. Ge-
ometries of interest are given names and are called features, and are defined as a tuple
〈type, name〉 where type ∈ {point, line, polygon} represents the geometry type and
name represent the name of feature f , respectively, e.g., a polygon that represents an
office may be named office-501. The set of all features of the system is denoted as F .

Additionally, it is necessary to establish a reference space that we denote as M that
provides the limits of the system of interest. Let L be a set of functions to validate the
location of users that take as input the location of the user and identify if the location
is as expected with respect to a particular place. L contains operations such as overlap,
touch, cross, in, contains, equal, and disjoint [1] and may also contain more refined
proximity functions as the ones presented in [9]. These functions serve to measure the
proximity between a coordinate and a particular location and may be used to establish
how far away a user is from others. While location(u) provides coordinates, a function
 ∈ L verifies logical information with respect to a feature f , e.g., function  takes the
current location of user u, location(u), and a feature and validates if a user is standing
at a particular door. Hence, a tuple 〈f,  〉 defines a spatial scope of interest.

Traces: The proposed Geo-Social RBAC also considers the location and geo-social
traces that users generate as they move around M. A location trace of a user u shows
the places that he has visited. Concretely, during a period [ts, te] starting at ts and ending
at te, his location trace ℘l(u,ts,te) is defined as a list 〈〈p1, ts〉, ..., 〈pi, tj〉, ...〈pn, te〉〉
where tuple 〈pi, tj〉 shows that the user was at the location point pi at time instance tj .

Similarly, his geo-social trace ℘g(u,ts,te) besides showing his whereabouts through
time, also shows who he has frequented. We define his geo-social trace ℘g(u,ts,te) as
a list of tuples 〈〈p1, U ′

1, ts〉, ...〈pn, U ′
n, te〉〉. Each item in the list besides containing pi

and tj also includes U ′
i ⊆ U which is the set of users in proximity as per function  ∈ L

of user u at time tj . If at time instance tj the system has no record of the whereabouts
of user u, pi =⊥.

To be able to specify trace-based policies, we define a trace constraint Q which
consolidates both geo-social and location constraints in a single construction. A trace
clause is a location constraint c = 〈α, ᵀ〉 or a geo-social constraint g = 〈β, ᵀ〉 that need
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to be fulfilled within a period of time ᵀ. More concretely, α is defined by a tuple of the
form 〈f ∈ F ,  ∈ L〉 and β by a tuple 〈f ∈ F ,  ∈ L, s ∈ S〉. A location constraint
is fulfilled by user u if his location trace ℘l(u,ts,te), for ᵀ = [ts, te], contains locations
that satisfy α. Similarly, a geo-social constraint is fulfilled if ℘g(u,ts,te) satisfies β.
Considering these definitions, Q is defined by the following grammar1: C ::= C ∧
C | C ∨ C | c | g.

The previous construction allows the specification of policies where the whereabouts
and the type of people that the user meets are relevant for making AC decisions. We
use function completeTrace which takes as input a trace constraint Q, a user u and
determines if u has completed the trace by evaluating each trace clause q in Q and
integrating the results. If the trace constraint is empty, completeTrace returns true.

3.3 Geo-Social Cardinality Constraints

Geo-social cardinality constraints are key to specify whether the locations of a user’s so-
cial relations should interfere with the access decisions. A geo-social cardinality clause
is a tuple c = 〈f,  , n,S〉where f ∈ F is the feature where at least n social connections
that comply with social predicate S need to be located at according to the proximity
function  ∈ L. Based on c, grammar: C ::= C ∧ C | C ∨ C | T and T ::= c | ε,
defines a geo-social cardinality constraint C. We use function peopleAt(u, C), which
takes a user u and a cardinality constraint C, to evaluate if the constraint is satisfied or
not. When a cardinality constraint is empty (ε), peopleAt(u, C) returns true.

3.4 Geo-Social-RBAC

With the key building blocks of our model introduced in the previous subsections, we
now present the proposed geo-social aware AC model. We first introduce Core-Geo-
Social-RBAC and then extend it to include role hierarchy.

Core-Geo-Social-RBAC is defined as a tuple 〈U,RGS , A,O, P 〉. The model consists
of a set of geo-social roles RGS , a set of users U , a set of actions A a set of objects O
and a set of permissions defined as P = A× O. Users are assigned to geo-social roles
and geo-social roles are assigned permissions. We use function authorized(u ∈ U) to
obtain the set of roles that u is authorized for.

Definition 1. A geo-social role r ∈ RGS is defined as a tuple 〈SC, C,Q〉 where

– SC is a set that represents the spatial-scope of a role (places where the role can be acti-
vated). The set contains tuples of the form 〈f ∈ F , � ∈ L〉. When SC =⊥ the role does not
have a spatial scope is specified.

– C is a geo-social cardinality constraint.
– Q is a trace constraint.

In our model, a geo-social role without any constraint is equivalent to a standard role.
Additionally, a geo-social role can be in one of two states enabled, or disable.

Definition 2. A geo-social role r = 〈SC, C,Q〉 ∈ R is said to be enabled for user
u if all the following conditions are fulfilled: r ∈ authorized(u) ∧ peopleAt(u,C) ∧
completeT race(Q,u) ∧ ∃ 〈f, �〉 ∈ SC : �(location(u), f)∨SC = ∅. Otherwise r is disabled.

1 For simplicity grammars omit the parenthesis to avoid distracting readers from the main issues.
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Table 3. Examples of policies that can be expressed in Geo-Social-RBAC

Pure location constraint policy: A researcher should be in the laboratory (fourth floor) in order to access any general
files. Let r1 be a researcher’s geo-social role, with location scope SC = 〈floor4, in〉.
Geo-social cardinality constraint(for your eyes only): A senior-researcher can access a confidential vaccine compound
formula only if he is in the confidential room by himself. Let r2 be a senior-researcher’s geo-social role, with location
scope SC = 〈ConfidentialRoom, in〉 and a geo-social cardinality constraint C = 〈ConfidentialRoom, in, 0, ε〉.
Geo-social cardinality constraint (tag): An assistant in the research lab can only see files with private medical infor-
mation of subjects if he is in the 4th floor and there are three researchers or senior-researchers (superiors) in the general
research unit. Let r3 be a senior-researcher’s geo-social role, with location scope SC = 〈floor4, in〉, an a geo-social
cardinality constraint C = 〈GeneralResearchRoom, in, 3, superior(u,x)〉.
Trace constraint: A nurse needs to go to check all patients in their rooms in the last 2 hours before she can sign her
electronically the round-sheet. Here, role nurse r5 is associated with Q = (〈 room1,in〉∧...∧〈 roomn,in〉,2hours)
and with permission sign electronically the round-sheet.

Henceforth, we refer to geo-social roles as roles. In the previous definition, a role
r is enabled for a user u if u is assigned to r, she is in the required location and the
geo-social cardinality and trace constraints are fulfilled. A user u can activate role r if
it is enabled. When u activates r he can obtain all its privileges.

To show the expressiveness of our model, we present some examples in Table 3 that
shows how our model can be used in a variety of scenarios.

Finally, we discuss Geo-Social-RBAC with Role Hierarchy. Role hierarchy [13] is a
feature used by some RBAC systems in which roles are organized in a partial order. We
define a Geo-Social-RBAC system as a tuple 〈U,RGS , A,O, P,RH〉 that in addition
to the components in the core-Geo-social RBAC, also incorporates the geo-social role
hierarchy RH . The semantics of RH are defined as follows.

Definition 3. Let ri, rj ∈ RGS be two geo-social roles. ri is said to be senior of rj ,
written as ri ≥ rj . If a user u assigned to ri can activate rj as long as rj is enabled.

In Geo-Social RBAC, a user that activates ri does not automatically inherit the per-
missions of its junior roles unless those junior roles can be activated. A user that needs
to acquire the permissions of a junior role would need to activate it in a session. We note
that this design has several advantages. First, it ensures that all specified constraints are
enforced in the system preventing and resolving policy conflicts that result when ri and
rj are not simultaneously enabled. Also, it enforces the least privilege principle and
automatically reduces the risk exposure of granting access [2].

We next discuss some related work for our Geo-social RBAC model.

4 Related Work

Several works have extended RBAC to include the context of the user such as the lo-
cation and temporal constraints as part of the AC decision [3,5,16,6,11]. Unfortunately,
these works do not allow the specification of geo-social constraints or location traces
constraints as part of the policies. Some literature [15,8] have proposed to include social
relations constraints as part of the AC model. TMAC [15] is a model to establish poli-
cies that require team cooperation. Fong present ReRAC [8] where decisions are based
on the relationship between the resource owner and the access requester. Carminati et
al. [4] propose an AC model where policies are expressed based on user-user and user-
resource relationships. In contrast, our model considers both geographical and social
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dimensions of the users for making access decisions. In [14], AC decisions are made
based on the location of the resource owner, the resource requester and possibly other
co-located individuals. Unlike our model, their model assumes that individuals own the
resources and it is not based on RBAC, making it less suitable for company settings.
Also, it does not consider location trace constraints as captured by our model.

Few works have explored the inclusion of geo-social context as part of AC systems
[10,9]. Prox-RBAC model [10] extends the Geo-RBAC model to include proximity of
other individuals as part of the policy in indoor environments. Yet, Prox-RBAC does not
allow the specification of geo-social constraints based on social graphs; in Prox-RBAC
valid proximity constraints are based on the type of role of other individuals in prox-
imity of the access requester hold. Gupta et. al [9] extended Prox-RBAC by providing
formal definitions to determine the proximity between locations, users, attributes and
time, each of which is referred to as a realm. However, their work does not allow the
specification of the type of policies presented in this paper. More specifically, (i) the
model presented in [9] does not allow the specification of trace-based constraints that
is well captured in our geo-social-RBAC model, (ii) unlike our model, the model in [9]
does not allow the specification of latices specify partial orders between social relations
and (iii) finally, the AC model presented in [9] does not include hybrid realm policies
while our geo-social-RBAC approach does. To the best of our knowledge, the proposed
Geo-Social-RBAC is the first research effort dedicated to providing a comprehensive
role-based AC model that effectively captures both social and as spatial dimensions of
the users considering both geo-cardinality and location-trace constraints.

5 Conclusions
In this paper, we presented a new access control model that includes geo-social factors
of the users as part of the access control decision process. The proposed model allows
organizations to specify their policy considering the geographic and social contexts of
the access requester users as well as that of the users located near them. We have intro-
duced the concepts of location and geo-location traces, that allow the specification of
policies based on the whereabouts of users not only during the access control decision,
but during a longer period of time such as their recent past. Our model is compati-
ble with RBAC systems and we believe that it helps mitigate information exfiltration
threats and helps better control how users access resources. As part of future work, we
are working on devising new techniques to efficiently enforce our policy model.
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Abstract. Network forensics known as an extended phase of network security 
plays an essential role in dealing with cybercrime. The performance of a 
network forensics system heavily depends on the network attack detection 
solutions. Two main types of network attacks are network level and application 
level. Current research methods have improved the detection rate but this is still 
a challenge. We propose a Shannon entropy approach to this study to identify 
executable file content for anomaly-based network attack detection in network 
forensics systems. Experimental results show that the proposed approach 
provides high detection rate.  

Keywords: Network forensics, executable data detection, machine learning. 

1 Introduction 

Malicious data detection is the main purpose of network security and network 
forensic solution. Meanwhile, network security solutions are used to detect malicious 
behaviors in the real time network traffic, network forensics solutions are used to deal 
with post-mortem investigation of harmful activities. In the other words, network 
forensics process mainly on stored network packets. However, interception of all 
network packets is impossible in fast connection technologies such as fiber optic 
networks. Therefore, good mechanisms must be exploited in order to separate the 
benign and malicious network data packets [1]. Obviously, only malicious data are 
stored for further analysis and benign data will be bypassed by network forensics 
appliances.  Malicious data are the first signal of network attacks, and they normally 
contain executable data such as Trojan, spyware and virus [1, 2]. Therefore, 
recognizing the executable data from network traffic plays an important role in 
network forensics.  

Executable file type detection has been a difficult task for researchers. The biggest 
obstacle is low detection rate or high false positive which degrades dramatically the 
performance of network forensics systems. Therefore, many research works have 
been done in order to increase the detection rate [1, 3, 4], but this is still a challenge.  

In this paper, we propose a new approach based on Shannon entropy [5] and 
support vector machine (SVM) [6] using byte frequency distribution (BFD) and rate 
of change (RoC) [7] to generate feature vectors that can effectively and efficiently 
detect data in executable files. Shannon entropy is one of effective tools used to 
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identify the file type of a data fragment [8, 9]. Shannon entropy is very useful to 
separate low and high entropy data [9]. By calculating entropy for each segment of 
executable files, the results show that only small amount of data segments in 
executable files has low or high entropy values. The reason for this fact is due to the 
particular format of executable file format [10] which contains some specific sections 
such as .text and .data section in Windows operating systems. Therefore, we use 
entropy technique to cluster data fragments in the first phase of executable file content 
detection process. In addition, it is demonstrated that solutions to executable file type 
detection based on BFD attain good results [1, 3, 8]. However, in the cases of low and 
high data fragments, only BFD is not enough to provide high detection rate for 
executables because BFD does not consider the rate of byte value change in the data 
fragments, whereas RoC takes byte value change into consideration, because it 
measures the difference of two consecutive bytes in the data fragment. Therefore, the 
combination of BFD and RoC will provide better results for low and high executable 
data fragments.  

The rest of paper is organized as follows. Section 2 presents related studies in 
detecting executables in network traffic and file fragments. Section 3 introduces our 
approach. Section 4 presents our experiments and results. Finally, Section 5 includes 
conclusion and future work. 

2 Related Work 

Network forensics is used to deal with post-mortem investigation of the attack. It 
evolves monitoring network data flow and recognizing abnormal activities in the 
traffic and identifying those activities that indicate attacks [11]. The critical goal of 
network forensics is to provide sufficient evidences to bring network criminals to be 
successfully prosecuted. A generic process model of network forensics is proposed by 
Pilli et al [2] as seen in Fig. 1 below. In this model, the detection phase plays a very 
important role during the whole process. It decides mainly the performance of a 
network forensics, the more accuracy that detection phase brings the better 
performance that system can achieve.   

 

Fig. 1. Generic process model for network forensics 
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Network forensics consists of identifying attacks and reconstructing evidences in 
the network environment. Malicious behaviors in the network traffic are the signals of 
network attacks. Two typical methods are used to detect attacks, namely misuse and 
anomaly detections [1]. The misuse methods cannot be used to detect zero-day attacks 
because those methods are based on pre-defined attack signatures. However, zero-day 
attacks include a new kind or new varieties of existing attacks that do not have any 
patterns until at least their first launches. Zero-day attacks can only be detected by 
using anomaly detection methods. Moreover, one of the main sources of malicious 
data in the network traffic is in executables [1, 2]. Therefore, executable file type 
detection is an essential factor in network forensics systems.  

File type identification of data fragments have been attracted many researchers for 
over a decade [8, 9, 12-14]. McDaniel and Heydari [12] used some statistical properties 
to detect the type file types consisting of Byte Frequency Analysis (BFA), Byte 
Frequency Cross-correlation (BFC) and File Header/Trailer (FHT). The FHT provided 
the highest accuracy rate 100% for executable files, because each file type has a very 
distinguishable header format. However, the FHT feature cannot be used in general 
cases because a huge number of data fragments come from the middle of files which do 
not have FHT information. Wei-Jen et al [15] also used the FHT to detect file type of 
files. Their findings revealed that the accuracy dropped to 77% for the case of 
executable files when the whole data in a file was examined. In addition, Karresand and 
Shahmehri [7] made use of centroid techniques combined with Byte Frequency 
Distribution (BFD) and Rate of Change (RoC) as feature vectors to detect file types. 
They achieved detection rate of 77% for executable file fragments, however, the false 
positive rate was up to 70%. In another work, Sprotiello [8] used SVM to classify file 
fragments of nine file types including executable type. They also used a number of 
feature vectors such as BFD and entropy. They revealed that the highest recognition rate 
for executable file fragments was 89%. However, this recognition rate is still low for 
network attack detection comparing with other works [3]. 

BFD was used to build a standard profile in order to detect executables in network 
traffic by Like et al [3]. BFD was computed from benign executable files to build the 
standard profile in the training phase. In the detection phase depicted in Fig. 2 below, 
the authors buffered ten consecutive incoming network packets, and then BFD was 
generated from buffered data and compared to standard profile by using Manhattan 
distance between two BFD values. They revealed that the detection rate achieved 
95%. However, their data set was limited only within five file types: EXE, JPG, GIF, 
PDF and DOC.  

 

Fig. 2. Detection Phase of Like’s method [3] 
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Although many works have been contributed, the executable file type detection 
methods still have drawbacks or shortcomings such as low detection rate or high false 
positive rate. Therefore, we propose a new approach to solving those problems. 

3 Proposed Approach 

Although solutions based on BFD, SVM, and entropy have been applied to identify 
executable file fragments [3, 8, 13, 16-18], no solution clustered data fragments into 
different groups based on their entropies before detecting executable data fragments 
among these groups. This is supplemented by the statement that it is more difficult to 
identify the file type of high entropy data fragments [19, 20]. Moreover, the change of 
data within one fragment can be observed in more details when we apply sliding 
window entropy technique. Therefore, we propose an approach that can cluster data 
fragments into three groups according to their entropy values and build three different 
models using SVM to detect executable file contents depending on the entropies of 
data fragments.  

3.1 Shannon Entropy 

Shannon entropy is very well-known, which is used to measure the uncertainty of the 
data [5].  The value of Shannon entropy is computed as follows  

 ∑  (1) 

By examining the content of data fragments using the Shannon entropy technique, 
our findings is that a large number of executable file fragments (from executable files 
in Windows operating systems) have entropy values different from other files. 
Particularly, entropy of executable file fragments located mainly in the value range 
from 4 to 6.5, a small number of fragments have entropy less than 4, and a tiny 
number of fragments have entropy greater than 6.5, whereas a large number of data 
fragments of other file types have entropy either greater than 6.5 or less than 4. 

3.2 Feature Extraction for SVM 

It is demonstrated that SVM using BFD feature is a good solution for file type 
identification [13, 15, 18]. In addition, BFD has been used in detecting executable 
hidden file content in network traffic [3]. Therefore, BFD is an essential factor to 
build feature vectors for SVM in our work. BFD is computed by counting the 
frequencies of byte value (from 0 to 255) in a data fragment. However, the results in 
[8] show that only BFD feature does not provide the highest accuracy in executable 
file fragment identification. Therefore, we also use another feature named Rate of 
Change (RoC) in combination with BFD. RoC is defined as the absolute value of the 
difference between two consecutive byte values in a data fragment [7].  In addition, 
Sportiello et al. [8] used RoC as its nature form. Assuming that   and  are two 
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consecutive bytes in a data fragment with corresponding values   and , their 
difference is calculated as , this difference can be a signed or unsigned 
value. 

3.3 Proposed Model 

According to the analysis in Section A (sliding window entropy), executable file data 
can be classified into three groups: low, medium, and high entropy. Therefore, three 
models should be built in order to detect executable file content corresponding to low, 
medium and high entropy data in network flow. The diagram of detection model is 
presented in Fig. 3 below. 

 

Fig. 3. Diagram of executable data detection 

• Training Phase 

Data fragments in the data set are put into three groups depending on their sliding 
window entropies. Model 1 is created from SVM using low entropy data set. Suitable 
feature vector extracted from medium entropy fragments used for SVM to build 
Model 2. Model 3 is created as the same way with Model 1 but based on high entropy 
data fragments.  

• Detection Phase 

In the detection phase, a data fragment from network traffic will be classified as a 
low, medium or high entropy data fragment. Depending on the entropy value, the 
corresponding feature vector will be extracted from the data fragment then fed into 
one of three models (Model 1, 2, or 3) in order to identify whether this data fragment 
contains executable file content. 

4 Experiments  

In this section, we present the results of our experiments. We describe the experiment 
setup and compare the results to previous works.  



 A New Approach to Executable File Fragment Detection in Network Forensics 515 

 

4.1 Data set 

The data set contains 166MB of 23 non-executable file types downloaded from the 
Govdos1  [21] data corpora at the website http://digitalcorpora.org, and 49MB of 
executable files in Windows operating systems. Govdos1 is the most popular data 
corpora for digital forensics in file fragment classification. As a consequence, the total 
number of different file types in the datasets is 24 consisting of HTML, variety of 
image formats (BMP, GIF, JPEG), and other popular format such as PDF, TXT, RTF, 
as well as Microsoft office files (DOC, XLS, PPT). Files from this data set are split 
into data fragments with size of 1024 bytes. Data fragments are clustered into three 
groups (low, medium, or high entropy) based on their entropy values. 

4.2 Experimental Results 

• Scenario 1 

In the first work of our experiment, we put all data fragments in the data set together 
and used BFDs as feature vector for SVM. SVM was used to classify data fragments 
with two labels which are executable and non-executable. Data fragments of 23 non-
executable file types were labeled as non-executable. There were 1000 data fragments 
for each file type; thus, the number of fragments for non-executables is 23000. On the 
other hand, we selected randomly 23000 fragments from executables labeled as 
executable. As a sequence, the total number of executable file fragments in our 
experiment is 46000. SVM was used in 10-fold cross validation test. Moreover, in 
order to eliminate the over-fitting problem in SVM, we used the same 46000 data 
fragments to build a model, then we set up a test set which was completely different 
from the training set and used SVM to recognize and compared the result with the 
results of 10-fold cross validation. We repeated this experiment ten times with ten 
different training and testing data sets. The average detection rate was 93.80%. The 
highest deviation from one single test to the average detection rate is 0.06%. 
Furthermore, the false positive rate was 4.2%.  

In the next experiment, we repeated the above experiment and used BFD and RoC 
combination (BFD-RoC) as features. Our experiment showed that BFD-RoC provided 
the same detection rate as BFD. Therefore, RoC did not contribute any improvement 
in the case of all data fragments treated equally in one group.  

• Scenario 2 

In this work, we classified data fragments into low, medium, and high entropy groups. 
The executable data set contains 48537 data fragments including 6948 low entropy 
fragments, 40,308 medium entropy fragments and 1281 high entropy fragments, 
which are 14.31%, 83.05% and 2.64% of the data set, respectively. For each of these 
groups, we used SVM in both BFD and BFD-RoC cases. The results of our 
experiments are presented in Table 1 below. 

From the results in Table 1 we see that BFD-RoC works better in the case of low 
and high entropy data fragment. On the contrary, BFD works better in the case of 
medium entropy. In addition, data fragments belong to medium entropy group 
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contribute the main part of executable data, over 80%. Moreover, in the feature 
extraction stage, calculating BFD only is much faster than calculating BFD-RoC. This 
means the performance of the system will boost when BFD is used as feature vector 
in the case of medium entropy data fragment.  

Table 1. Accuracy rate for BFD and BFD-RoC 

Entropy 
Accuracy for

BFD (%) 
Accuracy for BFD-

RoC (%) 

Low 94.88 95.55

Medium 98.88 97.42

High 97.83 97.84

 
On the other hand, we computed the average detection rate and false positive from 

the confusion matrices reported by SVM. The average detection rate for the best case 
(BFD for medium entropy, BFD-RoC for low and high entropy) is 97.42% and the 
false positive rate is 0.66%. These results are significantly better than those in 
Scenario 1 which are 93.80% for accuracy and 4.2% for false positive rate.  

5 Conclusion and Future Work 

Network forensics plays an important role nowadays. It is an extensive phase of 
network security.  There are many phases in a network forensics process. Each phase 
plays an important different role to each other. Network forensics not only helps to 
trace back the source of an attack but also makes the attack more cost, because 
attackers have to spend more time and cost in order to avoid network forensics.  

The performance of network forensics depends much on the attack detection. High 
average detection rate and low false positive rate are two crucial factors. False 
positive prediction of attack leads to time and cost consuming. Our proposed 
approach has provided both high detection and low false positive rates.  

In our proposed approach, a data fragment was identified as one of low, medium, 
or high entropy fragment before it was fed into classifiers. If the data fragment has 
low or high entropy then BFD-RoC will be computed to obtain a feature vector. On 
the other hand, if the data fragment has medium entropy then BFD will be used 
instead. Our experiments showed that the proposed approach outperforms the 
previous approaches with 97.42% for detection rate and 0.66% for false positive 
rate.   

In future work, more data sets including network attacks will be used to test our 
proposed model. Moreover, other format of executables such as ELF on Linux will be 
the target for our research.  
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Abstract. Automatically calculating a lower bound of the number of
differentially active S-boxes by mixed-integer linear programming (MILP)
is a technique proposed by Mouha et al. in 2011 and it can significantly
reduce the time spent on security evaluation of a cipher and decrease
the possibility of human errors in cryptanalysis. In this paper, we apply
the MILP method to analyze the security of MIBS, a lightweight block
cipher proposed by Izadi et al. in 2009. By adding more constraints in
the MILP problem, we get tighter lower bounds on the numbers of dif-
ferentially active S-boxes in MIBS. We show that for MIBS, 18 rounds
of iterations are sufficient to resist against single-key differential attack,
and 39 rounds are secure against related-key differential cryptanalysis.

Keywords: MIBS block cipher, Differential attack, Active S-box,
Mixed-Integer Linear Programming.

1 Introduction

Differential cryptanalysis was first proposed by Biham and Shamir in [3] and
is one of the most powerful attacks on block ciphers. Differential cryptanalysis
analyzes differential propagation patterns of a cipher to discover its non-random
behaviors, and uses these behaviors to build a distinguisher or recover the key.
Since the effectivity of differential attack heavily depends on an upper bound of
the probabilities of differential propagation patterns which can be found by an
attacker and the probability of a differential propagation pattern is characterized
in terms of the number of active S-boxes involved, a practical approach to eval-
uate the security of a block cipher against differential attack is to determine the
minimum number of active S-boxes under the differential propagation model.

In [11], Mouha et al. proposed an automatic method based on Mixed-Integer
Linear Programming (MILP) for counting the minimum number of active S-
boxes for some word-oriented symmetric-key ciphers, and used it to analyze the
stream cipher Enocoro-128v2 [16].One significant advantage of the MILP based
technique is that it can be applied to a wide variety of symmetric-key cipher
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constructions, which is composed of a combination of S-box operation, linear
permutation layers and/or exclusive-or (XOR) operations, and less programming
effort is needed with this technique compared with previous works which focus
on automatically calculating a lower bound of the number of active S-boxes
[6,4,5,9,13].

However, Mouha et al. ’s method can not be applied directly to bit-oriented
block ciphers. Sun et al. [14] extended this method applicable to symmetric-
key ciphers involving bit-oriented operations by introducing new representations
for XOR differences to describe bit/word level differences simultaneously and by
taking the collaborative diffusion effect of S-boxes and bitwise permutations into
account. In [15], Sun et al. gave a bound on the probability of the best related-
key differential characteristic of the full-round LBlock block cipher by adding
constraints of conditional differential propagation and constraints selected from
the H-Representation of the convex hull of all differential patterns of the S-boxes.
Very recently, Qiao et al. [10] refined the constraints about the XOR operation to
avoid invalid characteristics due to a wider feasible region caused by inaccurate
constraints of XOR operation, and achieved a tighter security bound of FOX.

In this paper, we apply the MILP based methods presented in [11,14,15] to
MIBS [8], which is a lightweight 32-round lightweight block cipher. We get tighter
lower bounds on the numbers of differentially active S-boxes for 2- to 7-round
MIBS against both single-key and related-key differential attack. We prove that
the 18-round MIBS is sufficiently secure against single-key differential attack,
and for related-key differential attack we give an estimation of the security of
the cipher against related-key differential attack and show the 39-round MIBS
can resist against related-key differential cryptanalysis.

Organization of the Paper. In Section 2, we introduce the MIBS block cipher.
In Section 3 we briefly describe the existing MILP techniques, and then we apply
these methods to MIBS and present the results in Section 4. Finally we conclude
the paper in Section 5.

2 The MIBS Block Cipher

2.1 Description of MIBS

In this section, we recall the design of MIBS and we refer the reader to [8] for
more detailed description.

The MIBS block cipher, proposed by Izadi et al. [8] in 2009, is a lightweight
64-bit block cipher suitable for resource-constrained devices. MIBS is a Feistel
cipher with 32 rounds of iterations and the block length is 64-bit, while two key
lengths of 64-bit and 80-bit are supported.

The round function of MIBS is demonstrated in Fig. 1. It transforms the input
block of the i-th round, (Li−1, Ri−1) ∈ {0, 1}32 × {0, 1}32, to the output block
(Ri−1⊕F (Ki, Li−1), Li−1). The F-function of MIBS has an SPN structure which
consists of four stages: an xor layer with a round subkey, a non-linear substitution
layer of 4 × 4-bit S-boxes, a linear mixing layer with branch number 5, and a
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Fig. 1. The round function of MIBS

nibble-wise linear permutation. The operations in MIBS are all nibble-wise.The
key schedule of MIBS is adapted from the key schedule of the PRESENT block
cipher.

2.2 Known Cryptanalysis on MIBS

The designers of MIBS analyzed the security of MIBS against various attacks
including linear cryptanalysis, differential cryptanalysis, algebraic attack and
related key attack [8]. They showed MIBS is secure against differential and linear
cryptanalysis.

In 2010, Bay et al. [1] presented multiple linear attack, linear attack, differen-
tial attack, and impossible-differential cryptanalysis on MIBS, which can attack
the 17-round, 18-round, 14-round and 12-round MIBS, respectively.

3 MILP Based Methods

In [11], Mouha et al. presented a method based on MILP for counting the
minimum number of active S-boxes for some word-oriented symmetric-key ci-
phers. Sun et al. extended Mouha et al. ’s framework to be suitable for bit-
level symmetric-key ciphers by imposing constraints describing S-box layers and
adding constraints for conditional propagation and constraints selected from the
H-Representation of the convex hull of all the differential pattern of the S-boxes
[14,15].In the following description, the difference’s value is denoted “1” if the
difference is nonzero and “0” otherwise, for bit-level symmetric-key cipher.

Suppose a bit-oriented block cipher is composed of the following three oper-
ations:

1) XOR operation ⊕: Fω
2 × Fω

2 → Fω
2 ;

2) S-box substitution S: Fω
2 → Fω

2 ;and
3) Bit permutation P : Fm

2ω → Fm
2ω

where m is the word size, ω is the input and output bit length of the S-box.

Constraints Induced by the XOR Operation. Let xin1 , xin2 , · · · , xinl
∈ F2

be the input differences of the combination of l− 1 XOR operations, and xout ∈



Tighter Security Bound of MIBS Block Cipher against Differential Attack 521

Fω
2 be the corresponding output difference. Then the following inequalities give

the bit-oriented constraints of the XOR operation:⎧⎪⎨⎪⎩
xin1 + xin2 + · · ·+ xinl

− xout − 2d⊕ = 0,

d⊕ ≥ 0,

d⊕ ≤ %l/2&,
(1)

where d⊕ is a dummy variable taking values in integers.

Constraints Induced by the S-box Operation. Introduce a new binary
variable At to represent the S-box, where the value of At is 0 iff all input bit
differences are 0 and At = 1 as long as there is at least one non-zero input
bit difference. Suppose (xin0 , xin1 , · · · , xinω−1) and (xout0 , xout1 , · · · , xoutω−1) are
the input and output bit-level differences of an S-box marked by At. Then the
following equations give the constraints of the value of At:{

At − xini ≥ 0, i ∈ {0, 1, · · · , ω − 1},
xin0 + xin1 + · · ·+ xinω−1 −At ≥ 0.

(2)

H-Reptesentation of the Convex Hull.The convex hull of a setX of discrete
points in the Euclidean space is the smallest convex set that contains X . Let the
convex hull of a specific ω×ω S-box be the convex hull VS ⊆ R2ω of all possible
differential patterns of the S-box. Now we can describe the convex hull as the
common solutions of a set of finitely many linear equations and inequalities as
follows:⎧⎪⎪⎨⎪⎪⎩

α0,0xin0 + · · ·+ α0,ω−1xinω−1 + α0,ωxout0 + · · ·+ α0,2ω−1xoutω−1 + α0,n ≥ 0,
· · ·

β0,0xin0 + · · ·+ β0,ω−1xinω−1 + β0,ωxout0 + · · ·+ β0,2ω−1xoutω−1 + β0,n = 0,
· · ·

(3)
In computational geometry, a number of algorithms are known for computing
the convex hull for a finite set of points. However, there are a considerable num-
ber of equations and inequalities in the H-Representation of a convex hull. It
is impractical to add all of them to an MILP problem for counting the num-
ber of active S-boxes. Sun et al. [14,15] proposed a greedy algorithm to select
constraints from the H-Representation of the convex hull of all the differential
pattern computed for the S-box. Moreover, these equations give the constraints
that nonzero input difference must result in nonzero output difference and vice
versa.

Further details on the word-level and bit-level MILP method for calculating
the number of active S-boxes can be found in [11] and [14,15] respectively.

4 Application to the MIBS Block Cipher

In this section, we apply the MILP based methods presented in previous section
to the lightweight block cipher MIBS, in both single-key and related-key models
respectively.
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4.1 Results on MIBS in the Single-key Model

We develop a C++ program to generate the MILP instances for MIBS in the
“lp” format [7]. For single-key differential attack on MIBS, the objective function
of the MILP problem is the sum of all variables representing the S-boxes, with
the constraint that there is at least one active S-box to avoid the trivial case
that all variables are zero. Then we call the Gurobi 5. 6 optimizer [12] to solve
the MILP instances. By default we run Gurobi 5. 6 on a PC using 4 threads
with Intel(R) Core(TM) Quad CPU (3. 40GHz, 8. 00GB RAM, Windows 7).

Table 1. Results for MIBS in the single-key model

Rounds
Nibble-wise Bit-oriented

# Var. # Con. # Active S-boxes # Var. # Con. # Active S-boxes Time(s)

2 96 201 1 432 1073 1 0.02

3 152 305 2 664 1609 2 0.24

4 208 409 6 896 2145 6 34.42

5 264 513 8 1128 2681 9 753.24

6 320 617 9 1360 3217 11 10776.15

7 376 721 11 1592 3753 - -

The lower bounds of the number of active S-boxes for a round-reduced MIBS
in the single-key model are presented in Table 1.

However, some of the feasible solutions of the MILP model got from the
Gurobi optimizer turn out to be invalid differential paths. For instance, one of the
differential path of 6-round MIBS satisfies the above constraints is shown in Fig.
2. According to the difference distribution table of the MIBS S-box shown in [1],
the S-boxes marked by slash notation are invalid differential propagation pattern
for MIBS S-boxes. To avoid this situation, we apply a method proposed by Sun
et al. [15] in 2013. By adding constraints selected from the H-Representation
of the convex hull of all the differential pattern of the MIBS S-boxes, we have
tightened the feasible region of the MILP model.

According to the greedy algorithm described in [15], we pick 27 inequalities
out of the whole 378 constraints of the convex hull of MIBS S-box, which are
shown in Appendix A . The results obtained with the inequalities selected from
the H-Representation of the convex hull are summarized in Table 2.

In [9] Kanda et al. showed the minimum number D(4r)of active S-boxes in dif-
ferential attack for a (4r)-round Feistel ciphers with SPN round function satisfies
D(4r) ≥ r × Bd + %r/2&, where Bd = 5 is the differential branch number of the
linear transformation for MIBS. Moreover, it is clearly shown in the difference
distribution table of the MIBS S-box in [1] that the maximum differential prob-
ability for any differential propagation across this S-box is 2−2. So, the designers
claims that a lower bound of the number of active S-boxes with respect to differ-
ential cryptanalysis on the fully 32-round MIBS is D(32) ≥ 8× 5 + %8/2& = 44.

From Tables 1 and 2, we have learnt that the 5-round and 6-round MIBS in
single-key model has at least 9, and 11 active S-boxes respectively. From the
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Fig. 2. The feasible solution of the 6-round MIBS MILP model got from the Gurobi
optimizer. The blank boxes denote the zero differences, the boxes marked by dot no-
tation denote the valid differences, and those with slash notation denote the invalid
differences according to the difference distribution table in [1].

result the number of active S-boxes of fully 32-round MIBS is lower bounded by
4× 9 + 2 × 11 = 58, which is tighter than 44 given by the designers. Therefore,
the upper bound of the maximum differential probability of the full-round MIBS
is (2−2)58 = 2−116, which is much lower than the probability of success of the
brute force attack. We can conclude that the full-round MIBS is resistant to
single-key differential attack. Since a lower bound of the active S-boxes of the
18-round MIBS is 3 × 11 = 33 > 32, it is clearly that for MIBS, 18 rounds of
iterations are sufficient to resist against single-key differential attack.

4.2 Results on MIBS in the Related-key Model

Related-key attack [2] is a type of cryptanalysis which uses some weakness of
the key schedule. In this section, we apply the MILP based methods to MIBS in
related-key model.

For related-key differential attack, we add an extra constraint to ensure that
there is a difference between the related-keys. Let (k1, k2, · · · , kn) be the bit
difference of the related subkeys, we require a constraint that k1+k2+· · ·+kn ≥ 1.

We denote the 64-bit user key version of MIBS as MIBS-64. The results ob-
tained for a round-reduced MIBS-64 in the related-key model are presented in
Table 2. In particular, we have proved that there are at least 7 active S-boxes
in the best related-key differential characteristic for any consecutive 8-rounds
of MIBS-64. Therefore, the probability of the best related-key differential char-
acteristic of the 32-round MIBS-64 is ((2−2)7)4 = 2−56. This is slightly larger
than the probability of success for an exhaustive search attack. Since the prob-
ability of the best related-key differential characteristic for 7-round MIBS-64
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Table 2. Results for MIBS-64 with convex hull

Rounds
single-key model related-key model

# Var. # Con. # A-S Time(s) # Var. # Con. # A-S Time(s)

2 432 1505 1 0. 05 570 1893 0 0.03

3 664 2257 2 0. 20 839 2839 0 0.03

4 896 3009 6 91. 07 1108 3785 0 0.08

5 1128 3761 9 7601. 49 1377 4731 1 12.58

6 1360 4513 11 262080.50 1646 5677 3 31.61

7 1592 5265 - - 1915 6623 5 4843.43

is upper bounded by (2−2)5, the probability of the best related-key differen-
tial characteristic for the 39(= 8 × 4 + 7)-round MIBS-64 is upper bounded
by ((2−2)7)4 × (2−2)5 = 2−66. Thus, we prove that for MIBS-64, 39 rounds of
iterations are sufficient to resist differential attack in related-key model.

5 Conclusion

In this paper, we have applied Mohua et al. ’s and Sun et al. ’s methods to the
32-round block cipher MIBS and obtained tighter upper bounds on the prob-
ability of best differential characteristics of MIBS in both the single-key and
related-key differential attacks. We have shown that 18 rounds of iterations of
MIBS are sufficient to resist against single-key differential attack and 39 rounds
of iterations are sufficient to resist against related-key differential cryptanalysis
for MIBS with 64-bit keys. Our work is expected to be applicable to other block
ciphers with more complex diffusion layers.
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Abstract. In CRYPTO 2011, Sakumoto et al. presented a 3-pass identi-
fication protocol whose security is solely based on the MQ problem. This
identification protocol was extended to a threshold ring signature scheme
by Petzoldt et al. via Fiat-Shamir transformation in AAECC 2013. In
this paper, we present a multivariate based Γ-protocol based on Saku-
moto et al.’s work, and extend it to a threshold ring signature scheme
by applying Γ-transformation (TIFS 2013). Compared with Petzoldt et
al.’s work, our scheme reduces signature length and rounds by 21% and
29% respectively to achieve 80-bit security. What’s more, our scheme has
higher level provable security, enjoys much better performance on power
limited devices, and can be flexible deployed in interactive protocols. To
the best of our knowledge, it is the first application of Γ-transformation
in post-quantum cryptography.

Keywords: Multivariate cryptography, Post quantum, Identification
protocol, Γ-transformation, Threshold ring scheme.

1 Introduction

The MQ (short for multivariate quadratic) problem, which is to solve a set of
multivariate quadratic polynomials over a finite field, is a popular topic in post-
quantum cryptography. It has been proved to be a NP-Complete problem [4]
and no known polynomial time quantum algorithm can solve it [8]. However,
the security of most existing multivariate schemes are not only based on MQ
problem but also another problem called Isomorphism of Polynomials (IP for
short) problem [3], whose security is not as strong as initially thought. To put
it simply, the IP problem is to recover affine transformations from the trapdoor
of a multivariate polynomials system.

Related Work. In 2011, Sakumoto et al. [7] presented a 3-pass identification
protocol whose security is solely based on the conjectured intractability of the
MQ problem. Petzoldt et al. [6] extended this protocol to a threshold ring signa-
ture scheme by applying Fiat-Shamir transformation [2]. The signature length of
Petzoldt et al.’s scheme is independent of the number of real signers and linear in
the number of group members, and it’s at least twice shorter than lattice-based
[1] and code-based[5] threshold ring signature schemes, despite more rounds are
needed to achieve the same level security. In 2013, Yao and Zhao [9] proposed

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 526–533, 2014.
c© Springer International Publishing Switzerland 2014
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a new transformation approach called Γ-transformation. Compared with Fiat-
Shamir transformation, Γ-transformation keeps all its advantages, has higher
level provable security and overcomes several major disadvantages such as inflex-
ible deployment in interactive protocols and public/private storage limitation.

Our Contributions. In this paper, we present a multivariate based Γ-protocol,
and extend it to a threshold ring signature scheme by applying Γ-transformation.
Our (threshold ring) Γ-protocol is a zero knowledge argument of knowledge with
cheating probability 2/3 whose security is solely based on the intractability of
MQ problem, and our threshold ring signature scheme is strongly existential
unforgeable under concurrent interactive attack.

As to efficiency, the signature length of our scheme is independent of the
number of real signers and linear in the number of group members. Compared
with [6], our scheme reduces the cheating probability from 3/4 to 2/3. To
achieve 80(100)-bit security, our scheme has 21(25)% shorter signature and needs
29(33)% less rounds, while the public/private key size are the same.

Our scheme also enjoys the benefits of Γ-transformation over Fiat-Shamir
transformation, such as flexible deployment in interactive protocols, better per-
formance on power limited devices. To the best of our knowledge, our work is
the first application of Γ-transformation in post-quantum cryptography.

2 Multivariate Based Γ-Protocol

MQ Problem. Denote by MQ(n,m, IFq) a set of multivariate quadratic poly-
nomials F (x) = (p1(x), . . . , pm(x)), in which

pl(x) =
∑n

i=1

∑n
j=i p

(l)
i,jxixj +

∑n
i=1 p

(l)
i xi + p

(l)
0

where x = (x1, . . . , xn) and p
(l)
i,j , p

(l)
i , p

(l)
0 ∈ IFq for l = 1, . . . ,m. Given a F ∈

MQ(n,m, IFq), find a vector x = (x1, . . . , xn) such that F (x) = 0 is called the
MQ problem. It has been proved to be NP-Complete [4].

In this section, we extend the 3-pass identification protocol in [7] to a multi-
variate based Γ-protocol (refer to Figure 1). The private input of the Prover is
s ∈R IFn satisfying v = F (s), where F ∈ MQ(n,m, IFq) is a system parameter.
(F, v) serve as the public key.

Theorem 1. The Identification protocol in Figure 1 is a Γ-protocol for MQ
problem under the e-condition that Re(d, e, d′, e′) = 1 iff d = d′ and e �= e′.

Proof. According to the definition of Γ-protocol [9], we need to show that our
protocol satisfies following properties.

– Completeness. If P, V follow the protocol, the verifier always accepts.
– Perfect SHVZK. With the knowledge of public key v, a random d and an

arbitrary challenge Ch, the PPT simulator S works as follows: it first selects
the response Rsp = (ri, tj , êk) uniformly at random, in which i, j, k ∈ {0, 1}
are determined by Ch, then it picks a random ri⊕1 from IFn uniformly.
a = (c0, c1, c2) can be computed from (d, ri, ri⊕1, tj , êk), and S outputs
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Prover’s input: ((F, v), s) Verifier’s input: (F, v)

Pick r0, t0 ∈R IFn, e0 ∈R IFm

r1 = s− r0, t1 = r0 − t0
e1 = F (r0)− e0
c0 = Com(r1, G(t0, r1) + e0)
c1 = Com(t0, e0) (c0, c1, c2),
c2 = Com(t1, e1) d∈RD−−−−−−−→

Choose Ch ∈R {0, 1, 2}
If Ch = 0, Rsp = (r0, t1, ê1)

Ch←−−−−−−−
If Ch = 1, Rsp = (r1, t1, ê1)
If Ch = 2, Rsp = (r1, t0, ê0) Rsp−−−−−−−−→ If Ch = 0, check
(ê0 = e0 ⊕ d, ê1 = e1 ⊕ d) c1

?
= Com(r0 − t1, F (r0)− ê1 ⊕ d)

c2
?
= Com(t1, ê1 ⊕ d)

If Ch = 1, check

c0
?
= Com(r1, v − F (r1)−G(t1, r1)− ê1 ⊕ d)

c2
?
= Com(t1, ê1 ⊕ d)

If Ch = 2, check

c0
?
= Com(r1, G(t0, r1) + ê0 ⊕ d)

c1
?
= Com(t0, ê0 ⊕ d)

Fig. 1. Multivariate based Γ-protocol

(a, d, Ch,Rsp) as the simulated transcript. It’s obvious that the transcript
will be accepted and s = r0 + r1 is distributed uniformly over IFn.

– Knowledge-extraction w.r.t. e-condition. Given two transcripts (a, d, Ch,Rsp)
and (a, d′, Ch′, Rsp′), where d = d′ and Ch �= Ch′. If either Ch or Ch′ is 0,
r0 and r1 can be derived from Rsp and Rsp′, then we can get s = r0 + r1.
If neither Ch nor Ch′ is 0, t0, t1 and r1 can be derived from Rsp and Rsp′,
then we can get s = r1 + t0 + t1.

Theorem 2. The Identification protocol in Figure 1 is a zero knowledge argu-
ment of knowledge, with a cheating probability of 2/3, if the commitment scheme
Com is statistically hiding and computationally binding.

Proof. The proof can be deduced from Theorem 2 and 3 of [7] directly.

3 Multivariate Based Threshold Ring Γ-Protocol

In a (t, N)-threshold ring identification protocol, at least t out of a larger group
of N members are required to prove that they really know their secret keys. For
the sake of simplicity, we just take the case of exactly t provers as example.

However, not each of the t provers interacts with the verifier directly. In-
stead, a leader is randomly selected before the interaction, he gathers the other
provers’ commitments and computes commitments for non-provers and himself,
then sends the master commitment to the verifier. After receiving challenge from



A New Multivariate Based Threshold Ring Signature Scheme 529

the verifier, the leader sends the challenge to the other t− 1 provers. At last, the
leader computes the master response and sends it to the verifier. Besides check-
ing the correctness of the master response, the verifier also validates whether the
number of real provers is at least t.

To enable the leader to compute commitments for non-provers without know-
ing their real secret keys, we require that the public key for every member in
the group to be 0. By doing so, the leader can take 0 as each non-prover’s secret
key (MQ(0) = 0) when computing commitments for them.

Denote U as the set of N members and P the set of t provers, our protocol
works as follows.

1. Each prover Pi ∈ P chooses r
(i)
0 , t

(i)
0 ∈ IFn, e

(i)
0 ∈ IFm, then sends the com-

mitment values c
(i)
0 = Com

(
r
(i)
1 , Gi(t

(i)
0 , r

(i)
1 ) + e

(i)
0

)
, c

(i)
1 = Com(t

(i)
0 , e

(i)
0 ),

c
(i)
2 = Com(t

(i)
1 , e

(i)
1 ), c

(i)
3 = Com(r

(i)
0 ), c

(i)
4 = Com(r

(i)
1 ) to the leader, where

r
(i)
1 = si − r

(i)
0 , t

(i)
1 = r

(i)
0 − t

(i)
0 , e

(i)
1 = Fi(r

(i)
0 )− e

(i)
0 .

2. The leader computes c
(i)
0 , c

(i)
1 , c

(i)
2 , c

(i)
3 , c

(i)
4 for the non-provers, chooses a per-

mutation Σ ∈R UN which re-arrange the N members to meet the source
hiding property and d ∈R D, and computes the master commitments C0 =

Com(c
(1)
0 , ..., c

(N)
0 ), C1 = Com(Σ, c

(1)
1 , ..., c

(N)
1 ), C2 = Com(c

(1)
2 , ..., c

(N)
2 ),

C3 = Com(Σ(c
(1)
3 , ..., c

(N)
3 )), C4 = Com(Σ(c

(1)
4 , ..., c

(N)
4 )). Then sends

C0, C1, C2, C3, C4, d to the verifier.

3. The verifier chooses the challenge Ch ∈R {0, 1, 2} and sends it to the leader.
Then the leader sends Ch, d to the other provers.

4. The t− 1 provers send their responses Rspi to the leader respectively.

If Ch = 0, Rspi = (r
(i)
0 , t

(i)
1 , e

(i)
1 ⊕ d)

If Ch = 1, Rspi = (r
(i)
1 , t

(i)
1 , e

(i)
1 ⊕ d)

If Ch = 2, Rspi = (r
(i)
1 , t

(i)
0 , e

(i)
0 ⊕ d)

5. The leader computes Rspi for the non-provers and himself, computes the
master response RSP and sends it to the verifier.

If Ch = 0, RSP = (Σ, Rsp1, . . . , RspN)

If Ch = 1, RSP = (Rsp1, . . . , RspN)

If Ch = 2, RSP = (Σ, Rsp1, . . . , RspN ,Σ(c
(1)
3 , . . . , c

(N)
3 ))

6. The verifier checks the correctness of the commitments.
If Ch = 0, he parses RSP into Σ, r
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1 , ê

(i)
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If Ch = 2, he parses RSP into Σ, r
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(i)
0 ⊕



530 J. Zhang and Y. Zhao

d) and c̃
(i)
4 = Com(r

(i)
1 ). Then checks C0

?
= Com(c̃

(1)
0 , ..., c̃

(N)
0 ), C1

?
= Com(Σ,

c̃
(1)
1 , ..., c̃

(N)
1 ) , C4

?
= Com(Σ(c̃

(1)
4 , ..., c̃

(N)
4 )) and if there are at least t indices

i ∈ {1, . . . , N} with c
(Σ(i))
3 �= c̃

(Σ(i))
4 .

4 Multivariate Based Threshold Ring Signature Scheme

In this part, we construct a threshold ring signature scheme by applying Γ-
transformation on our threshold ring Γ-protocol. As our threshold ring Γ-protocol
has a cheating probability of 2/3, we need to run our scheme number of rounds
to guarantee the security, here we denote by #rounds the number of rounds to
be executed, and our scheme works as below.

1. The leader gathers commitments of the other signers and generates commit-
ments for non-signers and himself, then computes the master commitments

COM = (COM (1), . . . , COM (#rounds))

in which COM (i) = (C
(i)
0 , . . . , C

(i)
4 ) for round i.

2. The leader computes d = (f(COM (1)), . . . , f(COM (#rounds)) and the master
challenge CH = h(m)(1)−(#rounds), where f is modelled as random oracle and
h : {0, 1}∗ → {00, 01, 10}(#rounds)) is a hash function, then sends d, CH to
his co-signers. We require that the leader should publish f(d) to the verifier
before receiving the message to be signed. Notice that we use f(d) instead of
d here to reduce the signature length and the verifier checks the correctness
of f(d), not d in the step 5.

3. The leader gathers responses from the other signers and generates responses
for non-signers and himself, then computes the master responses RSP =
(RSP (1), . . . , RSP (#rounds)). For round i,

If CH(i) = 0, RSP (i) =
(
Σ, Rsp1, . . . , RspN , C0, C4

)(i)
.

If CH(i) = 1, RSP (i) =
(
Rsp1, . . . , RspN , C1, C3, C4

)(i)
.

If CH(i) = 2, RSP (i) =
(
Σ, Rsp1, . . . , RspN , Σ(c

(1)
3 , ..., c

(N)
3 ), C2

)(i)
.

4. The leader sends the final signature σ = (f(d)||RSP ) to the verifier (actually
only RSP is sent as f(d) is already sent in Step 2).

5. The verifier parses σ into f(d), RSP (1), . . . , RSP (#rounds), and computes
the master challenge CH . For each round i ∈ {1, . . . ,#rounds}, the ver-
ifier parses RSP (i) to get each user’s response, then computes the master
commitments

C̃OM
(i)

= (C̃
(i)
0 , C̃

(i)
1 , C̃

(i)
2 , C̃

(i)
3 , C̃

(i)
4 ) and d̃(i) = f(C̃OM

(i)
)

At last the verifier checks f(d)
?
= f(d̃(1), . . . , d̃(#rounds)).

According to the property of Γ-transformation, our threshold ring signature
scheme is strongly existential unforgeable under concurrent interactive attack.
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5 Security Analysis

In this section, firstly we want to show that our threshold ring Γ-protocol is a
zero knowledge argument of knowledge with cheating probability 2/3, which can
be proved by three properties: Completeness, Soundness and Zero Knowledge.
Then we show that our threshold ring signature scheme is unconditionally source
hiding. The Completeness is straight forward as the verifier will always accept a
correct interaction from the prover.

Theorem 3 (Soundness). An attacker who is able to pass r rounds of our
protocol without detection with probability > (2/3)r, can either break the binding
property of the commitment scheme or extract t vectors si1 , . . . , sit ∈ IFn\{0}
satisfying Fij (sij ) = 0, where i1, . . . , it are t indices from {1, 2, . . . , N}.

Proof. Assume that an attacker is able to pass r rounds of the threshold ring
identification scheme with probability > (2/3)r, he must be able to answer all

three challenges in at least one round correctly. Denote c̃
(i,j)
k as the value of c̃k

the verifier computes for user i and challenge j. Due to the binding property of
the commitment scheme we can get that

c̃
(1,1)
0 = c̃

(1,2)
0 , . . . , c̃

(N,1)
0 = c̃

(N,2)
0 (1a)

Σ(0) = Σ(2), c̃
(1,0)
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(1,2)
1 , . . . , c̃

(N,0)
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(N,2)
1 (1b)

c̃
(1,0)
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(1,1)
2 , . . . , c̃

(N,0)
2 = c̃

(N,1)
2 (1c)

Again due to the binding property of the commitment scheme, (1a),(1b),(1c)
can deduce following equations, ∀i = 1, . . . , N

(r̃
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1 )−Gi(t̃

(i,1)
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1 )− ẽ
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1 ) + ẽ
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0 )
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0 )− ẽ
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(i,2)
0 ) (2b)

(t̃
(i,0)
1 , ẽ

(i,0)
1 ) = (t̃
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1 , ẽ

(i,1)
1 ) (2c)

Then we can get s̃i = r̃
(i,0)
0 + r̃

(i,2)
1 . Otherwise, if any one of (2a),(2b),(2c) doesn’t

hold, the binding property of Com is broken.
Next we show that at least t of the solutions are not 0.
To pass Ch = 2, there must be at least t indices i1, . . . , it satisfying that

c̃
(Σ(2)(ij),2)
3 �= c̃

(Σ(2)(ij),2)
4 . As Σ(0) = Σ(2) =: Σ, there is c̃

(Σ(ij),0)
3 �= c̃

(Σ(ij),2)
4 , ∀j =

1, . . . , t, which is equivalent to r̃
(Σ(ij ),0)
0 �= r̃

(Σ(ij),2)
1 , ∀j = 1, . . . , t.

Till now, the attacker has found t vectors s̃Σ(ij) = r̃
(Σ(ij),0)
0 + r̃

(Σ(ij),2)
1 ∈

IFn\{0} satisfying FΣ(ij)(s̃Σ(ij)) = 0, ∀j = 1, ..., t.
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Theorem 4 (Zero-Knowledge). The threshold ring Γ-protocol is statistically
zero knowledge if the commitment scheme Com is statistically hiding.

Proof. Let S be a simulator of the leader who doesn’t know the private keys of
the group, and show that S can pass the scheme with probability 2/3.

S chooses a value Ch∗ ∈R {0, 1, 2} as a prediction, of the challenge value
that the verifier will not choose. For the group of N users, S chooses s̃i ∈R IFn

with at least t of the secret keys s̃i �= 0, and chooses r̃
(i)
0 , t̃

(i)
0 ∈R IFn, ẽ

(i)
0 ∈R

IFm. Then computes r̃
(i)
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(i)
0 ) − ẽ

(i)
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(i)
1 = Fi(r̃

(i)
0 ) − ẽ

(i)
0 . If

Ch∗ = 2, it computes c̃
(i)
0 = Com(r̃

(i)
1 ,−Fi(r̃
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1 )−Gi(t̃

(i)
1 , r̃

(i)
1 )− ẽ

(i)
1 ), otherwise

c̃
(i)
0 = Com(r̃

(i)
1 , Gi(t̃

(i)
0 , r̃

(i)
1 ) + ẽ

(i)
0 ). S computes the other four commitments

c̃
(i)
1 , c̃

(i)
2 , c̃

(i)
3 , c̃

(i)
4 for each user, then uniformly at random chooses a permutation

Σ and a value d̃ from D to construct the master commitments.
Till now, S finishes Step 1 and Step 2 of the threshold ring identification

protocol, the other steps are remained the same, then waits for the challenge
from the verifier. If Ch∗ �= Ch, the response from S will be accepted.

Theorem 5. The threshold ring signature scheme is unconditionally source hid-
ing.

Proof. For all challenge values 0, 1 and 2, the response of both signers and
non-signers are completely indistinguishable, since r0, t0, e0 are chosen uniformly
at random and therefore the responses are random too. As to the verification
for challenge value 2, actual signers and non-signers are mixed by a random
permutation Σ, the verifier is not able to identify the actual signers although he
knows which users (after permutation) have non-zero secret.

6 Efficiency

Table 1 compares our threshold ring signature scheme with Petzoldt et al.’s
scheme [6], lattice-based [1] and code-based [5] threshold ring signature schemes.
And we use the same parameters as [6] for our scheme, i.e. IF = GF (2), (m,n) =
(80, 80) for 80-bit security and (m,n) = (100, 100) for 100-bit security.

Table 1. Comparison of threshold ring signature schemes for (N, t) = (100, 50)

Security Scheme TRSS-C [5] TRSS-L [1] TRSS-M [6] Our scheme

rounds 140 80 193 137
280 public key 1.5 MB 7.8 MB 3.5 MB 3.1 MB

private key 700 bit 1280 bit 80 bit 80 bit
signature length 1.4 MB 14.8 MB 0.62 MB 0.49 MB

rounds 190 100 256 171
2100 public key 2.2 MB 17.0 MB 6.8 MB 6.0 MB

private key 850 bit 1728 bit 100 bit 100 bit
signature length 2.4 MB 26.7 MB 1.03 MB 0.77 MB
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Compared with [6], our scheme has 29% reduction in round number and 21%
reduction in signature length for 80-bit security, 33% reduction in round number
and 25% reduction in signature length for 100-bit security. Compared with[1] and
[5], our private key and signature are pretty small, especially compared with [1].

7 Conclusion

In this paper, we present a Γ-protocol whose security is solely based on MQ
problem, and extend it to a threshold ring signature scheme by applying Γ-
transformation. Our threshold ring signature scheme offers higher level provable
security and better efficiency compared with [6], and enjoys the benefits of Γ-
transformation such as flexible deployment in interactive protocols and better
performance on power limited devices.
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Abstract. This article uses a new data structure namely System Flow
Graph (SFG) that offers a compact representation of information dis-
semination induced by an execution of an application to characterize
malicious application behavior and lead some experiments on 4 malware
families DroidKungFu1, DroidKungFu2, jSMSHider, BadNews. We show
how SFG are relevant to exhibit malware behavior.

1 Introduction

Android is an operating system dedicated to mobile devices. Due to its widespread
adoption and the sensitive nature of data such devices may contain, Android be-
came the target of malicious applications. As pointed out in different studies [1, 2],
Android security mechanism is not efficient enough to perfectly protect users and
sensitive data on their device from malware. Security groups have thus worked on
security extensions for Android to improve its security level.

Monitoring applications to detect misbehaviours appears to us as a promis-
ing idea but we also believe that the analysis should not be restricted to the
application itself but to its impact, direct or not, on the entire system. Indeed,
traditional approaches limit themselves to the application itself and its direct in-
teraction with its environment [3–6]. By doing so, some useful information about
the action of the application may remain unnoticed. For instance, monitoring
only a running sample of DroidKungFu1[7] and its child processes on Android,
does not allow to observe that once it drops one of its payload in /system/app,
the content of the payload is automatically used by two main system processes
and propagated to other files in the system.

To overcome this shortcoming of traditional profiles, we choose to monitor
information flows caused by an application in the whole system. Therefore we
propose to define an application profile as a representation of how the application
disseminates its data in the whole system and how these pieces of data are
processed by the other applications. For that purpose, we use a data structure
previously introduced in [8]. This data structure, called System Flow Graph
(SFG), represents how an application disseminates its own pieces of data in
an operating system during an execution. In this article we present how this
structure helps to understand and classify malware.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 534–541, 2014.
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As stated in [9], malware authors are used to repackage applications with
their malicious code and submit these repackaged applications on distribution
platforms to infect users. These repackaged applications represent 86% of the
malware samples in Android genome project according to the same source. As
a malware author infects different applications with the same malicious code,
these applications share a common behaviour and consequently we claim that
they should share a common sub-SFG. This will be able to cope even with
code that is obfuscated or ciphered. In the following we present related works in
application analysis and tainting techniques for malware detection (section 2).
Then, we present the underlying model of the information flowmonitor we choose
to use and a compact format to describe information flows (section 3). We then
explain how a SFG is used to build a malware signature based on its behavior
(section 4) and experiment our proposition (section 5).

2 Related Works

Tainting consists in marking pieces of information to monitor how they are dis-
seminated in a program or in a system. They have been used to analyse how
applications access sensitive data and how they process it. In [10], Yin et al.
proposed to monitor information flow at hardware level to detect if suspicious
applications accessed sensitive data and how they processed it. In subsequent
work [11], Yin et al. used a similar approach and presented DroidScope, an An-
droid analysis environment. Like Panorama, DroidScope monitors information
flow at hardware level and aimed at detecting if a monitored application accesses
to data considered as sensitive, when it is the case the application is considered
as malicious. Tainting techniques have also been used on real devices to iden-
tify Android applications that leak confidential data. In [1], Enck et al. present
TaintDroid, a modified version of Android that monitors information flow at
application level. They selected pieces of sensitive data (e.g: IMEI and location
data) that should be considered as confidential and monitored how they spread
thanks to tainting techniques. When an application accesses a piece of tainted
data, TaintDroid considers that the piece of data is flowing and propagates the
corresponding taint to the destination container. In TaintDroid, destination con-
tainers that can be tainted are Java application variables, IPC messages and files.
TaintDroid raises an alert whenever a piece of tainted data leaves the device.
Their study showed that more than a third of thirty popular applications are
responsible of sensitive data leakage to remote entities. If TaintDroid detects
information leaks, it does not however give enough information to diagnose how
the leaks happened. Furthermore, it only monitors information flow at Java ap-
plication level: information flows involving native applications are not detected
by TaintDroid because they do not run inside the Dalvik virtual machine which
has been modified to monitor information flow.

As tainting techniques permit to understand how pieces of sensitive data are
used, they give a better insight about the intent of an application compared to its
use of functions. We therefore claim that such techniques are a better candidate
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to classify and detect pieces of malware. Unlike the approach used in DroidScope,
Panorama and TaintDroid in which their authors focus on information they
consider as sensitive, we think that the classification and detection should first be
focused on the pieces of data owned by the application under analysis. To classify
malware samples and detect their execution, we mark their origin container, apk
file on Android and monitor how its content is disseminated in the system. From
this dissemination profile, we regroup samples that propagate their own data in
the same way and use this profile to detect execution of samples from the same
malware family.

3 Capturing External Behaviours of Applications

In this work, we use Blare1 [12], an intrusion detection system, to monitor in-
formation flows at system level. Blare is aware of information flows occurring
between files, processes and sockets. Blare implementation relies on the Linux
Security Module framework [13] that introduces hooks in the kernel to intercept
syscalls. Blare uses these hooks to intercept syscalls that induce information flow
between system objects and maintains tags on these objects. In particular, Blare
maintains a tag called itag on each container of information at system level. This
tag permits to know if a container has been contaminated by a marked piece
of data. Besides intercepting syscalls, Blare also performs a finer monitoring of
information flows occurring through the binder driver on Android. When Blare
observes an interaction between system objects, it computes the corresponding
information flow and performs the appropriate tag update. For example, when a
process P reads a file F , it performs a read syscall. Blare intercepts this syscall
and deduces that information flows from F to P . It then updates the tag asso-
ciated to P to take into account its new content. If the file is later read by an
other process then this process will have an itag indicating that its content has
also been contaminated. In general, Blare updates the value of the itag attached
to an object each time it considers that the content of this object has been
changed. In this work, we use Blare to keep under surveillance a newly installed
application that we do not trust. We assign a unique identifier i to informa-
tion originating from the application and monitor how the pieces of information
identified with i are disseminated in the whole system. Technically speaking this
is done by assigning �i� as the itag value of the apk file of the application we
want to monitor. The apk file is the archive containing all the code and resources
of Android applications. As we only focus on information from the application
that we do not trust, there is no other identifier used in the system and the only
possible values of itag are therefore � and �i�. During an execution, if container
c has an itag value equal to �, it means that c has not been contaminated by
the marked application. Otherwise it means that the content of c may have been
contaminated by the application. Each time Blare observes an information flow
involving a content associated to an non-null itag, it adds an entry in its log
to describe the observed flow. Each log entry describes the source container of

1 http://blare-ids.org/

http://blare-ids.org/
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the flow, its destination and the information identifiers associated to the pieces
of information that are propagating. It also contains a timestamp correspond-
ing to the moment at which the flow was observed. Source and destination are
described by their type, their name and their system identifier.

A log produced by Blare when monitoring an application exactly depicts how
pieces of data owned by this application are disseminated within the system.
However, the longer the monitoring of an application lasts, the bigger its log size
grows. Some of the log entries may be repeated: for instance when a process reads
a huge file it will repeat several times the same read syscall. We then propose in
a data structure named System Flow Graph to compact the representation of a
Blare log. A System Flow Graph (SFG) [8] describes how pieces of information
are disseminated within the system during one execution. A SFG is a graph rep-
resentation of a Blare log without information loss. A SFG has a more compact
form. It is thus more readable than a log. Formally, a SFG is a labelled directed
graph G � �V,E�. Each node v � V represents a container of information and
each edge e � E from a node v1 to a node v2 an information flow from v1 to v2.
Each node has three attributes: its system id, its name and its type (process,
file or sockets). These three attributes are respectively denoted v.id,v.name and
v.type. An edge has two attributes identified as e.f low and e.timestamp. e.f low
is a collection of information identifiers involved in the flow corresponding to e.
The attribute e.timestamp is a list of timestamps at which Blare observed the
flow corresponding to e. SFG construction relies on the Blare log. We have a
tool that transforms a log into an SFG.

4 System Flow Graph as Behaviour-Based Signatures

As malware authors are used to repackage original applications with their mali-
cious code, applications infected with the same malicious code exhibit a common
behaviour. Their corresponding SFGs therefore share a common sub-SFG that
represents this common behaviour. We propose to use this common sub-SFG as
a malware signature and explain below how to compute it.

A SFG describes how a piece of data disseminates in the whole system. In this
study we propose to monitor how data originating from an application archive
(apk file) is processed and thus how an application contaminates the operating
system. To obtain the corresponding SFG we mark the apk file of the application
right after it is installed on the device. Once the archive marked, the application
is launched and monitored by Blare.

In the following we present a core algorithm used to classify a set of SFG
into different subsets where each subset share a common sub-SFG that is the
signature of the subset. The main algorithm is a classifier computing a fixed-point
on the call of the function named one-step-classification on a classification
list. A classification list is a list that associates a signature with all the SFGs
that include this signature. A signature is a sub-SFG that appears at least in two
SFGs given in input. This way, if the SFG list given as input contains at least
two samples of the same malware family, our algorithm will output a signature.
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More precisely, the main algorithm takes as input a list [g1, ...,gn] of
SFG and white a white list of SFG. First it stores in a variable named assoc a
classification list initially set to [(g1, [g1]), . . . ,(gn, [gn])]. The main part is then a
loop that computes a fix point of one-step-classification(assoc, white).
The function one-step-classification is described in algorithm 1. In short,
it computes the biggest common part of a list of SFGs deprived of all part that
also appear in SFGs of benign applications characterized by the SFG list white.

When a fixed point is finally reached, the main algorithm will output a classi-
fication list of the form [(s0, [g01, ...,g0i]), ...,(sm,[gm1, ...,gmk

])]

where s0, s1 . . . sm are the resulting signatures and [gl1 , . . . ,gli ] is the list of
SFGs from the input that includes the signature sl.

Algorithm 1. One-step-classification function

Input:
assoc a SFG classification list
white a list of trusted SFG
Output: a SFG classification list, one step further
begin

new assoc� �� ;
forall the g1 � keys�assoc� do

forall the g2 � keys�assoc� do
v � [value�assoc, g1�] ;
s � clean (g1 � g2,white) ;
if s �	 

then

forall the g � keys�assoc� do
if s is included in g then

v � v @value (assoc, g)

new assoc� add�new assoc, �s, v��;

return new assoc;

5 Computing SFG Signatures

To evaluate our algorithm, we propose to extract SFG-signatures from the
SFG of 19 malware samples: 5 samples of BadNews [14], 7 samples of Droid-
KungFu1 [7], 3 samples of DroidKungFu2 [15] and 4 samples of jSMSHider [16].

BadNews is a malware of which samples are disguised as legitimate applica-
tions. Based on a manual analysis of these samples, we know that they are clients
of a Command and Control (C&C) server from which they receive commands to
execute. The different commands they can receive are to download and to install
Android applications, to display news notifications (web-page to visit, software
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update etc) on the device, to install icons which links to an url or a down-
loaded Android application and to change the address of the C&C server. Dur-
ing the period of our experiment, the C&C server only sent the news command
to advertise two infected-application updates: Doodle Jump and Adobe flash.
DroidKungFu1 and DroidKungFu2 are malware families that attempt to gain
root privileges on the device and stealthily dump malicious applications on the
device when root privileges are gained. Like DroidKungFu families, jSMSHider
also exploits a vulnerability to install applications on the device. According to
Zhou et al. [9], samples of DroidKungFu1, DroidKungFu2 and jSMSHider are
repacked applications to which a malicious code was added.

Analysis Environment. To dynamically analyze applications and produce
Blare log, we used a Samsung Nexus S device running the version of Android
Ice Cream Sandwich from the Android Open Source Project. We used a kernel
to which Blare was added. In user-space we added Blare related tools to set tag
values, a standalone version of a toolbox named busybox and an application
named Super User to get notifications when applications use the su command.
No additional applications or components were added or modified.

Application Analysis. We wanted to observe how an application disseminates
its data within the system. We therefore installed the application and marked
its apk file before its first execution. The apk file contains the resources and the
code of the application when it arrives on the device.

Sample Execution and Monitoring. The malicious code is not always au-
tomatically executed when the application is launched. We therefore introduced
events in the system to trigger the malicious behaviour of some malware sam-
ples to shorten the duration of the application analysis. For some samples of
DroidKungFu1 and DroidKungFu2, the associated value of a key named start

in a file named sstimestamp.xml must be set to a small value (e.g 1). For
BadNews, the malicious code is executed once a component of the application
named MainService receives an intent that asks him to start running. In or-
der to launch the application malicious code, the intent must come with an
extra boolean value set to true. We manually craft this intent and send it to
the application during the analysis of the samples of BadNews. In addition to
introducing these key-events, we also use the application as a normal user.

SFG Signature Computation. Once we obtained the logs resulting from the
analysis of 19 samples, we built the corresponding 19 SFGs. We then gave these
SFGs to a program that implements the classification algorithm. The program
returned a classification of 4 groups. 17 out of the 19 samples are exactly classified
as in their origin database. The two remaining are samples of DroidKungFu1 that
were classified as belonging to the same group as the samples of DroidKungFu2.
This is due to the fact that these two samples exhibit the same behaviour as
samples of DroidKungFu2 and also produce the same information flows. This
is thus not an error of our algorithm. The SFG-signatures associated to each
class describe the malicious behaviour of the code introduced in repackaged
applications. We present in figure 1 the signature computed for BadNews. It
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describes the download, a part of the installation and execution of two appli-
cations (doodle.jump.apk and adobe.flash.apk). We can see from the figure
that the browser sends data to a server : 213.x.x.x. We intentionally replaced a
part of the IP addresses with the letter x to avoid revealing the original address.
This address correspond to a remote server from which malicious applications
are downloaded.

57460 - downloads.db

577 -  iders.downloads

*

57361 -  data_3 0 -  (82.x.x.x)762 -  id.defcontainer

7958 -  /mnt/asec/smdl2tmp1/pkg.apk

*

1026 -  ackageinstaller

*

15 -  /sdcard/download/adobe.flash.apk

*

80 -  drmserver

*

14 -  /sdcard/download/doodle.jump.apk

*

275 -  d.process.media

*

57378 - downloads.db-journal

*

973 -  android.browser

*

**

*

8237 -  /data/drm/fwdlock/kek.dat

*

**

0 -  (213.x.x.x)

* *

* *

*

*

Fig. 1. SFG signature of BadNews

6 Conclusion

We made a proposition to classify Android malware in this work. First, we pro-
posed to use a data structure named System Flow Graph (SFG) as a profile of
an application. It describes in a compact and human readable way how a partic-
ular execution is responsible of information dissemination within the operating
system and can be constructed from the log of an information flow monitor.

Second, we proposed to use SFGs to characterize malware samples. The main
idea behind the approach is that when applications are infected by the same
piece of malware, it should be possible to exhibit a similar sub-SFG in their
respective SFGs. Following this idea we have proposed a classification algorithm
that regroups SFGs according to the maximal sub-SFG(s) they have in common.
We have applied the proposed algorithm to compute the signature of pieces of
malware discovered during the last two years. Our algorithm has successfully
extracted a signature for each malware family from which we picked samples
for our experiment and each signature only matches the samples of the malware
family to which they belong. In future work, we plan to use these signatures in
a new form of malware detection engine.
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Abstract. ADFA Linux data set (ADFA-LD) is released recently for
substituting the existing benchmark data sets in the area of host-based
anomaly detection which have lost most of their relevance to modern
computer systems. ADFA-LD is composed of thousands of system call
traces collected from a contemporary Linux local server, with six types
of up-to-date cyber attack involved. Previously, we have conducted a
preliminary analysis of ADFA-LD, and shown that the frequency-based
algorithms can be realised at a cheaper computational cost in contrast
with the short sequence-based algorithms, while achieving an accept-
able performance. In this paper, we further exploit the potential of the
frequency-based algorithms, in attempts to reduce the dimension of the
frequency vectors and identify the optimal distance functions. Two typ-
ical frequency-based algorithms, i.e., k-nearest neighbour (kNN) and k-
means clustering (kMC), are applied to validate the effectiveness and
efficiency.

Keywords: host-based intrusion detection system (HIDS), Unix system
call.

1 Introduction

In the area of host-based anomaly detection [1], most of the existing benchmark
data sets, such as UMN [2] and DARPA [3] intrusion detection data sets, are
compiled a decade ago and have failed to reflect the characteristics of modern
computer systems. To fill this gap, ADFA-LD [10] [11] is released recently, which
is generated from a Linux local server configured to represent a contemporary
computer system. This server provides a range of services such as file shar-
ing, database, remote access and web server, with the operating system of fully
patched Ubuntu 11.04 (Linux kernel 2.6.38). The FTP, SSH and MySQL 14.14
are enabled with their default ports. Apache 2.2.17 and PHP 5.3.5 are installed
for web-based services. In addition, TikiWiki 8.1 is installed as a web-based col-
laborative tool. During a given sampling period, the system calls invoked by
each specific process is collected from this server in the form of a trace and, for
simplicity, the index of the system call is recorded rather than its name. 833 and
4373 normal traces are captured respectively for the purposes of training and
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validation, during which no attacks occur against the host and a variety of legit-
imate applications are operated as usual. Subsequently, six types of cyber attack
[10], i.e., Hydra-FTP, Hydra-SSH, Adduser, Java-Meterpreter, Meter-
preter and Webshell, are launched in turn, each of which generates 8 ∼ 20
attack traces. Table 1 summarises the composition of ADFA-LD, in according
with type, number and label.

Table 1. Composition of ADFA-LD

Training Validation Hydra-FTP Hydra-SSH Adduser Java-Meterpreter Meterpreter Webshell
833 4373 162 148 91 125 75 118

normal normal attack attack attack attack attack attack

There are two common categories of technique to detect intrusions/anomalies
using system call traces: short sequence-based and frequency-based [6]. Short
sequence-based techniques tend to mine patterns from subsequences of system
call traces and a decision is often made through a comparison to the model of
the normal patterns [4] [5] [7] [8] [9] [11]. Although this category of techniques
are able to generate an accurate normal profile, the learning procedures are ex-
tremely time-consuming. Frequency-based techniques, on the contrary, are much
cheaper in terms of computation, since they reorganise the system call traces into
equal-sized vectors based on the concept of ‘frequency’ and deal only with the
resulting frequency vectors [12] [13] [14]. However, their accuracies in modelling
a normal profile may be deteriorated due to the loss of positional information.

Previously, we have conducted a preliminary analysis of ADFA-LD and shown
that most of the intrusions/anomalies presented in ADFA-LD can be identified
by the frequency-based kNN algorithms [15]. In this paper, we intend to fur-
ther exploit the potential of the frequency-based algorithms against ADFA-LD.
First, it attempts to map the original n−dimensional space of frequency vec-
tors into a lower p−dimensional space by using principal component analysis
(PCA). Second, various distance functions are attempted separately to validate
their effectiveness. In different settings, two typical frequency-based algorithms,
i.e., kNN and kMC, are tested respectively. Detection accuracy (ACC) and false
positive rate (FPR) are employed as the performance metrics, which are given
in the form of RoC curve.

The rest of this paper is organised as follows. Section 2 introduces how to
reduce the dimension of the frequency vectors and the distance functions. Section
3 details the kNN and kMC algorithms and presents their performances obtained
from ADFA-LD and, finally, section 4 summarises this paper.

2 Model, Dimension Reduction and Distance Functions

In this section, we define the model by which, as previously mentioned, the sys-
tem call traces can be transformed into equal-sized frequency vectors. Then, we
discuss how to reduce the dimension of the frequency vectors, as well as various
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distance functions which will be used for measuring the similarity between two
frequency vectors.

A system call trace is a discrete sequence, with a variant length and the
elements ranging from 1 to n (the maximal index of a system call). The indexes
of the system calls and n are determined by the operating system; for example,
Linux kernel 2.6.38 provides a total of 325 system calls [16] such that n = 325.
Let s denote a system call trace, |s| its length and fi the number of occurrence of
the system call indexed by i, where i = 1, 2, · · · , n. The element of the frequency
vector can be defined as

f̄i =
fi
|s| .

Although the system call traces can be transformed into shorter and equal-
sized frequency vectors according to the above model, while operating these n
dimensional vectors, the computational cost is still considerable. As most of the
frequency vectors are sparse, intuitively, the dimension can be largely reduced
and a comparable performance can be achieved as long as most of the variance
is retained. Let m denote the total number of the training system call traces.
The training data set, say T, can be organised in the form of a m×n matrix by
which we can reduce the dimension using PCA [17] [18]. If the sample covariance
matrix of T is denoted by Q, using eigen decomposition, Q can be factorised as
Q = WΛW ′ where Λ = diag (λ1, λ2, · · · , λn) is a diagonal matrix with respect
to the descending eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn and W is the n×n orthogonal
matrix that contains the eigenvectors, i.e., W = [w1 w2 · · · wn]. By specifying
r, 0 < r < 1, it can obtain a subset of the eigenvectors from W , i.e., W̄ =
[w1 w2 · · · wp] where p < n and

r ≤
p∑

i=1

λi.

For any frequency vector s, the dimension can be reduced according to

s̄ = sW̄ .

Let V and A denote the validation and attack data sets respectively. After the
dimension is reduced, the training, validation and attack data sets are denoted
by T̄, V̄ and Ā respectively, where T̄ = TW̄ , V̄ = VW̄ and Ā = AW̄ .

Let Q̄ and Λ̄ denote the sample covariance matrix of T̄ and the diagonal
matrix obtained from the eigen decomposition of Q̄ respectively. Given any two
p dimensional frequency vectors, denoted by x and y for short, some distance
functions are defined for measuring their similarity, as shown in Table 2.

3 The Frequency-Based Algorithms

Application of the frequency-based algorithms to ADFA-LD is presented in this
section. We specify r = 0.8, which indicates that 80% variance of the raw data
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Table 2. Distance functions

Distance/Metric distance(x, y) Distance/Metric distance(x, y)

Euclidean (x − y)(x − y)
′

Minkowski

{
p∑

i=1

|xi − yi|q
} 1

q

Standardised Euclidean (x− y)Λ̄−1(x− y)
′

Cosine 1 − xy
′

(xx
′
)
1
2 (yy

′
)
1
2

Mahalanobis (x− y)Q̄−1(x− y)
′

Correlation 1 − 1
n

(x−μx)(y−μy )
′

σxσy

is retained; as such, p = 9. By testing a range of each parameter, the ACC and
FPR of each algorithm against each type of attack are given in the form of a
RoC curve. In particular, ACC is the number of successfully detected abnormal
traces (attack involved) dividing by the total number of abnormal traces and
FPR is the number of normal traces which are identified as abnormal dividing
by the length of the validation data set.

3.1 kNN

kNN is the most widely used algorithm in the area of anomaly detection [18] [19]
[20] [21]. Based on the kNN algorithm, we detect a system call trace by searching
its p dimensional frequency vector’s k nearest neighbours within a radius of d
from T̄ in terms of a certain distance function. That is, for any y ∈ V̄ ∪ Ā and
all x ∈ T̄, if

# (distance(x, y) ≤ d) ≥ k,

y is normal; otherwise abnormal.

Table 3. Parameters of kNN

Distance/Metric d step width Distance/Metric d step width
Euclidean [0.01, 0.1] 0.01 Minkowski q = 2 [0.1, 1] 0.1

Standardised Euclidean [1, 10] 1 Minkowski q = 3 [0.05, 0.5] 0.05
Mahalanobis [0.5, 5] 0.5 Cosine [0.05, 0.5] 0.05

There are two parameters d and k to be specified in the algorithm, where
d varies according to the distance function adopted and k

m indicates a small
probability. We fix k = 20 empirically, i.e., the small probability is equal to 0.024,
and test a range of d for each distance function separately. The parameters are
summarised in Table 3, with the results shown in Figure 1.

3.2 kMC

kMC algorithm is originated from signal processing [22] and has been widely used
for the problems of anomaly detection [23] [24]. It aims to partition the given
observations into k clusters in which each observation belongs to the cluster in
terms of the nearest mean. Then, an observation is detectable according to its
distances to the clusters.
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(d) Minkowski q = 2
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(e) Minkowski q = 3
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Fig. 1. The results from kNN

Given the observations {x1, x2, · · · , xm}, i.e., the set of the p dimensional
training frequency vectors (T̄), the kMC algorithm partitions the observations
into k clusters C = {C1, C2, · · · , Ck} by minimising

argmin
C

k∑
i=1

∑
xj∈Ci

‖xj − ci ‖

where ci is the centre of Ci. Although solving the problem is computationally
difficult, there are a number of efficient heuristic algorithms which are usually
similar to the idea of the expectation-maximisation (EM) algorithm. For exam-
ple, Lloyd’s algorithm [25] is able to reach the local optimum by an iterative
process which, in particular, alternates between two steps: assignment and up-
date. In an assignment step, each observation is assigned to the cluster whose
mean yields the least within-cluster sum of squares and, in an update step, the
centres of the observations in the new clusters are calculated.

Table 4. Parameters of kMC

Distance/Metric τ step width Distance/Metric τ step width
Euclidean [0.005, 0.15] 0.005 Cosine [0.025, 0.5] 0.025

Minkowski metric q = 1 [0.15, 0.9] 0.05 Correlation [0.025, 0.5] 0.025

When {c1, c2, · · · , ck} are ready, the frequency vector of a system call trace,
say y, y ∈ V̄ ∪ Ā, can be detected through the following inequation,

min
i=1,2,···,k

distance(ci, y) ≤ d.
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If this inequation is true, the system call trace is identified as normal; otherwise
abnormal. There are also two parameters k and d to be specified in the KMC
algorithm. k is related to the distribution of the given observations and, by
manually adjusting, it is fixed to 5. d is not easy to empirically specify as it varies
according to the distance function. As a result, we employ the maximum of the
within-cluster distances obtained from T̄ as a scale d∗, and test d by multiplying
a range of coefficient τ and this scale, i.e., d = τd∗. All the parameters are given
in Table 4 and the results are shown in Figure 2.
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(b) Minkowski q = 1
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Fig. 2. The results from kMC

3.3 Evaluation

In this subsection, we evaluate the results according to three aspects: (1)
the performances of the two frequency-based algorithms against ADFA-LD, (2)
the performances against each type of attack, and (3) the correlation between
the performances and the distance functions.

The kNN algorithm fails to effectively detect the attacks with the low di-
mensional frequency vectors no matter what distance function is used and its
performance is much worse than that of the original frequency vectors. However,
the kMC algorithm is able to achieve an ACC of higher than 60% with a FPR
of lower than 20% for most types of attack. In addition, the kMC algorithm is
much more efficient than the kNN algorithm in terms of computation, as each
time of detection requires only computing the distances to the k centres. Thus,
it can conclude that the kMC algorithm outperforms the kNN algorithm when
the dimension of the frequency vector is reduced.

As far as the performances against each type of attack, Java-Meterpreter is
the easiest type to detect using both the algorithms. Hydra-FTP and Hydra-
SSH, on the contrary, can not be effectively addressed by the frequency-based
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algorithms for which, basically, an ACC of 50% will incur an FPR of 50%. This
result indicates that a frequency-based algorithm is not versatile against any
type of attack.

Finally, we look at how the performance is relating to the distance function.
The result from cosine distance is the best which, in particular, achieves an ACC
of 60% with a FPR of around 10% except for Hydra-FTP and Hydra-SSH,
when the kMC algorithm is employed. Correlation distance is the second choice,
by which the performance is comparable with that of cosine distance. Although
Euclidean and Mahalanobis distances are most commonly used distance metrics,
their performances, in this case, are not impressive. In short, distance function
is not a crucial factor to performance.

4 Conclusion

In this paper, following the preliminary analysis, we applied two typical frequency-
based algorithms to ADFA-LD. After transforming the system call traces into the
frequency vectors, in order to further reduce the computational cost, we attempted
to reduce the dimension of the frequency vectors using PCA, and the subsequent
analysis was conducted in a lower dimensional space. The results shown that the
kNNalgorithm is ineffective against the attacks, and the kMCalgorithm candetect
most types of attack effectively. In the future, we will continue to study the charac-
teristics of ADFA-LD and attempt to designmore efficient and effective algorithms
for detecting the attacks.
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Abstract. We proposed a new public key encryption scheme with equal-
ity test (PKEET), which stands for a public key encryption scheme with
comparable ciphertext. The equivalence among ciphertext under PKEET
schemes can be verified without decryption. In some PKEET algorithms
like Tang’s AoN-PKEET, which is called authorization-based PKEET,
the equality test functionality is restricted to some authorized users: only
users who own authorities are able to perform equality test functions. For
the best of our knowledge, the authorities of all existing authorization-
based PKEET schemes are valid for all ciphertext encrypted under the
same public key. Accurately, we propose a CBA-PKEET scheme follow-
ing Tang’s AoN-PKEET scheme, which means a PKEET scheme with
ciphertext-binded authorities (CBA). Each ciphertext-binded authority
is valid for a specific ciphertext, rather than all ciphertext encrypted un-
der the same public key. Then, we compare the features and efficiency be-
tween our CBA-PKEET and some existing authorization-based PKEET
schemes. Finally, the security of CBA-PKEET is proved in the random
oracle model based on the some hard problems.

Keywords: ciphertext-binded authority, equality test, public key
encryption.

1 Introduction

In CT-RSA 2010, Yang et al. [12] proposed his public key encryption scheme with
equality test (PKEET). PKEET [5][9][10][11][12] schemes provide the function-
ality that the equivalence among ciphertext can be verified without decryption.
For any two ciphertext, say Epk1(m1) and Epk2(m2), encrypted under different
public keys, the equality testing algorithm only indicates the equivalence result 1
for identical or 0 for different, other information about plaintext m1 and m2 will
not be leaked. Through this technique, some privacy preserving services could
be achieved. For example, the financial service providers only know the bill is
correct or not, but they don’t know the amount or detail about the transaction.

M.H. Au et al. (Eds.): NSS 2014, LNCS 8792, pp. 550–557, 2014.
c© Springer International Publishing Switzerland 2014



A New Public Key Encryption with Equality Test 551

Following Yang et al.’s work, Tang proposed his all-or-nothing PKEET scheme
(AoN-PKEET [11]) in 2012. The authority concept is adopted in Tang’s work.
Only authorized proxies or users are able to perform equality test functions. By
the way, the authority is permanently valid; that is: once someone gets Alice’s
authority, all ciphertext encrypted under Alice’s public key becomes comparable.

Motivation: considering a situation that Alice only authorizes a specific cipher-
text to Bob, not all of Alice’s ciphertext, is it possible? For example, the dentists
are only permitted to know those medical records about teeth, not heart, nor
bonds. For the best of our knowledge, there is no existing PKEET algorithm
which provides a ciphertext-binded authority (CBA) for equality test purpose,
which the authority is valid only for one ciphertext, not all ciphertext encrypted
under the same public key.

Our Contribution: first, we construct a PKEET scheme with ciphertext-
binded authorities (CBA-PKEET). Then, the features and efficiency between
Tang’s works and our CBA-PKEET scheme are compared and shown in tables.
Finally, following Tang’s definition, there are type-I adversaries who can ac-
quire all authorities and type-II adversaries who can not acquire any authority.
By Tang’s classification, we prove that our CBA-PKEET scheme is one-way se-
cure against type-I adversaries and IND-CCA2 secure against type-II adversaries
based on decisional Diffie-Hellman problem.

Paper Organization: after the abstract and introduction, we first discuss some
preliminaries and in the next section. Tang’s AoN-PKEET scheme is introduced
in section 3. Next, we follow Tang’s AoN-PKEET scheme, define model and
introduce our CBA-PKEET scheme in section 4. The comparison between CBA-
PKEET scheme and previous PKEET schemes are also shown in form of tables.
The security proof is omitted due to the page limit, which will be shown in the
full version paper. Finally, we provide a brief conclusion in the last section.

2 Preliminaries and Related Works

In this section, there are some preliminaries discussed before the PKEET issues.
We first define some symbols and operations which will be frequently used in
the later computations.

2.1 Operation Definition

1. Let || be the concatenation symbol; ⊕ stands for the XOR operation; ⊥
represents for null; ∼= is ”approximately equal”; ⇒ means ”imply”; e ∈R G

denotes that e is an element randomly selected from the group G.
2. We define two substring operations, for any given string s:

– LSBL[s] returns the least significant L-bit segment.
– MSBL[s] returns the most significant L-bit segment.

3. Pr[H ] = 2−range(H). Let H be a one-way cryptographic hash function. Pr[H ]
stands for the probability that given any input h, find the corresponding hash
value h′ = H(h) without querying hash oracle in the random oracle model.
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4. For any exponential operations in the multiplicative group, e.x. gx (mod p),
in Tang’s scheme [11] and our CBA-PKEET scheme, we omit all (mod p)
expressions for clear. That is, gx (mod p) will be abbreviated as gx in the
following paragraphs and sections.

Second, for security proof, the related hard problem in cryptography is intro-
duced here.

2.2 CDH and DDH Problems

CDH denotes computational Diffie-Hellman problem. Given a secure parameter
k, a multiplicative cyclic group G, a prime order q = q(k) = order(G), a prime
modular p, a generator g ∈ G and two elements gα, gβ ∈ G (α, β ∈R Z

∗
q);

CDH problem is defined to find the element gαβ ∈ G. Generally, CDH is a hard
problem in cryptography; the probability of breaking CDH problem is described
as:

Pr[gαβ ← Adv(k,G, q, p, g, gα, gβ)] ≤ negl(k)

Besides those parameters in CDH problem, adversaries of DDH problem
are given one more parameter gγ . DDH problem can be described as: given
(k,G, q, p, g, gα, gβ , gγ); decide whether gγ = gαβ or not. For clear, we define a
boolean value b ∈ {0, 1}: b = 1 ⇐⇒ gγ = gαβ; b = 0 otherwise. Although DDH
problem is trivially weaker than CDH problem, it is also considered hard in the
cryptography; the probability of breaking DDH problem is described as:

Pr

[
b ∈R {0, 1}; e←R G; gγ ←b {e, gαβ};
b′ ← Adv(k,G, q, p, g, gα, gβ, gγ)

: b′ = b

]
≤ 1

2
+ negl(k)

2.3 Properties of PKEET Schemes

Formalized by Yang et al., they propose that a PKEET scheme Π = {G, E ,D, C}
has ciphertext comparability with error ε for some function ε(·) if there exists
an efficiently computable deterministic function C(·, ·) such that for every secure
parameter k ∈ N, we have

Definition 1. Perfect consistency: ∀m ∈ MgSp(1k),

Pr

[
(sk1, pk1)← G(1k); (sk2, pk2)← G(1k);
c1 ← Epk1(m); c2 ← Epk2(m)

: C(c1, c2) = 1

]
= 1

Definition 2. Soundness: ∀m1,m2 ∈ MgSp(1k), for every polynomial-time ad-
versary Adv,

Pr

⎡⎣ (c1, c2, sk1, sk2)← Adv;
m1 ← Dsk1(c1);
m2 ← Dsk2(c2)

:
m1,m2 �=⊥
∧m1 �= m2

∧C(c1, c2) = 1

⎤⎦ = ε(k) ∈ negl(k)
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3 Tang’s AoN-PKEET

Following Yang et al.’s PKEET scheme, Tang proposes his all-or-nothing public
key encryption scheme with equality test, which is AoN-PKEET. The key point
of Tang’s AoN-PKEET is that:

c = (Epk(m), Epk′ (H(m)))

The former one is used for decryption and the latter one is used for equality
testing.

Parameters: let G be a multiplicative group of prime order q; g stands for a
generator of G; k is a secure parameter; H1, H2 and H3 are three cryptographic
hash functions: H1 : {0, 1}∗ → {0, 1}M+l, H2 : {0, 1}∗ → Zq and H3 : {0, 1}∗ →
{0, 1}k. Here M denotes the bit length of messages in G, and l is the bit length
of q.

– G(1k): select x, y ∈R Zq as the private keys, and compute gx and gy as the
public keys.

– Epk(m): let c be the encrypted message, c = (c(1), c(2), c(3), c(4), c(5)) com-
posed of 5 parts:

u, v ∈R Zq, c
(1) = gu, c(2) = gv, c(3) = H1(g

ux)⊕ (m||u),

c(4) = gH2(g
vy)+m, c(5) = H3(c

(1)||c(2)||c(3)||c(4)||m||u)

– Dsk(c): first calculate m′||u′ ← c(3)⊕H1((c
(1))x) and then check both c(1)

?
=

gu
′
and c(5)

?
= H3(c

(1)||c(2)||c(3)||c(4)||m′||u′). Return the plaintext m in case
that both of these two equations are tenable.

If some trusted type-I users request to perform the equality test computation on
c, the authority will be generated as:

– Ask = y.

Otherwise, Ask =⊥.
Let U1 and U2 be two users; Epk1(m1) and Epk2(m2) stand for two ciphertext

encrypted under pk1 and pk2 respectively. Anyone owns y1 and y2 can run the
comparison algorithm C to test the equivalence between c1 and c2.

– C(c1, c2, y1, y2): the algorithm returns 1 or 0 by computing

c
(4)
1 · g−H2((c

(2)
1 )y1 ) ?

= c
(4)
2 · g−H2((c

(2)
2 )y2 )

If the equation is tenable, it returns 1 as identical; otherwise, it returns 0
which means distinct.

Since c(1) = gu, (c(1))x = gux, the decryption is intuitive so that we do not infer
it step by step. In the comparison phase C(c1, c2, y1, y2):

c
(4)
1 · g−H2((c

(2)
1 )y1 ) = gH2((c

(2)
1 )y1 )+m1 · g−H2((c

(2)
1 )y1 ) = gm1
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Similarly, c2 = gm2 . By definition of the multiplicative group G, the comparison
returns 1 if and only if m1 = m2. The perfect consistency holds. On the other
hand, by definition m1 �= m2 if and only if C(c1, c2) = 0. Obliviously, m1 �=
m2 ⇐⇒ gm1 �= gm2 . The perfect soundness holds.

4 CBA-PKEET

We propose the model of CBA-PKEET before introducing the scheme.

Definition 3. Model of CBA-PKEET schemes

– Key generation, (sk, pk) ← G(1k): a polynomial time key generation algo-
rithm which takes a secure parameter k as input and then generates a secret
and pubic key pair (sk, pk) of the PKEET scheme.

– Encryption, c ← Epk(m): a probabilistic encryption algorithm which encrypts
a message m under the public key pk, and then returns the ciphertext c =
Epk(m) in a polynomial time.

– Decryption, m ← Dsk(c): a deterministic decryption algorithm which returns
the plaintext m = Dsk(c) in a polynomial time.

– Authentication, Ask(c): if an authorized user requests the authority which
makes the ciphertext c comparable, the authentication algorithm takes the
private key sk into computation and output the ciphertext-binded authority
Ask(c). Otherwise, it returns ⊥.

– Comparison, 1/0 ← C(c1, c2,Ask1 (c1),Ask2 (c2)): let c1 = Epk1(m1) and
c2 = Epk2(m2) denote two different ciphertext encrypted under two differ-
ent public keys. Anyone owns authorities Ask1 (c1) and Ask2(c2) can perform
the comparison algorithm C, which returns the equivalence between m1 and
m2 without decryption in a polynomial time. 1 stands for identical; 0 means
distinct.

Remark 1. The comparison of CBA-PKEET is different from the comparison
of Tang’s AoN-PKEET. While replacing another ciphertext c′1 = Epk1(m

′) to c1
and keeping the authority Ask1 (c1) (even c1 and c′1 are encrypted under the same
public key pk1), the comparison algorithm C(c′1, c2,Ask1(c1),Ask2(c2)) does not
work in CBA-PKEET.

4.1 Our Scheme

Based on Tang’s works, we take advantage of Fujisaki-Okamoto translation [7]
to construct our CBA-PKEET scheme. Before introducing that, we have to
introduce the concept of our scheme for ease of understanding.

c = Epk(m) = cm||cH(m)

The previous part of ciphertext denotes the encrypted message cm, and the
latter part cH(m) represents for the encrypted hash value of m for equality test
purpose.
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There are some public parameters (G, g, p, q, l, k) and three collision resistant
one-way hash functions: H1, H2 and H3, which are defined as:

G is a multiplicative cyclic group with prime order q and modular p.
The bit length of q is l, l ∼= k.
Each element in G is k-bit long.
g is a generator in G.
Set the message space to G.
k stands for a secure parameter.
H1 : {0, 1}2k+l → Z∗

q ; H2 : G→ {0, 1}2k+l; H3 : {0, 1}∗ → {0, 1}k.

– G(1k): select x ∈R Z∗
q , keep it as a secret key and publish the public key

y = gx.
– Epk(m): to encrypt a message m into the ciphertext c, we first randomly pick

r ∈R Z∗
q , and then compute c = (c(1), c(2)) following:

u = H1(m||r||H3(m)), c(1) = gu, c(2) = H2(y
u)⊕ (m||r||H3(m))

– Dsk(c): once receiving the ciphertext c, the owner of secret key x is able to
decrypt it by the following algorithm:
1. Compute (m′||r′||R)← c(2) ⊕H2((c

(1))x), u′ = H1(m
′||r′||R).

2. Check if c(1)
?
= gu

′
and R

?
= H3(m

′)? If both two equations are ten-
able, then m′ = m, the decryption algorithm returns the plaintext m;
otherwise, it returns ⊥ and terminates.

– Ask(c): once a trusted party sends an authentication request with respect
to the ciphertext c to the owner of secret key sk. He or she follows step 1

and 2 in the decryption phase. If c(1)
?
= gu

′
and R = H3(m

′), then he or she
returns the ciphertext-binded authority

Ask(c) = LSBk[H2((c
(1))x)]

Otherwise, ⊥ will be returned.
– C(c1, c2,Ask1(c1),Ask2 (c2)): let c1 and c2 be two ciphertext which are en-

crypted under different public keys pk1 and pk2 respectively. Anyone can
perform the comparison algorithm after getting two authorities Ask1(c1)
and Ask2 (c2). The comparison algorithm is shown as the following equation:

LSBk[c
(2)
1 ]⊕Ask1(c1)

?
= LSBk[c

(2)
2 ]⊕Ask2 (c2)

If this equation is tenable, then those two plaintext m1 and m2, which relates
to the ciphertext c1 and c2, are identical; otherwise, they are distinct. The
inference of the comparison is provided below. Let u1 = H1(m1||r||H3(m1)),

LSBk[c
(2)
1 ]⊕Ask1 (c1)

=LSBk[H2(y
u1
1 )⊕ (m1||r1||H3(m1))]⊕Ask1(c1)

=LSBk[H2(g
u1x1)⊕ (m1||r1||H3(m1))]⊕ LSBk[H2(g

u1x1)]

=LSBk[H2(g
u1x1)]⊕ LSBk[m1||r1||H3(m1)]⊕ LSBk[H2(g

u1x1)]

=LSBk[m1||r1||H3(m1)] = H3(m1)
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Table 1. Efficiency comparison

G E D A C Equality test(2A+ C)
PKEET[12] 1 exp 3 exp 3 exp N/A 2 pairing 2 pairing

PCE[5] 1 exp 4 exp 2 pairing N/A 4 pairing 4 pairing
AoN-PKEET[11] 2 exp 5 exp 2 exp 0 4 exp 4 exp
FG-PKEET[10] 2 exp 4 exp 2 exp 3 exp 4 pairing 4 pairing
CBA-PKEET 1 exp 2 exp 2 exp 1 exp 2 xor 2 exp

Similarly, LSBk[c
(2)
2 ]⊕Ask2(c2) = H3(m2). The comparison becomes:

LSBk[c
(2)
1 ]⊕Ask1 (c1) = H3(m1)

?
= H3(m2) = LSBk[c

(2)
2 ]⊕Ask2 (c2)

The perfect consistency obliviously holds. On the other hand, if m1 �= m2, by
definition, the probability that C(c1, c2,Ask1(c1),Ask2 (c2)) = 1 can be estimated
by

Pr

⎡⎣ (sk1, pk1)← G(1k); (sk2, pk2)← G(1k);
m1 �= m2; c1 ← Epk1(m1); c2 ← Epk2(m2)
w1 ← Ask1 (c1);w2 ← Ask2 (c2)

: C(c1, c2, w1, w2) = 1

⎤⎦ = Pr[H3]

Because Pr[H3] ∈ negl(k), the soundness holds for secure parameter k.

Efficiency comparison: let xor, exp and pairing be the time cost of XOR,
exponential and pairing computations respectively.

xor << exp < pairing ∼= 8 exp

We take Yang et al.’s [12], Tang’s [10] and [11] and Canard et al.’s [5] into
comparison, and show the efficiency comparison on the {G, E ,D,A, C} model in
table 1. The whole process of private equality test needs two times of authoriza-
tion and one time of comparison.1 Obliviously, the CBA-PKEET scheme works
much more efficiently than those previous works.

Remark 2. Security proof
Due to the page limit, the security proof is omitted, which will be shown in the
full version of this paper.

5 Conclusion

We notice that PKEET with ciphertext-binded authorities is useful especially in
finance fields. But so far, there is not a CBA-PKEET scheme existed. Following

1 Since the authorities in Tang’s works [10][11], are valid for all ciphertext encrypted
under the same public key, the equality test algorithm only costs the comparison
time C, not 2A+ C.
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Tang’s AoN-PKEET scheme, we propose the first CBA-PKEET scheme. It works
much more efficiently than previous authorization-based PKEET schemes do.
Then, we prove our CBA-PKEET scheme in the random oracle model based on
Diffie-Hellman hard problems. Due to the page limit, the proof is omitted here,
and it will appear in the full version of this paper.
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Abstract. In 2005, Hell, Johansson and Meier submitted a stream ci-
pher proposal named Grain v1 to the estream call for stream cipher
proposals and it also became one estream finalists in the hardware cate-
gory. The output function of Grain v1 connects its 160 bits internal state
divided equally between an LFSR and an NFSR, using a non-linear fil-
ter function in a complex way. Over the last years many cryptanalyst
identified several weaknesses in Grain v1. As a result in 2011 the in-
ventors modified Grain v1 and published a new version of Grain named
Grain-128a which has a similar structure as Grain v1 but with a 256
bits internal state with an optional authentication is the latest version
of Grain family resisting all known attacks on Grain v1. However both
these ciphers are quite resistant against the classical algebraic attack due
to the rapid growth of the degree of the key-stream equations in subse-
quent clockings caused by the NFSR. This paper presents a probabilistic
algebraic attack on both these Grain versions. The basic idea of our
attack is to develop separate probabilistic equations for the LFSR and
the NFSR bits from each key-stream equations. Surprisingly it turns out
that in case of Grain-128a our proposed equations hold with all most
sure probability, which makes the sure retrieval of the LFSR bits. We
also outline a technique to reduce the growth of degree of the equations
involving the NFSR bits for Grain v1. Further we highlight that the con-
cept of probabilistic algebraic attack as proposed in this paper can be
considered as a generic attack strategy against any stream cipher having
similar structure of the output function as in case of the Grain family.

Keywords: Boolean Function, Grain v1, Grain-128a, Algebraic Attack,
Probabilistic Algebraic Attack.

1 Introduction

Grain v1 [12] is one of the finalist in the hardware category of the estream project.
This cipher is based on an 80 bits LFSR, an 80 bits NFSR and a non-linear filter
function. This stream cipher was introduced by Hell, Johansson and Meier [12]
in 2005. The key-stream generation function combines some particular state bits
of the LFSR as well as the NFSR using the non-linear Boolean function in a
complex way. Detail specification of this cipher is described in Section 2.
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Grain-128a [2] is the latest modified version of Grain family. This cipher is
based on an 128 bits LFSR , an 128 bits NFSR and a non-linear filter function and
two different modes of operations: with or without authentication. This cipher
is proposed by Agren, Hell, Johansson and Meier in 2011. Design specification
of this cipher is described in [2].

Algebraic attack, introduced by N.T. Courtois and W. Meier [6], is a well
studied cryptanalytic technique against stream ciphers. The basic principle of
this attack is to express the relation between some internal state (may be the
secret key itself) and some known key-stream bits (may not be consecutive) as
a large system of multivariate polynomial equations and attempt to solve this
system in order to retrieve that secret internal state subsequently. There are some
existing algorithm e.g. re-linearization, XL algorithm [5] and Gröbner bases [14],
[10], [11] etc. for solving systems of multivariate polynomial equations. However,
the efficiency of these algorithms strongly depends on the algebraic degree of the
equations. The detail of the attack model is described in [6].

However, this classical version of algebraic attack is well suited for combiner
or filter models purely based on LFSR, this method cannot be applied directly to
stream ciphers involving NFSR such as Grain v1 [12] or Grain-128a [2]. This is
due to the non-linear feedback function and presence of bits from NFSR bits in
non-linear filter function, the degree of the generated equations increases quite
rapidly in successive clockings.

In 2005, An Braeken and Bart Preneel [4] introduced one type of probabilistic
variant of algebraic attack for LFSR based stream ciphers combined with non-
linear Boolean function. Their method involves finding probabilistic equations
of certain low degree by determining approximate low degree annihilators of
the combiner or filter function or its boolean complement with high probability.
But this method is again unsuitable for Grain family due to the structure of its
output function.

In many papers in the literature they have given different types of attack
on Grain v1 [1], [13] [15], [3]. The only paper concerning the algebraic attack
on Grain v1 is by Mehreen Afzal and Ashraf Masood [1]. But in [1], the author
described algebraic attack on Grain v1 based on computer simulations. But there
is no proper explanation of the results obtained. In case of Grain-128a, however,
no such attempt has yet been made.

In this paper we attempt to develop a probabilistic algebraic attack on Grain
family. The basic idea of our attack is to generate two simultaneous probabilistic
equations, one involving only LFSR bits and the other only NFSR bits, from
each output equations. Then we can construct two separate probabilistic systems
corresponding to LFSR and NFSR bits respectively. Now the classical algebraic
attack strategy can be applied on the LFSR part. For the NFSR part of Grain v1
we show that by knowing half of the NFSR state bits provides sufficient number
of low degree equations which may helpful for algebraic attack. In this connection
we would also like to mention that, though the basic process of generation of the
probabilistic equations in both the cases is the same, for Grain-128a we obtain
overwhelming probability (close to 1) of the generated equations which makes our



560 P. Datta, D. Roy, and S. Mukhopadhyay

attack more effective for this case. We also show that the probability of obtaining
the correct internal state of LFSR part for Grain family following our strategy.
Our approach in this paper can be viewed as a general attack strategy against
stream cipher having similar structure of the output function as in case of the
Grain family. To the best of our knowledge, this type of probabilistic approach
in algebraic attack has not been attempted in the literature previously. The
details of our attack is described from Section 4. The full version of this paper
is available in [9].

2 Design Specification of Grain v1 Stream Cipher

Grain v1 [12] stream cipher is based on one 80 bits LFSR, one 80 bits NFSR
and one non-linear filter function of 5 variables. The initial LFSR’s bits are
denoted by si, i = 0, 1, ....., 79 and the initial NFSR’s bits are denoted by bi, i =
0, 1, ......, 79. The non-linear filter function is denoted by h(x). The detail design
specification of Grain v1 is given in [12]. These contents of LFSR and NFSR
are the current states of the registers. From these states 5 variables are taken
as the input for the non-linear function h(x). This h(x) is a non-linear function
of 5 variables of non-linearity 12. Among 5 inputs in h(x) 4 are coming from
LFSR and one input is coming from NFSR. h(x) = x1 + x4 + x0x3 + x2x3 +
x3x4 + x0x1x2 + x0x2x3 + x0x2x4 + x1x2x4 + x2x3x4 , where the variable x4

is coming from NFSR and the other variables x0,x1,x2,x3 are coming from the
LFSR, where x0, x1, x2, x3 correspond to si+3, si+25, si+46, si+64 and the
variable x4 corresponds to bi+63. The expression of the key stream bit is zi =∑

k∈A bi+k + h(si+3, si+25, si+46, si+64, bi+63) where A = {1, 2, 4, 10, 31, 43, 56}.
The h(x) can be rewritten as h(x) = x4 · u(x0, x1, x2, x3) + v(x0, x1, x2, x3),
where u(x0, x1, x2, x3) = 1 + x3 + x0x2 + x1x2 + x2x3 and v(x0, x1, x2, x3) =
x1 + x0x3 + x2x3 + x0x1x2 + x0x2x3 [3].

The latest version of Grain family is Grain-128a [2]. The detail of the cipher
is given in [2].

3 Existence of Low Degree Multiple of Non-Linear
Feedback Function of Grain v1

In this section we will show the existence of low degree multiple of non-linear
feedback function of Grain v1. The degree of the non-linear feedback function is
6 . Now if we multiply bi+80 by b′i+28 · b′i+60 we will get,
bi+80 · (b′i+28 · b′i+60) = b′i+28 · b′i+60[si + bi+62 + bi+52 + bi+45 + bi+37 + bi+33 +
bi+21 + bi+14 + bi+9 + bi + bi+37bi+33 + bi+15bi+9].

So, if we multiply bi+80 by b′i+28 ·b′i+60 then we are getting bi+80 ·(b′i+28 ·b′i+60)
as a multiplication of two low degree Boolean functions of degree 2. Using this
technique we can reduce the degree of the equations of the key-stream bits.
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4 Probabilistic Algebraic Attack on Grain v1

In this section we will introduce a new probabilistic algebraic attack on the
stream cipher Grain v1. The key-stream expression of the Grain v1 stream cipher
has two components, one is a linear combination of the NFSR bits and the other
is the output of the non-linear filter function. Precisely, zi = Ai + bi+63u(·) +
v(·), where Ai =

∑
k∈A bi+k where A = {1, 2, 4, 10, 31, 43, 56}. Now for zi = 0

we are getting Ai + (bi+63u(·) + v(·)) = 0, similarly for zi = 1 we will get
1 + Ai + (bi+63u(·) + v(·)) = 0. First we consider the equation for zi = 0, i.e.
Ai+(bi+63u(·)+ v(·)) = 0. Now multiply this equation by u′(·) = 1+u(·). After
this multiplication we get u′(·)Ai + u′(·)v(·) = 0. This equation is of the form
Xi + Yi = 0 where Xi = u′(·)Ai and Yi = u′(·)v(·) (exactly in the same way
we can construct similar type of equation for zi = 1 with Xi = (1 + Ai)u

′(·),
Yi = u′(·)v(·)).

We will discuss the case for zi = 0, the discussion will be similar for zi = 1.
Now for zi = 0 we are getting Xi + Yi = 0. From this equation we can easily tell
that there are only two possible cases for Xi, Yi either (i) Xi = 0, Yi = 0 or (ii)
Xi = 1, Yi = 1. Let p = Pr[Xi = 0, Yi = 0] and q = Pr[Xi = 1, Yi = 1]. Now
obviously we will choose the case corresponding to the higher one between p and
q in order to increase our success probability. In fact we will prove shortly that
p > q and similarly for zi = 1 .

Thus in this way, for each clocking we get two probabilistic equations with
certain probability. Now consider the equations corresponding to Yi’s. These
equations will be of the form u′(·)v(·) = Yi, where Yi ∈ F2. This is a probabilistic
system of equations involving only LFSR bits, which we can solve using the
classical algebraic attack technique to obtain probabilistic values of the LFSR
state bits. The low degree multiple of these equations, as described in [6] can be
useful in this respect.

After solving the previous system involving the LFSR state bits we will put
all LFSR bits values to the original equations of zi. Then the form of these
equations will be zi =

∑
k∈A bi+k + bi+63 · u(·) + v(·) where u(·) and v(·) are

known as all bits of the LFSR state are now known, only NFSR bits are now
unknown variables in these equations. The procedure for reducing the growth of
degree of the NFSR bit equation is described in [9].

Now we will calculate p = Pr[Xi = 0, Yi = 0]. Firstly we note that here we
assume that the probability of each of the initial state variables being 0 or 1
after the key initialization phase is 1

2 . Moreover as clearly mentioned in [12] the
NFSR feedback function is balanced, so Pr[

∑
k∈A bi+k = 0 or 1] is 1

2 . Also the
functions u′(·) and v(·) both are balanced Boolean functions, but Yi = u′(·)v(·)
is not balanced in fact Pr[Yi = 0] is 3

4 . Now,
p = Pr[Xi = 0, Yi = 0] = Pr[Xi = 0|Yi = 0] · Pr[Yi = 0] = 3

4 · Pr[Xi = 0|Yi = 0]
Now we need to find Pr[Xi = 0|Yi = 0]. It can be shown that Pr[Xi = 0|Yi =
0] = 5

6 . So the required probability will be p = Pr[Xi = 0, Yi = 0] = 5
8 . The

details of the calculation is available in [9].
Thus we see that for zi = 0; Xi = 0, Yi = 0 has the higher probability of occur-

rence. A similar study can be done for zi = 1. Now due to the independence of the
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equations corresponding to different clockings, the probability of the total system
of equations will be obtained by multiplying all the probabilities corresponding to
all the clockings considered.

Now we have to solve the system of equations involving LFSR bits only. From
the above discussion we are getting Yi = 0 for zi = 0 with high probability.
Now Yi = 0 implies u′(·)v(·) = 0. This u′(·)v(·) is a function of degree 3. By
the theorem in [6] we can surely tell that u′(·)v(·) has low degree multiple such
that the degree of the resulting function becomes at most 2. So finally we have a
probabilistic system of equations of degree at most 2 involving only LFSR bits as
unknowns. This system can be solved by using any existing polynomial system
solving algorithms [5], [14], [10], [11]. After solving this system we will get the
probabilistic LFSR state bits.

Time Complexity for Solving This System: The complexity of Gauss re-

duction for this system will be 7·T log27

64 ≈ 230 CPU clocks which is less than

exhaustive search, where T =
(
80
2

)
= 3160. The calculation is described in [9].

5 Some Observations on the Degree of the Equations
Involving NFSR Bits of Grain v1

In this section we will discuss some observations on the NFSR bits’ equations.
In the Section 4 we have discussed how to tackle the LFSR bits equations using
classical algebraic attack technique. However due to the non-linear feedback
function, the degree of the equations involving the NFSR bits does not remain
fixed, rather it increases quite rapidly. In this section we will try to control this
rapid increase in the degree of the equations and will finally show that if we
know half of the NFSR bits, then we obtain sufficient number of equations of
quite low degree (at most degree 4) which is feasible to solve by the existing
algorithms.

The equation involving the NFSR bits are of the form
∑

k∈A bi+k+bi+63u(·)+
v(·) = 0 where A = {1, 2, 4, 10, 31, 43, 56}. Note that unless i + 63 = 80 i.e.
i = 17 no equation of above form will involve any of the bits that are derived
from the non-linear feedback. Thus we will obtain 17 linear equations involving
the NFSR bits. Now consider the following strategy: for all derived bits present
in the output equation, we will multiply the equation by appropriate variables
in view of reducing the degree of the equation. But it has been observed that
the degree of the 80-th equation still becomes strictly greater than 33. Next we
are going to present a new strategy to find low degree equations.

Consider the scenario when half of the NFSR bits are known. In the following
we assume that all the bits in the odd positions are known. The argument will
be similar for even position bits also. Note that now we have only 40 unknown
bits and therefore now we will require much less number of equations, closed
to 40. Now as we have mentioned earlier in this case also we have 24 linear
equations over the NFSR bits. Now look at the non-linear feedback equation.
The distribution of odd and even position bits in the terms of degree ≥ 3 is
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given in [9]. It has been observed that when all the odd bits are known and the
expression of a derived bit in terms of the NFSR feedback function does not
contain any other previously derived bit, the degree of the expression is 2 if it
is an even bit and 4 if it is an odd bit. Note that in the non-linear feedback
equation, the highest variable present within the non-linear terms is bi+63, next
bi+60 and next is bi+52. Thus the first 17 derived bits will not have any previously
derived bits among the non-linear terms in their expression, the next 3 has only
one derived bit and the next 8 has only two. Now as noted earlier after the first
17 linear equations, the next 7 equations have derived bits in only one position
namely bi+63 and the next 13 in two positions namely bi+63 and bi+56 and the
next 12 equations in three positions namely bi+63, bi+56 and bi+43. So from the
above discussion it is clear that following the first 17 linear equations we will
get 7 equations which will be of degree 2 and degree 4 alternatively, the next 12
equations are of degree 2 or 4 and the next equation is of degree at most 6 and
next 8 equations are of degree at most 8. Thus upto this point we have obtained
an over defined system of 45 equations in 40 unknown variables of which 17
linear, 19 quadratic or bi-quadratic one equation is of degree 6 and 8 equations
of degree 8. We observe that the degree of the equations involving NFSR bits
is not increasing so fast after using 40 known values of states, which may be
helpful for algebraic attack on the NFSR part.

6 Probabilistic Algebraic Attack on the LFSR Part
of Grain-128a

In this section we will discuss the probabilistic algebraic attack on the LFSR part
of Grain-128a [2]. The expression of the key-stream bits of Grain-128a [2] has two
parts one is the linear combinations of some NFSR bits and one LFSR bit other
one is the output of the non-linear function h(·). Precisely zi = Ai + h(·) (when
IV0 = 0, similar study can be done for IV0 = 1), where Ai =

∑
k∈A bi+k + si+93

where A = {2, 15, 36, 45, 64, 73, 89}. For zi = 0 we are getting Ai + h(·) = 0,
similarly for zi = 1 we will get 1+Ai+h(·) = 0. We will discuss the case for zi = 0
when IV0 = 0, similar study can be done for other cases as degree of the LFSR
part remains same for all cases. For the operation with authentication we will
consider the initial internal state of the cipher to be the one of the clocking when
the authentication register has also been initialized. So for zi = 0 we are getting
Ai + x0x1 + x2x3 + x4x5 + x6x7 + x0x4x8 = 0. Where x0, x1, ....., x8 correspond
to bi+12, si+8, si+13, si+20, bi+95, si+42, si+60, si+79 and si+94 respectively. Now
multiply the equation by x′

1 ·x′
5 ·x′

8 then we will get x′
1 ·x′

5 ·x′
8 · [x2 ·x3+x6 ·x7]+

x′
1 ·x′

5 ·x′
8 ·Ai = 0. Let u1(x) = x′

1 ·x′
5 ·x′

8 and u2(x) = x2 ·x3+x6 ·x7. i.e. we are
getting u1(·) ·u2(·)+u1(·) ·Ai = 0, where u1(·), u2(·) are two functions involving
only LFSR bits si+8, si+13, si+20, si+42, si+60, si+79 and si+94 respectively.

Let’s take Xi = u1(·) · u2(·) and Yi = u1(·) · Ai. i.e. for zi = 0 implies
Xi + Yi = 0. From this equation we can easily tell that there are only two
possible cases for Xi, Yi, either (i) Xi = 0, Yi = 0 or (ii) Xi = 1, Yi = 1. Let
p = Pr[Xi = 0, Yi = 0] and q = Pr[Xi = 1, Yi = 1]. Now we will choose the case
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where probability will be high. In fact we will prove that p > q and similarly for
other cases (IV0 = 1, zi = 1). Indeed this probability p is quite overwhelming.
Thus in this way we get probabilistic system of equations Xi = u1(·) · u2(·)
and Yi = u(·) · Ai where Xi, Yi ∈ {0, 1}. Now Xi = u1(·) · u2(·) is an equation
involving only LFSR bits only. In this way we can construct a probabilistic
system of equations with high probability involving only LFSR bits, which we
can solve by using any existing algorithm in literatures [5], [14], [10], [11] to
obtain the LFSR bits with high probability.

Now we will find the probability p = Pr[Xi = 0, Yi = 0]. Firstly we will
assume that the probability of each of the initial state variables being 0 or 1
after key initialization is 1

2 . Moreover as clearly mentioned in [2] that the NFSR
feedback function is balanced, so Pr[

∑
k∈A bi+k + si+93 = 0 or 1] is 1

2 . From the
truth table of u1(·) and u2(·) it has been observed that Pr[Xi = 0] = 61

64 . Now,
p = Pr[Xi =, Yi = 0] = Pr[Xi = 0] ·Pr[Yi = 0|Xi = 0] = 61

64 ·Pr[Yi = 0|Xi = 0].
Now, we need to calculate Pr[Yi = 0|Xi = 0]. It can be shown that Pr[Yi =
0|Xi = 0] = 117

122 . So the required probability is = 61
64 ×

117
122 = 0.914, which is

quite overwhelming. The detail calculation is given in [9].
Hence we see that for zi = 0; Xi = 0, Yi = 0 has the higher probability of

occurrence. Now we will choose Xi = 0 for zi = 0 to construct a probabilistic
system of equations (similarly for zi = 1) involving LFSR bits only, then by using
classical algebraic attack technique described in [6] we can get the probabilistic
LFSR bits after key initialization step of Grain-128a.

Time Complexity for Solving the System Involving LFSR Bits Only:
The complexity of Gauss reduction for this system will be ≈ 263 CPU clocks
which is less than exhaustive search. The calculation is described in [9].

Note: The solution obtain from it will have probability ≥
(

1
2 +p

)k
of matching

with the exact solution, where k is the number of equations to be solved. The
calculation is described in [9].

7 Conclusion

In this paper we have described a feasible probabilistic algebraic attack on the
LFSR part of the Grain family of stream ciphers. Note that Grain v1 and Grain-
128a has been designed so as to restrict the classical form of algebraic attack
on stream ciphers. This is mainly because of the fact that due to the presence
of the NFSR bits in the output function, the degree of the algebraic equations
increases rapidly in state of remaining fixed as was the case for classical algebraic
attacks on simple LFSR based stream cipher. Our approach in this paper has
two significant features. Firstly by our method we are able to separate out the
equations involving the LFSR and the NFSR bits for Grain v1 and Grain-128a.
Then we are able to recover whole LFSR state of Grain v1 and Grain-128a
with significant probabilities (surprisingly quite higher in case of Grain-128a).
Secondly our approach may be considered as a generic version of probabilistic
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algebraic attack on stream cipher with similar structure of the output function
as in case of Grain family.
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Abstract. In trusted computing, a Trusted Platform Module(TPM) is used to
enhance the security of the platform. When the TPM proofs his identity to a re-
mote verifier, the Direct Anonymous Attestation (DAA) method is adopted by
the Trusted Computing Group(TCG) to provide anonymous authentication. But
the original DAA scheme in TCG specifications can only work well in a single
domain, which can not be used in multi domains directly. It is necessary to im-
prove the single domain DAA to be available in multi domains. In this paper, we
proposed a multi-domain DAA scheme, which is based on proxy signature and a
pairings based DAA method. The proxy signature is used to delegate the trusted
relationship and domain authentication, while the pairings based DAA method
is used for the computation platform authentication when a trusted platform ac-
cessing another domain. Then the DAA authentication protocol is also designed.
Finally, the analysis on the protocol are given, the results show that the proposed
scheme is secure and effective.

1 Introduction

The main idea of trusted computing is building a hardware-based security chip into the
platforms, which is called a Trusted Platform Module(TPM)[1]. Nowadays, millions of
personal computing equipments such as notebooks have been shipped with TPMs. TPM
is the base for measuring and validating the trusted attribution for the platform. It can
provide security functions as encryption and protected storage. However, according to
TCG specifications, the real identity of the TPM can not be uncovered when he proves
to a remote verifier. Furthermore, the verifier can not be allowed to deduce the real
identity of the TPM even he knows about past attestation messages.

The Direct Anonymous Attestation(DAA) method is proposed by Brickell,
Camenisch and Chen[2] to this aim. Then it is adopted by TCG as his specification.
After the first DAA scheme has been proposed, DAA has made a lot of attention. Many
researchers have worked on designing different DAA schemes [3–6]. But these previ-
ous DAA schemes are designed to the single trusted domain. They are unavailable for
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multi-domain directly. Because different TPM manufactures set their DAA Issuers and
form independent trusted domains. The participants in different trusted domains trust
their own DAA Issuers. However, in some cases when the verifier and the platform may
be in different trusted domains. As in mobile networks, users are usually roaming from
the home network to a visiting network, then the home network and visiting networks
make a multi-domain network environment. The users may trust certain DAA Issuer
which is designated by different TPM manufactures.

For this aim, some multi-domain DAA scheme are presented based the original DAA
scheme. In [7], the authors designed a multi-domain DAA scheme by introducing ad-
ditional two kinds of certificates and it is low efficiency. In [8], a DAA protocol in
multi-domain is proposed. They set certificate issuers outside of the trusted domain for
issuing the DAA certificate in the scheme. In [9], Sun et al present a strict inter-domain
anonymity attestation scheme. They introduce a new trusted party Trusted Auditor (TA)
to prove the trustworthiness between different domains. But these two schemes are un-
reasonnal on setting a TPM to use his unique secret value for applying different DAA
certificates. In [10], Chen et al. proposed a lightweight multi-domain direct anonymous
attestation scheme based on pairings. They use a CA system to assure the authenticity
of Issuers and Verifiers in different DAA domains. In addition, there are two DAA-
Join operations in the scheme, which cost the additional computation both on the TPM
and DAA issuers. It makes the scheme more complex for certification management and
difficult in implementation.

In this paper, we propose a new multi-domain direct anonymous attestation (mDAA)
scheme based on proxy signature and pairings. We use a pairings based proxy signature
to delegate the domain signature authority to gain authentication among multi domains.
Then we extend a simplified direct anonymous attestation scheme from pairs for the
platform with TPM when access another trusted domain and verified by its verifier. We
designed the mDAA authentication protocol under our multi-domain system model.
The analysis results show that our mDAA protocol not only acheives security but also
lies in the unforgeability and anonymity. The scheme is effective and suitable for multi-
domain DAA authentication.

2 System Model

We describe the system model of mDAA in our paper as below. For simplicity, we set
two different trusted domains Trusted Domain A (T DA) and Trusted Domain B (T DB)
in the model. The DAA Issuer acts as the trusted domain managers in their own domain.
Then the T DA is managed by DAA Issuer A (IS A), which is also the DAA certificate
issuer in T DA. The DAA Issuer B (IS B) is not only the trusted domain manager in T DB,
but also the DAA certificate issuer. Trusted Platform A (T PA) is composed by a host
HostA and a TPM T PMA. While HostB and T PMB constitute the trusted computing
platform in T DB as T PB. There are two verifiers as Verifier A (VA) and Verifier B
(VB) locate in T DA and T DB, respectively. T DA and T DB are connected by backbone
networks or Internet.

According to the system model shown in Fig.1, based on the paring based DAA
scheme[6] and the proxy signature[11], we design the multi-domain DAA (mDAA) in
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our paper. Our method is inspired by the proxy signature, which is the delegation of
the power to sign messages. The delegation relationship in our system is between the
domain manager (the DAA Issuer) and the trusted platform. The DAA issuer works
as the original signer while the trusted platform is the proxy signer. And the mDAA
scheme includes three stages: mDAA system setup, mDAA join, mDAA sign and verify.

3 Multi-domain DAA Protocol

The mDAA scheme based on a simple and pairings based DAA method[6], which only
supports single domain trusted authentication. By using the proxy signature between
the platform and Issuer server, then adding DAA signature on domain information,
we extend it to be available in multi trusted domains. As described above, our mDAA
scheme includes three steps: mDAA system setup, mDAA join, mDAA sign and verify.

3.1 mDAA System Setup

The system parameters are generated by the domain management server, the DAA Is-
suer IS . The definition and the value range of these parameters are same as in[6] and
[11].

(1)IS generates the trusted domain system parameters: The domain parameters is
D par = {Gd1,Gd2, ed, qd, P,Hd1,Hd2}. Where Gd1 is a cyclic additive group generated
by P with order qd and P ∈ Gd1. Gd2 is a cyclic multiplicative group of the same order
qd. ed is a bilinear pairing as a map: ed : Gd1 × Gd1 → Gd2. Two cryptographic hash
functions are defined as: Hd1 : {0, 1}∗ → Zqd , and Hd2 : {0, 1}∗ → Gd1

As the domain management server, IS also generates the public key of the domain
system. IS chooses a random number std ∈ Zqd1 , computes PKts = stdP. So, the public
key is PKts = (PKts, S ts).

DAA IssuerA

Backbone Network
Or Internet

Trusted Domain A Trusted Domain B

TPMA

Trusted PlatformA

HostA
TPMB

Trusted PlatformB

HostB

mDAA Join

mDAA Sign/Verify
Verify ServerB

Verify ServerA

Trusted Domain Server

DAA IssuerB

Trusted Domain Server

Fig. 1. System Model
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(2)IS generates the DAA certificate parameters: As the DAA issuer IS should gener-
ate the DAA certification parameters for the T PM in the trusted computing platform. All
DAA certificate parameters generated by IS are IS par = {qi,Gi1,Gi2, gi1, gi2, ei,Hi1,
Hi2, lq, lH , lΦ}, where Gi1 =< gi1 >, Gi2 =< gi2 >, ei : Gi1 ×Gi1 → Gi2, qi is a big prime
number.

IS chooses x, y as x ←R Zqi , y ←R Zqi , and computes its DAA group public key
as X := gx

i1, Y := gy
i1. Here we define Hi1(.),Hi2(.) as Hi1 : {0, 1}∗ → {0, 1}lH ,Hi2 :

{0, 1}∗→Gi2. So the Issuer’s DAA group public key is ipk := (qi, gi1,Gi1, gi2,Gi2, ei, X, Y),
the Issuer’s private key is isk := (x, y). The ipk will be published.

3.2 mDAA Join

The mDAA Join process also includes two sub-steps: DS-Join and IS-Join. With a DS-
Join, T P may join his home domain and gets his domain proxy signature key. While
with an IS-Join, T P will join the home DAA issuer group and gets his DAA certificate.

(1)DS-Join: A trusted platform joins his home trusted domain which is managed by
the domain management server.

Firstly, a trusted platform should join the trusted domain and get its domain proxy
key from the domain manager server. T P chooses a random number stp ∈ Z∗qd

as its
domain secret key, and computes its domain public key as PKtp = stpP. So the domain
key pair of T P is (PKtp, stp).

After received the a request for the domain certificate from T P. The domain manager
IS makes a domain certificate CW = {IDDS , IDT P, PV,RA,Other} which will include
the domain identity, T P identity, period of validity, range of application and other useful
information.

IS computes S tp = stpHd2(CW) then sends (S tp,CW) to T P. Upon received it, T P

checks if ed(S ts, P)
?
= ed(Hd2(CW), PKts). If correctness, T P then computes S tp =

S ts + stpHd2(CW). Then the domain certificate of T P is DMCert = (PKtp,CW).
(2)IS-Join: A trusted platform joins a DAA issuer group after got its domain certifi-

cate. The IS-Join process in our scheme is similar to which is in [6].
At first, we suppose that IS has already a long-term public key as KI . TPM computes

f := Hi1(DAAS eed||KI) mod qi, F := g f
i1 we can add some trusted domain information

here. The DAAS eed is unique secret random number created by TPM, which will never
be disclosed by TPM itself. Issuer has a single KI value, and with different KI each
TPM can have multiple values for f .

TPM chooses r f ←R Zqi , T := g
r f

i1 , sends T, F to Host. IS chooses a random string
ni ∈ {0, 1}lH , sends it to Host. Then Host computes ch := Hi1(qi||gi1||gi2||X||Y ||F ||T ||ni),
and sends it to TPM. After received ch, TPM chooses nT ∈ {0, 1}lφ ; computes c :=
Hi1(ch||nT ), s f := r f + c f modqi. TPM sets its private key as tsk := f , then sends
(F, c, s f , nt) to Issuer by Host.

Upon receipt of the message IS checks it in TPM rogue list by F. computes T ′ :=

g
s f F−c

i1 . It can be done in rogue check phase, which will be discussed later. IS checks

c
?
= Hi1(Hi1(qi||gi1||gi2||X||Y ||F ||T ′||ni||nt), if correctness, then chooses r ←R Zqi , and

computes a := gr
i1, b := ay, c := AxFrxy, where (a, b, c) are the CL-LRSW signature on

f . IS sends cre = (a, b, c) to TPM as its DAA credential.
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Then once required, TPM computes d = b f , and sends it back to Host. Host should
check whether ei(Y, a) = ei(gi1, b), ei(gi1, d) = ei(F, b), ei(x, ad) = ei(gi1, c) are all sat-
isfied. After DS-Join and IS-Join process, T P obtains its domain certificate and DAA
certificate. Then they can be used together to sign message and make the remote attes-
tation to a verifier.

3.3 mDAA Sign

Host computes B := HGi2 (1||bsnv), where bsnv is the basename associated with the

Verifier. Then Host sends B to TPM. After received, TPM checks B as B
?∈ Gi2, then

computes K := B f and sends K to the Host. Host chooses r, r′ ←R Zq, a′ := ar′ , b′ :=
br′ , c′ := cr′r−1

, vx := e(X, a′), vxy := e(X, b′), vs := e(g1,C′), then sends vxy to TPM.
TPM and Host make proxy signature and DAA signature together as below. We

suppose that m is the message to be signed by TPM and Host. TPM checks vxy
?∈ Gd2

then make signature as S PK{(r, f ) : vr
s = vxv f

xy ∧ K = B f }(nv, nT ,m). Where S PK
means a signature proof of knowledge[12]. Host computes rp = ed(P, P)kp , kp ∈R Zqd

∗,
Cp = Hd1(m||rp), Up = cpS tp+kpP, then lets M = (m,Cp,Up,CW), cM = Hi1(M). Host
sends rr∈Zqi , T1t := vrr

s , cH := Hi1(qi||gi1||gi2||X||Y ||a′||b′||c′||vx||vxy||vs||
B||K||PKts||PKtp||cM ||nv), sends it to TPM.

TPM chooses a random number r f←RZqi and a nonce nT ∈ {0, 1}lΦ ,computes T1 :=
T1tv

−r f
xy ,T2 := Br f ,cd := Hi1(cH ||T1||T2||M||nT ), s f := r f + c · f modqi. And TPM sends

to Host cd, s f , nT . Host computes sr := rr + c · r mod qi, makes DAA signature as
σ = (B,K, a′, b′, c′, cd, sr , s f ), and sends (σ,M, nT ) to the Verifier.

The result is a signature proof of knowledge on proxy signature of m as described
above. Which will then be directly checked by a verifier for the purpose of domain
authentication and TPM identity authentication.

3.4 mDAA Verify

Using public keys of DAA Issuer which has been known before verification by secure
channel or backbone network. The verifier can check the validation of the T P’s signa-
ture.

Firstly, the Verifier checks if K
?
� B fi and to confirm that fi is not in the Rouge List.

The Rouge List stores the key pairs of TPMs which are no longer legal or have already

been broken by adversaries. Then checks whether ei(a′, Y)
?
= ei(gi1, b′),K

?∈ Gi2, then
computes v′x := ei(x, a′), v′xy := ei(x, b′),v′s := ei(g1, c′), T1

′ := v′s
sr v′xy

−s f v′x
−cd , T ′2 :=

Bs f K−cd , c′M = Hi1(M). Then he verifies cd
?
= Hi1(Hi1(qi||gi1||gi2||X||Y ||a′||b′||c′||v′x||v′xy||v′s||

B||K||PKts||PKtp||c′M ||nv)||T ′1||T ′2||M||nT ), checks Cp
?
= Hd1(m||ed(Up, P)ed(Hd2(CW),

PKts + PKtp)−Cp ). If and only if above two equations are all satisfied. The verifier shall
accept that the T P comes from a correct domain and has a legal platform identity.

If a platform is cracked. Then its public key should be published on Rogue List(RL),
it can easily be accessed by Issuers and Verifiers. The RL stored on some servers on
internet managed by a trusted party. In our scheme in mDAA verify process, the verifier
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checks whether K
?
� B fi then makes a judgement contrasting with the rouge list. When

a new faked TPM key pair found, then the verifier or IS should inform the trusted third
party to update the Rogue List.

4 Security Analysis

The security of domain authentication depends on the security of the proxy signature
[11], while security of the platform authentication depends on DBDH and LRSW
assumption[13]. Because the System Setup and mDAA Join process work in a closed
single domain, their security can be easily guaranteed. Then we mainly focus on the se-
curity of the mDAA Sign and Verify protocol. For simplicity, we assume that the Host
and TPM as a whole party, they should not cheat each other.

(1) Security of Domain Authentication
In mDAA scheme, the platform can make a proxy signature to present his domain

identity. The verifier in domain B can distinguish T PA’s proxy signatures from a normal
signature by using the domain manager’s public key. Then from the proxy signature,
the verifier can be convinced of the domain manager’s original agreement on the signed
message. As T PA is a legal member in T DA, he can represent the domain manager to
generate a correct proxy signature. By the validation of the proxy signature VB will con-
firm that T PA comes from domain T DA. Furthermore, our mDAA sign operation and
verification of mDAA signature are also designed on the CL-signature[14] as the DAA
scheme[6]. From the specification of the mDAA signature, we can see it is security and
the authentication on TPM’s identity is correctness.

(2) Forgery-resistance
In trusted domain T DA, the T PA’s proxy secret key is S tp, and the proxy public

key is PKtp + PKts. Then as a designated proxy signer, T PA can create a valid proxy
signature for the domain manager IS A, the original signer. Even if the original signer
IS A or the other third parties in the domain, who are not designated as a proxy signer,
then they can not create valid proxy signature. So the adversaries can not forge T PA’s
domain certificate too. While showing his domain certification, T PA signs on a warrant
CW. And due to using the warrant, it satisfies the forgery-resistance.The adversary can
not get the S ts of the domain manager IS A. Even if the S tp of the proxy signer T PA

be got, the adversary still cannot forge the proxy signature due to the security of BLS
signature[15] on which the proxy signature is based. When makes a DAA signature on
a message, the secret value f will be required. But f only knows by T PMA, any other
entities even HostA of T PA can not get it. Then no adversaries can forge a valid TPM’s
DAA signature without the secret value.

(3) Anonymity
The anonymity of the mDAA scheme includes anonymous and untraceability on the

platform identity. When T PA shows his DAA certification to the verifier, the signature
and verification operation are same as in [6], except the mDAA sign on the domain
information. And the security of the mDAA relies on the DBDH assumption and the
LRSW assumption. If the adversary breaks anonymity of the scheme, then in this way,
the adversary may construct a simulator which has the ability to find a instance of the
DBDH problem. But it is obviously there is no polynomial time algorithm to solve the
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DBDH problem[13]. So mDAA scheme is anonymous. Meanwhile, the mDAA scheme
is untraceable under the LRSW assumption. Suppose there is an adversary which suc-
ceeds with anon-negligible probability to break traceability of the scheme, then T PA is
traceable to the adversary. Which means the adversary can construct a polynomial time
algorithm to solve the LRSW problem. So the mDAA scheme is untrabeability too.

5 Efficiency Analysis

We compares the efficiency of signing and verification algorithms of our scheme with
other related schemes[7, 10]. We did not compare the efficiency of the join protocol
because the join protocol is executed much less frequently than the sign and verification.
As in[5], we let Gi(i = 1, 2, T) denote the cost of an exponentiation in the group Gi, and
Gm

i denote the cost of a multiexponentiation of m values in the group Gi. We let P
denote the cost of a pairing computation. For simplicity, we set Gi and Gd as same size
and let GN denote the cost of an exponentiation modulo N, and Gm

N denote the cost of a
multiexponentiation of m values modulo N.

Table 1. Computation Comparison

Scheme Host TPM Verifier
[7] 2GN + 4G3

N + 2G4
N + 1G5

N + 1G9
N + 1P G3

N +GΓ 2G3
N + 6P

[10] 16G1 + 1G2
1 1G2

1 4G1 + 2G3
1

Ours 3G1 + 2GT + 3P 4GT 1GT + 1G2
T + 1G3

T + 5P

From Table 1, we can see that the computation cost of TPM in our scheme is lower
than the compared schemes. For Host, much complex exponents computation are needed,
the computation costs in scheme[7] is more than ours. While compared with scheme[10],
there are some pairing computations added to the Host in our scheme, but we avoid com-
plex exponents computation as G2

1. These pairing computations will be carried out by
Host rather than TPM. Since Host is more powerful than TPM, the overall performance
of the system will be unaffected.

For verifier, the computation costs are less than in scheme[7], while a little more
than which in scheme[10]. Because the verifier are always servers or stations with high-
performance computation and high-capacity storage. So the overall performance of the
system will be unaffected too. Furthermore, the compared scheme requires additional
public certificates such as IssuePassport and IssueVisa in scheme[7] and CertDAA−CA

and CertDAA−B in scheme[10]. Then in general, our mDAA scheme is efficient.

6 Conclusion

In this paper, we proposed a scheme for multi trusted domains DAA which is based on
proxy signature and a simple DAA method from pairings. Our scheme can provide both
domain authentication and platform authentication. Trusted relationship is delegated
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among multi domains by the proxy signature. The DAA method is used for the platform
authentication when he has been checked by the verifier in other domains. And the
security analysis has shown that our mDAA protocol has the properties of security
and anonymity. The scheme is efficient in computation cost when compared with some
existing schemes.
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