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Abstract. Clustering very large datasets is a challenging problem for data min-
ing and processing. MapReduce is considered as a powerful programming frame-
work which significantly reduces executing time by dividing a job into several tasks
and executes them in a distributed environment. K-Means which is one of the most
used clustering methods and K-Means based on MapReduce is considered as an ad-
vanced solution for very large dataset clustering. However, the executing time is still
an obstacle due to the increasing number of iterations when there is an increase of
dataset size and number of clusters. This paper presents a new approach for reduc-
ing the number of iterations of K-Means algorithm which can be applied to very
large dataset clustering. This new method can reduce up to 30 percent of iterations
while maintaining up to 98 percent accuracy when tested with several very large
datasets with real data type attributes. Based on the significant results from the ex-
periments, this paper proposes a new fast K-Means clustering method for very large
datasets based on MapReduce combined with a new cutting method (abbreviated to
FMR.K-Means).
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1 Introduction

In the big data era, collected datasets become very large and complex which not
only bring potentially and highly undiscovered values to business, management, sci-
entific researches but also lead to a challenging problem for mining and processing
tasks [1]. One of the most concerned issues of partitioning clustering methods is
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coping with very large datasets. Various methods were proposed to use for dealing
with very large dataset clustering such as dataset size reduction, using representative
samples, parallelization, and better initial center selection [2, 3, 4]. However, these
methods can not completely solve the problem “process masses of heterogeneous
data within a limited time” [5]. Among the data clustering techniques, which are
statistical classification techniques to discover the nature of set groupings of data
which fall into different groups, K-Means has gained great interest from researchers
because of its advantages in data analyzing but has limitations when working with
very large datasets nowadays [6]

The K-Means algorithm has strength and performance in terms of working capa-
bility to deal with large datasets by utilizing advanced resources and network infras-
tructure including multicore machines, computer clusters. Parallel K-Means utilizes
the available resources of multicore machines [7], and parallel K-Means based on
MapReduce [8] is considered as an advanced model for boosting large dataset pro-
cessing capability on distributed environments, and gained some successes in large
dataset clustering [9, 10, 11]. Although parallel K-Means based on MapReduce has
made a new trend referring to large dataset clustering, it is believed that this model
needs to be improved to defeat the challenging problems of data intensive applica-
tions [1].

To reduce executing time of the K-Means algorithms when working with large
datasets, Christopher [12] proposed to apply two termination conditions separately
or combine each with a fixed number of iterations, α, to ensure that the algorithm
will be terminated in an acceptable period of time. These terminative criteria are
when RSS falls below a threshold σ and when decrease in RSS falls below a thresh-
old θ. However, which values the α, σ and θ should take is still a question. On the
other hand, some sampling methods have been proposed including clustering us-
ing representative (CURE) [13], coresets for K-Means and K-Median [14]. These
sampling methods are efficient in terms of reducing executing time. However, it is
believed that the accuracy is still not significantly high due to working on propor-
tions instead of the whole collected datasets.

Based on the problems mentioned above, this paper proposes a new approach
for reducing executing time of the K-Means clustering by cutting off a number of
iterations in clustering very large datasets. To be more adequate to the increasing
in size of datasets, this paper also proposed a fast K-Means clustering algorithm for
very large dataset clustering based on the MapReduce combined with a new iteration
cutting method, called FMR.K-Means.

The contents of this paper are organized into five sections. Related work is pre-
sented in Section 2. Section 3 explains the proposed approach for cutting off it-
erations of the K-Means algorithm for very large dataset clustering. Experimental
analysis is shown in Section 4. Finally, conclusion and future work will are covered
in the last section.
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2 Related Work

This section presents the related literature review which will be applied in this study
including the K-Means algorithm, parallel K-Means based on the MapReduce pro-
gramming model, and cluster validity based on external information.

2.1 K-Means Algorithm

The K-Means clustering is one of the most well-known clustering techniques in the
machine learning discipline. This method tries to cluster a provided dataset X having
N samples into K clusters in such a way that intra-cluster similarity is high whereas
inter-cluster similarity is low. Firstly, K samples from the provided dataset will be
selected to be initial cluster centers. Secondly, each remaining sample is assigned to
the closest cluster based on the distance between the sample and the cluster center.
Thirdly, the new center for each cluster is then calculated using information of sam-
ples, which belong to that cluster. This process iterates assigning samples to clusters
and recalculating center of clusters until the terminate criterion is satisfied [12, 15].

The K-Means clustering is quite easy to deploy and works well with numerical
data types. However, it is inadequate to very large datasets due to intensive cal-
culation. It needs NxKxI distance calculations to calculate distances between data
samples to cluster centers where N is number of samples in the provided dataset,
K is number of clusters, and I is number of iterations. There will be a significantly
high increase in executing time when there is an increase in dataset size or number
of clusters, especially when N increases highly.

2.2 Parallel K-Means Based on MapReduce

Parallel K-Means based on the MapReduce was proposed in [9, 16] including three
functions that are (1) a map function which takes care of calculating distance from
each data sample to clusters and assigns this data sample to the closest cluster, (2) a
combine function which calculates local centers before sending them to the reducing
function, and, (3) a reduce function which obtains local centers and calculates global
centers of each cluster.

Theoretically, regardless of data transferring time, the executing time will be re-
duced W times if this model runs on a machine with W cores or a cluster having
W workers. However, this model can only solve the challenge in terms of “divide
and conquer”. The challenging problem is still there when the data size increases
exponentially and the pressure from processing very large dataset within a limited
time increases [5].

2.3 Cluster Validity

Evaluation of clustering results is one of the most important issues in cluster anal-
ysis. Cluster validity is a technical term for a procedure of evaluating the results of
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a clustering algorithm. Three most used approaches to investigate cluster validity
are external criteria based, internal criteria based, and relative criteria based. This
section focuses on the first approach because it is the best choice to evaluate results
of the FMR.K-Means algorithm. Cluster validity based on external criteria which
evaluates the results of a clustering algorithm based on a pre-specified structure
[17, 18]. The common use of external criteria is to compare clustering structure C
to an independent partition of data P. Let

• C ={C 1, C 2,...,C k}be a clustering structure of a provided dataset X.
• P ={P 1, P 2, ...,P s}be a predefined partition of X.
• SS be points belong to the same cluster of C and to the same group of P.
• SD be points belong to the same cluster of C and to different group of P.
• DS be points belong to different cluster of C and to the same group of P.
• DD be points belong to different cluster of C and to different group of P.
• a, b, c, d is value of SS, SD, DS, DD, respectively.
• M be the maximum number of pairs in the dataset.

The degree of similarity between C and P can be measured by:

M = a+ b+ c+ d. (1)

1. Rand Statistic

R = (a+ d)/M. (2)

2. Jaccard Coefficient

J = a/(a+ b+ c). (3)

Value of R, J can be either 0 or 1 corresponding to completely different or similar.
The larger value R, J gets, the higher similar between C and P.

3 Fast K-Means Clustering for Very Large Datasets Based on
MapReduce Combined with a New Cutting Method

This section firstly states the obstacles of very large dataset clustering tasks in terms
of executing time. Based on these barriers and preliminary experiment results, a new
approach for cutting off last iterations will be proposed to use for high dimensional
very large datasets with real data type attributes. Lastly, a fast K-Means algorithm
based on the MapReduce combined with a new cutting method is proposed to use
for clustering very large datasets.

3.1 The Obstacles of Very Large Datasets Clustering Using
K-Means

It is clearly that the K-Means clustering algorithm is a well-known clustering method
but two obstacles exist for very large datasets clustering. The first obstacle is
computational complexity of distance calculations, which calculates distances be-
tween data samples to clusters. This difficulty can be overcome by applying the
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MapReduce model to distribute computations to multiple workers in a distributed
environment. However, this obstacle is still there when data size increases exponen-
tially.

The second obstacle is the number of iterations which significantly increases
when the number of sample data increases. This problem may be solved by using
two-stages K-Means algorithm or K-Means++ algorithm [19]. K-Means++ consists
of two steps: the first step is to select better initial centroids and the second step
is the K-Means. This K-Means variant may reduce the number of iterations of K-
Means by applying a new technique for selecting the better initial centroids in the
initial stage. However, it also needs more time for this first step due to high compu-
tational complexity. In case the best initial centers selected, it also needs more time
to execute a large number of iterations at the second stage.

To solve that problem, a new cutting method will be proposed to cut off last
iterations of the K-Means clustering, which is presented in the next section.

3.2 A New Proposed Method for Reducing a Number of Iterations

This research deals with a problem of how to cut off a number of iterations of the K-
Means clustering in order to reduce executing time while maintaining significantly
high accuracy. The preliminary experiments show that the last iterations have the
least contribution to the percent of correctly clustered objects and the number of
iterations will significantly increases if there is a big increase in data size [12].

This section aims to propose a new method called cutting off the last iterations
based on differences between centers of each cluster of two adjacent iterations. This
proposed method can be explained as follows.
• Let

• x i=(x i1, x i2, ..., x iP) ∈ Rp be a sample having P attributes.
• X ={x 1, x 2, .., x N} be a provided dataset having N samples, which need to be

clustered into K groups.
• c ( j−1)

i , c ( j)
i ∈ Rp be center of cluster i at the (j-1 )th and the j th iteration.

• v = (v 1, v 2, ..., v P) ∈ Rp be a vector can be driven from X.

• Define a new measure called vector Norm of X

• Norm(X) =(v 1, v 2, ..., v P)

where

v j = max(xi j)−min(xi j)with j = 1,2, ..P; i = 1,2, ..N . (4)

• Define a new terminative condition

• Δ ≤ ε .

where

Δ =
|c( j)

i − c( j−1)
i |

Norm(X)
. (5)
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ε = (ε1,ε2, ...,εP) ∈ RP withεi = 0.01x2(−m). (6)

• m is a fault tolerance degree, it can be from 0 to positive infinitive. The higher
the tolerance degree is used, the higher accuracy is obtained.

The K-means algorithm with the new cutting off last iteration method is depicted as
Algorithm 1.

Algorithm 1. K-Means (X, K, m )
Input: A given dataset X, number of clusters K, fault tolerance degree m
Output:A set of centers, index of clusters that each object belongs to

1. Calculate fault tolerance vector ε
2. Calculate Norm (X)
3. Initialize K centers
4. Assign each object to the closest cluster
5. Calculate new centers

6. Calculate vector Δ = |c( j)
i −c

( j−1)
i |

Norm(X)

7. Check stop condition Δ ≤ ε
- If the stop condition is not satisfied, update centers and repeat from step 4
- Otherwise, return a set of centers, index and stop

3.3 A Fast K-Means Algorithm Based on MapReduce Combined
with a New Cutting Method (FMR.K-Means)

The proposed method for cutting off a number of last iterations will be integrated
into the Parallel K-Means algorithm based on the MapReduce framework which was
proposed in [9] to tackle very large datasets, depicted as Algorithm 5. Algorithm 2
is used to calculate distances from each object to all centers and assigns that object
to the closest cluster. Algorithm 3 is devoted to local centroid calculations. It obtains
inputs from map function instances and calculates local centers of clusters associ-
ated with the number of objects assigned to each cluster. Algorithm 4 is devoted to
global centroid calculations. It obtains inputs from combine functions and produces
global centroids. Algorithm 5 is a fast K-means based on MapReduce combined
with the proposed method for cutting off a number of last iterations (abbreviated to
FMR.K-Means).

4 Experimental Analysis

This section describes the experiment framework which is carried out by the pro-
posed algorithm. The experiment results will be evaluated in terms of four criteria
including percent of reduced iterations, percent of correctly clustered objects called
accuracy, Rand statistic and Jaccard Coefficient measures.
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Algorithm 2. Map (<key1, value1 >, global centers )
Input: A list of <key1, value1 > pairs, a list of K global centers. Where key1 is

position and value1 is content of object.
Output:A list of <key2, value2 >. Where key2 is composition of key1 and index of

clusters that each object assigned to, key2 is content of object.
1. Initialize a list of <key2, value2 > pairs.
2. Get a pair <key2, value2 > that has not been updated, called x i

3. Calculate distances between x i to global centers
4. Update x i

5. Check stop condition
- If exist a pair <key2, value2 >has not been updated, repeat from step 2
- Otherwise, return a list of <key2, value2 >, and stop.

Algorithm 3. Combine (<key2, value2 >)
Input: A list of <key2, value2 >.
Output:A list of <key3, value3 >. Where key3 is index of clusters, value3 is local

center associated with number of objects belong to that cluster.
1. Initialize a list of <key3, value3 > pairs.
2. Get a pair <key3, value3 > that has not been updated, called x i

3. Calculate value3
4. Update x i

5. Check stop condition
- If exist a pair <key3, value3 >has not been updated, repeat from step 2
- Otherwise, return a list of <key3, value3 >, and stop.

Algorithm 4. Reduce (<key3, value3 >)
Input: A list of <key3, value3 >.
Output:A list of <key4, value4 >. Where key4 is index of clusters, value4 is global

center of clusters.
1. Initialize a list of <key4, value4 > pairs.
2. Get a pair <key4, value4 > that has not been updated, called x i

3. Calculate value4
4. Update x i

5. Check stop condition
- If exist a pair <key4, value4 >has not been updated, repeat from step 2
- Otherwise, return a list of <key4, value4 >, and stop.
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Algorithm 5. FMR.K-Means (X, K, m, W )
Input: A provided dataset X, number of clusters K, fault tolerance degree m, number

of workers W
Output:A list of global centers and indexes of clusters that each object assigned to.

1. (at master worker)
- Calculate fault tolerance vector ε
- Calculate vector Norm(X)
- Initialize K centers
- Form a list of <key1, value1 > from X, called List1
- Divide List1 into W block and distribute them to W workers
2. (at all workers)
- Run map function to produce <key2, value2 > pairs
- Run combine function to produce <key3, value3 > pairs
3. (at master worker)
- Get results from all workers
- Form a list of indexes
- Form a list of <key3, value3 > pairs
- Run reduce function to produce <key4, value4 > pairs are global centers
4. (at master worker)

- Calculate vector Δ = |c( j)
i −c

( j−1)
i |

Norm(X)

- Update global centers
- If Δ ≤ ε , return a list of indexes, a list of centers, and stop
- Otherwise, repeat from step 2.

4.1 Experiment Framework

The experimentations were performed on two core and four core machines. All code
was written in Matlab. Datasets used in these experiments were datasets extracted
from YouTube Multiview Video Games datasets [20] and Daily and Sports Activi-
ties datasets [21] obtained from the UCI Machine Learning Repository. The basic
information of datasets is illustrated in Table 1 below. Each dataset was tested at least
100 times with 9 values of fault tolerance degree m from 0 to 8 with the FMR.K-
Means. Average values will be used to analyze efficiency of the new method.

4.2 Results Analysis

In this section, the term accuracy is defined as the ratio of number of samples that
are correctly clustered compared to the results without using fault tolerant variable
and total number of samples of the provided dataset. Firstly, experimental results
from datasets extracted from the Daily and Sport Activity database, named Dataset1,
Dataset2, Dataset3, Dataset4 which are listed in Table 1 show that the average num-
ber of iterations increases considerably when there is an increase in the number of
data samples, illustrated in Fig 1. The increasing in number of iterations will lead
to increasing in executing time when there is an increase in number of samples in
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Table 1 Information about experiment datasets

Dataset Size No. of
Samples

No. of
Attributes

No. of
Clusters

vision_misc 706 MB 97,935 838 31
vision_hist_motion_estimate706 MB 97,935 838 31
vision_hog_features 706 MB 97,935 838 31
Dataset1 128 MB 285,000 45 3
Dataset2 257 MB 570,000 45 3
Dataset3 467 MB 1,140,000 45 3
Dataset4 934 MB 2,280,000 45 3

datasets. Moreover, when applying this new proposed cutting method to those four
datasets, results also show that the higher fault tolerant degree gained the higher
accuracy with lower reduction of iterations which is illustrated in Fig 2.

Secondly, experiment results obtained from the testing of three datasets refer-
ring to YouTube Multiview Video Game show when the larger size dataset has the
smaller fault tolerant degree this should be selected, as illustrated in Fig 3.

For cluster validity, Rand Statistic and Jaccard Coefficient measures are used to
show that the results of the proposed method are highly similar to the results of K-
means clustering without using fault tolerant variable. In this case, the predefined
partition P={P1, P2, . . . , Ps} is a clustered result without using fault tolerant degree
m, or the algorithm will stop iterating when there is no change in centroids. The
clustering structure C={C1, C2, . . . , Ck} which is used to compared P is the clustered
result with using m. Tables 2 and 3 show percentage of reduced iterations, accuracy;
Rand Statistic and Jaccard Coefficient measure values.

Table 2 Results tested with Daily and Sport Activities databases

Dataset No. of
Clusters

Fault
tolerance
degree (m)

Reduced
IterationsAccuracy

Rand
Statistic
Measure

Jaccard
Coefficient
Measure

Dataset1 3 7
8

42.49%
28.48%

99.09%
99.77%

0.9912
0.9977

0.9909
0.9977

Dataset2 3
7
8

42.42%
25.59%

93.44%
99.79%

0.9452
0.9978

0.9344
0.9978

Dataset3 3 7
8

63.29%
47.78%

95.79%
99.43%

0.9637
0.9943

0.9579
0.9942

Dataset4 3 7
8

67.04%
63.07%

99.06%
99.43%

0.9907
0.9944

0.9906
0.9944

Note: m is fault tolerance degree, R measure is Rand statistic measure, and J measure
is Jaccard coefficient measure.
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Table 3 Results tested with YouTube Multiview Video Games database

Dataset No. of
Clustersm

Reduced
IterationsAccuracy

R
Measure

J
Measure

vision_misc 31
4
5

12.27%
3.47%

99.29%
99.93%

0.9983
0.9998

0.9983
0.9998

vision_hist_motion_estimate 31 4
5

22.50%
8.94%

97.70%
99.83%

0.9962
0.9996

0.9953
0.9996

vision_hog_features 31
4
5

60.94%
41.49%

88.66%
96.19%

0.9865
0.9957

0.9838
0.9954

Fig. 1 Relationship between number of samples and number of iterations

Fig. 2 Relationship between fault tolerant degree, reduced iteration, and accuracy tested with
four datasets extracted from Daily and Sport Activities datasets
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Fig. 3 Relationship between fault tolerant degree, reduced iteration, accuracy tested with
three datasets from YouTube Multiview Video Games database

5 Conclusion and Future Work

The experiment results tested with four datasets extracted from Daily and Sport
Activities and results tested from three datasets extracted from YouTube Muliview
Video Game show that when m=8 and m=4 are selected, respectively, the proposed
method can reduce up to 30% of iterations, which is equivalent to 30% of executing
time, while maintaining up to 98% accuracy. It can be concluded that this proposed
method for cutting off iterations can reduce considerably the number of iterations
of K-Means algorithm while maintaining high accuracy. This method of integration
with the MapReduce programming model is an appropriate choice for very large
dataset clustering jobs. Compared to the previous methods such as clustering using
representative (CURE)[8], coresets for K-means and K-median[9], this new method
can be considered as more significant because it can work with entire datasets, sig-
nificantly reduce executing time, and provide high accuracy. For future work, to
estimate fault tolerant degrees automatically based on the size of datasets such as
number of samples, number of attributes, more experiments need to be carried out
with numerous datasets.
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