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Preface

The 2014 8th International Conference on Geographic Information Science con-
tinued the highly successful GIScience series of conferences. GIScience regularly
brings together more than 200 international participants from academia, indus-
try, and government organizations to discuss and advance the state-of-the-art
in the field of geographic information science. Since 2004, the biennial confer-
ence has alternated between locations in North America and Europe. Following
a highly successful GIScience 2012 in the heart of the American Midwest, at
Colombus, Ohio, GIScience 2014 was located in the heart of Europe, hosted by
Vienna University of Technology, Austria.

Since its inception in 2000, the biennial GIScience conferences have adopted
a twin-track program, soliciting the submission of the latest work in progress,
through the extended abstracts track (up to 1500 words); and the highest quality
completed research, through the full papers track (up to 15 pages). The full pa-
pers contained in these proceedings are complemented by the separate extended
abstract proceedings distributed at the conference.

The twin-track program is ideally suited to the diversity of disciplines that
converge on GIScience, which include (but are not limited to) geography, cog-
nitive science, computer science, engineering, information science, linguistics,
mathematics, philosophy, psychology, social science, and (geo)statistics. The
combination of full papers and extended abstracts has a proven record of deliv-
ering an exciting conference program that is both fast-moving and high quality.

For GIScience 2014, 84 full paper submissions were received. Each paper
was thoroughly reviewed by at least three independent members of the inter-
national Program Committee. Based on these reviews, supplemented by careful
metareviews from the program chairs, 23 papers were selected for presentation,
corresponding to an acceptance rate of 27%. 155 further extended abstracts
submissions were received, 52 (30%) of which were accepted for short oral pre-
sentations.

The accepted full papers provide a snapshot of the breadth of active research
topics in the vibrant and maturing field of GIScience. Typically for conferences
in the GIScience series, the accepted full papers showcase a mix of basic research
connected with the latest hot topics (such as user-generated content, linked data,
big data, and text-based navigation systems) as well as important advances in
more long-established topics (such as spatial algorithms, qualitative spatial rea-
soning, spatial analysis, spatial cognition, geovisualization, and geo-ontologies).

This year, however, the excitement of the conference was mingled with great
sadness following the tragic deaths of two treasured members of the GIScience
Conference community: Prof. Peter Fisher on 20 May 2014 and Prof. Carolyn
Merry on 3 June 2014. Pete and Carolyn were both active, serving GIScience
Program Committee members, with Pete having been a Program Committee
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member since the very first GIScience conference in 2000. Pete and Carolyn will
be greatly missed, and their lives are remembered in brief tributes from the GI-
Science Program Committee in the following pages of these proceedings. Indeed,
the geographic information science community more broadly will remember in
2014 the lives of Roger Easton, Cliff Kottman, Doug Nebert, and Roger Tom-
linson, four other influential contributors to the field who sadly died this year.

The contributions of such influential figures continue to be reflected in the
many contributions of others in the field, including those who helped make GI-
Science 2014 a success. The conference could not have happened without the
work of the local organizers Gerhard Navratil and Eva Maria Holy. We would
also like to thank Paolo Fogliaroni for his tireless work and support not only as
the workshop and tutorial chair but also for assistance with the conference web
site. Our thanks go to Thomas Linton at the Vienna University of Technology
who provided technical support. We would also like to thank Ross Purves for his
time spent sharing his experience with the EasyChair reviewing process, helping
to maintain continuity across the different GIScience conference years. Of course
we are deeply grateful to the GIScience Program Committee for their considered
and thorough reviews, as well as those additional reviewers who also contributed
their expertise. We would like to thank all the authors who contributed to the
conference by submitting papers and extended abstracts. Most importantly, we
would like to thank all those who came to GIScience, presenters and delegates,
without whose contributions there would be no conference.

August 2014 Matt Duckham
Edzer Pebesma

Kathleen Stewart
Andrew Frank



Prof. Peter Fisher

“When Pete served as the external opponent on my PhD exam in Stockholm,
Sweden, he completely transformed what could have been a nerve-wracking or-
deal into one of the most significant academic conversations and learning expe-
riences of my career. Through this conversation I also think he managed to show
many of my colleagues the science behind the GIS they mostly saw as a tool.”

Ola Ahlqvist

“Pete’s work on fuzzy viewsheds was inspirational to me at the beginning of
my career, as it was my first introduction to an approach to framing spatial
uncertainty of spatial features in continuous space. He was one of the senior
scholars I was most excited to meet at the NCGIA International Young Scholars
Summer Institute in 1995. Despite relatively infrequent interactions, I count Pete
Fisher as an intellectual hero and mentor, and suspect that I am not alone in
doing so.”

Dan Brown

“I first observed Peter Fisher as a red-bearded newcomer at AUTO-CARTO
London, bringing a similar articulate critique of the then-popular “Expert Sys-
tem” to AUTO-CARTO 8. Here was a kindred spirit with no fear of opposing
received opinion. We could discuss random topics such as the etymology of the
Arabic terms applied to sand dunes. I was present in the deep amphitheatre in
Utrecht (AGILE 2011) as Peter handed over the editorship of IJGIS, exhibit-
ing a deft mastery of the range of the field as well as a time for others to take
charge. I did not know that event would be my last observation of the trajectory
of a dedicated scholar, and a key contributor to a community of scholarship in
GIScience.”

Nick Chrisman

“I first met Pete in the fall of 2001, at a project meeting of a newly started
European framework project. Being in the first months of my PhD, how could
I not have been impressed by this strong red-bearded English man who also
happened to be a lead researcher in the field I was getting into? I came to know
Pete better through the years of this project and quickly realized the wonderful
man he was, accessible to students, generous of his time, and passionate about
his research field. Pete was an inspiration for me and for many others. Thank you
for sharing your time and passion Pete, you will stay well alive in our memories!”

Rodolphe Devillers
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“The first time I met Pete in person was in 2005 in his office at Leicester Univer-
sity. I explained to him my tentative research proposal for a PhD that I hoped
to start after finishing my Masters at Leicester. It was not a very good research
proposal. I remember Pete was supportive and generous with his time; kind and
gentle in his manner; at the same time as being unambiguous and direct in his
criticism of my idea. I count myself lucky to have had the opportunity many more
times over the subsequent years to be grateful for Pete’s admirable capacity for
combining clear and critical scientific thinking with simple human kindness.”

Matt Duckham

“I’m writing this on the train from Leicestershire to London. I remember work-
ing on the VFC project with Pete and we used to have meetings with Dave
Unwin and Jonathan Raper at Birkbeck. We would take this train down to Lon-
don and all chat excitedly and noisily about the project and the work we had
done. I remember being quite proud of the fact that we were all arguing pas-
sionately about the difference between ambiguity and vagueness (or something).
Pete would do so at great volume, and only now do I realise just how much
this activity must have disturbed the regular commuters. Since the VFC days
the rail companies have established a QuietZone on each train - which is where
I am now sitting, peacefully reflecting in silence. Pete was never a QuietZone.
Rather he was an IdeasZone and always the focus of noisy activity. I do wonder
whether his animated booming discussion of uncertainty had an impact on the
rail companies?”

Jason Dykes

“Pete Fisher’s fundamental geovisualization research has inspired me and many
like-minded colleagues since the early 90s in significant ways. His trail-blazing
research on uncertainty visualization, animation, sonification, and virtual real-
ity continues to drive our research programs in cartography, geovisualization,
and geovisual analytics, for example, under the umbrella of the International
Cartographic Association’s Geovisualization and Cognitive Visualization Com-
missions. ”

Sara Fabrikant

“Pete is a very sad loss, we need more ‘larger than life’ people in academia, and
he was certainly that. I very much enjoyed his obvious passion, joy, laughter(!)
and intensity, as well as enjoying his research. He was a wonderful journal editor
too, for IJGIS. He also had the cojones to publish an article by a disreputable
colleague of mine (Prof. McNoleg), for which we are both very grateful.”

Mark Gahegan

“Pete was a familiar and often audible figure at GIS conferences. There are many
occasions when on hearing that distinctive laugh, I would think ‘Oh good, he’s
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here!’ and gravitate towards the oracle, in the sure knowledge of challenging,
insightful, interesting, sometimes rude and always entertaining conversation.”

Chris Jones

“Peter Fisher created an exquisitely fine balance between family and academia,
always ready to enjoy both, and to mix both to the full. Academically he will
be long remembered for his marathon contribution as editor of IJGIS and the
various activities that spun off that commitment, including the Classics from
IJGIS book of 2007. Among his many ground breaking papers are the series
on simulating uncertainty in various GIS operations, and the series on fuzzy
sets, heaps, and fuzzy-fuzzy sets. He was instrumental in establishing GIS as a
specialty at Kent State, building on the GIS tradition at Leicester, and later
putting City University on the GIS map. Pete could always be trusted to have a
novel and interesting perspective on whatever topic he chose to pursue, and we
can only imagine what other great ideas might have emerged in his presentations,
publications, and conversations if his life had not been so tragically cut short.”

Michael F. Goodchild

“I worked closely with Pete for nearly twenty years, initially as the Western
Pacific Regional Editor of IJGIS. It was a strange relationship as we met very
infrequently but corresponded frequently by email. I do recall a visit that he,
Jill and family made to Canberra however. Pete spent ages poring over my
bookshelves, grunting approvingly when he came across P.G. Wodehouse. I asked
if he wanted to borrow something and he replied that bookshelves were the best
way of getting to know someone. Their contents were very revealing! I still don’t
know what he made of my eclectic collection. P.G. Wodehouse sits alongside
trashy Sci-Fi, crime fiction and oddments like G.K. Chesterton and Compton
McKenzie. When I stayed with him, I slept in a room with extensive, and an
equally eclectic collection. It might explain how we worked so happily together
for so long.”

Brian Lees

“Unsure what to do with a Geography degree, in 1984 I applied for a 6 month
research post in ‘automated cartography’ at Kingston University where Pete was
working with Graeme Wilkinson. The work progressed well, and three years later
I had a passport to Academia—a land full of fruity folk. 30 years on and I’m still
having fun, except in June of this year GIScience lost one of its fruitier fruits. I
will always remember that quizzical face, and the bounding laughter!”

William Mackaness

“I was a very junior faculty member when I met Pete. He breezed into a workshop
I was attending with a big swoosh and a trail of eager grad students. He said only
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‘Yes, I’ll give you that; you nailed the critics of GISscience.’ He was permanently
imprinted on me from that day on.”

Nadine Schuurman

“I met first Pete in the early 90s, when among other things we talked about
founding the GISRUK series of conferences and were partners on a European
project on spatial uncertainty. I will remember Pete as a kind, generous, fun-
loving guy, with a huge laugh and a sharp mind. He was a wonderful successor
to Terry Coppock as editor of IJGIS. I’ll miss him.”

Mike Worboys



Prof. Carolyn Merry

A brief but heartfelt salute to Carolyn Merry, 1950–2014

– a distinguished teacher and researcher in the field of GIScience
– former Professor and Chair of the Department of Civil, Environmental and

Geodetic Engineering at The Ohio State University
– helping connect GIScience to Civil Engineering
– former president of ASPRS, UCGIS, and ASCE

But also ...

– a dedicated, loyal, and warm person;

– always interacting with the very highest integrity;

– approachable, and supportive, especially to junior faculty;

– an inspiring role model;

– a great force for good.

We are all better for having known and worked with her!

Dawn Wright, Nina Lam, Jeremy Mennis, Tom Cova, and Francis Harvey
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Map Schematization with Circular Arcs�

Thomas C. van Dijk1, Arthur van Goethem2, Jan-Henrik Haunert3

Wouter Meulemans2, and Bettina Speckmann2

1 Universität Würzburg, Würzburg, Germany
2 Technical University Eindhoven, Eindhoven, The Netherlands

3 Universität Osnabrück, Osnabrück, Germany

Abstract. We present an algorithm to compute schematic maps with circular
arcs. Our algorithm iteratively replaces two consecutive arcs with a single arc to
reduce the complexity of the output map and thus to increase its level of abstrac-
tion. Our main contribution is a method for replacing arcs that meet at high-degree
vertices. This allows us to greatly reduce the output complexity, even for dense
networks. We experimentally evaluate the effectiveness of our algorithm in three
scenarios: territorial outlines, road networks, and metro maps. For the latter, we
combine our approach with an algorithm to more evenly distribute stations. Our
experiments show that our algorithm produces high-quality results for territorial
outlines and metro maps. However, the lack of caricature (exaggeration of typical
features) makes it less useful for road networks.

1 Introduction

Maps are a common and intuitive way of communicating and exploring information
with a geographic component. In many cases exact geographic details are not required
to convey the primary information. For thematic maps exact details in the base map
may even distract from or obscure the thematic overlay. Consequently, there has been
a continuous interest in schematic maps (e.g., [1–4]). A schematic map is typically
highly abstract and stylized, maintaining only those features that support the message
of the map. There exist a wide variety of schematic maps, including metro maps and
chorematic diagrams [5].

Most automated methods to create schematic maps have focused on straight-line
schematization, often with an orientation restriction [6–8] (e.g., admitting only hori-
zontal, vertical and diagonal lines). In contrast, manually drawn schematic maps of-
ten use curves. It can be desirable to have a good continuation [9] of line features, to
strengthen their representation. For example, it may be desirable for metro lines to con-
tinue smoothly at interchanges or for shorelines to span multiple countries (see Fig. 1).

Results and Organization. In Section 2 we present a new iterative and topologically
correct schematization algorithm using circular arcs. This algorithm maintains good
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(a) Continuation of metro lines (b) Continuation of shorelines

Fig. 1. At points where multiple curves meet, continuity may improve schematization

geometric correlation with the geographic input. It allows vertices of degree three or
higher to be shifted, creating arcs that continue “through” such vertices. We also show
how to tailor our algorithm specifically to metro maps. In Section 3 we present ex-
perimental results for three different scenarios: territorial outlines, road networks and
metro networks. Our approach yields high-quality results for both territorial outlines
and metro maps. It appears less suitable for road networks. A lack of caricature (ex-
aggeration of typical features) interferes with the subconscious link between road type
and shape. We also discuss the effect of the different algorithmic features on the max-
imal complexity reduction. In Section 4 we reflect on the implications of our design
decisions.

Related Work. Automated schematization has mostly restricted itself to representa-
tions with orientation-restricted line segments. There is a large number of results for
the schematization of networks (e.g. [1, 3, 7, 8]) or even single lines (e.g. [4, 10, 11]).
In contrast, only a few recent algorithms exist that explicitly aim to schematize outlines
[6, 12]. The orientation-restricted style can enhance the visual clarity of a map as it pro-
motes parallelism and the continuation of edges at high-degree vertices. Ti and Li [13]
discuss the use of strokes and network distortion to further improve the usability of
the schematization. However, Roberts [14] recently showed that manually drawn metro
maps with curves are more efficient and effective than the long-standing octilinear de-
signs.

Curves are important in manual cartography [15]. There are also several automated
approaches to schematize an outline [16, 17] or a subdivision of outlines [18, 19] with
circular arcs. However, both methods for subdivisions cannot move vertices of degree
three or higher, although doing so is beneficial for subdivisions and crucial in dense
metro networks. Fink et al. [20] use Bézier curves to draw metro maps. They are able
to move high-degree vertices and aim to prevent abrupt turns of metro lines. How-
ever, Bézier curves inherently admit more freedom than circular arcs, resulting in a less
strict schematic style (similar to the difference between simplification and orientation-
restricted schematization).
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2 Curved Schematization Algorithm

Our schematization algorithm iteratively replaces two neighboring circular arcs with a
single arc while ensuring correct topology. This approach is similar to the one proposed
by Van Goethem et al. [19] for territorial outlines. However, we present some significant
improvements which make our algorithm more suitable for generic networks. Most
importantly, we show how to move vertices of degree three and higher, to reduce the
number of arcs of a schematization while improving the overall quality. Furthermore,
in Section 2.4 we introduce some specific improvements geared towards metro maps.

2.1 Preliminaries

A network is a planar straight-line embedding of a graph in R
2 which may represent

various types of information such as metro lines or territorial outlines (subdivisions).
The edges of a network are circular arcs (line segments are degenerate circular arcs).
The edges meet at vertices. The degree of a vertex is its number of incident edges. We
refer to vertices of degree three or higher as junctions. The complexity of a network N
is its number of edges.

We require that the schematization N is topologically equivalent to the input net-
work I . A schematization is topologically equivalent if there is a continuous function
transforming I to N where at all times edges intersect only at vertices. This implies
that N is planar, the order of incident edges around each vertex is maintained and that
adjacencies are preserved.

2.2 Main Algorithm

We describe an algorithm that computes a circular-arc schematization for a given net-
work I . To this end, it maintains a network N ; initially, N is a copy of I and consists
only of straight edges (line segments). To create the schematization, two edges in N
are replaced by a single edge (an operation). This reduces complexity and introduces
circular arcs. We maintain as invariant that N is topologically equivalent to the input
network I . Below, we provide details for the various steps of our algorithm; an overview
is given in Algorithm 1.

Stroke Partition. The main innovation of our algorithm is its ability to deal with junc-
tions. We allow the conceptual removal of a junction, joining two incident edges into a
single edge. The junction is then implicitly represented as the intersection of edges. To
decide which edges may be joined by such an operation, we partition the network into
strokes. A stroke is a “natural” path through the network, continuing relatively smoothly
at junctions. Strokes may correspond to through roads (e.g., [21]) or to coastlines span-
ning multiple territories.

To compute a stroke partition, we proceed as follows. We first assign each edge to
a unique stroke. Let Ev be the set of incoming edges for a vertex v of degree two or
higher. For any pair of edges e, f ∈ Ev we compute the angular deviation. The an-
gular deviation at v equals 180 degrees minus the minimum angle between e and f .
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Algorithm 1. COMPUTECURVEDSCHEMATIZATION(N, k)

Input: Network N and desired complexity k
Output: Topologically equivalent circular-arc schematization of N

1: Partition N into strokes
2: Compute all operations O
3: while N has more than k edges and O contains an admissible operation do
4: Execute the admissible operation o ∈ O with the lowest cost
5: Remove all operations involving an arc replaced by o
6: Update admissibility of remaining operations
7: Create new operations involving the edge introduced by o
8: return N

We repeatedly combine the strokes of the pair of edges in Ev with the lowest an-
gular deviation and remove them from Ev. The stroke partition can be computed in
O(d2i log di), where di is the maximum vertex-degree in the network.

Operations. We now define a set of operations O that can be executed on the network.
An operation removes some vertex v at which two consecutive edges of a single strokeS
meet. For now, assume that v has degree 2: no other strokes pass through v. Let u and w
be the other endpoints of the two edges in S that are incident to v. To maintain topology,
a new edge should be inserted connecting u and w. Thus, an operation replaces two
consecutive edge with a single edge.

We call an operation admissible if it maintains the correct topology. To ensure a
topologically equivalent result, the algorithm performs only admissible operations. As
it depends on how we deal with junctions, we further discuss admissibility later in this
section.

The cost of a replacement indicates the dissimilarity between the replacement edge
and the represented input edges. We quantify this dissimilarity with the Fréchet dis-
tance [22]. For a single edge in N that represents n edges of the input, this measure
can be computed in O(n log n) time [22]. By using this measure to weigh the opera-
tions, we maintain a geometric correlation between the resulting schematization and the
geographic input.

The replacement with lowest cost for a given pair of edges may be inadmissible. To
allow for more flexibility, we add three replacements to the set of operations O. To this
end, we create a discrete set of candidate replacements using arcs of different radii and
add the three replacements with lowest score. We generate these candidate replacements
using angles of i · π

k with respect to line uw with −k < i < k for some parameter k;
we used k = 20 in our experiments.

Junctions. Above, we assumed that operations remove only vertices of degree 2. We
now introduce operations for two edges that meet at a junction. The examples in Fig. 1,
illustrating the gain of schematizing across junctions, have been generated with our
algorithm without and with these additional operations.

Let v be a junction on stroke S. When replacing the edges in S incident to v, we must
ensure that the junction remains. This constrains the replacement edge. We keep track
of these constraints by marking v as a virtual vertex on the replacement edge. Note that
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S′ S

v

(a) Degree 3:
extension

S′

S

v

(b) Degree 4:
restriction

S′

S
v

(c) Degree 4:
reposition

v

S

(d) Degree 5:
restriction

Fig. 2. Dealing with junctions. Regular vertices are white dots, virtual vertices are black. Replaced
edges are indicated in gray, edges of other strokes are dashed.

v is a virtual vertex only for strokes in which is has been “removed”; for other strokes,
it remains a regular vertex. There are four cases that constrain the possible replacement
arc. As v is a junction, it is included in at least two strokes; let S′ denote a second stroke
that includes v. Refer to Fig. 2.

(a) v has degree 3. Hence, v is an endpoint of S′ and we extend or shorten the edge of
S′ such that its endpoint lies on the replacement edge.

(b) v has degree 4 and is a regular vertex on S′. To maintain the degree-4 vertex, we
constrain the replacement edge to pass through v: only a single replacement candi-
date remains.

(c) v has degree 4 and is a virtual vertex on S′. We can reposition the virtual vertex of
S′ along its arc. This admits flexibility in the replacement edge and thus we use the
same approach as for a degree-2 vertex.

(d) v has degree 5 or more. As in case (b), we constrain the replacement edge to pass
through v.

An edge e in the network may have any number of virtual vertices along its boundary.
These virtual vertices can constrain further replacements involving e. Let z be a virtual
vertex on e. If z originates from a replacement of case (a) or (c), then its incident arc
can be extended or z can be repositioned. Otherwise, any operation replacing e must
maintain the position of z, thus limiting the possible replacements. If an operation is
limited in this way by two or more virtual vertices, a replacement is only possible if
these vertices are cocircular with the endpoints of the replacement arc.

Computing Admissibility. An operation is admissible if it maintains the correct topol-
ogy. To decide on admissibility, we proceed as follows. Let e1 and e2 be the two re-
placed edges and let v be the vertex at which these edges meet. Let u and w be the
other vertex of e1 and e2 respectively. Finally, let er denote the replacement edge. An
involved virtual vertex is a virtual vertex along e1 or e2. The involved vertices are all
involved virtual vertices as well as u, v and w. A virtually involved edge is an edge
that is incident to an involved virtual vertex; this does not include e1 and e2. The set
of uninvolved edges contains all edges that are not e1 or e2 or an involved virtual edge.
To compute admissibility, we check the following conditions; if any of these is not
satisfied, the operation is not admissible. These conditions are illustrated in Fig. 3.
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(a) Intersection (b) No extension (c) Extensions intersect

(d) Vertex in region en-
closed by e1, e2, er

(e) Order of incident
edges changed

(f) Order of virtual ver-
tices changed

Fig. 3. Examples of topology violations of an inadmissible operation. er given in black; e1 and
e2 in gray. Other edges are dashed; extensions are dotted.

(a) There are no intersections between er and any uninvolved edge.
(b) Each involved virtual edge connects to or can be extended to er.
(c) Extensions of involved virtual edges do not intersect.
(d) There are no vertices in the regions enclosed by e1, e2 and er.
(e) The order of incident edges around each involved vertex is maintained.
(f) The order of virtual vertices along er and along the virtually involved edges is

maintained.

To quickly update admissibility, we maintain for each operation a set of edges that
cause inadmissibility: an operation is admissible if this set is empty.

Cycles to Circles. When the start and end vertex of an operation are the same, the defi-
nitions for the operations can become degenerate. We introduce an additional operation
for this case. Let v be the vertex being removed by the operation and u be the other
endpoint of both edges. We define a set A of anchor points that the replacement circle
needs to intersect. A consists of all junctions along both edges, possibly including u or
v, that cannot be moved. If A has three or more points all points are required to be co-
circular, uniquely defining a replacement circle; otherwise no replacement is possible.
If A has two or less points, we extend A by up to two elements by adding u and, if
required, v. We regularly sample tangents angles around the connecting chord defined
by these two points, defining a set of possible replacement circles.

2.3 Analysis

We now analyze the asymptotic execution time of our schematization algorithm. Let n
denote the number of vertices in the input and h the number of junctions. We first deter-
mine the time required to compute a single candidate operation. To compute the cost,
we compute the Fréchet distance between a single arc and a polygonal line of at most
O(n) vertices in O(n log n) time [22]. For admissibility, we test whether the candidate
arc intersects any other arc, requiring O(n) time. If the arcs being replaced contained
virtual vertices, then the connected arcs might need to be extended and could start to in-
tersect. There are at most O(h) of these arcs, which are ordered along the replaced arcs.
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We need to test only intersections between arcs that are adjacent in this order which
takes O(h) time. In addition, for up to four arcs (the first and last on either side of the
replacement pair), we check whether they intersect any other arc, taking O(n) time.
Thus, computing the cost and admissibility of a single operation takes O(n log n) time.

At initialization of the algorithm we compute all operations. Since each candidate
represents only two edges, we compute the Fréchet distance in O(1) time and thus the
initialization takes O(n2) time. Performing an operation may change the geometry or
admissibility of other operations. The geometry of at most O(h) edges changes. Hence,
we compute at most O(h) new operations in O(hn logn) total time. Moreover, we
remove the old edges from the sets of edges causing inadmissibility and insert the new
edges where necessary. This also takes O(hn log n) time. Thus, the complete algorithm
runs in O(n2h logn) time.

Solution Tree. A sample of the solutions generated by our algorithm for different com-
plexities is shown in Fig. 4. While the complexity of the map in Fig. 4(b) is less than
half of the input complexity, the effect of schematization is not very noticeable. On the
other hand, the map in Fig. 4(h) is highly schematized, but is also geometrically heavily
distorted. The results in between make a trade-off between schematization and geomet-
ric accuracy. The optimal trade-off for a schematic map depends on its size, content and
purpose.

Since the optimal number of arcs may not be clear a priori, it is desirable to be
able to interactively explore schematizations with different complexity. To this end, we
maintain not only the current schematic network N , but also some additional structure

(a) Input, 238 arcs (b) 100 arcs (c) 50 arcs (d) 35 arcs

(e) 25 arcs (f) 18 arcs (g) 12 arcs (h) 6 arcs

Fig. 4. Sample of the possible schematizations for a network that represents Belgium, France,
Luxembourg and the Netherlands
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that allows us to efficiently recover other intermediate solutions. Two simple options for
this structure are an operation list or an operation tree. Both approaches use O(n) space
and take O(nh) time to recover an intermediate solution. We use a tree as the expected
runtime is lower for schematizations of low complexity. Original arcs are stored in
leaves and parent nodes contain changes made by an operation. With every node the
current complexity is stored.

2.4 Extensions for Metro Maps

We describe four extensions which are geared towards metro-map construction.

Distributing Stations. A typical metro network consists of a city center that has many
highly-connected stations and some lines that go to suburban areas with fewer stations.
Keeping stations near their geographic position causes problems due to the high-density
city center. We want to distribute the stations more evenly across the drawing, which
increases the scale of the center and decreases the scale of the suburbs: this improves
readability [23] and helps the schematization. Distributing the stations necessarily dis-
torts the geography of the network; to retain as much geography as possible, we use
minimum-distortion focus maps [24]. We set the desired scale factor of a station v to
1 + c · kv , where c is a constant and kv is the number of stations within a disc of
some radius d around v. We chose c and d such that the assigned scale factors range
approximately up to 2. Note that this sets all scale factors to at least 1.

Stroke Partition Revisited. For metro maps, it is desirable for a single line to continue
smoothly at an interchange, even if the angular deviation is high in the original geog-
raphy. Hence, we change the stroke partition to a two-step process. In the first step, we
aggregate adjacent metro connections having the same set of metro lines into prelimi-
nary strokes. If a metro line has multiple branches, we aggregate based on the smallest
angular deviation. In the second step, we aggregate the preliminary strokes using angu-
lar deviation as before.

Interchanges. In the final metro map, interchanges are drawn as circles with some given
radius r. Hence, the lines at the interchange do not have to intersect in a single unique
point: we may admit some leeway depending on r. In particular, we maintain for an
interchange a smallest enclosing disk of the intersections of the incident lines. Topolog-
ical errors within the disk are allowed, since drawing the disk hides them. We constrain
this flexibility by maintaining the order of the incident lines around the boundary of the
disk. Moreover, we bound the maximum radius of the smallest enclosing disk by r.

Rendering. To visualize a schematic metro map, we draw the metro lines in appropriate
colors. Where multiple metro lines connect two stations, we draw parallel metro lines.
The use of circular arcs makes this comparatively simple: we use concentric arcs in such
a situation, with slightly varying radius. The ordering of such parallel connections is a
problem in itself (see e.g. [25]), one we do not consider here. Though algorithms exist,
we manually set the order in our results. Aside from visualizing the metro lines, a metro
map should also have vertices for each station. During rendering, we hence reinsert the
degree-2 vertices removed during schematization by distributing them evenly along the
appropriate edge.
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3 Results

We consider three different use cases: territorial outlines, road networks, and metro
maps. Our algorithm produces high-quality results for both territorial outlines and metro
maps. For road networks, a high complexity reduction can be obtained though the re-
sulting maps do not convey their message well.

Territorial Outlines. A territorial outline represents administrative and geographic
boundaries. Examples include country and province borders, or shorelines. Territorial
outlines are typically low-density networks and contain a low number of junctions.
Often, features can be combined through multiple junctions, see, for example, the com-
bined shoreline of France, Belgium and the Netherlands in Fig. 5(a). Such features
should be recognized and schematized as a single arc, since otherwise the saliency of
junctions incorrectly increases.

Fig. 5(b) shows the result of our algorithm for a map of the European Union. Note
that many of the coastline features have been replaced by single arcs. By schematizing
across junctions, we reinforce the importance of the geographic features. For compari-
son, in Fig. 5(c) the result of the circular-arc schematization method by Van Goethem et
al. [19] is shown. Here, junctions are fixed and no operations are performed on edges
that meet at such a vertex. As a consequence, the junctions become more important
in the final map, which is often undesirable. It also prevents the schematization from
reaching the same low complexity, as vertices that are close to each other require small
details to be maintained.

In contrast to our method, the algorithm by Van Goethem et al. [19] maintains the
area of each country. This ensures that countries maintain their relative size, which is not
guaranteed in our method (e.g. compare Luxembourg, Denmark and the Netherlands).
Also, due to the shifting of junctions, some borders can become very short, such as the
boundary between Switzerland and Austria. Though in theory the result is topologically
equivalent, drawing the actual geometry with nonzero-width lines causes very small
elements to be obscured. We can extend the admissibility of operations to include a

(a) Geographic map (b) 68 circular arcs (c) 123-arc map by [19]

Fig. 5. Schematizing the borders of the European Union, augmented with shorelines
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(a) Geographic map (b) 54 circular arcs
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(c) Population density

Fig. 6. Schematizing the province boundaries in Netherlands

check for a minimum distance between affected boundaries. The output then adheres to
these minimal distances, assuming the input also does.

Fig. 6 shows a schematization of the provinces of the Netherlands. The ability to
schematize across junctions helps to capture both the western coastline feature and the
typical shape of the north-east border. Even though this is a highly schematized version
of the Netherlands, all boundaries are still geometrically reasonably accurate. As most
borders between provinces are represented by a single or a few arcs, the result gives a
very stylized impression.

Road Networks. Road networks are typically very densely connected with many junc-
tions. In contrast to territorial outlines and metro maps, however, the geometry of a
road implicitly correlated to the type of road. A wiggly mountain road that has been
“schematized” to a smooth curve could easily be misinterpreted as a highway. To main-
tain this implicit correlation, a form of caricature is often required when schematizing
roads [26]. By exaggerating the features of roads, the association to their respective
road types is maintained. Due to our geometric approach, our algorithm is unlikely to
produce a road map that has a “schematic appearance” in this sense. Regardless, we
investigate road networks to evaluate the possible complexity reduction in very dense
networks.

The road network around Würzburg, Germany, is shown in Fig. 7(a). Our algo-
rithm is able to reduce the complexity by roughly 82%, from 2965 to 540 circular arcs
(Fig. 7(b)). The ability to schematize junctions allows for a significantly higher com-
plexity reduction: without this addition, no admissible operations exist at 1566 edges
stopping further progress (Fig. 7(c)).

The high complexity of the input map in Fig. 7(a) limits the schematized look at-
tainable even though complexity is greatly reduced. This high density is, however, not
the main problem we encounter when schematizing road networks. We also apply our
algorithm on a generalized version of the same road network (see Fig. 7(d)). While
the schematization is more pronounced in these maps (see Fig. 7(e)), local roads in
the input map have been schematized into single, smooth arcs. As a consequence it
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(a) Geographic map with
2965 edges

(b) “Schematization” with
540 circular arcs

(c) Without operations on
junctions: 1566 arcs

(d) Generalized map with 648
edges

(e) Schematization with 35
circular arcs

(f) Schematization with 60
circular arcs

Fig. 7. Schematizing the road network of Würzburg

is impossible to distinguish large through roads from local roads without additional
knowledge. Schematizations using a higher complexity may give more reasonable re-
sults (see Fig. 7(f)), but they require a lower complexity reduction limiting the effec-
tiveness of the schematization.

Metro Maps. The networks of metro maps are usually heavily schematized and have
a matching rendering style. As metro maps contain mainly connectivity information,
caricature of actual lines is not important. Thus, we do not expect similar recognition
problem as with road networks. We computed our results using the extensions described
in Section 2.4.

Our results for Vienna are shown in Fig. 8(a)–(c). Distorting the input geometry
creates extra space in the center of the map, thus allowing for a better schematization
of the network. The circular arcs create a sense of continuity along the metro lines,
while giving a very stylized appearance. Fig. 8(d) shows the same network drawn by
the algorithm of Fink et al. [20]. Their use of Bézier curves leads to a smooth drawing,
but has less of a stylized appearance.
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(a) Geographic map (b) 19 circular arcs (c) 13 circular arcs (d) Vienna by [20]

Fig. 8. Schematizing the metro network of Vienna

(a) Geographic map (b) 23 circular arcs (c) 14 circular arcs

Fig. 9. Schematizing the metro network of Washington, DC

Fig. 10. Schematization of the metro network of London with 70 circular arcs
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In Washington (Fig. 9) multiple metro lines connect the same stations. The stroke
partition merges connections where the same lines run in parallel and determines con-
tinuity of lines at the junctions (interchanges). This increases the continuity of metro
lines at junctions.

As a final example, we show the metro map of London computed by our algorithm
(Fig. 10). Despite its complexity, the algorithm is able to schematize this network using
a comparatively low number of arcs. A number of stations are placed very close to
one another and overlap when they are drawn as circles. This reduces the legibility
of the map. Future work may investigate ways of appropriately dealing with distance
constraints between stations and lines.

Complexity Reduction. Our algorithm has different features, but it is unclear how they
affect the minimum complexity that can be obtained. So far we mainly focussed on the
ability to schematize across junctions. For metro maps we also introduced automated
distortion and the ability to treat interchanges as discs instead of points. Here we briefly
investigate the effects on the minimum complexity. Table 1 presents a summary. The
additions are cumulative from left to right: the last three columns also include operations
on junctions; the last two columns also includes distortion. While the lowest complexity
is not necessarily desirable, it gives an indication of the ability of our algorithm to
obtain abstract low-complexity schematizations. Many of the figures in this paper use
a few arcs more than the minimum, since the lowest attainable complexity may cause
undesirable deformations (see Fig. 4(h)).

As expected, the ability to schematize across junctions has a large effect on the com-
plexity. In contrast, both the distortion of the input map and the leeway at interchanges,
appear to have only a minor effect on the minimum complexity (if any). However, the
complexity of the schematization does not capture all aspects. Distorting the input net-
work, for example, greatly enhances the overall spacing, avoiding visual clutter and
increasing legibility.

Table 1. Minimum complexity of schematization achievable with our various additions. The last
two additions are used only for metro maps.

Map Input Basic Junctions Distortion Interchanges as disks

Europe 1669 105 56
Netherlands 494 54 42
Würzburg 2965 1566 540

Vienna 90 25 12 12 11
Washington 99 22 12 12 12
London 339 128 72 69 67

4 Discussion and Future Work

The experimental results in Section 3 appear satisfactory in most cases, though room
for improvement remains. In this section, we review and discuss some of the steps we
took to design our algorithm.
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(a) Local, input (b) Local, 2 arcs (c) Global, input (d) Global, 2 arcs

Fig. 11. Different local and global continuity depending on the strokes detected

We use a stroke partition to decide how edges are combined across junctions. This
use of strokes has both benefits and drawbacks. Advantages of our partitioning method
are its efficiency and simplicity. The main drawback is that the criterion is local and this
may negatively impact schematization: local continuity need not correspond to conti-
nuity from a global perspective (see Fig. 11). Without a stroke partition we could deter-
mine continuation on-the-fly by computing the operations for any pair of edges meeting
at a junction. The problem is that once continuation across a junction has been decided
it is irreversible. As small operations are executed in order of similarity, it is likely that
local geometry still prevails. An advantage of an explicit stroke partition is that we may
improve on this independently. Moreover, the continuation may carry information in
some networks (e.g. metro networks).

Our algorithm allows for easy integration of both hard constraints and soft con-
straints. For hard constraints, the admissibility of operations should be modified accord-
ingly. We enforced correct topology, but in addition we could also consider requiring
some minimal distance between different strokes. Note that, whereas correct topology
is initially guaranteed, this need not be the case for such a minimal distance. In such
cases, the algorithm cannot guarantee that the constraint holds for the result; it may
even prevent any complexity reduction in areas that violate the constraint initially. This
would, for example, also occur when requiring strict smooth continuity at each vertex.
To include additional soft constraints, the weighting of operations can be modified. For
example, weights can be modified based on the resulting circular arc (e.g. [19]) or on
the location of the operation (similar to [27]). We must be careful when combining dif-
ferent soft constraints, to avoid an average solution that is worse than either solution
separately. This may occur, for example, if we were to combine a measure of paral-
lelism to other arcs with geometric similarity: the resulting geometry does not exhibit
parallelism nor does it represent the geographic situation well.

Our results show that road networks appear unsuitable for purely geometric schema-
tization. This is in line with previous work, stating that road networks require caricature
[26]. That this does not cause similar problems for territorial outlines is likely due to
the inherent expectations of such geographic boundaries. Country and province borders
are mostly not smooth, low-complexity curves. Therefore, observing a low number of
circular arcs is a strong indication that the map is schematized. A smooth road on the
other hand is not unusual and may cause associations with different road types. Interest-
ingly enough, this assumption for territorial outlines is not always valid: for example,
many of the state boundaries in the US are of very low complexity. This raises the ques-
tion if a higher level of schematization is needed to attain the same perceived level of
schematization (see Fig. 12).
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(a) Geographic map (b) 103 circular arcs

Fig. 12. Schematization of the USA with 103 circular arcs. The complexity of geographic shapes
may affect the perception of schematization.

Schematization with circular arcs appears effective in metro maps. Metro maps
mainly focus on connectivity and the abstract style of circular arcs fits this purpose
well. Maintaining continuity across junctions helps reinforce the structure of the net-
work. The preliminary results from this paper should, however, be further validated in
future work. Research into the usability of curved metro maps was recently started [14],
but a further study of the effects is required, also for different map types. For metro
maps it would also be interesting to see if the property of continuity at junctions can be
exploited further. Strokes might be required to always continue smoothly at junctions.
This would improve legibility at these positions, be it at the cost of maintaining more
degree-2 vertices. The increase in complexity may, however, detract from the visual
clarity obtained through extensive schematization. Moreover, as an edge may represent
multiple metro lines, it may be infeasible for sufficient lines to continue smoothly at
these vertices.

Lastly, we discuss the effect of applying an iterative algorithm. Iteratively selecting
the best operation ensures a fast and comparatively simple algorithm. However, it does
not guarantee that the obtained result is optimal. Also, it may be rather unstable: a minor
change in the input may greatly affect the output. Stability is important for networks that
change over time. Though the network changes, the schematic maps should remain sim-
ilar if possible. Ideally, one would design a stable algorithm that computes an optimal
schematic map, e.g. the map with highest similarity given some maximum complexity.
However, it is likely that such an algorithm has significantly higher computation time.

5 Conclusion

We presented an algorithm for circular-arc schematization of geographic maps. Our
algorithm is able to schematize across junctions (vertices of degree three or higher).
Allowing junctions to be shifted makes the schematization highly flexible, which en-
hances its quality. We did preliminary experiments for three different use cases to test
the effectiveness of our algorithm. The results obtained for both territorial outlines and
metro maps appear of high quality. Extensive features can be represented with a single
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arc or just a few and even dense networks can be schematized effectively and efficiently.
Though for road networks the complexity can be reduced significantly, the lack of cari-
cature makes the result less effective as a schematization. We also briefly evaluated the
potential complexity reduction attainable using the different features of our algorithm.
From this evaluation we conclude that the ability to schematize across junctions is the
most significant feature that allows for a high complexity reduction.
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11. Gemsa, A., Nöllenburg, M., Pajor, T., Rutter, I.: On d-regular schematization of embedded
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Abstract. Linear cartograms visualize travel times between locations, usually by
deforming the underlying map such that Euclidean distance corresponds to travel
time. We introduce an alternative model, where the map and the locations remain
fixed, but edges are drawn as sinusoid curves. Now the travel time over a road
corresponds to the length of the curve. Of course the curves might intersect if
not placed carefully. We study the corresponding algorithmic problem and show
that suitable placements can be computed efficiently. However, the problem of
placing as many curves as possible in an ideal, centered position is NP-hard. We
introduce three heuristics to optimize the number of centered curves and show
how to create animated visualizations.

1 Introduction

Most people depend on maps for navigation. Regular maps, however, do not ensure
that time and distance correlate equally across the map. A village just on the other
side of a mountain range might be hours away, whereas a city miles away is only five
minutes driving. Temporal conditions, such as traffic jams or roads blocks, can make
these effects even more pronounced.

To counteract this, visual cues are used to display (relative) travel times, commonly
using colors (see Fig. 1 (a)). Size, however, is a better means to visualize numerical
attributes [1]. As an alternative to color, length could also be used to show travel time
on stretches of road. As a visual variable, length has a better association to quantity than
color. “Relative lengths” of stretches are immediately quantified, whereas “relative col-
ors” do not have a clear interpretation. These observations have led to the development
of linear cartograms [2–5].

Linear cartograms try to display time more clearly by distorting the base map. Two
types of linear cartograms exist: centered and non-centered. The former has a “center”
location and only distances to this location correspond to actual travel time. The latter
type attempts to have all pairs of locations at travel-time-proportional distances, which
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(b) (c)(a)

Fig. 1. Expected travel times in the Netherlands during morning rush hour. (a) Color coding. (b)
Linear cartogram. (c) Linear cartogram with fixed vertex positions.

is generally not possible without error. By distorting the map, linear cartograms give
a more intuitive sense as to what is nearby, in time, on the map. The distortion of the
map, however, can make recognition and usage of the cartogram harder [6]. Items on the
map might be far removed from their position on the base map, making it hard to find
specific items (see Fig. 1 (b), which was computed with the method described in [7]).

We introduce an alternative model that is well suited to visualize travel times on road
networks. Instead of distorting the base map, we keep the locations fixed and “distort”
only the edges. We do so by using sinusoid curves (see Fig. 1 (c)). Our approach has the
advantage that the base map remains undistorted, while length can still be used to quan-
tify and visualize travel time. The resulting maps create a dramatic effect and can also
be used in animations, where an increased travel time (delay) is shown by an increased
amplitude or frequency. Of course the curves might intersect if not placed carefully. We
study the algorithmic problem of generating crossing-free linear cartograms according
to our new model.

Related Work. In addition to the results on linear cartograms [2–5], several other pa-
pers are also related. Weights of edges (but for very different applications) can also be
visualized by the width [8]. When drawing planar graphs with fat edges, the occupation
of space by these edges is the main concern. Drawing edges with curves (e.g., [9]) has
received considerable attention. Lately, more specifically, the use of circular arcs for
edges has received attention (e.g., [10]), in particular the creation of Lombardi draw-
ings [11]. The use of regular sinusoid curves to indicate relative length was recently
introduced by Nielsen et al. [12] for the visualization of connectivity graphs in genome
sequencing. Lastly we note the topic of map labeling, where a suitable position of each
label must be found among a set of candidate positions (see [13] for a survey). In par-
ticular the edge labeling version studied in [14, 15] is closely related (see Section 4).

Organization. Section 2 explains the model used to find suitable curves, and how to
fit cubic Bézier splines. Section 3 discusses the optimal placement of curves, but also
shows the restrictions of this approach. In Section 4 we prove that under a mild re-
alistic input assumption, a non-overlapping choice of placement of the curves can be
computed in O(n log n) time, if such a placement exists. We also study the problem
of maximizing the centered curve positions under the condition that all curves can be
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placed, which is NP-hard (Section 5). Section 6 discusses a heuristic approach to com-
pute a solution maximizing the edges in centered position. In Section 7 we show how
our techniques can be applied to create animations of time-dependent data such as traf-
fic conditions. Finally, in Section 8 we discuss the advantages and disadvantages of the
proposed method and look at possibilities for future work.

2 Preliminaries on Fitting Curves

Problem Setting. We assume a planar graph with a fixed embedding is given, along
with the travel times for all edges. We compute a linear cartogram with the same topol-
ogy and embedding, where all edges are drawn as sinusoid curves whose lengths are
proportional to the specified travel times. For each edge e we define a region close to
e and draw a curve with the specified length inside that region. To avoid intersections
among the curves, we make sure that regions of different edges do not intersect. We con-
sider three possible placements of the regions: above the edge, centered, or below the
edge (see Fig. 2). When centered, the curve occupies a diamond-shaped region where
the edge is a diagonal of the diamond. In the other two positions, the curve occupies
a triangle-shaped region based on the edge. To minimize visual distortion we prefer to
place curves in the centered, diamond-shaped position. Reducing the problem solely to
the centered positions, however, is overly restrictive, as shown in Section 3.

We call the length of the diagonal of each region that is normal to its edge e the
width we. The width is directly determined by the length of the edge, the associated
travel time and the desired frequency. The two triangles and diamond of an edge induce
four parts the region could occupy, called zones (see Fig. 2 (d)). The vertex of a triangle
or diamond that is not part of the edge is called the apex. Any edge is associated with
four apices, one of each triangle and two of its diamond.

Different Shapes. We represent the distorted edges with C2-continuous cubic Bézier
splines. This type of curve is already commonly present in many maps (e.g., [16]) and
a continuous spline maintains continuity of edges. We fit the Bézier spline inside a
zone representing the widened edge. This zone can be represented by various shapes.
These shapes are not present in the final map and hardly influence the visual appearance
(see Fig. 3). However, since space around vertices is limited, tapering shapes, such as
triangles, are less likely to intersect at vertices and hence allow for a greater range of
feasible solutions. Non-uniform shapes, such as a rectangle in the center of an edge, are
also suitable.

we we

we
(a) (b) (c) (d)

Fig. 2. (a)–(c) The regions with width we for an edge e. (d) The zones and apices of e.
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(a) (b) (c)

Fig. 3. Different edge shapes for the Indian railroad network. Frequencies are exaggerated for
display purposes. (a) Triangles. (b) Rectangles. (c) Ellipsoids.

We study the algorithmic aspects of fitting curves using triangular and diamond-
shaped areas. Both the algorithm of Section 4 and the NP-hardness proof of Section 5
also hold for uniform rectangular shapes. Our algorithm does not work for ellipses,
however, in this case there is a trivial O(n2) algorithm.

Relating Width to Curve Length in the Triangle Model. One can fit a C2-continuous
sinusoid cubic Bézier spline such that the length of the fitted curve is (nearly) linearly
proportional to the width of the edge. The sinusoid spline starts and ends at the end-
points of the edge, so the number of oscillations is a multiple of one half. We let the
number of oscillations used depend on the edge length and the specified travel time and
we either keep the length of all oscillations (the frequency) or the edge width equal
across the network.

Each oscillation is represented by two cubic Bézier curves. The control points of
the Bézier curves are evenly distributed along the outer edge of the zone (Fig. 4 (a))
to ensure that the resulting spline uses the full available area. As the control points are
equally spaced and the tangents of two consecutive curves are aligned, the connection
between consecutive Bézier curves is C2-continuous. A degenerate case occurs when
two curves c1 and c2 connect at the apex p (Fig. 4 (b)). To keep the connection C2-
continuous, we select as the connection point the center of the third control point of c1
and the second of c2 (Fig. 4 (c)).

c1 c2 c1 c2

p p

(a) (b) (c)

Fig. 4. (a) A sinusoid curve that is fitted to a diamond-shaped area. (b) The spline is not C2-
continuous as the tangents of curve c1 and c2 do not line up. (c) The continuity is restored when
point p is moved down.
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Fig. 5. (a) Relation between the width of an edge and the length of the fitted spline for different
edge lengths. (b) Relation with the size of the area that is fitted.

The exact length of a cubic Bézier curve cannot be computed by a closed formula,
but it can be ε-approximated by regularly sampling the curve. In Fig. 5 (a) and 5 (b)
the relation between the width, respectively area, of a zone and the length of the fitted
Bézier spline is plotted for different edge lengths. We note that the relationship is nearly
linear.

3 Optimal Assignment of Centered Curves

To minimize the distortion introduced by lengthening edges, curves should preferably
be centered on the edge they represent. Here we explore the effect of placing all curves
in their centered region. We assume that edge length and travel time (the desired edge
length) are given as input variables. This leaves two variables that can be used to fit
curves of the correct length: edge width (amplitude) and curve frequency.

To minimize the number of visual variables in the map, we fix either the frequency or
the edge width in the network. This directly determines a function relating the required
curve length to the opposing variable. When fitting curves, there should be no overlap
between different curves, and thus regions.

By fixing a uniform edge width across the network, the length of a curve is directly
related to the number of oscillations on the edge. Using basic geometry we can compute
the maximum edge width that still allows a non-overlapping solution. A solution with
a maximum width has a minimum frequency, which may be preferable to distinguish
oscillations (see Fig. 6 (a)). Any solution with a smaller width can be obtained through
scaling.

Instead of fixing the edge width, we can also fix the curve frequency for all edges.
This directly implies an edge width for all edges, though a too low frequency may
cause overlap between regions. To prevent overlap, we compute the minimum feasible
uniform frequency (see Fig. 6 (c)). As frequency maintains the relative edge widths, we
can apply similar geometry as before.
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(c)

(a)

(d)

(b)

Fig. 6. Expected travel times on the main highway network in the USA. The dense area in the
East of the USA overly restricts the results in the rest of the map. Placement regions are indicated
in the insets. Bottleneck regions are indicated in red. (a) Using equal edge widths. (b) Using equal
frequency.

Critical areas with a high edge density are often restricted to only a small section
of the map. The high edge density in combination with a high likelihood of delays,
however, can cause the minimum frequency for the entire map to be highly constrained.
We can add flexibility to the solution by also using the two outer triangular regions
to place the curve, instead of only the centered diamond. This allows solutions with a
lower minimum frequency, but changes the problem into an assignment problem which
we discuss in the next section.

4 Efficiently Computing Placements of Curves

xi

yi

¬xi

¬yi

Fig. 7. Assignment of vari-
ables to the zones of an edge

For each edge we have three candidate regions, a dia-
mond and two triangles, and we must choose one per
edge so that the choices do not intersect. Essentially the
same problem was studied by Poon et al. [14] for rec-
tilinear map labeling. They showed that the problem of
selecting non-overlapping regions can be transformed to
a 2-satisfiability (2-SAT) instance. In a 2-SAT instance a
Boolean formula is given that contains a conjunction of
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disjunctions, where each disjunction consists of two Boolean variables or their negation.
An example of such a formula would be (¬a ∨ b) ∧ (¬c ∨ ¬b) ∧ (a ∨ ¬c). Each dis-
junction consists of at most two variables or their negation, but variables can be present
multiple times in the formula.

For each edge ei we use two Boolean variables xi and yi, where xi = TRUE if we use
the one triangle and yi = TRUE if we use the other triangle. Hence, xi = yi = FALSE

means we use the diamond (see Fig. 7). To enforce the use of one of the three options,
we add (¬xi ∨¬yi). Moreover, to ensure that we never choose intersecting triangles or
diamonds of two different edges, we make corresponding 2-SAT clauses representing
this requirement. The conjunction of all 2-SAT clauses gives a 2-SAT formula that is
satisfiable if and only if there is a choice of regions, one per edge.

Satisfiability of 2-SAT formulas can be tested in time linear in their length [17]. The
values of the Boolean variables show which placement to take for each edge. There can
be quadratically many pairs of intersecting regions, so in the worst case the formula has
quadratic length. This leads to a straightforward quadratic time solution using standard
techniques. An improvement to O(n4/3 polylogn) time is possible using advanced and
rather impractical techniques [15] (see also [10]).

4.1 Reduced Time Algorithm

We show that O(n log n) time can be achieved under a very mild realistic input assump-
tion: for each edge, the apices of its triangles and diamond have angles at least β, for
some constant β > 0. That is, regions may not be arbitrarily wide compared to their
edge length. The improvement is based on computing an equivalent 2-SAT formula that
has only linear length and that can be constructed in O(n log n) time. More precisely,
the 2-SAT formula has O(n/β2) clauses and is constructed in O((n log n)/β) time. An
overview is given in Algorithm 1.

Algorithm 1. Compute area arrangement(S, k)

1: Create 2π/β trapezoidal decompositions based on the edges.
2: Mark all zones that are intersected by an edge.
3: Create the arrangement of the valid zones.
4: Detect all overlaps between zones.
5: Generate the corresponding 2-SAT formula.

We first observe that if any edge e intersects any zone of a different edge e′, then that
zone cannot be used. Hence one or both Boolean variables of e′ must be set a certain
way to make the formula satisfiable. After finding and removing these zones, we build
the arrangement of the remaining zones and show that it has complexity O(n/β2),
implying that there will be at most that many clauses in the Boolean formula.

To determine all zones that intersect some edge, we use a number of fixed-direction
ray shooting data structures in the set of edges (edges are disjoint since our input is
planar). A fixed-direction ray shooting structure is simply a trapezoidal decomposition
preprocessed for planar point location; it can be built in O(n logn) time and supports
queries in O(log n) time. We choose a set D of δ = O(1/β) equal-spaced directions,
ensuring that every apex of a triangle or diamond has a direction in D that points to its
inside. For each direction in D we build a ray-shooting structure for that direction.
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We perform δ ray-shooting queries from each endpoint p of each edge. Whenever the
ray hits some edge e, we test if any zone of e contains p, and if so, we remove that zone.
Then we perform another 4n ray-shooting queries, one for each apex of each edge. The
direction of a ray r is toward the defining edge e. If r does not hit e as the first edge,
then we can remove that zone of e. Together all ray-shooting queries identify all zones
that cannot be used in a solution. This step takes O((n log n)/β) time in total.

We build the arrangement of all remaining zones to find intersecting pairs effi-
ciently [18]. Vertices in the arrangement are either from the remaining zones or in-
tersection points of remaining zones of different edges. The latter give rise to a clause
to be included in the 2-SAT formula. We can show with a packing argument that the
arrangement of the remaining zones has complexity O(n/β2) (see Section 4.2). Hence,
we add at most a linear number of clauses to the 2-SAT formula.

Theorem 1. Let E be a set of n disjoint edges in the plane, each with an isosceles
triangle to one side, an isosceles triangle to the other side, and a diamond with the
edge as its diagonal. If the apices of the triangles and diamond have an angle at least
β > 0, then we can find in O((n log n)/β + n/β2) time a choice of a triangle or
diamond for each edge in E such that choices of different edges do not intersect.

4.2 Packing Argument

We assume that all edges have at least an angle β at their apex and that β integrally
divides 2π. If this is not the case we can set β to be the largest value smaller than β
that does. We show that this requirement restricts the total number of overlaps possible
between remaining zones. Recall that no remaining zone intersects an edge.

Lemma 1. Let set S be a set of isosceles triangles inter-
secting an isosceles triangle T , where each element s ∈ S
has the same length sides as T . The total area that can
be covered by S is bounded by O(‖e‖2), where ‖e‖ is the
length of a side of T .

Proof. As all triangles considered are isosceles triangles,
we know that if the sides have length ‖e‖, the length of
the base is bounded by 2 ∗ ‖e‖. All points that can be cov-
ered by the intersecting triangles of T lie within a rectan-
gle with sides proportional in e (see Fig. 8). Hence, the
maximum area covered by intersecting isosceles triangles
is bounded by O(‖e‖2). ��

‖e‖

‖e‖

≤ 2 ∗ ‖e‖

‖e‖ ‖e‖≤ ‖e‖

e

Fig. 8. The maximum area
that can be covered is
bounded by O(‖e‖2)

Lemma 2. The number of remaining, larger isosceles triangles intersecting an isosce-
les triangle T with sides of length e is bounded by O(1/β2).

Proof. Define for each intersecting triangle an angle γ corresponding to the counter-
clockwise angle between its edge when encountered clockwise and the unit vector
(1, 0). We partition all intersecting triangles by the angle γ into of a set of intervals
[α, α + β], where α ∈ {i ∗ β : i is integral and 0 ≤ i ≤ 2π/β − 1}. We bound the
number of triangles within one interval by O(1/β).
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Within an interval, triangles cannot intersect. All triangles intersecting an edge have
been filtered out in the first step and their relative direction lies within an interval of
width β. All intersecting triangles are at least as large as T . We only look at the top
part of the intersecting triangles up to a length e along the sides. The total area covered
by all triangles within an interval [α, α + β] is at most as large as the area covered by
all intersecting triangles. By Lemma 1 this area is bounded by O(e2). As no triangles
overlap and each triangle has a size of at least θ(e2 ∗ β), there can be at most O(1/β)
triangles in a partition.

As each partition has O(1/β) intersecting triangles and there are O(1/β) partitions,
the number of triangles intersecting T is bounded by O(1/β2). ��

Lemma 3. When all areas are valid and have at least an angle β at their apex, the
number of overlapping pairs of areas is at most O(n/β2).

Proof. For each pair of overlapping outer areas, we count the overlap towards the
smaller triangle. By Lemma 2 it follows that the number of outer areas pairwise over-
lapping is bounded by O(1/β2) for each outer area. Thus, the total number of outer
areas pairwise overlapping is at most O(n/β2). As the number of overlaps for the outer
areas is bounded by O(n/β2), the same must hold for intersections with the inner area.
The total number of areas overlapping is bounded by O(n/β2). ��

5 NP-Hardness

The algorithm in Section 4 computes a valid choice of regions if one exists. It does not,
however, have any preference for what region is selected on an edge. Ideally we would
want to maximize the number of regions placed in a centered position, the diamonds.
Unfortunately, maximizing this number is NP-hard. We first prove that the problem is
NP-hard even if all edges have a uniform length. Our construction, however, requires
that some edges have a width to length ratio that is strictly larger than 1. We then prove
that the problem is NP-hard even if all edges have an arbitrarily small width to length
ratio. This, however, requires edges to have non-uniform lengths. Both versions of the
problem are reduced from planar maximum 2-SAT [19]. We describe the gadgets that
we use to encode variables, clauses, and wires between variables and clauses.

Bounded Length to Width Ratio. Fig. 9 illustrates the construction of the first version
of the problem. The variable gadget consists of four edges whose diamonds intersect in
a cycle (see Fig. 9 (a)). A variable gadget has two valid configurations, neither of which
uses diamonds (see Fig. 9 (c)). These configurations encode the TRUE and FALSE states
of the variable. The number of edges in a variable gadget can be increased to allow more
wires to connect.

The clause gadget consists of two parallel edges with overlapping diamonds (see
Fig. 9 (b)). The two incoming wires represent the two literals used in the clause. If a
literal in a clause is FALSE (resp. TRUE), we ensure that the last edge in the wire gad-
get must choose (resp. need not choose) a triangle region intersecting the clause gadget.
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b =True c =False

(a ∨ b) (b ∨ c)

in in
a =True

(a)

(b) (c)

Fig. 9. Gadgets for variables and clauses, and solution for the formula (a ∨ b) ∧ (b ∨ c)

(c)

in in

(a) (b)

Fig. 10. Gadgets for second version: (a) zoomed in on part of the variable, (b) variable, (c) clause

Consequently, the diamond of the corresponding edge in the clause gadget cannot (resp.
can) be selected (see Fig. 9 (c)). If both literals in a clause are TRUE, still only one of
the diamonds can be selected as they overlap. Hence, if a clause is satisfied, the clause
gadget can select one diamond; otherwise none.

The wire gadget consists of a sequence of edges with overlapping regions. Each
diamond of an edge intersects the triangles of the previous and next edge. A wire gadget
has two valid states: either all diamonds are selected or all triangles pointing from the
variable to the clause. We connect each wire to a clause-variable pair such that the
center regions of the wire can only be selected if the corresponding literal is TRUE.
For each wire gadget that we use, we introduce a counter-wire gadget. It has the same
length as the wire gadget and solely connects to the opposite assignment of the variable.
Therefore, the summed number of diamonds selected in a wire gadget and its counter-
wire gadget does not depend on the truth assignment.

Hence, maximizing the number of diamonds in the complete construction (see
Fig. 9 (c)) corresponds to maximizing the number of satisfied clauses.

Arbitrary Length to Width Ratio. Now, edges may have an arbitrary length to width
ratio, but also different lengths. Our NP-hardness construction is equal to the first ver-
sion but uses slightly different gadgets.
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The variable gadget is shown in Fig. 10 (b). Edges are
placed around a common vertex, such that consecutive dia-
monds intersect, while the triangles do not cross the neigh-
boring edges (see Fig. 10 (a)). This is always possible as the
angle γ of a triangle is smaller than the sum of the angles
of the two involved halves of the neighboring diamonds (2α)
(see Fig. 11). By interspersing long edges with short edges in
the gadget, we leave space for connecting wires.

The clause gadget is similar to the clause gadget in the first reduction, but rotated by
90 degrees and slightly shifted in opposite directions (see Fig. 10 (c)). As the two edges
in the clause gadget are shifted, we can always connect the wires to the clause.

Theorem 2. Let E be a set of n disjoint edges in the plane, each with an isosceles
triangle to one side, an isosceles triangle to the other side, and a diamond with the
edge as its diagonal. The problem of choosing a triangle or diamond for each edge in
E such that choices of different edges do not intersect and maximizing the number of
diamonds chosen is NP-hard.

6 Heuristics

Exactly computing the optimal setting that maximizes the number of regions in center
position is not feasible in polynomial time. Heuristics try to optimize the number of
centered edges, but give no optimality guarantee. Thus, they are able to reach polyno-
mial running-times. In this section we present several heuristics that aim to maximize
the number of centered edges.

First, note that if an edge intersects a zone of a different edge, this zone can never be
part of a solution. We remove these zones by setting the corresponding variables, thus
reducing the search space. Edges where the center zone does not intersect any other
zone, can safely be selected and are also set. The same holds for clusters of edges that
have non-overlapping center regions and only overlap the rest of the instance with their
off-center regions.

Second, note that it is never advantageous to set an edge to an off-center position.
Hence, we check only the effects of setting an edge to the center position. This may,
however, force other edges to be set off-center. We test three heuristics that attempt to
minimize the constrains placed on the solution space:

H1 Select the edge that invalidates the fewest regions among other edges.
H2 Select the edge that invalidates the fewest possible center regions.
H3 Select the edge that has the lowest ratio between option 2 and 1.

As selecting an area may have consequences that reach far across the network, we
cannot test the result of a selection locally. Instead we use the 2-SAT representation
of the input. The variables that correspond to the selected area are set and this infor-
mation is propagated across the 2-SAT formula. Subsequently simplifying the 2-SAT
formula prevents areas from being selected that would lead to invalid results. Using
this approach we can guarantee that we always obtain a valid solution for the problem,
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Table 1. Number of edges in center position for the different heuristics

Scenario (number of edges) Optimal H1 H2 H3

Los Angeles Highway Network (133) 128 128 128 128
Netherlands Highway Network (118) 105 105 105 105
India Railroad Network (148) 143 143 143 143
USA Main Highways (136) 118 118 118 118

Percentage of cases solved optimal (50 cases) - average error

Random square 11 (120) 100% - 0 66% - 1.2 80% - 1.2 88% - 1.0
Random square 13 (168) 100% - 0 70% - 1.0 76% - 1.0 86% - 1.0
Random square 15 (224) 100% - 0 77% - 1.2 86% - 1.0 93% - 1.3

Fig. 12. Random grid-based scenario of size
11 by 11

if one exists. Given the realistic input as-
sumptions discussed in Section 4.1, testing
the effect of setting an edge can be done
in O(n2) time, where n is the number of
edges. Hence, we obtain an algorithm for
all three heuristics that runs in O(n3) time.
As the expected input scenarios are rela-
tively small, this running time is reasonably
fast. By comparison, all heuristics solved
the test-scenarios within a few seconds, the
brute-force approach, however required up
to half a day to optimally solve a scenario.

As an informal use case test, we tested
our heuristics on three scenarios based on
real-life data. These scenarios are relatively
easy to solve due to the inherent uneven dis-
tribution of dense areas. In Los Angeles, for
example, nearly 90% of the center regions do not intersect any other edge. To test the
behavior of the heuristic in more complex situations we also compute solutions for sev-
eral more complex, randomly-generated scenarios. Each random scenario consists of a
grid of vertices of size m by m, where all odd columns and rows are connected by edges
(see Fig. 12). Edges are attributed a random width in the range (0, 10) and then scaled
to the largest size that allows a solution. For comparisons, we compute the optimum
solution using a brute-force approach. We create 50 random scenarios of each type and
compute the percentage of scenarios solved to optimality by the heuristics, as well as
the average error when optimality is not reached, see Table 1.

For the real-life scenarios all heuristics are able to solve the problem to optimality,
since the uneven distribution of density makes them considerably more tractable. Yet
even for the more complex, artificial scenarios we manage high accuracy, which is
probably caused by the geometry of the problem. The center position of an edge is
likely to least constrain the rest of the problem and complex constructions that favor
other allocations are less likely to occur in practice.
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Fig. 13. By interpolating the control points of the curve we can generate fluent transitions in both
frequency and amplitude. A fraction of the LA dataset is shown.

7 Animating Time-Dependent Data

When the distorted edge length to be displayed changes over time, for example due to
traffic conditions, an animation of these changes may give more intuitive information
on the underlying processes. Our linear cartograms are very suitable for animations.
Here we describe how to use the heuristics from the previous section to create animated
data. Further results can be found online1.

Once more, we first look at the fixed width version and then investigate the fixed
frequency version. For animated data, however, the fixed frequency approach appears
to be less suitable. There is an increased computational requirement to maintain legal
solutions and if the algorithm is run online, we can not guarantee a single consistent
frequency across the network.

Fixed Width. Given an input graph we can compute either the maximum edge-width
that allows a feasible solution or the maximum edge-width that allows all edges to be
centered (see Section 3). As this width is independent of the delay along the edges, it can
be computed beforehand and is maintained throughout the animation. All future steps
solely alter the frequency along edges. We apply a fluent transition between different
states by linearly interpolating the control points of the curves. Additional oscillations
are introduced by adding degenerate curves, having all control points at either endpoint
of the edge, before interpolating (see Fig. 13).

1 http://www.win.tue.nl/˜agoethem/linear cartograms/, May, 2014

http://www.win.tue.nl/~agoethem/linear_cartograms/
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A disadvantage of fixed edge-widths is that the frequency on some edges may be-
come too high. In extreme cases, increasing the frequency can cause problems with
visualization.

Fixed Frequency. An alternative to fixed edge-width is using a fixed frequency. We as-
sume, for now, that in each situation a valid configuration exists. Over time the data, and
thus the width of edges, will change. If the changes are significant this may cause the
current configuration to become invalid. While we can compute a valid configuration,
a large change in configuration will create overly complex animations. The number of
changes in the selected zones should be minimized. To minimize zone changes we, once
more, make use of the heuristics described in Section 6. Instead of the center position,
the number of edges that maintain their “current” position is maximized.

If the width of the edges is significantly increased, no valid configuration may exist
anymore. To obtain a feasible solution the curve frequency must be increased. Increas-
ing the global frequency, however, creates a large overall change. This risks a visual
disconnection between two consecutive states and causes undue attention to be drawn
to areas without any significant change. Instead, we increase the frequency of only
the invalidating edges. To maintain visual balance, all invalidating edges are set at the
same frequency, which is the minimal frequency that generates a feasible solution. As
a consequence, at any moment during the animation we display at most two discrete
frequencies. A different approach would be to compute the minimum frequency that
satisfies all steps beforehand. However, overly increasing the frequency to suit the most
restricting time step may reduce visual clarity in less constricted time steps and prevents
the algorithm from being run online.

8 Discussion

We introduced a new type of linear cartogram where edges are drawn as sinusoid curves
such that their length corresponds to travel time. We assumed that the regions occupied
by these curves are triangular or diamond-shaped, and that the curves areC2-continuous
cubic Bézier splines. However, our approach applies to other visual styles as well (e.g.,
a piecewise linear curve zigzagging in the middle of an edge). The extension to using
more than three regions per edge is straightforward, similar to [14]. Interestingly, our
improvement under the realistic input assumption can also be used to speed up the line
labeling problem in [15].

The optimization problem of maximizing the number of edges that use the centered
region is NP-hard. Hence we introduced several heuristics and showed that they work
efficiently in practice. Finally, we discussed how to create animations based on time-
dependent data. The results give a clear and concise representation of the data without
compromising the integrity of the map.

The benefit of our method over traditional edge coloring lies in the comparison of
different paths through the network. As length is additional, in contrast to color, it is
simpler to compare the required time investment of different paths. This observation,
however, hinges on two key aspects. Firstly, the perceived distance between two points
in a network should equal the sum of the edge lengths. Research into the distance-
similarity metaphor [20] appears to indicate that in a network indeed edge length is
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used as a measure of distance. Secondly, users should be able to accurately estimate
the length of a regular sinusoid curve. When the frequency is fixed across the network,
the edge area, instead of edge width, is related to the length of an edge. It is unclear if
users intuitively will compare the size of the described areas and, therefore, are able to
accurately compare the length of different edges. For a fixed edge width the comparison
appears to be more intuitive, inherently turning into a symbolization for density on the
edges.

While a formal user evaluation was not the main goal of this paper, for future work
we recommend further exploration of the effects of this new method. To validate the
applicability the perceived length of both types of regular sinusoid curves should be in-
vestigated. We note that our method is not restricted to using the exact length. Overem-
phasizing or underemphasizing edge length to compensate for the perceived length can
easily be integrated in the method. Furthermore, a more complete and systematically se-
lected dataset should be evaluated to explore the possible interplay effects with different
scenarios.

From an algorithmic perspective for future work it would be interesting to see if a
polynomial-time approximation algorithm would be possible maximizing the number of
edges in center position. The problem, however, appears to be quite hard as choices can
have consequences that reach far across the network. In contrast to many map-labeling
problems, we require that all edges select an option, causing choices to propagate along
the network. Another direction for future work is to determine if there are restrictions
under which we can solve the problem optimally. All real-life scenarios investigated
were solved near optimal by the heuristics introduced. If we could show that (most)
real-life scenarios adhere to stricter input restrictions, the problem might not be NP-
hard under those restrictions.

Acknowledgments. The authors would like to thank all reviewers for their extensive
and insightful feedback which helped to improve the paper.
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Abstract. Spatialized views use visuo-spatial metaphors to facilitate sense-
making from complex non-spatial databases. Spatialization typically includes 
the projection of a high-dimensional (non-spatial) data space onto a lower di-
mensional display space for visual data exploration.  In comparison to 2D spa-
tialized displays, 3D displays could potentially convey more information, as 
they employ all three available spatial display dimensions. In this study, we 
evaluate if this advantage exists and whether it outweighs the added cognitive, 
perceptual, and technological costs of 3D displays. In a controlled human-
subjects experiment, we investigated how viewers identify document similarity 
in 3D network spatializations that depict news articles as points connected by 
links. Our quantitative findings suggest that similarity ratings for 3D network 
displays are similar to those obtained in a prior 2D study we conducted. With 
both types of displays, viewers mostly judged document similarity on the basis 
of metric distances along network links, as opposed to node counts or distance 
across the network links. However, node counts do affect similarity assessments 
with 3D displays more than with 2D displays. We also find no significant dif-
ferences in similarity judgments whether 3D displays are presented monoscopi-
cally or stereoscopically. We conclude that any advantage of 3D displays in 
conveying more information than 2D displays does not necessarily outweigh 
their additional demands on cognitive, perceptual, and technological resources. 

1 Introduction 

The exponential growth and availability of online relational text data (e.g., the  
Web 2.0, online journals, Facebook, Wikipedia, etc.) requires new methods to help 
people more efficiently select information and construct new knowledge from big text 
data sources [10]. Ongoing research in GIScience and information visualization  
has focused on how to effectively depict multivariate, typically non-numeric and  
non-spatial, data stored in very large databases by means of computational techniques 
that transform high-dimensional datasets into low-dimensional spatialized data dis-
plays [12]. The spatial arrangement of depicted information items in such displays is 
typically based on the distance-similarity metaphor [8], which states that closer items 
will be seen as more similar, and more similar items should therefore be placed closer 
to one another in the spatialized display. The resulting “information spaces” can be 
visualized in various ways, e.g., as two-dimensional (2D) or three-dimensional (3D) 
simple point maps, network maps, or continuous terrains [12].  
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Along with the public’s increased exposure to low-cost, immersive, stereoscopic 
3D display technology (i.e., 3D gaming engines, TVs, and cinemas), there has  
been growing interest in the information visualization community in designing and 
using 3D spatializations that depict a corpus of documents in all three available spatial 
display dimensions [11]. However, it is still unclear how the distance-similarity  
metaphor will operate in 3D [6]. Few empirical evaluations have examined design 
guidelines for cognitively inspired and perceptually salient 3D information spatializa-
tions [16]. Researchers in information visualization claim that users should be able to 
extract more information from 3D displays than from 2D displays, as we live in a 3D 
world [21]. They also argue that less data is lost when high dimensional databases are 
reduced only to 3D rather than 2D. The 3D displays can supposedly reveal more in-
formation, as they contain an additional degree of freedom for display and interactive 
exploration [6]. For example, as Sedlmair et al. [11] suggest, a common argument for 
the use of 3D scatterplots is that the intrinsic dimensionality of a dataset is likely to be 
greater than two dimensions; so 3D displays are able to convey more information. 
However, researchers have also recognized that this additional supply of information 
may come with various costs, including perceptual issues (occlusion problems and 
size-estimation difficulties in perspective views) (e.g., [13]), cognitive demands (the 
need for direct interactivity and motion parallax to avoid the perceptual issues), and 
additional technological complexity (the requirement for fast 3D graphics cards and 
advanced 3D display technology) [6, 11, 14].  

In our study, we investigate how users interpret monoscopic and stereoscopic 3D 
spatialized views and compare what we find to previous work with 2D displays [4]. 
We are interested in exploring whether the addition of a third display dimension out-
weighs the potential increased costs of constructing, displaying, interacting with, and 
interpreting 3D views. We systematically evaluate how different notions of distance 
might influence the operation of the distance-similarity metaphor in interactive 3D 
network spatializations.  

2 Related Work 

2.1 Prospects and Challenges of 3D Visualization  

The need to develop 3D design guidelines has gained recognition within the visualiza-
tion community [11], but we still lack a good understanding of how people perceive 
and interpret 3D displays [17, p. 259]. We include as 3D displays any graphic or image 
that appears to extend over three spatial dimensions, even though it is actually a 2D 
object (e.g., computer screen or piece of paper). We distinguish monocular from ste-
reoscopic (binocular) displays. Monocular displays create the appearance of depth via 
monocular cues, i.e., features of the display that create depth even when viewed with a 
single eye [17, pp. 259–260]. These can be further distinguished as static monocular 
displays (using occlusion, size changes, linear perspective, etc.) or dynamic monocular 
displays (using movement, including motion parallax, as part of animated displays). 
Dynamic monocular displays can be further distinguished as interactive or not. In con-
trast, stereoscopic displays create the appearance of depth via so-called “true 3D,” the 
experience of visual depth that results when the brain combines the offset images from 
the two eyes during binocular viewing of actual 3D objects or of specially created 2D 
images (i.e., created to present two offset images separately to each eye).  
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Of course, 2D information displays have been used for a long time, and respective 
design guidelines have evolved alongside by long-standing practice, for example, as 
employed for cartographic maps [1]. The question arises then whether common 2D 
cartographic design principles can be applied to 3D spatialized data displays, and if 
so, how? As Bertin [1] writes, a 2D network map is efficiently depicted when the 
nodes are connected to each other in a manner that minimizes the number of links that 
intersect or cross each other. Likewise, 3D networks can be depicted in similar fa-
shion, but additional perceptual cues (i.e., graphic variables) are necessary to account 
for the visually more complex representational structures. Bertin [1] contends that the 
addition of a third dimension to monoscopic graphs can create a sense of volume, and 
he also suggested that network links should not cross each other. To depict monos-
copic 3D network displays, Bertin suggests changing the thickness of the links ac-
cording to viewing distance, producing the impression of depth via linear perspective. 
We are skeptical that this would work unless the network was fairly small and simple 
in structure. But as is true for Bertin’s other design guidelines, those concerning 3D 
networks have mostly not been examined empirically to this day. 

Herman et al. [7]  contend that adding an extra dimension to displays can facilitate the 
depiction of large data structures but might make it difficult for users to find the most 
appropriate perspective and insightful view on the data space. A good example of this is 
shown in Figure 1. This monoscopic, static 3D display was created with specialized, 
state-of-the art 3D network software [20] by Dunne et al. [3] and was voted one of the 
best scientific visualizations of 2013 in Wired Science1. The 3D graph depicts the food 
web of Estero de Punta Banda trophic species, including its parasites and concomitant 
links. Green indicates basal taxa, red indicates free-living taxa, and blue indicates para-
sites. The vertical axis corresponds to short-weighted trophic levels [3]. Unfortunately, 
relationships between the red, blue, and green balls cannot be identified in this 3D net-
work, due to massive over plotting and extensive crossing of the links. Partial and com-
plete occlusion of the colored balls makes connection properties and distance estimation 
along the links impossible, due also to depth-perception issues.  

 

 

Fig. 1. The food web of Estero de Punta Banda trophic species (extract from Dunne et al., 
2013) 
                                                           
1 On the Web at: http://www.wired.com/wiredscience/2013/12/ 
best-scientific-figures-2013/ (accessed Feb. 2014).  
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This graph might be improved by providing stereoscopic or interactive viewing ca-
pabilities. However, Ware [17] points to a list of possible problems with stereoscopic 
3D displays, including stereo-blindness (even some people with two functional eyes 
do not experience stereopsis), diplopia (double vision), the frame cancellation prob-
lem, the vergence-focus problem, and stereopsis loss for distant objects; in fact, stereo 
vision only suggests depth for relatively close distances within about 10 meters. Fur-
thermore, various optical illusions (e.g., the filled-space or Oppel-Kundt illusion, the 
vertical or vertical-horizontal illusion) have been identified that will modify perceived 
distances, even in monocular displays [2, 8, 9, 23]. 

A potential advantage of interactive dynamic 3D graphs is that viewers can find 
optimal views without intersecting links or occluding features [16]. Indeed, users can 
manipulate interactive dynamic displays until they find the best view with the least 
number of occlusions among the depicted features. Ware and Mitchell [19] found that 
adding 3D depth cues like those available in interactive dynamic displays increased 
the efficiency and accuracy with which viewers were able to explore very large 3D 
network displays as compared to non-interactive displays, including static 2D dis-
plays. Supplying such interactive 3D would involve additional development time for 
designers, and might place additional perceptual and cognitive demands on viewers, 
including those involved in display interaction. Thus, a major 3D spatialization chal-
lenge is employing appropriate 3D layout techniques to uncover the essence of buried 
data relationships, at the same time implementing additional visual cues and human-
display interaction mechanisms to support the most effective and efficient human 
visuo-spatial exploration of the 3D data space.  

2.2 Our Prior Spatialization Research 

A variety of forms of distance or proximity might work best to convey item similarity 
in spatialized network displays, including the number of nodes or links between 
items, metric distance between items along links, or metric distance between items 
directly across the space within which the network is embedded. We have previously 
reported on various empirical studies investigating which type of proximity would 
most likely be intuitively understood by viewers to show the relatedness or semantic 
similarity between documents in very large databases displayed in 2D and 3D point 
spatializations, and in 2D network spatializations [4, 6, 8]. These studies also investi-
gated how visual variables besides distance might influence the perception and under-
standing of the distance-similarity metaphor in spatializations. For example, links that 
connect nodes in network displays can vary in width, color hue, or color value [4], 
similar to the visual variables employed for networks such as highways shown on 
cartographic maps [1]. Another study highlighted how test instructions can influence 
the use of proximity to judge similarities between items in spatialized displays [5]. 

In a study on 3D point-display spatializations, we replicated our finding with 2D 
displays that viewers map judgments of document similarity onto distances between 
document points, as long as no apparent features such as clusters or lines emerge from 
sets of points [6]. We also found that variation among participants in their similarity 
judgments is noticeably larger with 3D than with 2D displays. With 3D displays, we 
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specifically hypothesized that variation in the degree to which participants rotate the 
displays into the fronto-parallel plane might lead to variation in the apparent distances 
between assessed points, and thus variation in assessed similarities.  “Fronto-parallel” 
orientation occurs when document points being compared all lie within the same dis-
play plane fronto-parallel (normal) to the line of sight. In this orientation, proximal 
distances (on the retina as well as on the monitor screen) between pairs of points are 
maximized. 

3 Experiment 

While many researchers and designers have great enthusiasm for 3D displays, no 
research we know of has clearly demonstrated their superiority. Based on our pre-
vious study with 3D point displays [6], we believe that adding the third dimension 
will actually detract somewhat from people’s ability to see similarity relationships in 
spatialized displays. This is because people map document similarity onto inter-point 
distance, as we have shown in earlier work on 2D displays. In order to see distance 
most clearly, we hypothesize that participants will rotate the 3D displays until all 
three comparison points are brought into the fronto-parallel plane. This process takes 
extra time and may not be carried out optimally by all participants or even carried out 
at all. We thus designed a mixed-factorial experiment to assess the effectiveness of 
3D network-spatializations representing documents collected in a very large text doc-
ument database. Our study design is based on our previous study of 2D network spa-
tializations [4], allowing direct comparison to the results of that study. We investigate 
how users interpret the distance-similarity metaphor in 3D node-link displays depict-
ing conflicting notions of distance, specifically network metric distance vs. topologi-
cal proximity (see Fig. 2 for an example stimulus). 

 

Fig. 2. Example 3D stimulus varying the visual variables of network metric distance and topo-
logical node proximity (node count) between assessed entities 1 and 2, with respect to reference 
entity A.. A is closer to 2 than to 1 in metric distance along the network but equally close in 
terms of node proximity.  
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3.1 Methods  

Participants. Twenty-eight participants (14 females and 14 males) took part in the 
experiment, with an average age of 29 yrs. One participant indicated a lack of depth 
perception, but none claimed to have a color deficiency. Fourteen participants were 
undergraduate students with geography and other majors, and the other fourteen were 
not affiliated with a university. We tried to recruit mostly participants with little pre-
vious professional experience, training, or college degrees in GIS, cartography, com-
puter graphics or graphic design, to minimize a potential bias due to user background 
and training. The majority of the recruited participants (19) had less than one year of 
training in the above-mentioned academic fields, but 7 had between one and five 
years, and two had more than five years of training in these fields.  
 
Set-up and Materials. The 3D network spatializations were visualized using a Cyviz 
Geowall, consisting of a Windows PC with a dual-output graphics card, two aligned 
digital overhead projectors, a back-lit projection screen (2.23 m x 1.80 m), and a pair 
of polarized glasses for stereoscopic viewing. Participants sat facing the screen at a 
distance of 2.20 m. 

Sixty-five 3D network-displays were created using Vizard 3.0, a Python-based soft-
ware designed to produce interactive 3D graphics and virtual worlds. The displays con-
sisted of nodes (points) that supposedly represented documents, connected by straight 
links. Three nodes were distinctly labeled as ‘A,’ ‘1,’ and ‘2.’ In order to empirically 
evaluate the way network displays are viewed and interpreted under various conditions, 
we had participants specifically compare the apparent semantic similarity between doc-
uments ‘A’ and ‘1’ to that between documents ‘A’ and ‘2.’ The network stimuli were 
modeled after our earlier study of static 2D spatialized network displays [4]. We thus 
replicated the 2D configurations and x- and y-coordinates of the nodes from this 2D 
study but added random z-coordinates to nodes. Compared to the prior 2D study, partici-
pants in this 3D study could actively control the rotation of the displays. We randomized 
the initial orientation of each 3D network upon first being viewed by participants so that 
it was not in the fronto-parallel (FP) orientation (Figure 3). Participants thus had to rotate 
the displays if they wanted to get them into FP orientation. When the displays were ro-
tated to FP orientation, the comparison points were maximally distant from each other on 
the 2D image and at the same viewing distance from the participant. The resulting 2D 
views matched the displays from our earlier 2D study. 

We divided the stimuli into a sequence of four blocks, where the links connecting 
the nodes were depicted varying a combination of network distance and node proxim-
ity, as well as link hue, value, and width; in the present report, we focus only on net-
work distance and node proximity, as we expect those variables to be most sensitive 
to displaying in 2D vs. 3D. Unlike our previous 2D study, we kept the direct distances 
between points across the network (i.e., not along network links) constant in this 3D 
study. In 15 of the trials, we systematically varied metric distance along the network 
links so that A:2 was equal in length to A:1, twice as far apart, or three times as far 
apart (in two additional trials we omit below, we varied network distance so that A:2 
was either 1.5 or 2.5 times as far apart as A:1, but only for displays that equated node 
proximity). At the same time, these 15 trials varied node proximity so that A:1 and 
A:2 were equally far apart (two nodes each), A:1 was three nodes apart while A:2 was 
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two nodes, A:1 was two nodes apart while A:2 was one node, A:1 was three nodes 
apart while A:2 was one node, or A:1 was four nodes apart while A:2 was one node. 

In order to control for a biasing effect due to the horizontal-vertical and filled-
interval illusions, we systematically controlled the arrangement of the comparison 
points A, 1, and 2 along the x and y-axes, but used equal z-coordinates. As the main 
dependent variable, we recorded participants’ similarity ratings of the two pairs of 
comparison nodes, the viewing angles every 0.016s, as well as the viewing time be-
tween each display rotation. We also recorded background questionnaire responses 
and participants’ display preferences for a qualitative analysis. 

 

  
           (a) fronto parallel plane view    (b) random starting configuration 

Fig. 3. Example 3D stimulus with two different 3D views 

Procedure. Participants were randomly divided into two viewing groups: monoscopic 
mode (only one projector was switched on, without polarized glasses) and stereoscop-
ic mode (two projectors were switched on, with polarized glasses). Participants were 
individually tested in a session that lasted approximately 45 minutes. After welcom-
ing participants, the Geowall environment was explained and participants signed a 
consent form. They were then seated in front of the screen and asked to fill out a 
background questionnaire. They were told that 3D images would appear on the screen 
and that they would have to interact with the images before answering a test question, 
using a mouse to input their answer. Subsequent instructions were delivered from 
slides appearing on the screen. Participants read that they would view 3D-network 
displays representing information from a database containing documents such as, 
books, new stories, or journal articles, depicted as black dots. For each display, partic-
ipants were to judge the similarity of a reference document labeled ‘A’ with that of 
two other documents, labeled ‘1’ and ‘2.’ They compared the similarity of these two 
pairs of documents with the response scale shown in Figure 4, but they were not given 
any instructions or advice as to how to judge similarity between the documents. Rat-
ings were collected on a 9-point interval scale, with a value of ‘1’ representing “A and 
1 much more similar”, a value of ‘9’ representing “A and 2 much more similar”, and a 
value of ‘5’ in the middle representing “1 and 2 equally similar to A”. Hence, a mean 
rating less than 5 indicates that participants saw A:1 as more similar, while a mean 
rating greater than 5 indicates they saw A:2 as more similar.  
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Fig. 4. Response scale used for each test stimulus 

Participants viewed thirteen practice trials, where they had the possibility to get 
acquainted with the test environment, how to respond, and how to rotate the 3D dy-
namic displays. This was followed by sixty-five trials divided into four blocks for 
which we recorded participants’ similarity judgments and display interactions. Within 
a block, displays were shown in randomized sequences to avoid potential learning 
effects. After completing the 3D display portion of the experiment, participants were 
asked to fill in a post-test questionnaire in order to better understand how they be-
lieved they had assessed the similarities of the documents for each kind of display. 
After completing the test, they were given a meal voucher for the university cafeteria 
to thank them for participation. 

4 Results 

4.1 Similarity Ratings 

The mean similarity ratings for the 15 trials that contrasted network distance and node 
proximity are presented in Table 1. The pattern of means suggests that when docu-
ments are equal in node proximity and equal in network metric distance, participants 
rate them equally similar to each other (i.e., average similarity rating does not signifi-
cantly differ from 5.0), replicating the results from Fabrikant et al.’s [4] 2D study. 
Also consistent with results from the 2D study, we find that in 3D participants rate 
documents to be more similar when they are relatively closer in network metric dis-
tance. However, unlike our prior 2D study, adding relatively more nodes between 
documents seems to make them appear less similar, over and above any effects of 
network distance. When node proximity and network distance conflict, similarity 
tends to cancel out and earn ratings near 5, similarly to the 2D study results. 

Table 1. Mean similarity ratings of the 15 displays varying network metric and node proximity 
between A:2 and A:1. A mean rating less than 5 indicates that participants saw A:1 as more 
similar, while a mean rating greater than 5 indicates they saw A:2 as more similar. 

  Network metric distance 

  A:1 = A:2 A:1 < A:2 A:1 < A:2 

  (1:1) (1:2) (1:3) 

 A:1 = A:2 (2:2) 5.3 4.3*  3.6** 

 A:1 > A:2 (3:2) 4.5 5.4 4.2 

Node Proximity A:1 > A:2 (2:1) 5.3 4.5 5.0 

 A:1 > A:2 (3:1) 6.8** 5.4 4.9 

 A:1 > A:2 (4:1) 6.1* 6.0* 4.8 

 * p<.05 (significantly different than 5.0), ** p<.001 (significantly different than 5.0) 
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In order to more systematically assess the variables in the study, and to examine 
possible statistical interactions between them, we carried out a mixed ANOVA (mul-
tivariate approach) that examined network distance (three levels) and node proximity 
(five levels) as repeated-measures factors (i.e., that varied across trials within partici-
pants), and viewing mode (two levels) as a between-case factor (monoscopic vs. ste-
reoscopic mode). Network distance was significant as a main effect (F[2, 25] = 9.70, 
p<.001), as was node proximity (F[4, 23] = 4.19, p<.01). These two effects show that 
participants found documents less similar if they were further apart in either metric 
distance or in node count. In contrast, viewing mode had virtually no effect on simi-
larity ratings (F[1, 26] = 0.03, ns); whether displays were viewed monoscopically or 
stereoscopically did not influence ratings. None of the tests for 2-way or 3-way inte-
ractions among the factors were statistically significant either (all p’s >.15). Finally, 
another set of analyses found no significant effects of participants’ background and 
training (i.e., gender, study major, profession, age, map reading abilities, frequency of 
map use) on similarity ratings. 

We further examined the effects of network distance and node proximity by calcu-
lating Pearson’s correlation coefficients separately for each participant, averaging 
them after Fisher’s r-to-z transform, and then converting them back to r. We corre-
lated the network distance of trials (1, 2, or 3) against the similarity ratings for those 
trials, arriving at an average correlation of r = -.31, suggesting a modest tendency for 
participants to rate A:1 as increasingly more similar on trials with greater relative 
distance between A:2 than A:1. Likewise, we correlated the node proximity of trials 
(0,1, 2, 3, or 4) against the similarity ratings for those trials, arriving at an average 
correlation of r = .37, again suggesting a modest tendency for participants to rate A:1 
as increasingly more similar on trials with greater relative node count between A:2 
than A:1. This latter finding differs from our 2D study in finding that node proximity 
had an influence on the operation of the distance-similarity metaphor in 3D. 

4.2 Rotation Times  

We also recorded the times that participants rotated the display along the x and y 
axes2 (i.e., pitch and yaw) in the 3D display space during the time they viewed each 
display, to the nearest 0.016s. The mean rotation times in seconds for the 15 trials that 
contrasted network distance and node proximity are presented in Table 2. No consis-
tent pattern stands out. 

In order to more systematically assess any effects on rotation time, we again car-
ried out a mixed ANOVA (multivariate approach) that looked at network distance and 
node proximity as repeated-measures factors, and viewing mode as a between-case 
factor. Confirming the lack of an obvious simple pattern in Table 2, network distance 
was not significant as a main effect (F[2, 25] = 1.03, ns). Node proximity, however, 
was significant as a main effect (F[4, 23] = 7.97, p<.001). Viewing mode, whether 

                                                           
2 Although the display could also be rotated along the z axis (roll), we did not record this, as 

this rotation did not change the apparent distances or nodes between the comparison docu-
ment points. 
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displays were viewed monoscopically or stereoscopically, was again nonsignificant as 
a main effect (F[1, 26] = 3.07, ns). However, viewing mode did interact significantly 
with network distance (F[2, 25] = 3.23, p<.05).  Under monoscopic viewing, distance 
was significantly related to rotation times, while under stereoscopic viewing, it was 
not. An examination of the mean rotation times across trials varying in relative net-
work distance between A:1 and A:2 revealed that participants viewing monoscopical-
ly rotated the displays 1.5–2 s more when the relative distances were two or three 
times different than when they were equal. In contrast, when viewed stereoscopically, 
participants rotated the displays with .6 s no mater the relative distance differences. 
Neither of the other 2-way interactions nor the 3-way interaction among the factors 
were statistically significant either (all p’s >.4). Finally, another set of analyses found 
no significant effects of participants’ background and training (i.e., gender, study 
major, profession, age, map reading abilities, frequency of map use) on similarity 
ratings. 

Table 2. Mean time in seconds spent rotating the 15 displays varying network metric and node 
proximity between A:2 and A:1 

  Network metric distance 

  A:1 < A:2 A:1 < A:2 A:1 < A:2 

  (1:1) (1:2) (1:3) 

 A:1 = A:2 (2:2) 12.4 11.6 11.6 

 A:1 > A:2 (3:2) 11.3 13.4 12.3 

Node Proximity A:1 > A:2 (2:1) 8.9 7.8 7.0 

 A:1 > A:2 (3:1) 7.1 11.0 8.1 

 A:1 > A:2 (4:1) 9.1 10.6 11.8 

 
We calculated Pearson’s correlation coefficients of rotation time with network  

distance and node proximity separately for each participant, again averaging them 
after Fisher’s r-to-z transform, and then converting them back to r. Consistent with 
our ANOVA finding of no simple linear relationships between these variables, neither 
network distances of trials (r = .03) nor node proximity (r = -.19) had substantial  
linear correlations with rotation time.  

5 Discussion   

In this 3D network spatialization display study we were able to replicate findings 
from our prior work on 2D displays [4], with one significant exception. In contrast to 
the 2D spatialized network displays, where the number of intervening nodes did not 
have an effect on people’s similarity judgments, we do find that node proximity has a 
significant effect for the employed 3D displays, as suggested by the newly found 
main effect of node count on similarity ratings and the correlation of node proximity 
with participants similarity ratings. Participants judged documents connected with 
fewer intervening nodes as more similar, compared to documents with more nodes in 



44 S.I. Fabrikant, S. Maggi, and D.R. Montello 

 

between, irrespective of increasing network metric distance. This is somewhat sur-
prising, but could be explained as follows: Assigning a random z-coordinate to node 
positions in the 3rd dimension might have added an additional visual cue for docu-
ment similarity assessment which is not available in 2D. In Figure 3a, the 3D configu-
ration is shown in FP orientation, essentially identical to the view in the prior 2D 
study. The nodes in this FP/2D view do not seem particularly salient, as not all links 
change direction at node intersections. This is in contrast to the non-FP views, which 
are only available in 3D, as shown in Figure 3b. In the z-dimension of the 3D space, 
document nodes appear much more salient than they do in 2D, as all the links change 
direction at node intersections, due to randomly assigned z-values. The “ups and 
downs” of the links might involve increasing attentional costs to assess the distance-
similarity metaphor. In fact, this might explain the additional time participants needed 
for all displays compared to in the 2D study. Perhaps it is easier and faster just to 
count the nodes for similarity assessment than to visually estimate metric distance 
along the links in 3D space; estimating distance seems to be much harder in 3D than 
2D space. In fact, participants spend significantly more time rotating monoscopic 
displays to assess network metric distance in the displays, compared to stereoscopic 
3D displays, where distance estimation is facilitated by visual depth perception. 

Our results provide unique evidence that irrespective of the display mode em-
ployed (i.e., mono or stereo viewing), participants rated document similarity in 3D 
much as they did in 2D. As about 20% of the population cannot see stereoscopically, 
and considering the extra technological expense to add either motion parallax (3D 
mono) or distance parallax information for 3D stereo viewing, we argue that these 
additional costs do not outweigh the potential benefit of facilitating more accurate 
distance measurements with 3D stereo. In fact, one might argue that the motion paral-
lax provided with interactive 3D displays (i.e., rotation of the 3D network structure) is 
equally useful or even sufficient for distance judgments (i.e., similar to rotating one’s 
head when trying to judge objects at farther distances in a real world scene), if not 
more effective and efficient. It is more cost effective when considering hardware 
needs, display development time, ease of deployment, etc. Motion is also considered 
one of the strongest visual cues to attract attention [17, 22], irrespective of viewing 
distance. As Ware and Franck [18] suggest, adding motion to 3D network displays is 
more important than adding stereo for comprehension of the structure. As participants 
took significantly less time to rotate the 3D displays in stereo mode on those trials 
where metric distances differed, one might argue that stereo could be useful if  
response time (i.e., response efficiency) were an issue, for example, in a decision 
context of time pressure. However, overall, the difference in the response times sug-
gesting increased cognitive costs with 3D over 2D displays is a compelling reason 
why 3D spatialized network displays should not be used at all, as similarity ratings are 
quite similar for 2D and 3D (except, of course, for node proximity). 

6 Conclusions 

We set out to answer the research question of whether 3D network spatialization 
would add depth to 2D representations of semantic proximity. Our findings suggest 
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that the interactive 3D viewing mode (i.e., mono vs. stereoscopic displays) did not 
influence participants’ similarity ratings, as compared to static 2D displays evaluated 
in a prior study [4]. Moreover, similarity ratings for the 3D network displays are very 
similar to the ones obtained in the 2D network study. That is, viewers mostly map 
judgments of document similarity onto distances along the network, in 3D as well as 
2D space. In contrast to our earlier 2D study, node proximity did have an effect in the 
present 3D experiment; we believe the nodes became more salient due to direction 
changes of the links in the 3rd dimension. In other words, viewers find it visually easi-
er to simply count nodes, which is also time efficient, than trying to estimate network 
metric distance, which is more error prone [13]. Moreover, as in our prior studies on 
spatialized displays, user-related factors (i.e., group differences), such as gender, age, 
and previous training, did not significantly affect the similarity ratings.  

Similarity ratings of the 3D displays are almost identical to those collected with 2D 
displays, but it takes participants longer to make decisions in 3D. The potential bene-
fit of adding the third dimension, which allows one to interactively change perspec-
tive on the data space and add more information to the representations of abstract 
data, seems not to benefit participants’ decision efficiency. Participants seem not to 
better understand the distance-similarity metaphor or make faster decisions in 3D, 
compared to 2D. It might be that an increase in response times in the 3D study corres-
ponds to an increase in users’ cognitive load when judging the displays. In fact, re-
sponse time is further influenced by the viewing mode of the 3D display. If stereo is 
available, participate take significantly less time to rotate the displays before respond-
ing, compared to monoscopic 3D displays, especially when comparing metric  
network differences in the displays. We have not yet analyzed the qualitative data 
collected from the post-test questionnaires (e.g., display preferences, how they rated 
similarities between documents, and which measure they used for each display type), 
which we aim to do in future work.  

These quantitative results thus lead us to conclude that although 3D displays might 
have the benefit of conveying more information than 2D spatialized views, this ad-
vantage is not necessarily enough to overcome the additional demands on cognitive, 
perceptual and technological resources engendered by interacting with 3D displays.  

We recognize that our study had participants judge similarities absent a specific 
decision-making context, such as document topic or a specific application for the task. 
We did this to be as general as possible, without limiting our conclusions to a specific 
context. However, we recognize that real decision-making situations do generally 
come with a context. Future research should examine how and to what degree context 
influences the use of 2D and 3D network spatializations. 

With this study, we hope to help information visualization designers to create  
expressive spatialized views that depict document similarity in intuitive ways for 
effective and efficient decision-making based on increasingly massive (text) databas-
es. Our results to date lead us to conclude that a potential information increase  
afforded by adding an additional (third) display dimension does not outweigh the 
increased perceptual and cognitive costs caused by more resource-demanding 3D 
displays. 
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Abstract. As spatio-temporal movement data is becoming more widely 
available for analysis in GIS and related areas, new methods to analyze them 
have been developed. A step-selection function (SSF) is a recently developed 
method used to quantify the effect of environmental factors on animal 
movement. This method is gaining traction as an important conservation tool; 
however there have been no studies that have investigated the uncertainty 
associated with subjective model decisions. In this research we used two types 
of animals – oilbirds and hyenas – to examine how systematically altering user 
decisions of model parameters influences the main outcome of an SSF, the 
coefficients that quantify the movement-environment relationship. We found 
that user decisions strongly influence the results of step-selection functions and 
any subsequent inferences about animal movement and environmental 
interactions. Differences were found between categories for every variable used 
in the analysis and the results presented here can help to clarify the sources of 
uncertainty in SSF model decisions.  

1 Introduction 

Movement data is now abundant in GIScience, resulting in applied research to extract 
patterns and processes from the underlying phenomena. While early applications have 
involved using data rich travel diaries to explore the relationship between human 
movement and space [1], there have also been questions related to movement ecology 
and animal movement [2]. The need to develop techniques to analyze the vast amount 
of spatio-temporal data was the driving force behind the GIScience sub-field of 
movement pattern analysis (MPA) [3]. The issue of uncertainty has been a long-
standing research focus in GIScience, and uncertainty analysis is now considered a 
prerequisite for model building [4]. However, the field of MPA has been slower to 
explore such uncertainties (but see [5]). Uncertainty research within the MPA domain 
has focused on changes in the temporal scale of movement data and how this affects 
the calculation of movement parameters [5]. However, there is also considerable 
uncertainty associated with the statistical methods used to analyze movement data and 
their outputs that has not been investigate. 
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Step-selection function (SSF) is a powerful new spatial modeling approach that has 
been developed as an extension of resource-selection function (RSF – a function that 
is proportional to the probability of the use of a resource unit by an organism –[6]), 
and is beginning to gain traction as an important tool for studying conservation issues 
associated with animal movement.  SSF was developed by Fortin et al. [7] by 
combining several methods in order to improve the ability to model resource 
availability in a home range. These concepts improved upon previous models that did 
not limit resource availability to an accessible distance of current animal location [8]. 
Whereas RSF considers the location of an observation, SSF considers the step 
between two locations. The observed step between two successive locations is 
compared to a number of alternatively generated steps that the animal could have 
taken (Fig. 1), and the coefficients from the case-control regression identify which 
environmental variables characterize the movement steps actually taken. The majority 
of SSF studies have estimated SSF in the form of: exp    . . .                                (1) 

where βn is the coefficient estimated by the conditional logistic regression for the 
variable . Steps with higher SSF scores have a higher likelihood of being 
chosen by the animal, meaning that SSF can help to identify the influence of the 
environment on animal movements by revealing where they are most likely to be at 
the end of a movement step.  

 

 

Fig. 1. Conceptual depiction of step-selection functions. Black dots represent successive 
telemetry locations of an individual, with black arrows representing observed steps. The grey 
arrows represent the available steps which the individual could have taken. 

Since its development, SSF has been used to study a wide range of species, from 
wrens [9] to wolves [10], and is increasing in its popularity among ecologists due to 
the power of SSF to identify the influence of environmental variables on the 
movement of animals. Fitting an SSF involves a number of phases, and we addressed 
what we considered to be some of the most important and subjective decisions,  
most of which were described as potentially important by a SSF review paper  
that was published recently [11]. With SSF currently being used to inform researchers 
and conservationists about the relationship between animal movement and the 
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environment, the uncertainty associated with the model building phases needs to be 
explored so that any applications and interpretations can be made with as much 
confidence as possible.  

1.1 Method of Generating Available Steps 

As SSFs compare used versus available steps, the method used to generate the 
available steps could potentially have the most influence on the results [11]. The 
method introduced by Fortin et al. [7] is still the most commonly applied and involves 
generating available steps from an empirical distribution of movement parameters 
(turn angle and step length) from other monitored individuals. Empirical distributions 
are classified in frequency tables of varying interval size, and draws are then made 
based on a rejection algorithm, whereby an interval is randomly selected from the 
table alongside a random number from a uniform distribution. If the random number 
is less than or equal to the specified probability value, a value from that interval is 
returned [12]. Fortin et al. [7] used intervals of 20o and 50m for the frequency tables 
for turn angle and step length respectively which equated to 18 bins (360o / 20o) for 
turn angle and 60 bins (maximum length of 3000m / 50m). In theory, the smaller the 
intervals of the bins, the closer the empirical distribution will match a more 
continuous real distribution. Other SSF studies have followed, using evenly spaced 
intervals for turn angle and step length [10], [13]. However, the intervals do not need 
to be even, and in portions of the distribution where the density is constant, a wider 
interval may be beneficial compared to when density changes rapidly and narrower 
bins may be favorable [12]; although, this adaptive method has yet to be employed. 

Other studies have generated the available steps using a random distribution [14], a 
quantile distribution [15], and a parametric distribution [8]. When a random 
distribution has been used, turn angle was randomly drawn from between -180o to 
+180o, and step length was randomly drawn from any value between 0 and the 
maximum step length. The same method has been used for quantile distributions, but 
the values were capped at a specific percentage of the distribution. Bjørneraas et al. 
[15] used the 99% quantile for step lengths, although this method was not used to 
select turn angle as the distribution is in degrees and so cannot be capped in the same 
manner.  

A recent study by Forester et al. [8] examined the use of SSFs using three methods 
of generating available samples (in terms of step length); random (termed uniform), 
empirical and parametric and compared the results on simulated data and elk data in 
Yellowstone National Park. They found that empirical and parametric distributions 
performed better than the uniform distribution which was the method furthest from 
resembling a continuous real distribution. The level of bias in the estimates differed 
between empirical and parametric distributions and was dependent on the size of the 
coefficient. With empirical distributions currently more widely used in SSF studies, 
we will choose to focus on sampling from this distribution as uncertainty still exists 
between using even and uneven intervals. 
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1.2 Number of Steps 

Once the available steps have been generated, the next user decision is the number of 
available steps used in the comparison. In their seminal paper, Fortin et al. [7] used 
200 available steps, mainly because their research question was directed at rare 
habitat selection, although they noted that future SSF studies would not need such a 
high number. 200 remains the largest number of steps used in SSF studies so far, with 
the next highest value only 25 steps [10], while the minimum is two [15]. Subsequent 
studies have not specified the reasoning behind their selection of fewer steps beyond 
citing the statement of Fortin et al. [7] that they would not need 200. RSFs have been 
used more extensively than SSFs, and while some studies have suggested using 
10,000 available locations (in total) in the comparison [16, 17], using an ad hoc 
approach still appears to be the norm [18]. Subsequently, it is unknown whether a 
high number of available locations/steps over-samples the environmental choices 
available, or whether a low number of available locations/steps under-samples.  

1.3 Modeling Approach 

The majority of SSF studies have used conditional logistic regression as the statistical 
method, but there has been variation with respect to how the analysis is conducted. 
Conditional logistic regression in which regression parameters are fit for all of the 
individuals together has been the most widely used approach. An alternative to this 
has recently been employed whereby model parameters are fit for each individual 
separately and then averaged to attain aggregate information, and has been termed 
individual modeling [14], [19], [20]. Individual modeling can potentially capture 
more individual movement traits while still being applicable to the aggregation of 
individuals and is beginning to be used more regularly.  

1.4 Individual Variation 

The effect of individual variation on results has only recently begun to be 
incorporated in SSF studies, but in the wider field of telemetry studies, this is slightly 
more developed. Lindberg and Walker [21] suggest that more than 20 animals are 
needed to make reliable statistical inferences about simple population comparisons, 
and at least 75 animals for realistically complex studies. However, due to the high 
costs of GPS units, sample sizes are often far from these numbers, with several of the 
SSF studies containing less than 20 individuals [7], [19], [22]. In studies where 
sample sizes are lower, individual traits may have more influence on the results, 
although in a recent study using seven Eleonora’s falcons, Gschweng et al. [23] found 
that removing one from the study did not result in a significant change in habitat use. 
Few studies have taken into account the idiosyncratic differences among individual 
animals in SSF models and this is an area that needs further study.  
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1.5 Uncertainty Analysis 

Uncertainty analysis allows researchers to assess the range of outputs associated with 
the model responses as a result of variations in parameter values used in the model 
input [4]. This uncertainty analysis will provide SSF practitioners with insight into 
how to choose appropriate model parameters as well as information on the level of 
uncertainty associated with the results. Here, we analyze the effect of 1) generating 
the available steps based on a) turn angle and b) step length, 2) the number of 
available steps used, 3) the modeling approach used, and 4) the number of individuals 
used. 

2 Methods 

2.1 Data Collection 

Oilbird (Steatornis caripensis) data was obtained from Holland et al. [24] via 
Movebank [25]. GPS with remote UHF readout was used to collect locations of four 
individuals with ten minute intervals, resulting in approximately 800 fixes for use, 
with the number of observations ranging from 133 to 264. Brown hyena (Hyaena 
brunnea) data was collected by Maude [26] in the Makgadikgadi Pans region of 
northern Botswana between June 2004 and December 2007 with the support of the 
Makgadikgadi Brown Hyena Project. GPS locations were recorded for each hyena at 
1 hour intervals. Ten hyenas were used in this analysis across a time period of a 
month, which resulted in 4000 fixes for use, ranging from 278-432. The 
environmental variables used in both of these analyses are briefly described in table 1.  

2.2 Uncertainty Analysis: Generating Available Step 

Steps were generated from drawing from four distributions for both turn angle and 
step length; empirical distribution (even bins), empirical distribution (uneven bins), 
random distribution, and quantile distribution (99%) (n.b. quantile distribution was 
not used for turn angle). Empirical distributions of even bins formed intervals of 20o 
for turn angles, and 187.3m and 362m for step length for oilbirds and hyenas 
respectively. The values of step lengths equates to 2% of the maximum step length. 
Empirical distributions of uneven bins formed intervals of 5.56% quantiles for turn 
angle and 2% quantiles for step lengths. These values ensured that the same number 
of bins would be used for even and uneven empirical distributions. 

2.3 Uncertainty Analysis: Number of Available Steps 

The number of available steps were chosen to fall between the minimum (2) and the 
maximum value used (200) in previous SSF studies: 2, 10, 20, 50, 100, and 200.  
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Table 1. Information about the environmental variables used in the regression models. The 
IGBP classification scheme was used for the MODIS land cover product [20], which delineates 
into 16 classes. 

Animal Environmental 
Variable 

Method Hypothesis Source 

Oilbird Land Cover – 
Evergreen 
Broadleaf Forest 

Categorical Variable 
- Value of land cover 
at the end of the step 

Oilbirds eat the fruit of 
tropical laurels. The 
majority of these trees 
are evergreen broadleaf 
species. The oilbirds are 
more likely to move 
through land covers 
which contain food 
sources. 

[27] 

Oilbird Cropland – 
Percentage of 
cropland 

Continuous Variable 
- Value of cropland 
at the end of the step 

Oilbirds also eat the fruit 
of oil palms, a 
commercial crop in 
South America. The 
higher the percentage of 
cropland, the higher 
chance of oil palms in 
the area. 

[28] 

Oilbird Distance to Roads Continuous Variable 
- If step crosses line 
– distance = 0. Else, 
distance equals the 
average distance 
from start, mid and 
end of the step 

Birds have been found to 
frequent edge habitats, 
with roads one of the 
most common features 
splitting habitats. 

[29] 

Hyena Land Cover – 
Savanna 

Categorical Variable 
- Value of land cover 
at the end of the step 

Hyenas may visit 
savanna habitats more 
often due to a higher 
potential of prey species.  

[27] 

Hyena Land Cover – 
Open Shrublands 

Categorical Variable 
- Value of land cover 
at the end of the step 

Hyenas may visit 
shrubland habitats more 
often due to a higher 
potential of prey species. 

[27] 

Hyena Land Cover – 
Fragmentation of 
habitat 

Continuous Variable 
- Number of 
surrounding habitats 
of the cover at the 
end of the step 

The more surrounding 
habitats results in the 
potential of more prey 
species. More habitats 
may mean more species 

[27] 

Hyena Distance to Roads Continuous Variable 
- If step crosses line 
– distance = 0. Else, 
distance equals the 
average distance 
from start, mid and 
end of the step 

Hyenas could use roads 
to travel along or obtain 
road kill. Alternatively 
they may avoid them due 
to the dangers. 

[29] 
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2.4 Uncertainty Analysis: Modeling Approach 

Conditional logistic regression (equation 1.0) was done in R using the survival 
package [30]. This was either conducted with all individuals in one table (herein 
referred to as aggregate modeling), or for each individual separately with the 
coefficients averaged to generate an aggregate level model (herein referred to as 
individual modeling). 

2.5 Uncertainty Analysis: Individual Variation 

Conditional logistic regression was fit for all the individuals, while systematically 
dropping one individual from the analysis (n.b. this analysis was undertaken using 
available steps generated from the empirical distribution of all the individuals). All 
combinations of turn angle, step length, number of steps and modeling approach was 
also conducted for each model without certain individuals. 

2.6 Data Analysis 

In total, 720 oilbird and 1584 hyena regression models were fit. The coefficient values 
were compared for each variable with Wilcoxon matched pairs signed rank test using 
a Bonferroni corrected α of 0.05 according to the number of comparisons made. This 
test converts scores to ranks and compares them across the two conditions. The effect 
size of the test was calculated by dividing the z value by the square root on N and 
using the Cohen [31] criteria of 0.1 = small effect, 0.3 = medium effect and 0.5 = 
large effect. 

3 Results 

For both hyenas (table 2) and oilbirds (table 3), some combination of coefficients 
differed for each variable (n.b. tables only contain comparisons where one significant 
difference exists). The distribution used to generate the turn angle differed between 
random and empirical (even or uneven), although this effect was very small. Step 
length distribution caused a variety of significant differences in the coefficients, with 
Fig. 3 showing the range of coefficient values for savanna selection for hyenas and 
evergreen broadleaf forest for oilbirds. The number of available samples used in the 
model resulted in some small significant differences, although these were not 
consistent between species (tables 2 and 3). Individual modeling resulted in inflated 
coefficient values when compared to the aggregate model (Fig. 2), with only two 
hyenas and one oilbird appearing to cause the increased values (Fig. 4). Finally, 
systematically removing individuals caused significant differences, with the largest 
differences appearing to match the individuals causing the inflated coefficients in Fig. 
4. Removing individuals from the analysis does result in the coefficient of most 
importance changing in the final regression model in some instances (Fig. 5).  
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Fig. 2. β values for savanna and shrublands for individual and population modeling of hyena 
SSF (grey) and evergreen broadleaf forest for oilbirds (white) 

 

Fig. 3. β values for savanna habitat for hyenas (grey) and evergreen broadleaf forests for 
oilbirds (white) based on the four methods of generating step lengths of oilbird SSF 
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Table 2. Wilcoxon Matched Pairs Signed Rank for hyenas, value refers to second group, 
*medium effect, **large effect 

Variable  β Roads β Savanna β Shrubland β Edge 

Method Aggregate - 
Individ 

Lower Higher** Higher** Lower** 

Turn Angle Even - Random n.s. Lower Lower Higher 

Even - Uneven n.s. n.s. n.s. Lower 

Uneven - Random n.s. Lower Lower * Lower * 

Step Length Even - Uneven n.s. n.s. Lower Higher 

Even - Random  Lower* Higher** Higher** Higher** 

Even - Quantile n.s. Higher* Higher n.s. 

Uneven - Random Lower* Higher** Higher* Higher* 

Uneven - Quantile n.s. Higher* Higher Lower 

Quantile - 
Random  

Lower* Higher** Higher** Higher** 

Number of 
Steps 

2 - 50 Lower n.s. n.s. n.s. 

10 - 20 n.s. Lower* Lower n.s. 

10 - 50 n.s. Lower* Lower n.s. 

10 - 100 n.s. Lower Lower n.s. 

10 - 200 n.s. Lower* Lower n.s. 

20 - 50 n.s. n.s. Higher Lower 

20 - 200 n.s. Lower n.s. n.s. 

50 - 200 n.s. Lower Lower n.s. 

100 - 200 n.s. Lower* Lower n.s. 

Individuals All - H1 Higher Higher** Higher** Lower** 

All - H2 n.s. Lower Lower** Lower** 

All - H3 Higher Lower* Higher** Higher** 

All - H4 n.s. Higher** Higher** Higher** 

All - H5 n.s. Lower Lower** Lower** 

All - H6 n.s. Lower Lower** Lower** 

All - H7 Higher Lower Lower* Higher* 

All - H8 n.s. Higher* Higher n.s. 

All - H9 n.s. Higher** Higher** Lower** 

All - H10  Higher Lower Higher n.s. 
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Table 3. Wilcoxon Matched Pairs Signed Rank for oilbirds, value refers to second group, 
*medium effect, **large effect 

Variable  β Roads β Evergreen  β Croplands 

Method Aggregate - 
Individ Lower Higher* Lower** 

Turn Angle Even - Random n.s. n.s. Lower 
Step Length Even - Uneven n.s. n.s. Higher 

Even - Random  n.s. Higher** n.s. 
Even - Quantile n.s. Higher** n.s. 
Uneven - Random n.s. Higher** n.s. 
Uneven - Quantile n.s. Higher* Lower 
Quantile - Random n.s. Higher* Higher 

Number of 
Steps 

2 - 10 Higher n.s. Higher 
2 - 20 Higher n.s. Higher 
2 - 50 Higher n.s. Higher 
2 - 100 Higher n.s. Higher 

2 - 200 Higher n.s. Higher 

10 - 20 n.s. Lower n.s. 
10 - 200 n.s. Lower* n.s. 
20 - 200 n.s. Lower n.s. 
50 - 100 n.s. Lower n.s. 
50 - 200 n.s. Lower* n.s. 
100 - 200 n.s. Lower* n.s. 

Individuals All - B1 n.s. Higher** Lower** 
All - B2 Lower Higher** Higher** 
All - B3 n.s. n.s. Lower 
All - B4 Lower Higher* Lower** 

4 Discussion 

The objective of this study was to investigate the uncertainty associated with user 
decisions and how these decisions influence the results obtained from step-selection 
functions for two different types of animals (oilbirds and brown hyenas). Oilbirds 
congregate in caves at night, and forage for food by day, with most of their food 
source coming from evergreen laurels. Brown hyenas forage solitarily, across large 
home ranges encompassing a variety of land covers, returning to a clan den at night. 
Both datasets had a considerable number of observations, as well as differing 
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temporal resolutions (10 minutes for oilbirds, 1 hour for hyenas). Subsequently, any 
similarities or differences in the results could be attributed to either a user-decision or 
a species specific trait and should be used by other researchers to help inform their 
implementation of SSF.  

Our results indicate that there is considerable uncertainty associated with the 
decisions of selecting model parameters and their effects on coefficient values. SSFs 
associate parameters of movement rules with landscape features, as well as modeling 
the choices actually presented to the animal as it traverses through the landscape [32]. 
However, if the user decisions do alter the results observed, then it is difficult to 
disentangle actual step/habitat preferences from model parameterization decisions. 
The number of significant differences found in tables 2 and 3, and the size of these 
differences suggests that researchers are currently unable to distinguish between 
whether results are representative of step/habitat preferences or whether they are a 
function of researchers selecting certain methods to generate their SSF model.  

 

 

Fig. 4. β values of shrublands for individual hyenas (grey) and the β values of evergreen 
broadleaf forest for individual oilbirds (white) 

The largest differences appeared to be between the modeling approach used and 
systematically removing one individual from the model. The idea behind an 
individual modeling approach is that the final model will contain results that highlight 
environmental interactions that better represent individual to population preferences 
for habitat use, something that is not possible with aggregate modeling (see Figs. 2 
and 4). Fig. 2 shows the range of coefficient values for savanna and shrublands (for 
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hyenas) and evergreen forest (for oilbirds), when calculated using the aggregated and 
individual modeling approaches. Fig. 4 shows the range of coefficients for each 
individual hyenas and oilbirds that were averaged in the individual modeling 
approach. It can be observed that hyena 3 and 7, and oilbird 4 have much higher 
coefficients than the others (indicating their increased preference for moving into that 
specific habitat). The aggregate method appears to suppress the idiosyncratic 
preferences of these individuals, while the individual method incorporates it with a 
higher average value. Individual modeling therefore incorporates individual 
information into the coefficient and researchers need to be aware of these differences, 
as the method used in analysis could over- or under-estimate the importance of an 
environmental variable based on the idiosyncratic preferences of just one or two 
individuals (as shown in our research).  

The influence of individuals is furthered highlighted by the differences in results 
when one was dropped from the regression (tables 2 and 3). Removing either hyena 1, 
4, 8 and 9 from analysis results in a higher preference for savanna habitats and 
removing either hyena 1, 3, 4, 8, 9 and 10 from analysis result in a higher preference 
for shrublands. Similar results are observed for oilbirds (table 3). With only four 
oilbirds, these differences in results are less surprising, but ten hyenas are not a small 
sample size, and is larger than the sample size used by Gschweng et al. [23] when 
they concluded that removing one individual did not result in statistically different 
results (albeit the results were not based on conditional logistic regression). Fig. 5 
identifies the number of times removing an individual results in the coefficient of 
most importance shifting from the value in the complete model. Overall, these values 
are relatively small, but it shows that in some instances coefficient importance can 
change. Therefore, datasets of similar sizes as those used in this research are relatively 
sensitive to individual preferences. Interestingly, the hyena which had the most 
impact on a change in coefficient importance is not one of the hyenas already 
identified as having a substantially higher coefficient value when conditional logistic 
regression was run for each individual (Figs. 4 and 5). Individuals can therefore 
influence the value of the coefficients obtained as well as their subsequent importance 
compared to other environmental variables, although the individual that does so is not 
necessarily the same for both differences. 

A recent review outlining the need for an uncertainty analysis of SSF suggested 
that the method of generating the available steps could be the most important decision 
when developing this model [11]. While the method of generating the step length 
caused significant changes, this was not the case for generating the turn angle (tables 
2 and 3). While significant differences did exist between turn angle distributions, they 
were either of a small or medium effect for hyenas, and only one difference between 
even and random distributions existed for the coefficient describing the effect of 
croplands on oilbirds. Step length was a more important variable than turn angle, 
although it appeared more important for variables where the value was measured at 
the end of the step (savanna, shrubland, edge habitat for hyenas and broadleaf forest 
for oilbirds). Distributions which selected randomly up to the maximum (or 99% 
quantile) step length resulted in higher coefficients than even or uneven distributions 
(Fig. 3). These results could be compounded by infrequent movement steps that occur 
over great distances, but are not controlled for through their low probability of 
occurrence as they would be with an empirical distribution.  The higher coefficients 
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obtained using a random distribution are a result of longer steps taking the available 
steps beyond the evergreen forest for oilbirds and the savanna and shrubland for 
hyenas. This increases the number of alternative habitats the animal could select, and 
thus increases the coefficient value of their preferred habitat. 

 

 

Fig. 5. The number of times removing an individual from the regression (note 144 
combinations of variables) results in the coefficient of most importance shifting 

Generating steps using a quantile distribution (99%) resulted in higher coefficients 
for oilbirds, but not hyenas (Fig. 3). The distribution of step lengths for hyenas is 
relatively normal (note a slight bimodal distribution), while for oilbirds it is L shaped 
(data not shown). Therefore, using a 99% quantile distribution removes the most 
extreme values for the hyenas, but fails to do so with the oilbirds, meaning that the 
quantile distribution continues to produce results similar to a random distribution. We 
suggest that researcher investigate the type of distribution associated with step lengths 
first, before making a decision on the type of distribution they use to generate 
available steps.  

The number of available steps was incorporated in the uncertainty analysis as it is 
unknown whether a high or low number of available steps over- or under-samples the 
environmental choices available. While results were not consistent for oilbirds and 
hyenas, differences in the number of available steps used were found for both hyenas 
and oilbirds (table 2 and 3). Coefficients describing the effects of roads and croplands 
on oilbird movement differed between all combinations with either 2 steps or 200 
steps. This suggests that while values between 10 and 100 do not statistically differ, 
the smallest and largest values do. The opposite was observed for hyenas, with many 
of the medium to higher values of steps being significantly different and while 2 steps 
was not significantly different to a higher number. However, the majority of these 
differences are small, and it is the category which has the most not significant 
differences. While it may not be the variable that has the strongest effect on the 
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results, it does have a slight impact (possibly due to rare habitats or homogenous 
environments) and subsequently the researcher needs to select a number of steps 
accordingly. 

This study used a variety of environmental variables, including discrete, 
continuous and distance to, with values measured at various points along the step (see 
table 1). Significant differences in the effect of step length could be attributed to the 
possibility that this value was measured at the end of the step, while distance to roads 
(which was often less significant) was averaged across the whole length. More 
research into how the environmental variables are measured has been suggested by 
Thurfjell et al. [11] as an area of research that needs further exploration, and certain 
patterns in the results of this study certainly indicate that this warrants further 
research. 

5 Conclusion 

User decisions strongly influence the results of step-selection functions and any 
subsequent inferences about animal movement and environmental interactions. By 
assuming that results would be consistent between methods, any conservation 
management strategies based upon SSF research could be a function of specifying 
unrealistic movement options. This study found that differences in individual 
behaviors have the strongest influence on the results observed. Averaging coefficients 
across individuals results in higher values when studied at an aggregate level, 
indicating that individual preferences are lost when studied solely at an aggregate 
level. The influence of removing one individual from the study was surprisingly 
significant and contradicts recent research [23]. Researchers conducting analysis on 
such medium sized datasets need to be aware that idiosyncratic preferences could 
potentially influence the results in terms of coefficient values and importance of 
variables used in the model, and should check for such occurrences. The method of 
generating available steps was important, but in this study not as important as some 
have suggested [11], although variations within the distributions used in this study 
(i.e. smaller intervals for empirical distributions) could be investigated further. 
Finally, while the number of steps used in comparison was the least important 
variable in determining coefficient values, it was still significantly different for a 
number of combinations. Differences between the extremes (2 and 200) suggest that a 
medium value may be preferable, but that only 2 steps could potentially mask actual 
movement preferences. User decisions of SSF practitioners should subsequently be 
justified based on research objectives where possible and further research into other 
user decisions of SSF should continue. 
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Abstract. The Logic Scoring of Preference (LSP) is a general multicriteria de-
cision-making method with origins in soft computing and fuzzy reasoning. It al-
lows the nonlinear aggregation of a large number of input criteria without the 
loss of significance typical for additive GIS-based MCE methods. The objective 
of this study is to integrate the LSP method with GIS and create LSP suitability 
maps for the land suitability analysis applied to real geospatial datasets for new 
urban residential development in the Metro Vancouver Region, Canada. Several 
factors influencing land use change were selected to construct the aggregation 
structure for the LSP-GIS method and implemented for decision-making pur-
poses. This method allows simultaneity, replaceability and a range of other ag-
gregators to match various evaluation objectives. The obtained results indicate 
that the LSP-MCE method provides refined evaluation of urban land suitability 
and therefore has a high potential for use in urban planning. 

1 Introduction  

Urban growth and associated urban sprawl has been and will continue to be one of the 
largest sources of human impact on the terrestrial environment [1]. Continued rise in 
city populations leads to elevated housing prices that force residents to locate further 
away from urban centers [2] and further from pre-existing urban transportation  
network, which in turn leads to increased commuting times and greater reliance on 
automobiles making humans an ever increasing environmental threat [3]. As a result 
of the negative consequences associated with urban growth and subsequent sprawl, 
policies must be formulated to understand and provide improved urban growth fore-
casting in order to better manage urban sprawl. Spatial decision-making and land-use 
suitability analysis is one way to identify the most appropriate spatial patterns for 
future land uses based on a set of preferences and requirements [11]. Multicriteria 
evaluation (MCE) methods, a specific type of spatial decision support systems 
(SDSSs), provide complex trade-off analysis between choice alternatives with differ-
ent environmental and socio-economic factors [12]. In terms of land-use change, 
MCE has been used to investigate various applications related to land suitability [13]. 
MCE methods are often used for spatial optimization, and can be linked with GIS and 
used within a spatial decision support system (SDSS). They are tools designed for 
decision makers to explore, structure, and solve complex spatial problems [17]. The 
goal of optimization is to obtain an optimal solution under a set of predefined factors 
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and constraints for analyzing the complex trade-offs between choice alternatives with 
different environmental and socio-economic impacts [12]. This is accomplished by 
combining the information from several input parameters into a single suitability in-
dex. Spatial optimization models benefit greatly from the addition of MCE analysis 
due to site-specific evaluation inquiries that need to be undertaken.  

Spatial MCE methods are structured using approaches such as the analytic  
hierarchy process (AHP), simple additive scoring (SAS), multiattribute value  
technique (MAVT), multiattribute utility technique (MAUT), ordered weighted  
averaging (OWA), and outranking methods [16]. All MCE methods model human 
decision-making logic to analyze the complex trade-offs between choice alternatives. 
However, they have been criticized for producing an oversimplification of reality  
that is complex [5, 14]. These claims are based on the fact that existing ordinary rank-
ing methods commonly used in GIS-based MCE do not adequately represent human 
decision making logic and observable properties of human reasoning [5, 16]. The 
Logic Scoring of Preference (LSP) is a method for analyzing complex trade-offs  
between choice alternatives, based on precise modeling of human evaluation reason-
ing [23]. The LSP method provides the flexibility, precision and justifiability of  
evaluation criteria derived from the structural and logic consistency with observable 
properties of evaluation reasoning. For each point in a resulting suitability map, LSP 
criterion functions can use any number of input attributes, and generate an overall 
suitability score which is defined as a degree of truth of the statement that all  
requirements are perfectly satisfied. The structure of each LSP criterion function is 
based on a set of attributes, the corresponding attribute criteria, and a soft computing 
logic aggregation of attribute suitability scores; that structure is an observable proper-
ty of human reasoning.  

Moreover, the LSP method offers a variety of specific types of elementary attribute 
criteria. In the area of aggregation of attribute suitability scores, the LSP method  
offers all aggregators that are observable in human reasoning: hard and soft partial 
conjunction, hard and soft partial disjunction, pure conjunction and disjunction, con-
junctive/disjunctive neutrality, and asymmetric aggregators of conjunctive partial 
absorption (aggregation of mandatory and optional attributes), disjunctive partial 
absorption (aggregation of sufficient and optional attributes), as well as complex  
canonical aggregation structures [6,8,16,21]. In addition, LSP criteria provide  
separate selection of formal logic parameters of andness and orness and semantic 
parameters of relative importance of attributes in aggregation structures. These are 
unique properties of the LSP method, not available in any of the other techniques such 
as those based on traditional AHP or OWA [5,16].  

Therefore, the main objective of this study is to integrate the LSP method into  
a GIS-based multicriteria evaluation design in order to evaluate locations for new 
residential growth given a large set of choice alternatives. The LSP method was de-
veloped in a raster GIS environment with a goal to determine suitability potentials for 
spatial locations for residential land use based upon the combination of factors that 
are relevant to land-use change.  
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2 Theoretical Background 

The Logic Scoring of Preference method (LSP) follows an aggregation structure 
where data inputs are represented on a standardized scale and organized into relevant 
attributes [15]. Inputs are grouped categorically, and arranged on a LSP attribute tree. 
They are then combined through the use of several LSP aggregators, which represent 
a spectrum of conditions ranging from simultaneity to replaceability. The LSP aggre-
gators form the LSP aggregation structure [5]. LSP generates reliable results in  
relation to the inputs and parameters for chosen aggregation. Features that make the 
LSP method unique and more effective than other MCE methods include: (i) the use 
of the step-wise logic aggregation structure which allows for flexibility through its use 
of continuous logic represented in terms of simultaneity and replaceability [10], and 
(ii) the ability to include a large number of inputs into an LSP aggregation structure 
without loss of significance for any individual input due to the type of logic expres-
sions used in the LSP method. The comparison of LSP, OWA and AHP methods are 
presented in previous research such as [16], [8], and also in [5], [10], [15]. 

All additive weighted scoring models (frequently used in MCE) compute an aggre-
gated score as a weighted sum of attribute scores S=W1S1+…WnSn. Such models  
cannot support mandatory requirements (i.e. Si=0 cannot produce S=0) or sufficient 
requirements (cases where Si=1 must produce S=1). The LSP method uses a variety 
of nonlinear aggregators that are multiplicative in nature (e.g. as a geometric mean 
S=S1

W1S2
W2…Sn

Wn) and can model mandatory requirements (where Si=0 can produce 
S=0), sufficient requirements, and many other more complex logic structures. It is 
useful to note that in additive models the weights are normalized (W1+W2+…+Wn=1) 
so the average weight is (W1+W2+…+Wn)/n=1/n. The average weight 1/n reflects the 
average significance of an input attribute (by changing an attribute score from 0 to 1 
the output score change is limited by the value of corresponding weight). Thus, with 
an increase of the number of attributes, the significance of each attribute in additive 
models decreases making some of them completely insignificant. That is not the case 
with LSP method where the aggregation is nonlinear and each of input attributes can 
be mandatory, or sufficient or optional. Advantages of the nonlinear LSP models in 
comparison with traditional additive models are explicitly discussed in reference [8]. 

The LSP method was initially developed for applications in computer science, such 
as windowed environment software evaluation [20], evaluation of Java IDEs [21], 
comparison of search engines [22], as well as other multi-criteria evaluation ap-
proaches. Recently, the LSP has been linked with spatial data and GIS, and the multi-
criteria evaluation method has been used for solving problems in the field of spatial 
science. Dujmović et al. [10,15,5,16] proposed the concept of LSP suitability maps 
which represent a continuous degree of suitability with respect to a particular purpose 
or objective. The main goal of LSP suitability maps is to provide a suitability degree 
for a geographic region for purposes such as: suitability for industrial development, 
agriculture, housing, education, and recreation [15]. In particular, the LSP approach 
was used to determine suitability for residential land use change [16] where various 
criteria for residents to move into homes were analyzed, with the LSP method used to 
aggregate the criteria and determine spatially optimal house locations. The LSP me-
thod is implemented in three stages as follows: (1) development of an LSP attribute 
tree, (2) definition of attribute criteria, and (3) the LSP aggregation structure.  
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2.1 LSP Attribute Tree  

The LSP attribute tree organizes the decision problem using a hierarchical structure of 
attributes. The decomposition of the overall suitability yields a decomposition tree 
where elementary attributes are the leaves of the tree. The input attributes are separate-
ly evaluated and corresponding suitability degrees are then combined together using 
the LSP aggregators until one overall output suitability is obtained. It is important that 
the set of input attributes includes attributes that are both necessary and sufficient for 
evaluation of suitability and development of LSP suitability maps. Some of the input 
attributes are denoted as mandatory, meaning the input requirements must be satisfied, 
and others are optional, meaning that their satisfaction is desired but not mandatory.  

2.2 Attribute Criteria  

Each input attribute is separately evaluated using a specific elementary attribute crite-
rion. The attribute criteria reflect stakeholder requirements that input attributes should 
satisfy. For example, if an attribute represents a distance from a residential area to a 
park, then distances less than 200 meters can be considered perfect, and distances 
greater than 2000 meters can be considered unacceptable. Such criteria frequently use 
linear interpolation between a set of attribute-satisfaction points selected by a decision 
maker. The choice of attribute criteria for this study is presented in detail in Section 3.2 
(Fig. 2). 

2.3 LSP Aggregation Structure  

In each point of the LSP suitability map the set of elementary attribute criteria gener-
ate a set of attribute suitability degrees. The degrees of attribute suitability are then 
logically aggregated in order to generate an overall suitability degree. The aggrega-
tion process based on logical requirements and weighting parameters [8]. LSP aggre-
gators express the combination mandatory, (+), and optional, (-) input criteria. Each 
LSP aggregator expresses the combination of input parameters on a spectrum of and-
ness and orness, conditions ranging from full conjunction, C, to full disjunction, D. 
Table 1 depicts different levels of simultaneity and replaceability and their symbolic 
notation. It also shows the corresponding values of the weighted power mean expo-
nent r that we use to achieve aggregation that has desired logic properties.  

Each LSP aggregator used reflects the degree of simultaneity or replaceability de-
sired to be expressed between the inputs considered. The further along the spectrum 
from neutrality (A, the arithmetic mean) to full conjunction (C) (Table 1) the aggrega-
tor used is, the stronger and more restrictive the degree of simultaneity is. The further 
in the other direction, from neutrality (A) to full disjunction (D), the stronger is the 
replaceability among inputs. Neutrality (A) is used to express the balance of simul-
taneity and replaceability. LSP aggregators can be grouped into one of seven aggrega-
tor types [16]. These include: Full Conjunction (LSP aggregator C in Table 1), Hard 
Partial Conjunction (using aggregators such as C++, C+, C+-, CA, C-+), Soft Partial 
Conjunction(C-, C--), Neutrality (A), Soft Partial Disjunction, Hard Partial Disjunc-
tion, and Full Disjunction (D). Partial disjunction can be realized as De Morgan dual 
of partial conjunction. If no hard partial disjunction is not needed then we ca directly 
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use soft partial disjunction realized using weighted power means with exponents pre-
sented in Table 1. Choosing the LSP aggregator is determined by the desired level of 
simultaneity or replaceability between inputs that the decision maker wants to ex-
press. A Hard Partial Conjunction (HPC) operator is used to express the combination 
of mandatory inputs, whereas a Soft Partial Conjunction operator is less restrictive, 
and is appropriate for the combination of optional inputs. The analogue is true for 
Hard Partial Disjunction and Soft Partial Disjunction operators.  

Table 1. LSP aggregators representing simultaneity and replaceability  

 
When combining two or more mandatory inputs, or two or more optional inputs, 

each of the LSP aggregators combines the inputs using a generalized conjunction 
disjunction (GCD) function described in [6], and realized in the form of weighted 
power mean. Given a set of input parameters X1,…,Xn, the generalized conjunction 
disjunction is computed using the following weighted power mean (WPM):  

 

                , … , /                    (1) 
 

where GCD(X1,...,Xn) is the output suitability from the combination of input parame-
ters, X1,...,Xn. The weights W1,...,Wn are used to express the relative importance of of 
inputs X1,...,Xn, and r is used to express the degree of simultaneity and replaceability 
among the inputs X1,...,Xn. There are several ways to determine Wi values. These in-
clude using the analytical hierarchy process (AHP), preferential neural networks, or 
using the perceptions of experts (evaluator, stakeholder and domain experts). 

The combination of mandatory with optional inputs requires using the conjunctive 
partial absorption (CPA) function, which uses a different mathematical function de-
scribed in [9]. Given a mandatory input X, and an optional input Y, the CPA function 
can be realized as follows:  

 

          , 1   1 ⁄  /            (2) 
 

The CPA aggregation scheme operates so that the optional input penalizes or re-
wards the overall output value from the combination of mandatory and optional in-
puts. In other words, given a non-zero mandatory input value (as a zero value will 
lead to a zero value after the combination of mandatory and optional inputs), the low-
er the value of the optional input, the greater the penalty applied to the output value 
after the combination of the mandatory and optional inputs. However if the y>x, then 
a reward is applied. Full information on penalty and rewards with respect to the CPA 
aggregator can be found in [9].  
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2.4 Linking LSP and GIS  

The LSP method has not been widely used in GIS as it was not developed in geogra-
phy and it requires understanding of soft computing evaluation logic. Its sophistica-
tion brings complexity as using wrong aggregators can create difficulties to first time 
users. In this study spatially referenced raster data was used as inputs in the LSP me-
thod. Fuzzy functions are generated in the raster GIS environment to standardize the 
inputs as the unit interval. Often this standardized scale is representative of a suitabili-
ty index, where spatial locations with higher values on the standardized scale have 
greater suitability with respect to the desired objective. Inputs, intermediate results, 
and outputs can be represented as GIS raster maps depicting a continuous surface of 
values of suitability across an entire study site.  

3 LSP-GIS Method for Urban Residential Land Suitability  

In this study the LSP-GIS method was used to determine spatially optimal locations 
for urban residential growth across the regional district of Metro Vancouver Canada 
(Fig. 1). Input criteria consisted of selected factors and data that influence residential 
growth, with three types of LSP aggregators used for the analysis: neutrality (A), soft 
partial conjunction (C-- and C-), hard partial conjunction (CA and C+). Three aggre-
gation structures were developed, each of which represent models of strong simul-
taneity, meaning that when combining inputs, all the inputs must have high degrees of 
satisfaction (indicating high values in their suitability maps) in order to have a high 
output value. They were developed to also demonstrate that adding more criteria the 
output suitability maps present more refined results of the suitability of location for 
new urban developments. 

3.1 Study Area and Data 

The LSP-GIS method was implemented using the following datasets for year 2006: (i) 
20 meter resolution Digital Elevation Model (DEM), (ii) transportation networks (bus, 
light rail, and roads), (iii) land-use data (Fig. 1), and (iv) Canada Census data. Both 
the ESRI ArcGIS and the IDRISI Selva GIS software were used to implement the 
LSP-GIS method. 

Three scenarios were designed to best represent the various situations for possible ur-
ban residential growth. Scenario 1 is designed with the intended goal of determining 
suitable locations for suburban development. Density near downtown Vancouver is high. 
Additionally, housing prices in downtown Vancouver and closer to it are very high and 
unaffordable, making it important to develop the rural-urban fringe which is the furthest 
suburbs from downtown Vancouver. Scenario 2 has its focus on family-oriented growth 
while Scenario 3 was taking in consideration the importance of the transportation net-
work. The geography is a limiting factor in the Metro Vancouver region with the many 
rivers, bridges and elevation differences making travel time to work and back long. Many 
residents do not live in close proximity to their workplace especially those living in the 
suburban areas, far from the central business district and far from efficient public trans-
portation. For these reasons the three scenarios were designed to place greater emphasis 
on certain categories of importance for residential urban development. 
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Fig. 1. Land-use map for Metro Vancouver Metropolitan Area for year 2006 

3.2 Choosing Elementary Attribute Criteria 

For the purpose of illustrating the elementary criteria definition, Scenario 1 is used as 
an example. A set of elementary criteria is presented in Fig. 2. The corresponding 
input attributes, classified as mandatory (+) or optional (-), are grouped into four cate-
gories (Table 2). Inputs were transformed from their original units into a standard 
suitability scale using the elementary attribute functions. Suitability values range from 
0 to 1 where 0 represent a completely unsuitable area and 1 represent a completely 
suitable area, and the intermediate values are dependent on the shape of the attributete 
criterion functions. Figure 2 represents the complete list of fuzzy suitability functions 
used to transform the input datasets for all three scenarios based on the following 
categories:  

Terrain and Environment: Slopes from 0 to 30 degrees are considered suitable.  
From 30 to 40 degrees there is decreasing suitability, and a slope beyond 40 degrees 
is considered completely unsuitable. South facing homes, with aspect values between 
135 and 225 degrees are most suitable, due to sunlight exposure. Elevation decreases 
in suitability from sea level (less than 50 meters) to 1000 meters, beyond which the 
elevation is completely unsuitable. 

Amenities: For each of the amenities, locations in closer proximity are considered 
more suitable: suitability scores decrease as distance increases, based on driving or 
walking times. Some amenities penalize (have a lower suitability) if the distance is 
too small. 

Accessibility: Similar to amenities, closer proximity to transportation (roads, bus, 
light rail, airport) is most suitable, unless the proximity is too close in which case is it 
considered unsuitable due to noise. 

Population: The three distance criteria all favor close proximity locations.  Grow-
ing communities (larger population growth) are more suitable, and communities with 
lower median incomes (hence more affordable homes) are more suitable. 
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Fig. 2. Elementary criteria transformation functions for each of scenarios 1, 2, and 3 



72 K. Hatch, S. Dragiće

 

The Scenario 2 uses the
tions as Scenario 1, but wit
criteria. Scenario 3 uses a s
same transformation functio

Minor changes in eleme
of input preference scores 
bility maps. For the purpos
based on the informed kno
very justifiable and easily 
can be chosen and defined
making process. 

Tab

3.3 LSP Aggregation S

In this study, three types of 
ity (A), soft partial conjun
C+). The weighted power m
gether or optional inputs tog

The suitability maps cre
sets form the input criteria 
software. The weighted pow
suitability maps and creat
enabled the implementation

A framework for the cho
The combination of optiona
two aggregators (Fig. 3). Th
aggregator, A. The second 
junction aggregator. The sa
its fuzzy suitability map it 
does not need to be satisfied
gives a reward to the ove
There are two extreme cas
 

ević, and J. Dujmović 

e same set of elementary criteria and transformation fu
th the logical requirements different for some of the in
subset of 10 of the 19 inputs used for Scenario 1, with 
ons but different logic requirements. 
entary criteria definition (Fig 2) translate to minor chan
and cannot produce significant modifications of the su
e of this study the choice of the fuzzy functions were d

owledge of the users. The proposed elementary criteria 
acceptable by readers. In the case of urban planning t

d by stakeholders or any experts involved in the decisi

ble 2. Elementary criteria for Scenario 1 

 

Structure  

f LSP aggregators were used to combine the inputs: neut
ction (C-- and C-), and hard partial conjunction (CA 
mean [6] was used when combining mandatory inputs 
gether and creating compound aggregators.  

eated from fuzzy linear functions applied to the input d
for the LSP aggregation structure implemented in the G
wer mean and CPA functions were used to manipulate 
te the aggregation for each scenario. Map algebra to
n of WPM and CPA functions in the GIS software.  
oice of aggregators for combining inputs was determin
al and mandatory inputs together necessitates the choice
he first aggregator with exponent r1 is usually the neutra
aggregator with exponent r2 is usually a strong partial c

atisfaction of a mandatory input is required, meaning tha
must have a value greater than 0. While an optional in

d, the higher value in the fuzzy suitability map (closer to
rall output (higher suitability values in the output ma

ses within which a particular penalty or reward is appl

unc-
nput 

the 

nges 
uita-
done 

are 
they 
ion-

tral-
and 
 to-

ata-
GIS 
the 

ools 

ned. 
e of 
ality 
con-
at in 
nput 
o 1) 
ap). 
lied  



 Logic Scoring of Preference and Spatial Multicriteria Evaluation 73 

 

when using the conjunction partial absorption function: if the value for the optional 
input Y is zero, or if the value for Y is one. In the former case, then a penalty is ap-
plied when evaluating the overall output of the combination of X and Y.  In the latter 
case, a reward is applied in the combination of X and Y. 

 

Fig. 3. Example from LSP aggregation structure: the combination of a mandatory (Slope) with 
optional (Aspect and Elevation) inputs 

Both scenarios 1 and 2 operate on two similar aggregation structures (Fig. 4 and 5), 
with greater influence placed on inputs in the amenities and accessibility categories. 
Placing greater influence on inputs in the amenities and accessibility categories was 
performed by using higher weights of preference on inputs (or combinations of  
inputs) in these categories when combining them with inputs (or combinations of 
inputs) in other categories. The inclusion of many inputs in Scenarios 1 and 2 demon-
strate one of the main benefits of the LSP method to be implemented:  the inclusion of 
many inputs without loss of importance. Scenario 3 (Fig. 6) is focused on the prox-
imity of the transportation network. Within any of the aggregation structures for  
scenarios 1, 2, or 3 (Figs. 4,5, 6), inputs are combined in a single aggregator (moving 
left to right in the aggregation structure), the level of simultanety increases, and ag-
gregators with stronger partial conjunction (CA, C+-, etc.) are used. This type of ag-
gregation structure is known as a conjunctive canonical aggregation structure with 
increasing andness [16], and is most appropriate for logic aggregation of suitability 
maps. Therefore, as can be seen in Figs. 4, 5, and 6, within any individual category 
(ex. amenities), the LSP aggregators used are either neutrality (A), or a weak partial 
conjunction (C--, C-, C-+), and as inputs from multiple categories are combined 
(moving further to the right in the aggregation structure), the LSP aggregators use 
stronger forms of partial conjunction (CA, C+-, C+). Penalties and rewards for each 
scenario, based on [9], are presented in Table 3. 

Weights used when combining inputs were determined based on weighting 
schemes used in previous MCE/LSP studies [8], as well as based on the desired level 
of influence each input has on the overall suitability for each scenario, and the desired 
level of influence each input has each time it is combined with other inputs.  
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Fig. 4. LSP aggregation structure for scenario 1 
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Fig. 5. LSP aggregation structure for scenario 2  

 

Fig. 6. LSP aggregation structure for scenario 3  
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Fig. 7. LSP suitability maps for scenarios 1 (top), 2 (middle), and 3 (bottom). Green is the class 
with highest, red is with lowest suitability score for housing development. 
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development. For example, an interactive, dynamic web-based LSP suitability map 
system integrated with Google Maps to evaluate walkability and ten other criteria is 
provided by SEAS [27]. The LSP-MCE still needs to be fully incorporated into com-
mon GIS software as a module that can be used for a wide variety of decision making 
applications. This method is more refined then the existing MCE modules currently 
available in GIS software. Within the core of the GIS software and user friendly inter-
face it can become more comprehensible for urban planners and developers, or even 
in use for participatory decision making process, or by any user in need to solve vari-
ous geographic suitability problems.  
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Spatial Weights: Constructing Weight-Compatible
Exchange Matrices from Proximity Matrices

François Bavaud

University of Lausanne, Switzerland

Abstract. Exchange matrices represent spatial weights as symmetric probability
distributions on pairs of regions, whose margins yield regional weights, generally
well-specified and known in most contexts. This contribution proposes a mecha-
nism for constructing exchange matrices, derived from quite general symmetric
proximity matrices, in such a way that the margin of the exchange matrix co-
incides with the regional weights. Exchange matrices generate in turn diffusive
squared Euclidean dissimilarities, measuring spatial remoteness between pairs of
regions. Unweighted and weighted spatial frameworks are reviewed and com-
pared, regarding in particular their impact on permutation and normal tests of
spatial autocorrelation. Applications include tests of spatial autocorrelation with
diagonal weights, factorial visualization of the network of regions, multivariate
generalizations of Moran’s I , as well as “landscape clustering,” aimed at creating
regional aggregates both spatially contiguous and endowed with similar features.

1 Introduction

Weighted unoriented networks are specified by node and edge weights. In spatial statis-
tics, node weights f represent the relative importance of regions, normalized to unity,
entering into the definition of weighted averages of the form x̄ =

∑
i fixi. Also, edge

weights eij constitute spatial weights, entering in the definition of spatially autocorre-
lated models.

Edge weights are weight-compatible if their margins coincide with the set of
regional weights f , generally well-defined and known a priori. Symmetric and weight-
compatible edge weights define an exchange matrix E, whose components can be in-
terpreted as the probability of selecting a pair of regions.

On one hand, exchange matrices arguably constitute a style of spatial weights partic-
ularly adapted to weighted spatial contexts. On the other hand, exchange matrices E are
hardly ever directly known to the fellow worker. Instead, the researcher in general only
possesses vague, incomplete spatial information, as expressed in a spatial proximity
matrix G, whose components provide a spatial measure of proximity between pairs of
regions. The proximity or generalized adjacency matrix G may represent adjacencies,
the size of the common boundary, the inter-regional accessibility, the inter-regional flow
of exchanged units (people, matter, goods, information), as well as many other proxies
for neighborhood.

NormalizingG and enforcing symmetry makes the matrix formally equivalent with a
distribution on regional pairs, that is with an exchange matrix - see specification U) be-
low. However, the marginal distribution γ resulting from G does not coincide in general

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 81–96, 2014.
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with the regional spatial weights f : while f measures regional importance, γ measures
regional centrality. Yet, plainly put, a region can be peripheral and important, or cen-
tral and insignificant, thus establishing the necessity of constructing weight-compatible
exchange matrices E(G, f), that is based upon G, but with margin f .

This contribution recalls and reviews a few definitions in spatial autocorrelation
(section 2), in unweighted and weighed settings. Particular emphasis is devoted to the
comparison of their corresponding canonical measures of spatial autocorrelation, their
permutation and normal significance testing, as well as the handling of off-diagonal
spatial weights, occurring not that infrequently in applications, such as those involving
flows and self-interaction.

The central part (section 3) proposes the construction of a one-parameter family
of weight-compatible exchange matrices E(G, f, t) from proximity matrices G. The
former, describing a continuous diffusive process generated by G, turns out to be p.s.d.,
allowing further the definition of a diffusive squared Euclidean dissimilarity D(G, f, t)
between regions (section 3.3).

Spatial analysis of French elections illustrate the theory (section 4). Possible appli-
cations, briefly outlined in sections (4.1), (4.2) and (4.3), include multivariate gener-
alization of Moran’s I , factorial visualization of spatial versus attribute dissimilarities
between regions, as well as “landscape clustering,” aimed at creating regional aggre-
gates both spatially contiguous and endowed with similar characteristics.

2 (Un)weighted Measures of Spatial Autocorrelation

2.1 Unweighted Setting: Spatial Weights from Spatial Links V (G)

In presence of n regions of equal importance (uniform weighting) characterized by the
density variable x, Moran’s index of spatial autocorrelation is usually defined as (e.g.,
[1,2,3,4])

I ≡ I(V, x) :=
n
∑

ij vij(xi − x̄)(xj − x̄)

(
∑

ij vij)
∑

i(xi − x̄)2
x̄ :=

1

n

n∑
i=1

xi (1)

where the spatial weights matrix V = (vij) is non-negative, symmetric or not.
By construction, I ≡ I(V, x) does depend upon on the spatial field x under inves-

tigation, as well as, crucially, upon the specification of spatial weights V : e.g., see [5]
for an explicit illustration. The latter authors also propose and investigate various spa-
tial coding schemes aimed at extracting a convenient spatial weights matrix V (G) from
spatial link or proximity matrices G = (gij), meant as an immediate, possibly rough
but accessible spatial information about proximity relationships between regions i and
j. Proximities G between regions may be determined by mutual contiguity, accessibil-
ity, inverse distance, flow, etc. In what follows, we assume G to be symmetric gij = gji
as well as essentially non-negative, that is such that gij ≥ 0 for i �= j. Typical choices
are

i) gij = aij : binary adjacency or contiguity matrix
ii) gij = nij , where nij counts the number of units (people, matter, money, informa-

tion) flowing from i to j
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iii) gij = F (dij) where dij is a measure of the distance between i and j and F (d) ≥ 0
is a distance-deterring, decreasing function

iv) gij = |∂Aij |, the measure of the common boundary between distinct regions i and
j.

In particular, [5] together with other workers have considered the following coding
schemes V (G):

B) the binary spatial weights vij = 1(gij > 0) taking on value one if gij > 0, and
zero otherwise

W) the row-standardized spatial weights vij := gij/gi• (where • denotes summation
over the replaced index, as in gi• :=

∑
j gij), prevalent in models of spatial auto-

correlation
C) the globally standardized spatial weights vij := ngij/g••
U) the standardized spatial weights vij := gij/g••
S) the variance-stabilizing spatial weights

vij :=
n s∗ij∑
ij s

∗
ij

where s∗ij :=
gij√∑

j g
2
ij

.

The above spatial coding schemes respectively constitute the so-called B, W , C, U and
S schemes, as referred to and used in the spdep R package [6,7].

2.2 Weighted Setting: E-Coding Scheme E(G, f, t)

In all generality, the importance of the n regions differ, as quantified by their relative
weights fi > 0 with

∑n
i=1 fi = 1. Typically, regional weights fi reflect the relative

population (human geography), relative area (physical geography) or relative wealth
(economic geography) of region i. Regional spatial weights fi can be interpreted as the
probability P (i) of selecting region i.

Specifying a symmetric probability P (i, j) = eij to select a pair of neighboring
regions (i, j) defines the exchange matrix E = (eij) [8]. By construction,

eij = eji ≥ 0 ei• = fi > 0
∑
ij

eij = e•• = 1 .

In this weighted setup, Moran’s index of spatial autocorrelation reads (e.g., [9] and
references therein)

I ≡ I(E, x) :=

∑
ij eij(xi − x̄)(xj − x̄)∑

i fi(xi − x̄)2
x̄ :=

n∑
i=1

fixi (2)

In particular, −1 ≤ I(E, x) ≤ 1 with expected value E0(I(E, x)) = −1/(n−1) under
absence of spatial autocorrelation, provided E contains no diagonal components (see
section 6 for the general case). Note the equivalent formulation

I(E, x) =
var(x)− varloc(x)

var(x)
(3)
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where

var(x) =
1

2

∑
ij

fifj(xi − xj)
2 =

∑
i

fi(xi − x̄)2

is the ordinary (weighted) variance and

varloc(x) =
1

2

∑
ij

eij(xi − xj)
2

is the local variance, measuring the average dissimilarity between pairs of spatially
associated regions (e.g., [10,11,12,13]). The concept of local variance is related, yet
distinct, to the concept of local indicator of spatial autocorrelation [2], referring to a
weighted decomposition of Moran’s I (3) as in I(E, x) =

∑
i fiIi(E, x).

The row-standardized matrix of spatial weights W = (wij) obtains from the ex-
change matrix as wij = eij/fi, and constitutes the transition matrix of a reversible
Markov chain [14].

3 Obtaining the Exchange Matrix in Two Steps (4) and (5)

Given a symmetric and essentially non-negative, “off-positive” proximity matrix G, i.e.,
whose off-diagonal components are non-negative, as well as a set of regional weights
f , compute the symmetric matrix Ψ = (ψij)

ψij(G, f) =
1√
fifj

δijgi• − gij
(g•• − trace(G))

. (4)

Then compute the exchange matrix by means of the matrix exponential

E(t) := Π1/2 exp(−t Ψ)Π1/2 where Π = diag(f) and t ≥ 0 . (5)

The free parameter t > 0 interprets as the age of the network. By construction (proofs
below):

1) E(t) in (5) is symmetric and weight compatible: ei•(t) = fi for any t ≥ 0
2) eij(t) ≥ 0 for all i, j and t ≥ 0
3) E(t) is p.s.d. (section 3.2)
4) limt→0 eij(t) = δijfi, expressing complete regional segregation in a “frozen net-

work”
5) limt→∞ eij(t) = fifj , which expresses absence of distance-deterrence effects in a

“free” or “complete network.”

3.1 Further Formal Considerations

The numerator in (4) contains the so-called Laplacian of G (e.g., [15] p.12), defined
as (LG)ij := δijgi• − gij , where δij are the components of the identity matrix (Kro-
necker’s delta). By construction, LG is positive semi-definite (p.s.d.) (see section 3.2)
and obeys

trace(LG) = sum(G)− trace(G) ≥ 0 sum(LG) = 0 (6)
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where sum(C) := c•• and trace(C) :=
∑

i cii. In particular, and L diag(b) = 0 for
any diagonal matrix diag(b) with diagonal b: hence the diagonal elements aii of the
adjacency matrix in (i) (loops), the stayers flow nii in (ii), or self-boundaries |∂Aii| in
(iv) play no role in the construction of LG, Ψ or E(t). Ψ(G) is indeed invariant with
respect to transformations of the form G → a(G + diag(b)), for any scalar a > 0 and
any vector b (cf. (6) and (4)).

Normalizing Ψ(G) as in (4) amounts in normalizing t in (5), in the hope of making
the scale t “intrinsic” or “absolute,” that is hopefully comparable among differing data
sets. As a matter of fact,

Ψ = Π−1/2 LG

trace(LG)
Π−1/2 E(t) = Π − LG

trace(LG)
t + O(t2) (7)

The question of the choice of t itself remains fairly open so far. The “self-exchange
proportion” trace(E(t)) decreases with t, converging to trace(E(∞)) =

∑
i f

2
i < 1,

with small time expansion trace(E(t)) = 1− t+ 0(t2). This proportion could possibly
be estimated by trace(N)/sum(N), where N is the inter-regional flows matrix, or some
other measure of spatial interaction. For instance, inter-cantonal migrations between
1985 and 1990 in Switzerland yields 1 − t̂ = trace(N)/sum(N) = 0.93 (most people
stayed in the same canton during those five years), yielding the possible estimate t̂ =
0.07.

Equations (4) and (5) constitute a straightforward two-steps procedure generaliz-
ing and simplifying the “proposal B” recipe exposed in [9], based upon the construc-
tion of a weight-compatible, time-continuous Markov chain generated by a rate matrix
R = −Π−1/2ΨΠ1/2 = −Π−1LG/trace(LG) reflecting direct spatial transitions, as
expressed by the proximity matrix G, whose regional sojourn times are precisely ad-
justed to make E(t) weight-compatible.

Non-negativity condition 2) above is a direct consequence of the essential non-
positivity of Ψ together with the theorem “exp(−t A) is non-negative for all t > 0
iff A is essentially non-positive” (e.g., see theorem 8.2 in [16]).

3.2 Spectral Decomposition

Solution (5) can be computed by spectral decomposition of Ψ = UMU ′, that is ψij =∑
α μαuiαujα. As a matter of fact, Ψ

√
f = 0, thus

√
f is a trivial eigenvector u (num-

bered α = 0) of Ψ with trivial eigenvalue μ0 = 0, demonstrating in particular the
weight-compatibility

E(t)1 = Π1/2
∞∑
r=0

(−t)r

r!
Ψr

√
f = Π1/2

√
f = f

as claimed. The other eigenvalues, increasingly ordered, are non-negative, since Ψ turns
out to be p.s.d. in view of

0 ≤ 1

2

∑
ij

gij(hi − hj)
2 =

∑
ij

(δijgi• − gij)hihj
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for any h. Thus 0 = μ0 ≤ μ1 ≤ μ2 ≤ . . . ≤ μn−1 and

E(t) = Π1/2 exp(−tUMU ′)Π1/2 = Π1/2U exp(−Mt)U ′Π1/2

that is

eij(t) =
√
fifj

n−1∑
α=0

uiαujα exp(−μαt) = fifj +
√
fifj

n−1∑
α=1

uiαujα exp(−μαt)

thus proving limits 4) and 5) above. Equivalently,

esij(t) :=
eij − fifj√

fifj
=

n−1∑
α=1

uiαujα exp(−μαt) Es = U exp(−Mt)U ′ (8)

where Es(t) := Π−1/2(E(t)−ff ′)Π−1/2 is the standardized exchange matrix. Es(t)
possesses a trivial eigenvalue λ0 = 0 associated with u0 =

√
f , as well as non-trivial

eigenvalues λα(t) = exp(−μαt), decreasingly ordered for α ≥ 1, lying in [−1, 1], as
required by the Perron-Froebenius theorem on the associated Markov chain W . They
even lie in [0, 1], making E(t) p.s.d. or diffusive. Note the eigenvectors U = (uiα) to
be independent of t.

3.3 Diffusive Dissimilarity and Multidimensional Scaling

The p.s.d. nature of E(t) permits to define a “diffusive dissimilarity” between regions,
namely

Dij(t) :=
eii(t)

f2
i

+
ejj(t)

f2
j

− 2
eij(t)

fifj
. (9)

D turns out to be squared Euclidean, i.e., of the form Dij = ‖yi − yj‖2 for some n× p
“diffusive coordinates” Y = (yia), where p ≤ n− 1. The squared Euclidean nature of
D follows from the conditional negative-definiteness condition

∑
ij hihjDij ≤ 0 for

any h with
∑

i hi = 0 (e.g., see [17]). Determining the diffusive coordinates Y = (yiα)
constitutes the classical multidimensional scaling (MDS) problem, with solutions in the
weighted setting

yiα(t) =

√
λα(t)√
fi

uiα α = 1, . . . , n− 1 (10)

where λα(t) = exp(−μαt) is the eigenvalue of Es in (8), and uiα its correspond-
ing eigenvector (e.g., [18,19]). (10) is a member of a family of vertex coordinates on
weighted graphs of the form

yiα(t) = g(λα(t)) y
s
iα ysiα =

uiα√
fi

α = 1, . . . , n− 1 (11)

where g(λ) is a non-negative function, and ysiα is the standardized or raw coordinate of
region i on dimension α ≥ 1 [19]. Raw coordinates also occur quite naturally in spatial
filtering (e.g., [20,21,4,9]).
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Fig. 1. Raw diffusive coordinates ys
iα (11) for α = 2 (abscissa) and α = 1 (ordinate), recon-

structing the map of French departments from the adjacency matrix A and departmental weights
f . Left: uniform weights fi = 1/n. Right: non-uniform “voters weights.”

3.4 Summary

Any proximity matrix G between regions, together with any set of regional weights f ,
yield a one-parameter family of weight-compatible, p.s.d. exchange matricesE(G, f, t).
The latter yield in turn a family of squared Euclidean dissimilarities Dij(t) between
regions (9), from which regional coordinates yiα(t) (10) or raw coordinates ysiα (11)
can be extracted by weighted MDS. Hence, any pair (G, f) produces a visualization
y or ys of the spatial configuration between regions, conceivably resembling the true
geographical configuration (Figure 1).

4 Illustration: Political Autocorrelation in France

Consider the n = 94 departments of “metropolitan France” (Corsica excluded), whose
binary adjacency matrix A is chosen as the spatial s matrix. Consider also uniform
departmental weights fi = 1/n, but also, in parallel, non-uniform “voters weights” f
(section 4.1). Figure 2 depicts the distribution of departmental degrees ai• and non-
uniform weights fi, as well as the non-trivial eigenvalues λα(t). Figure 1 gives the
first two factorial “raw coordinates” (11), in the uniform and non-uniform case. The
reconstruction of the geographical map form the adjacency matrix looks fairly adequate.

4.1 Extracting Regional Features by Correspondence Analysis

In general, regions are characterized by uni- or multivariate features x, whose varia-
tion may or may not be correlated with the diffusive coordinates y in (10); this issue
precisely constitutes the topic of spatial autocorrelation, as exemplified below. In the
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Fig. 2. Left: distribution of the departmental degrees ai• (average degree = 5.06). Middle: dis-
tribution of the non-uniform departmental “voters weights” fi (section 4.1; average weight =
1/94=0.011). Right: scree plot of the eigenvalues λα(t) of Es(t) (non-uniform weights) for
t = 0.2 (solid squares), t = 1 (crosses) and t = 5 (circles).

sequel, features x will first be computed as regional factor scores, instead of considering
directly available regional variables x.

Consider the votes of the first round of the French presidential 2012 election, as
recorded by the n × p contingency table (Nik), fixing the “number of votes for candi-
date k in department i” where n = 94 and k = 1, . . . , p = 10 (Joly, LePen, Sarkozy,
Melenchon, Poutou, Arthaud, Cheminade, Bayrou, Dupont-Aignan, Hollande). Figure
3 left yields the scree plot of the proportion of explained chi-square by each of the
min(n, p− 1) = 9 factors, whose first and second ones express together 83% of the in-
ertia. Figure 3 right exposes the Correspondence Analysis (CA) biplot depicting the de-
partment and candidate coordinates, showing similarities among departments, among
candidates, as well as attraction-repulsion between departments and candidates.

In this context, natural regional weights are provided by fi = Ni•/N••, the voters
weight of department i, measuring its relative share of voters. By construction, depart-
ment coordinates xiβ are centered, standardized and uncorrelated (here β = 1, . . . p−1
labels the factors produced in Correspondence Analysis):∑

i

fixiβ = 0
∑
i

fix
2
iβ = 1

∑
i

fixiβxiβ′ = 0 for β �= β′ .

4.2 Spatial Autocorrelation of Voting Pattern

The autocorrelation of each “voting factor” xβ (where β = 1, . . . , p), as extracted from
the CA of section (4.1), can be tested in turn by computing Moran’s indices I(E, xβ)
in (2). Here E = E(A, f, t) is the weight-compatible, time-dependent exchange matrix
constructed in section (3.3), and f stands as before as the non-uniform voters weight.

Associated p-values are computed from B bootstrapped samples associated with the
weighted permutation test (section 6). The first factorial political score xi1 extracted in
section (4.1) turns out to be strongly autocorrelated (Figure 4, left), in contrast to the
second score xi2 which is not (Figure 4, right).
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Fig. 3. Correspondence Analysis on the “department × candidate” votes contingency table, in
the first round of the French presidential 2012 election. Left: eigenvalues γβ . Right: biplot. The
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Fig. 4. p-values associated to the significance test of weighted Moran’s I (3), for various values
of t ∈ [0, 5], based upon B = 1000 permutations of the so-called spatial modes (instead of the
direct spatial values), in order to take into consideration the heteroscedasticity associated to the
weighted setting (see section 6 and [9] for details). The first political component xi1 turns out to
be strongly autocorrelated (left), in contrast to the second political component xi2 (right).

4.3 Relative Inertia

Moran’s I can be generalized to multivariate settings by considering squared Euclidean
dissimilarities Dij between regional profiles, instead of univariate dissimilarities of the
form (xi − xj)

2. In the present analysis, the natural candidate for D is provided by the
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classical chi-square dissimilarity between departments, which can be defined from the
contingency table (Nik) or from the “raw” factor scores xiβ , as

Dχ
ij =

∑
k

N••
N•k

(
Nik

Ni•
− Njk

Nj•
)2 =

∑
β

γβ(xiβ − xjβ)
2 (12)

where γβ are the eigenvalues (the square of the singular values) of the Correspondence
Analysis of section 4.1. Recall (and observe) that weighted multidimensional scaling of
D precisely yields the so-called principal coordinates

√
γβ xiβ , that is CA is equivalent

to weighted MDS on chi-square dissimilarities.
As claimed, multivariate generalization of Moran’s index (3) is provided by the rel-

ative inertia δ ∈ [−1, 1] defined (with D = Dχ) as

δ(t) :=
Δ−Δloc(t)

Δ
Δ =

1

2

∑
ij

fifjDij Δloc(t) =
1

2

∑
ij

eij(t)Dij

whose significance can be assessed by usual normal approximation, permutation, or
bootstrap tests; see section 6.2. Relative inertia also expresses as (cf. (1))

δ(t) =

∑
ij eij(t)Bij∑

i fiBii

whereB are the scalar products of MDS, obeyingDij = Bii+Bjj−2Bij . In particular,
Bii = Dif is the squared distance between i and the centroid.

Fig. 5. Soft K-means clustering of French departments, from the initial centroid configuration de-
termined by the m = 6 “Hexagon corners”: spatial clustering (left), attributes clustering (middle)
and landscape clustering (right) defined in (13), with ν = 1/2 and c(D) = maxij Dij

4.4 “Landscape Clustering”

We are now in possession of two squared Euclidean dissimilarities, namely the diffu-
sive dissimilarity Dij (9), measuring spatial remoteness between pairs of regions, and
the chi-square dissimilarity Dχ

ij (12), measuring the voting attributes contrast between
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regional profiles. This circumstance makes it possible to consider various regional clus-
tering strategies, namely

a) spatial clustering, based upon the diffusive dissimilarity Dij exhibited in Figure 2
right

b) attributes clustering, based upon the attributes dissimilarity Dχ
ij exhibited in Figure

3 right
c) a presumably new landscape clustering based upon minimizing the within-groups

inertia associated to the mixed, normalized dissimilarity

Dlan
ij = ν

Dij

c(D)
+ (1− ν)

Dχ
ij

c(Dχ)
(13)

where ν ∈ (0, 1) controls the spatial versus attribute contributions and c(D) is a
normalization factor, such as 1

2

∑
ij fifjDij or maxij Dij . Landscape clustering

aims at creating regional aggregates both spatially contiguous and possessing sim-
ilar features - a natural aim in Quantitative Geography, Spatial Econometrics and
Geographic Information Science.

Figures 5 and 6 illustrate spatial clustering (left), attributes clustering (middle) and
landscape clustering (right) for the mixed normalized dissimilarities Clusterings re-
sult from soft K-means (section 6.3), with initial centroid configuration determined
by the m = 6 “Hexagon corners” (Bas-Rhin, Nord, Finistère, Pyrénées-Atlantiques,
Pyrénées-Orientales, Alpes-Maritimes: Figure 5), or by the m = 7 most populated
departments (Nord, Bouches-du-Rhône, Paris, Rhône, Pas-de-Calais, Gironde, Loire-
Atlantique: Figure 6).

Fig. 6. Soft K-means clustering of French departments, from the initial centroid configuration de-
termined by the m = 7 most populated departments: spatial clustering (left), attributes clustering
(middle) and landscape clustering (right) defined in (13), with ν = 1/2 and c(D) = maxij Dij

5 Discussion and Conclusions

Dealing with regions of unequal importance requires a weighted formalism, which ar-
guably helps unifying mathematical enquiries and proposals. For instance, Moran’s I
and Geary’s c appear to be simply related as c = 1− I in the present “E-scheme.”
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After briefly reviewing the differences between the unweighted and weighted ap-
proaches to spatial autocorrelation, this paper proposes a straight, general prescription
aimed at constructing exchange matrices E both compatible with given proximity rela-
tions G and regional weights f . The solution contains a freely adjustable parameter t,
the age of the network, controlling the importance of direct adjacency, distance deter-
rence, or inverse bandwidth, when 0 < t < ∞. At the extremes, the network becomes
independent of G, namely with the frozen network E(0) = Π and the completely
mobile network E(∞) = ff ′.

Solution E(t) turns out to be p.s.d., that is modeling a diffusive network. This cir-
cumstance permits to define a squared Euclidean dissimilarity on the network, and
hence, by MDS, a network visualization. This presumably new proximity-based dis-
similarity can in turn be compared to some other features-based squared Euclidean
dissimilarity: this constitutes the very issue of spatial autocorrelation. Both similarities
can also be mixed, and fed to partitioning algorithms, yielding “landscape clustering,”
sensitive to both regional proximities and attributes.

More case studies are most welcome. Further investigations could examine the im-
pact of E(G, f, t) on weighted SAR or CAR models, on the construction of mobility
indices, or on the construction of local indicators of relative inertia, in the spirit of the
well-known proposal of [2].

6 Appendix: Autocorrelation Tests and Soft Clustering

The first part of the appendix derives, under the null hypothesis H0 of no autocorre-
lation, the expected value of Moran’s I and its variance in the general case of spa-
tial weights, possibly containing non-zero diagonal components vii �= 0, a case little
confronted with in the literature. Both unweighted (section 6.1) and weighted settings
(section 6.2) are addressed.

6.1 Unweighted Permutation Test

Equation (1) shows that V can be taken as symmetric and normalized, that is obeying
vij = vji and v•• = 1. Moran index thus expresses as (e.g., [21,4])

I(V, x) =
n
∑

ij vij(xi − x̄)(xj − x̄)∑
i(xi − x̄)2

= n
x′HVHx

x′Hx
H = I − J/n .

Here I is the identity matrix, J = 11′ is the constant unit matrix and H = H2 is the
centering projection matrix, each of order n× n.

The spectral decomposition HVH = UΛU ′ with U orthogonal and Λ diagonal
makes appear a trivial dimension α = 0, with constant eigenvector ui0 = 1/

√
n and

null eigenvalue λ0 = 0. Also, Huα = uα for higher-order, non-trivial dimensions
α = 1, . . . n− 1.

Define the unweighted spatial modes (e.g., see [21,9]) as y = U ′x, that is x = Uy.
In particular, y0 =

√
n x̄. Moran’s index then reads

I(V, x) = n

∑
α≥1 λαy

2
α∑

α≥1 y
2
α

= n
∑
α≥1

λαbα bα :=
y2α∑
β≥1 y

2
β

(14)
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In the present unweighted setting, the spatial variables Xi are, under H0, i.i.d. with
mean μ and variance σ2. The resulting spatial modes Y = U ′X are uncorrelated with
E(Yα) = δα0

√
n μ and Cov(Yα, Yβ) = δαβσ

2. In particular, the n − 1 quantities bα
(α ≥ 1) in (14) are arguably identically distributed under H0, yet not independently in
view of

∑
α≥1 bα = 1. Denoting by Eπ(.) the expectation under modes permutation,

one gets, by symmetry

Eπ(bα) =
1

n − 1
Eπ(b

2
α) =

∑
β≥1 b2β

(n − 1)
=:

t(y)

(n − 1)2
Eπ(bαbβ) =

1 − t(y)/(n − 1)

(n − 1)(n − 2)

for α �= β. Taking into account

∑
α≥1

λα =
∑
α≥0

λα = trace(HVH) = trace(V )− 1

n
and

∑

α≥1

λ2
α =

∑

α≥0

λ2
α = trace(HVHHVH) = trace(V HVH) = trace(V 2)− 2

n

∑

i

v2i• +
1

n2

finally yields

Eπ(I) =
n trace(V )− 1

n− 1
unweighted setting

Varπ(I) =
t(y)− 1

(n− 1)(n− 2)
[n2trace(V 2)− 2n

∑
i

v2i• + 1− (n trace(V )− 1)2

n− 1
] (15)

where t(y) = (n − 1)
∑

α≥1 y
4
α/(

∑
α≥1 y

2
α)

2 ≥ 1 is a measure of modes dispersion,
taking on its minimum value t(y) = 1 for yα = const for α ≥ 1. In particular, Eπ(I) >
−1/(n− 1) whenever spatial weights V contain off-diagonal components.

Under the additional normal assumption Xi ∼ N(μ, σ2), one gets Yα ∼ N(0, σ2)
for α ≥ 1, as well as E(t(y)) = 3(n− 1)/(n+ 1) (e.g., [1], p.43). Then

E(Varπ(I)) =
2

n2 − 1
[n2trace(V 2)− 2n

∑

i

v2i• + 1− (n trace(V )− 1)2

n− 1
] (16)

=
1

(n2 − 1)S2
0

[n2S1 − nS2 +
2(n− 2)S2

0 + 4nS0trace(V )− 2n2trace2(V )

n− 1
]

where, for comparison’s sake, the normalization condition v•• = 1 has been relaxed in
the last equation (while retaining the symmetry of V ), and the familiar notations

S0 :=
∑
ij

vij S1 := 2
∑
ij

v2ij S2 := 4
∑
i

v2i•

have been introduced. The last identity in (16) turns out to coincide, up to the terms
involving trace(V ), with the formulas proposed in [1], p.44.

6.2 Weighted Permutation Test

In the weighted setup, the spatial field Xi represents a regional aggregate associated
to region i. Under H0, its mean is constant but its variance is inversely proportional to
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the weight of the region (heteroscedasticity). Hence, Xi ∼ N(μ, σ2/fi) under normal
assumption. The expected value of the weighted Moran coefficient (2) and its variance
read [9]

Eπ(I) =
trace(W )− 1

n− 1
weighted setting

E(Varπ(I)) =
2

n2 − 1
[trace(W 2)− 1− (trace(W )− 1)2

n− 1
] (17)

where W = (wij) with wij := eij/fi is the row-normalized, weight-compatible matrix
of spatial weights (section 2.2), and constitutes the transition matrix of a Markov chain,
possessing off-diagonal components in general [14].

Unweighted average and variance formulas (15) and (16) should coincide with their
weighted analogs (17) whenever V = E constitutes a symmetric, normalized spatial
weight matrix with uniform weights ei• = fi = 1/n. Indeed, W = nV with vi• = 1/n
in that case, thus demonstrating the expected agreement.

Small Time Limit. In the limit t → 0, (7) and (17) together with W (t) = I + tR +
t2

2 R
2 + 0(t2), where R = −Π−1LG/trace(LG) is the rate matrix, yield

I − Eπ(I) =
t

trace(LG)
[
trace(Π−1LG)

n− 1
−

∑
ij gij(xi − xj)

2

2 var(x)
] + 0(t2)

E(Varπ(I)) =
2t2

n2 − 1
[trace(R2)− trace2(R)

n− 1
] + 0(t3) weighted setting, t → 0

Interestingly enough, for uniform weights fi = 1/n, the decision variable of the normal
test expresses, up to order 0(t), as

z =
I − Eπ(I)√
E(Varπ(I))

=
Ĩ − Eπ(Ĩ)√
E(Varπ(Ĩ))

where

Ĩ(x) := 1− 1

var(x)

1
2

∑
ij gij(xi − xj)

2

g•• − trace(G)

is time-independent, and constitutes an alternative to unweighted Moran’s index I(x)
(1).

6.3 Soft K-Means

Consider a n × m membership matrix Z with components zig ≥ 0 with zi• = 1,
expressing the probability that region i belongs to group g. The group weight is ρg[Z] =∑

i fizig and the squared Euclidean dissimilarity Dg
i between region i and centroid g

is derived form the inter-individual squared dissimilarities Dij as (Huygens principle)

Dg
i [Z] =

∑
j

fg
j Dij − 1

2

∑
ij

fg
i f

g
j Dij where fg

i [Z] =
fizig
ρg

.
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where Dij is a squared Euclidean dissimilarity. Memberships are iteratively computed
(e.g., [22,23,19]) as

z
(r+1)
ig =

ρg[Z
(r)] exp(−βDg

i [Z
(r)])

∑
h ρh[Z

(r)] exp(−βDh
i [Z

(r)])

where the inverse temperature β has been set to 1 in section 4.4, where two variants for
the m initial centroids are investigated. After convergence, region i is finally attributed
to group g = argmaxh z

(∞)
ih . The alternative iteration

f
g(r+1)
i =

fi exp(−βDg
i [Z

(r)])
∑

j fj exp(−βDg
j [Z

(r)])

works as well, as expected.
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Spatial Graphs Cost and Efficiency: Exploring Edges
Competition by MCMC
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Abstract. Recent models for spatial networks have been built by determining
graphs minimizing some functional F composed by two antagonist quantities.
Although these quantities might differ from a model to another, methods used to
solve these problems generally make use of simulated annealing or operations re-
search methods, limiting themselves to the study of a single minimum and ignor-
ing other close-to-optimal alternatives. This contribution considers the arguably
promising framework where the functional F is composed by a graph cost and a
graph efficiency, and the space of all possible graphs on n spatially fixed nodes is
explored by MCMC. Covariance between edges occupancy can be derived from
this exploration, revealing the presence of cooperative and competition regimes,
further enlightening the nature of the alternatives to the locally optimal solution.

1 Introduction

Spatial networks constitute a particular case in networks studies, where nodes and edges
are embedded in a metric space. The study of these networks received a special atten-
tion in the recent years, as they model a large quantity of complex geographic systems,
such as transportation networks (road, railroad and airlines networks), power grids net-
works and internet [1–12]. The particularity of these networks is that the underlying
space directly controls the cost of edges, thus impacting their topology. Previous empir-
ical studies have examined different spatial network structures and demonstrated that
the effect of space greatly differs, depending on the nature of networks (reviewed ex-
tensively in [3]). Nevertheless, their designs typically attempt to maximize some utility
function while minimizing some kind of cost function, making abstraction of other ge-
ographical or economical constraints encountered in real-world situations.

This article attempts to study a particular class of models of optimal networks de-
fined as networks minimizing some functional F specified below. These models exhibit
a great variety of interesting results, depending on the ingredients entering the com-
position of F , and are aimed at modelling numerous different geographic systems of
interest. Here, we will consider the case where F = C − I · E, where C is the cost
of the network (the sum of all edges length) and E the efficiency (the mean length of
shortest-paths between all pairs of nodes), while the parameter I , the investment, acts
as a balance between those quantities. This simple and intuitive model, already stud-
ied in [1–3, 9], gives results similar to our railroads, highways or power grid networks.
Previous researches concentrated on finding a single graph minimizing F , discarding
the study of the nature of the space of all possible graphs on n fixed nodes, controlled

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 97–108, 2014.
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by F . By contrast, we attempt here to explore this space with a Monte Carlo Markov
Chain (MCMC) algorithm [13–18] or more precisely, a variant of simulated annealing
model, implying heating as well as cooling schedules (see section 2.4). By examining
the history of the algorithm, edge competition and synergies can be revealed, enabling
the design of close-to-optimal graphs.

This article is divided in two parts. The first one sets the formalism and the mathe-
matical tools needed to perform the algorithm and the second one examines a few case
studies in more detail.

2 Formalism

2.1 Generalities and Notations

A graph is a couple G = (V , E) where V are the vertices (or nodes) set of size n and
E the edges set of size m. A graph is said to be spatial when all vertices are embedded
in a Euclidean space. A spatial graph is entirely defined by two matrices: X the matrix
of vertex coordinates in space and the n × n symmetric adjacency matrix A = (aij),
where aij = 1 if {i, j} ∈ E , aij = 0 otherwise.

This article considers simple unoriented spatial graphs in R
2 equipped with the Eu-

clidean distance dE . In this context, every edge e = {i, j} possesses a length l corre-
sponding to the Euclidean distance between nodes composing it, i.e. l({i, j}) = dE(i, j).
Edge lengths permit to define an alternative version of the well-known shortest-path dis-
tance, referred to, in the literature, as the weighted shortest-paths distance dwsp (or route
distance in [1–3, 9]):

dwsp(i, j) = min
ξ∈P(i,j)

∑
e∈ξ

l(e)

where P(i, j) is the set of all paths between i and j.

2.2 Functional Minimization

Some other quantities can be defined on spatial graphs. Define the cost C of a graph G
as the sum of all edge lengths:

C(G) =
∑
e∈E

l(e)

Furthermore, define the efficiency E of graph G as the mean, along all pairs of ver-
tices, of the inverse of the weighted shortest-path distance:

E(G) = 1

n(n− 1)

∑
i�=j∈V

1

dwsp(i, j)

Obviously, for any set of vertices, the empty graph yields a null cost and efficiency,
while the complete graph gives their maximum. From a concrete point of view, the ef-
ficiency represents the ability of the network to effectively transport agents from any
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node to another, while the cost is self speaking. Therefore, an optimal network plan-
ning may seek to maximize the efficiency while minimizing the cost, leading to the
minimization of the function F defined by:

F (G) = C(G) − I · E(G)

where the parameter I ≥ 0 is the investment, acting as an arbiter between the conflicting
objectives. When I → 0 the graph minimizing F is the empty graph, while I → ∞
generates the complete graph. For carefully chosen intermediate values, depending in
turn on several parameters such as the real cost of the edges and the insistence on the
efficiency of the network, the solutions are similar to some real spatial networks, like
railroad, highways or power grid networks [2, 3, 9]. Note that, unless I → ∞, the
resulting graph may not be connected (see e.g. left plot in Fig. 1). If we replace the
weighted shortest-path distance by the standard shortest-path distance in the formula
for efficiency, optimal graphs will possess a structure of “Hub-and-spoke,” similar to an
airline network [3, 9].
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Fig. 1. Local minima for different investment values on 30 fixed points in R
2 with abscissas and

ordinates generated as N (0, 1). On the left I = 1, in the middle I = 100 and on the right
I = 106.

2.3 MCMC Exploration of the Space of all Graphs

For a fixed set V of n vertices in space, the space of all graphs on these vertices is noted
ΓV . This space is similar to the atomic spins space in the Ising model, where every
possible edges can be in two states { presence, absence } [15, 19]. Thus the size of ΓV
is 2n(n−1)/2. Let W = (wkl) = (wGkGl

) be the transition matrix of a Markov chain on
ΓV defined by:

wkl = wlk =

{ 2
n(n−1) if Gk and Gl differ exactly by one edge
0 otherwise

With this simple transition matrix, the Markov chain will jump from the graph Gk to any
graph Gl having exactly one more or one less edge with equal probability. It is obvious
that this Markov chain can reach any nodes from any starting point, and therefore the
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chain is irreducible. The MCMC Metropolis-Hasting (MH) algorithm [13, 16, 17], is
designed to create a new Markov chain having a desirable stationary distribution pk on
the states from any irreducible Markov chain:

1. From the state k, generate a new state l with probability wkl

2. Jump to l with probability w̃kl defined by:

w̃kl = min

(
1,

plwlk

pkwkl

)

otherwise stay in k
3. Iterate

Since wkl = wlk , one has that w̃kl = min(1, pl

pk
).

For any initial configuration, the algorithm will converge to the invariant distribution
pk, itself determined so as to favor near-optimal graphs, as in the Gibbs sampling of pk
[13, 14]:

pk =
1

Z
exp(−βF (Gk))

where Z =
∑

k exp(−βF (Gk)) is the standardization constant and β = 1
T is the in-

verse temperature parameter (T ≥ 0 is the temperature). In fact, the value of β controls
the randomness of the MH algorithm jumps, as seen by:

w̃kl = min

(
1,

exp(−βF (Gl))

exp(−βF (Gk))

)
= min

(
1, eβ(F (Gk)−F (Gl))

)
If β → 0, then w̃kl = 1, i.e. the MH algorithm will jump to any candidate state l,

while β → ∞ implies that w̃kl = 1 iff F (Gl) ≤ F (Gk) and w̃kl = 0 otherwise.

2.4 Cooling Schedule and Exploration History

While a local minimum can easily be obtained with the MH algorithm and a simulated
annealing cooling schedule (left plot in Fig. 2, as seen in [20, 21]), we are more in-
terested here by the history of the exploration of space ΓV . Indeed, local minima are
arguably often not really compatible with some real life constraints and we would be
interested in finding alternative, but still efficient, ways to build the network. That is
why we need our cooling schedule to be reheated periodically (right plot of Fig. 2) in
order to avoid to be stuck in the same local minimum and to explore different parts of
the space.

Recording the graph history {G1,G2, . . . ,Gt} of a MH run by keeping track of the
states of every edges modified at least once {e1, e2, . . . , ep}, permits to obtain statistics
on the behavior of the MH algorithm. Let the history matrix H = (hrs) defined as
followed:

hrs =

{
1 if the edge es was present in the graph Gr

0 otherwise
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Fig. 2. Two types of cooling schedule: the first case represents a classical simulated annealing
cooling schedule designed to find only one local minima: T (t) = c/ log(1 + t) with c = 1.25.
In the second case, we periodically set a high temperature during 400 iterations followed by a
similar cool-down, in the hope of finding another minimum.

This matrix can be viewed as an usual “individuals × variables” matrix, enabling the
computation of various indices. For instance, we can calculate the probability of the
appearance of an edge as p(es) = h•s/t, its variance var(es) = p(es)(1 − p(es))
and the variance-covariance matrix between edges as Σ = 1

tH
c′Hc (where Hc is the

matrix H after column centration). This variance-covariance matrix permits in turn to
apply a principal component analysis, where the factor scores of all observed graphs
in the history will underline recurrent configurations in ΓV and the saturations between
edges will highlight the competition or the cooperation existing between them.

3 Case Studies

3.1 Randomly Located Nodes

Let us first analyze the behavior of the MH algorithm on small sized graphs. 30 nodes
in R

2 with coordinates following a N (0, 1) are drawn, I is set to 50 and the temper-
ature follows the cooling schedule exhibited on the right in Fig. 2 during t = 20, 000
iterations.

As apparent on Fig. 3, the algorithm does not explore very efficiently the graph space.
Each time we reheated the system it escaped from a local minimum before converging
again on each cool down. The different minima seem to be close to each other, at least
according to what appears in the first two factor scores (explaining only 13% and 9%
of the variance). Fig. 4 confirms the closeness among the different minima, since some
critical edges appear more frequently than others. The saturation plot shows that edges
appearing frequently are correlated positively between themselves.
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Fig. 3. Results for the graph history in the MH run. Left: first two dimensions of the factor scores,
each point represents an iteration (proportion of variance explained: 13%, respectively 9%). The
lower the value of F is for each iteration, the darker the point. Right: value of the functional F
versus iteration.
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Fig. 4. Results for the edges in the MH run. Left: all edges created at least once during the process.
Right: the saturation plot, where each points representing an edge and proximity capture correla-
tion, i.e. two edges appearing frequently together will be close to each other. On both graphics,
the darkness of an element is proportional to its apparition frequency during the run.

These results, while interesting, are a bit tarnished by the presence of high tempera-
ture states. While the presence of these states is essential to escape local minima, they
bear very little information on optimal and alternative solutions to the efficient network
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Fig. 5. The first two factorial coordinates of the states of the MH runs where states with high
values of F have been removed. The five different cold temperature phases appear clearly, illus-
trating five different local minima.

building. Therefore, a second analysis is performed after removing all states having
a functional value higher than -100 (corresponding to the dotted line on the Fig. 3,
functional plot). By construction, the selected states constitute near-optimal solutions.

The graphic in Fig. 5 illustrates the emergence of five different “cold” temperature
regimes during the MH run differ more than what it appear at first glance, showing
that they indeed correspond to different local minima of F . Points in the middle yield
the lowest value of the functional and correspond to the third cool-down. Graphics in
Fig. 6 emphasize the edges created during the process. Here, we can observe some
competition between edges. For example, edges numbered 7 and 36, 42 and 49, 20 and
39, 22 and 46, are placed on the opposite side one to another in the saturation plot.
In the graph, we can see that both pairs represent building alternative to a close-to-
optimal graph. On the other hand, edges 11, 10 and 26 are very centered, meaning that
they have a very low variance and represent a kind of “backbone” appearing in any
close-to-optimal graph. Iterations 8,643 and 12,903 in Fig. 7 exhibit some built varia-
tions. Note that state 12,903 to have a lower functional value than state 8,643 (-103.8
versus -100.4).



104 G. Guex

1

2

3

4

5

6

7

8

9

1011

12
13

14

15

16

17

1819

20

21

22

23

24

25

26

27

28

29

30

31
32

33

34
35

36

3738

39

40

41

42

43

44

45

46

47
48

49
50

51

52

-0.5 0.0 0.5

-0
.8

-0
.6

-0
.4

-0
.2

0.
0

0.
2

0.
4

0.
6

Dimension 1

D
im

en
si

on
 2

1

2

3

4

5

6

7

8910

11

12

1314

15

16

17

18

19

20

21

22

232425

26

27

28

29

303132

33

34

35

36

37

38

39

40

41

42

43 44

45

46

47

48

49

50 5152

Fig. 6. Top: edges occupation frequencies. Bottom: saturations, with the same labeling
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Fig. 7. Graph states at iteration number 8,643 (on the left) and 12,903 (on the right). Their F
value are respectively -100.4 and -103.8.

3.2 US Cities

To study a real life case, the algorithm will be run on nodes representing US cities
with more than 500,000 inhabitants (Fig. 8). Latitudes θi and longitudes αi have been
extracted from the R data world.cities{maps}}and we consider the geodesic
dissimilarity between those cities: Dij = arccos2(κij), where κij = sin θi sin θj +
cos θi cos θj cos(αi − αj). Again, 20,000 iterations of MH are run with an investment
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Fig. 8. Representation of the US cities with more than 500,000 inhabitants created by multidi-
mensional scaling from their geodesic dissimilarities
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Fig. 9. Top: edges occupation frequencies. Bottom: saturations resulting from a complete MH run
with 20,000 iterations.
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of I = 50 (distances have been multiplied by 30 to match distances of the previous
example) and higher temperature states have been removed from analysis.

Here again, edges frequencies and saturations in Fig. 9 reveal the occurrence of com-
peting edges in the construction of the network together with some robust edges. Note
the possibility of weighting each node relatively to its population resulting in a weighted
efficiency functional, currently under investigation. Nevertheless, the present result can
constitute a good start to explore ways of building real networks, where particular edges
can be discarded in a second time, due to some morphological or economical con-
straints.

4 Conclusion

Exploring the possible graphs states on n nodes by MCMC not only reveals alternatives
to the optimal network, but also gives insights on the structure of this space as controlled
by the functionalF . In the present case, the functional makes the shortest-paths require-
ment conflicts with the length of the edges, and permits to preliminary explore how the
shortest-paths distance is linked to the Euclidean distance in this context. The invest-
ment, the cooling schedule, the starting state and the number of iterations are shown to
greatly affect this exploration, and a careful design should be made depending on what
is searched. The question of how to precisely set the parameters according to spatial
configuration in hand remains largely open, and a deeper study should be performed
before implementing this algorithm in real life applications. The numerical complexity
and computational demands of the algorithm are also quite heavy, requiring a way of
optimizing the parameters before applying the algorithm to a larger set of nodes. Never-
theless, case studies already show promising results and, provided the procedure can be
efficiently refined, its flexibility should permit numerous applications to a large variety
of situations.
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Abstract. An ever increasing amount of geospatial data generated by mobile
devices and social media applications becomes available and presents us with
applications and also research challenges. The scope of this work is to discover
persistent and meaningful knowledge from user-generated location-based “sto-
ries” as reported by Twitter data. We propose a novel methodology that converts
geocoded tweets into a mixed geosemantic network-of-interest (NOI). It does
so by introducing a novel network construction algorithm on segmented input
data based on discovered mobility types. The generated network layers are then
combined into a single network. This segmentation addresses also the challenges
imposed by noisy, low-sampling rate “social media” trajectories. An experimen-
tal evaluation assesses the quality of the algorithms by constructing networks for
London and New York. The results show that this method is robust and provides
accurate and interesting results that allow us to discover transportation hubs and
critical transportation infrastructure.

1 Introduction

An important resource in today’s mapping efforts, especially for use in mobile navi-
gation devices, is an accurate collection of point-of-interest (POI) data. However, by
only considering isolated locations in current datasets, the essential aspect of how these
POIs are connected is overlooked. The objective of this work is to take the concept of
POIs to the next level by computing Networks of Interest (NOIs) that encode different
types of connectivity between POIs and capture peoples type of movement and behav-
ior while visiting these POIs. This new concept of NOIs has a wide array of application
potential, including traffic planning, geomarketing, urban planning, and the creation of
sophisticated location-based services, including personalized travel guides and recom-
mendation systems. Currently, the only datasets that consider connectivity of locations
are road networks, which connect intersection nodes by means of road links purely on
a geometric basis. POIs however, encode both geometric and semantic information and
it is not obvious how to create meaningful links and networks between them. We pro-
pose to capture, both, geometric and semantic information in one NOI by analyzing
social media in the form of spatial check-in data. We use the concept of check-in as
a generic term for users actively volunteering their presence at a specific location. Ex-
isting road maps and POIs encode mostly geometric information and consist of street
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maps, but may also include subway maps, bus maps, and hiking trail maps. To com-
plement this dataset, geometric trajectories consist of geo-referenced trajectory data,
such as GPS tracking data obtained from people moving on a road network. This type
of data is assumed to have a relatively high sampling rate. Typical examples include
vehicle tracking data sampled every 10 or 30 seconds. Such datasets are constructed
using map construction (cf. [1], [2] for surveys).

In this work, we will use behavioral trajectories as a data source. They are obtained
from social media in the form of spatial check-in data, such as geocoded tweets from
Twitter. Similar to GPS tracking, the user contributes a position sample by checking
in at a specific location. Compared to geometric trajectories, such check-in data result
in very low-sampling rate trajectories that when collected for many users provide for
a less dense, but semantically richer “movement network” layer. The main challenge
arises from the fact that trajectories composed from geocoded tweets differ technically
and semantically from raw GPS-based type of trajectories. Unlike trajectories obtained
from GPS devices in typical tracking applications, such data are typically quite sparse
since individuals tend to publish their positions only at specific occasions. However, we
advocate that by combining and analyzing time and location of such data, it is possible
to construct event-based trajectories, which can then be used to analyze user mobility
and to extract visiting patterns of places. The expectation towards behavioral trajec-
tories is that by integrating them into a Network of Interest, the resulting dataset will
go beyond a homogeneous transportation network and will provide us with a means to
construct an actual depiction of human interest and motion dependent on user context
and independent of transportation means. As early maps were traces of people’s move-
ments in the world, i.e., view representations of people’s experiences, NOIs try to fuse
different qualities of such trace datasets obtained through intentional (e.g., social me-
dia, Web logs) or unintentional efforts (e.g., routes from their daily commutes, check-in
data) to provide for a consequent modern map equivalent.

Specifically, in this paper we address the challenge of extracting a geosemantic NOI
from noisy, low-sampled geocoded tweets. To do so, we introduce a new NOI con-
struction algorithm that segments the input dataset based on sampling rate and move-
ment characteristics and then infers the respective network layers. To fuse the semantic
and geometric network layer into a NOI, we introduce a semantics-based algorithm
that takes position samples (check-ins) to create network hubs. A detailed experimen-
tal evaluation uses two real-world datasets of geocoded tweets and discusses the NOI
construction results in terms of quality and significance.

The remainder of this paper is organized as follows. Section 2 reviews related work
on spatiotemporal inference techniques. Sections 3 and 4 present our algorithms for
trajectory segmentation and re-association to build the NOI in a layered fashion. In
Section 5, we evaluate the quality of the NOI construction method. Finally, Section 6
concludes the paper and outlines future research directions.

2 Related Work

Various approaches have been proposed for using user-generated geospatial content to
extract useful knowledge, such as identifying travel sequences, interesting routes or
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socio-economic patterns. In the following, we present a review of the literature using a
categorization of the approaches according to the type of problem solved.

Several methods focus on sub-sequence extraction (routes) from moving object tra-
jectories by mining spatiotemporal movement patterns in tracking data. Kisilevich et
al. [3] present an automatic approach for mining semantically annotated travel se-
quences using geo-tagged photos by searching for sequence patterns of any length.
In [4], Chen et al. extract important routes between two locations by observing the trav-
eling behaviors of many users. Although, they mine a transfer network of important
routes, they accept that the distance between any two consecutive points in a trajectory
does not exceed 100m, which becomes unrealistic. Zheng et al. [5] use online pho-
tos from Flickr and Panoramio to analyze people’s travel patterns at a tour destination.
They extract important routes, but no transportation network. Asakura et al. [6] investi-
gate the topological characteristics of travel data, but they focus on identifying a simple
index of clustering tourist’s behavior. Mckercher and Lau [7] identify styles of tourists
and movement patterns within an urban destination. Our approach analyzes, both, traf-
fic patterns and topological characteristics of travel routes, while most existing work
focuses on traffic patterns only. Choudhury et. al [8] explore the construction of travel
itineraries from geo-tagged photos. In contrast, in this work an itinerary is defined as a
spatiotemporal movement trajectory of much finer granularity.

There also exist various methods based on trajectory clustering. The majority of
the proposed algorithms such as k-means [9], BIRCH [10] and DBSCAN [11] work
strictly with point data and do not take the temporal aspect into consideration. Several
approaches match some sequences by allowing some elements to be unmatched as in
the Longest Common Sub Sequence (LCSS) similarity measure [12]. However, our
goal in this work is rather to apply a trajectory clustering approach and also take into
consideration the temporal aspect of the data. Similarity measures for trajectories that
take the time and derived parameters, such as speed and direction, into account have
been proposed in [13]. This approach is close to ours with respect to the examined
aspects of temporal dimension, however, our method applies clustering techniques in
order to infer the connectivity of a NOI. In a previous work [14], we derived a connected
road network embedded in vehicle trajectories, while in [15] we inferred a hierarchical
road network based on different movement types. The current approach differs in that
it deals with uncertain social media check-in data by taking into account the spatial as
well as the temporal dimension to derive a NOI.

Characterized by its spatial and temporal dimension, geocoded tweets can be re-
garded as one kind of spatiotemporal data, which also connects this study to the knowl-
edge extraction-based techniques of the spatiotemporal data mining domain. Crandall
et. al [16] investigate ways to organize a large collection (∼ 35 million) of geo-tagged
photos and determine important locations of photos, such as cities, landmarks or sites,
from visual, textual and temporal features. Kalogerakis et. al [17] estimate the geo-
locations of a sequence of photos. Similarly, Rattenbury et. al [18] and Yanai et. al [19]
analyzed the spatiotemporal distribution of photo tags to reveal the inter-relation be-
tween word concepts (photo tags), geographical locations and events. Girardin et al. [20]
extract the presence and movements of tourists from cell phone network data and the
geo-referenced photos they generate. Similarly, [21] proposes a clustering algorithm of
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places and events using collections of geo-tagged photos. These approaches efficiently
deliver focal spatial data extractions from diverse data sources, while the aim of this
work is to also extract how this data is connected (links). In [22], Kling studies urban
dynamics based on user generated data from Twitter and Foursquare using a probabilis-
tic model. However, these dynamics have not been translated to a (transportation) graph
structure.

All these works target the extraction of some kind of knowledge and patterns from
photos or geo-referenced sources with textual and spatiotemporal metadata, while we
focus on mining transportation and mobility patterns from check-in data, such as geo-
coded tweets from Twitter.

Overall, what sets this work aside is that social media data is used as a tracking data
source. We use it not only to extract features or knowledge patterns of human activities,
but a complete Network of Interest.

3 NOI Layer Construction

As explained in Section 1, our goal is to extract a Network of Interestthat captures
interesting information about user movement behaviors based on social media tracking
data. User check-in data are tuples of the form U = 〈u, x, y, t〉, denoting that the user
u was at location (x, y) at time t. These data are organized into trajectories, which
represent the sequence of locations a user has visited. Typically, multiple trajectories
are produced for each user by splitting the whole sequence of check-ins, e.g., on a
daily basis. Hence, each resulting trajectory is an ordered list of spatiotemporal points
T = {p0, . . . , pn} with pi = 〈xi, yi, ti〉 and xi, yi ∈ R, ti ∈ R+ for i = 0, 1, . . . , n
and t0 < t1 < t2 < . . . < tn.

The goal is to construct a Network of Interest that reveals the movement behavior
of users. This Network of Interest is a directed graph G = (V,E), where the ver-
tices V indicate important locations and the edges E important links between them
according to observed user movements. In particular, we are interested in two aspects
of the Network of Interest. A geometric NOI aspect provides a representation of how
users actually move across various locations, thus preserving the actual geometry of the
movement, while a semantic NOI aspect represents the qualitative aspect of the network
by identifying significant locations and links between them. In our approach, we treat
these two aspects as different layers of the same Network of Interest. In the following,
we describe the steps for constructing these layers and fusing them to produce the final
Network of Interest.

3.1 Segmentation of Trajectories

Behavioral trajectories, as in our case derived from geocoded tweets, contain data to
construct both the geometric and the semantic layer of a Network of Interest. Concep-
tually, users tweet when they stroll around in the city as well as when they commute in
the morning. While all these tweets will result in behavioral trajectories, some of them
depict actual movement paths, while others simply are tweets sent throughout the day.
In what follows, we try to separate our input data into two subsets and to extract the
trajectories corresponding to the respective layer.
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A main challenge when inferring a movement network from check-in data is that
this data is very heterogeneous in terms of their sampling rate, i.e., often being very
sparse. However, even the sparse subsets of the data are helpful in identifying significant
locations, whereas the denser subsets can be used to capture more fine grained patterns
of user movement.

For this purpose, we analyze the trajectories and group them into subsets with dif-
ferent temporal characteristics. In our approach, we treat these two aspects by applying
a (i) mean speed threshold to capture the user movement under an urban transportation
mode and by applying (ii) a sampling rate threshold to identify “abstract” and “con-
crete” movement. This allows us to treat each subset separately later on in the network
construction phase. The “abstract” type of movement corresponds to the semantic NOI
aspect and the “concrete” corresponds to the geometric NOI aspect.

Users with frequent check-ins, i.e., a high sampling rate, provide us with the means
to derive a geometric NOI layer, while low sampling rates only allow us to reason about
abstract movement, i.e., derive a semantic NOI layer.

Notice that typically the same individual, within one daily trajectory may have
recorded their data using different sampling rates. In this case, the trajectory needs to
be segmented according to the frequency of user position samples. A simple process for
achieving this separation is the following. First, a duration and a speed (length divided
by duration) is recorded for each segment of a trajectory. Each segment is assigned a
corresponding duration type of movement. Focusing on urban transportation, we use
a mean speed to filter out trajectories and then the duration between samples to deter-
mine “abstract” and “concrete” movement. Figure 1a shows the trajectories classified
to different sampling rates using the example of geocoded tweets for London. Using a
heatmap coloring schema, concrete and abstract movements are shown in blue and red,
respectively.

The process is outlined in Algorithm 1. For each line segment Lj of each trajec-
tory T , we compute a duration and a mean speed value (Algorithm 1, Lines 6-7), and
the segment is then assigned to the corresponding segmented set of trajectories TG, TS

according to the min and max time interval (Lines 9-13). The algorithm produces seg-
mented sets of trajectories (Lines 10 and 13) based on the corresponding time interval
attributes.

3.2 Geometric Layer Construction

To construct the geometric NOI layer we use frequently sampled trajectories. The sam-
pling rate threshold was established through experimentation. In the examples of Sec-
tion 5, the sampling rate threshold was set to 5min. I.e., for the construction of the
geometric layer the duration in between position samples of trajectory dataset is less
than 5min (cf. Table 1), approximately covering 57% of the original tweets collection.

The geometric NOI layer construction approach follows a modified map construction
approach (e.g., [14,15]) by (i) initially clustering position samples to derive network
nodes, (ii) linking nodes by using the trajectory data and (iii) refining the link geometry.

To derive network nodes we employ the DBSCAN clustering algorithm [11] using
a distance threshold and a minimum number of samples threshold parameter. We re-
visit the segmented trajectories to identify how the network nodes are connected by
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(a) Twitter trajectories(“slow”: blue, “fast”: red)

(b) Respective OSM network

Fig. 1. Twitter Trajectories and OSM Network London (bounding box: [51.18N, 0.85W],[51.80N,
0.86E])
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Algorithm 1. Segmentation of Trajectories
Input: A set of trajectories T
Output: Two sets of segmented trajectories TG, TS

1 begin
2 /*Trajectories segmentation according to time intervals*/

3 Vmax � maximum mean speed
4 foreach (Ti ∈ T ) do
5 foreach (Lj ∈ Ti) do
6 t(Lj) ← δt(P [i − 1], P [i])� Time interval

7 v(Lj) ← δx(P [i−1],P [i])
δt(P [i−1],P [i]) � Mean speed

8 if v(Lj) ≤ Vmax then
9 if t(Lj) ≤ Tmin then

10 TG ← Lj

11 end
12 else if t(Lj) ≥ Tmin and t(Lj) ≤ Tmax then
13 TS ← Lj

14 end
15 end
16 end
17 end
18 end

creating links. The links represent clustered trajectories as two nodes can be connected
by different trajectories. For each link (i) a weight is derived representing the number of
the trajectories comprising the link and also (ii) a length representing the Euclidean dis-
tance between the nodes that constitute the link. In addition to this, we apply a reduction
step to simplify the constructed network. The intuition is that due to varying sampling
rates, links between nodes might exhibit redundancy. This reduction step eliminates re-
dundant links by substituting longer links with links of more detailed geometries. We
reconstruct links of longer duration by using links of shorter duration if their geome-
tries are similar. We achieve this by using the degree of constructed nodes. Starting with
nodes of a higher degree of incoming links, i.e., significant nodes, for such a node, we
sort all incident links based on descending duration order. We then reconstruct those,
which temporally and spatially cover other links that can be reached in less time. Fig-
ure 2a gives an example by showing in dark gray links before reduction, and in light
gray a portion of the underlying OSM transportation network. Figure 2b shows then in
dark gray the resulting links after applying the reduction step. Part of the larger geom-
etry has been substituted with a more detailed geometry.



116 S. Karagiorgou, D. Pfoser, and D. Skoutas

(a) before reduction (b) after reduction

Fig. 2. Network Reduction Example - constructed network is shown in dark gray and the road
network in light gray

3.3 Semantic Layer Construction

To construct the Semantic NOI layer, we rely on trajectories exhibiting low sampling
rates (using approximately 19% of the original tweets collection), i.e., potentially cover
large distances in between position samples making it difficult to reconstruct the actual
movement (cf. Table 1). By initially applying the DBSCAN clustering algorithm (see
Table 1 for parameter details), we extract a set of nodes that correspond to the hubs of
the semantic layer. Performing a linear scan of the trajectories reveals the respective
portions that connect the sets of nodes. For each link sample (i) a weight is derived
representing the number of the trajectories comprising a link. At this step, we do not
apply any reduction method as the geometries of the semantic layer are less accurate.
Overall, this layer allows us to extract a network with less spatial accuracy but of greater
semantic value.

4 NOI Construction and Layer Fusion

The final part of the Network of Interest construction process consists of (i) the extrac-
tion of hubs, i.e., significant locations that user frequently visits, and (ii) the fusion of
the layers, i.e., the geometric and the semantic layer to produce the integrated network.

4.1 Network Hubs

Hubs are POIs that users frequently depart from and arrive at. In particular, specific
indicators for hubs are (i) number of constituting position samples, (ii) stemming from
many different users, (iii) over extended periods of time.

The Network Hubs Inference algorithm takes as input the entire trajectory dataset
used in geometric and semantic layer construction (Algorithm 2, Line 9) and determines
the k-NNs of each position sample (Line 12), which are subsequently filtered according
to the number of users and the period of time covered (Lines 13-15). On these filtered
position samples, we apply the DBSCAN clustering algorithm using a distance thresh-
old and a minimum number of samples (Line 16). The centroids of the resulting clusters
are the candidate hubs (Line 17). A final filtering step is applied as follows. For each
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candidate hub, we also record two properties. A weight for the hub is derived as the total
number of nodes the hub was derived from, i.e., the size of the corresponding cluster. In
addition, we record the degree of each hub, i.e., the number of incoming and outgoing
edges of the cluster. A candidate hub is included in the output if both the following two
conditions hold: (a) both the in-degree and out-degree are above a specified threshold
and (b) the in-degree and out-degree do not differ significantly (threshold determined
by experimentation). These conditions are used to ensure that the identified hubs corre-
spond to places where a sufficiently large number of users frequently depart from and
arrive at (Lines 23-24).

Algorithm 2. Hub Inference
Input: A set of segmented trajectories TG, TS

Output: Network Hubs

1 begin
2 /*Clustering position samples of segmented trajectories to compute

network hubs*/

3 H∗ ← ∅� Candidate Hubs
4 H ← ∅� Hubs
5 dmax � proximity threshold
6 umin � min. number of users
7 hmin � min. number of time periods
8 degin , degout , degmin , ε
9 � position samples from combined trajectories

10 P ← UNION(TG ,TS )
11 � Samples → Hubs
12 foreach (P [i ]) do
13 νi ← FINDNN(P [i ], dmax)
14 up ← COUNTUSERS(νi)
15 hp ← COUNTHOURS(νi)
16 if (up ≥ umin) and (hp ≥ hmin) then
17 C ← DBSCAN(νi, dmax)� Clusters
18 H∗ ← CENTROID(C )� Hub candidates
19 end
20 end
21 foreach H∗[i] do
22 degin ← GETINDEG(H∗[i])
23 degout ← GETOUTDEG(H∗[i])

24 if degin ≥ degmin and degout ≥ degmin and
∣∣∣ degin
degout

− 1
∣∣∣ ≤ ε then

25 H ← H∗[i]
26 end
27 end
28 end
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4.2 Layer Fusion

The final part of the process comprises the fusion of the geometric and semantic NOI
layers. We construct the NOI by starting with the semantic layer and merging the ge-
ometric layer onto it. The intuition for this is that the semantic layer corresponds to
a geometrically abstract but semantically richer user movement that contains relevant
transportation hubs. The geometric layer corresponds to a less semantic but more accu-
rate depiction of movement, i.e., fills in the gaps of the semantic layer. The fusion of
these layers should result in a comprehensive movement network.

The fusion task involves (i) finding hub correspondences among the different net-
work layers and (ii) introducing new links to the semantic layer for the uncommon
portions of the NOI.

Fig. 3. London - Fused Network

Using, both, layers and the hubs, we try to identify common nodes by spatial prox-
imity (Algorithm 3, Lines 11-13). Any node from the geometric layer that has not been
introduced yet since it is not connected to the semantic layer will be added (Lines 22-
23). The next step involves introducing new links for uncommon portions of the layered
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Algorithm 3. NOI Fusion
Input: Networks to be conflated S, G
Output: Network of Interest

1 begin
2 /*Network layers fusion to extract the final map*/

3 � edges and nodes of Semantic and Geometric layers
4 ES ← EDGES(S), NS ← NODES(S)
5 EG ← EDGES(G), NG ← NODES(G)
6 H � Hubs
7 HG � hubs ∩ geometric nodes
8 HS � hubs ∩ semantic nodes
9 HO � H −HG −HS

10 � Node alignment
11 foreach H [i] do
12 � finding Nearest Neighbors HG ← (H [i], NN(H [i], NG))
13 HS ← (H [i], NN(H [i], NS))

14 end
15 � Node alignment
16 foreach HG[i] do
17 HO ← (HG[i], 1-NN(HG[i], HS))
18 � Node insertion to semantic layer
19 foreach (HG[i] /∈ HO) do
20 Ei = ON(ES , HG[i])
21 if Ei �= NULL then
22 HS .add(HG[i])
23 ES .delete(Ei)

24 end
25 end
26 � Link insertion
27 foreach (HG[i] /∈ HS) do
28 HS .add(HG[i])� remaining nodes
29 foreach (EG[i] /∈ ES) do
30 ES .add(EG[i])� remaining links
31 end
32 end
33 end
34 end

network. Here links of the geometric layer are introduced by adding them to the seman-
tic layer (Lines 28-30). Typically this accounts for the cases of adding complete (local)
network portions.
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A result of applying this conflation algorithm to network layers is shown in Fig-
ure 3. Indicated are the circled hub correspondences between the semantic, the geomet-
ric layer, and the resulting fused Network of Interest

5 Experimental Evaluation

An assessment of the quality of a Network of Interest is a challenging task as there is no
ground-truth data. In the case of map-construction algorithms, an existing road network
can be used. However, a NOI represents a geosemantic construct containing aspects of
both, regular transportation networks (roads, public transport, etc), but also the overall
movement sentiment of users in a city. For the following evaluation, we will use a
combination of existing POI datasets and (public) transportation networks to assess
the constructed NOIs. Before giving details of the experimental results and constructed
NOIs, we first describe the characteristics of the datasets used and our overall evaluation
methodology.

5.1 Experimental Setup

We conduct experiments on two real-world datasets comprising geocoded tweets re-
trieved for London and New York City over a period of 60 days using the Twitter Public
Stream API. Data from London covers the period of December 2012 to January 2013.
The New York as collected from November 2013 to December 2013. To focus on tra-
jectories of active users, we kept only the trajectories of the top 200 most active users
with respect to geotweets for each city. Moreover, we only consider trajectories that
consist of at least 5 geotweets. Figure 1a visualizes the movements of 200 Twitter users
during the course of a single day in London. Notice that some very prominent areas,
such as highways, can be distinguished visually even before any processing of the data
takes place.

Through experimentation, we established the parameters for the various steps of the
algorithm as summarized in Table 1. To compare the generated network, we consider
as ground-truth data the corresponding public transportation network obtained from
OSM [23]. What follows is a brief description of the trajectories collected from the
geocoded tweets, as well as the networks obtained from OSM.

In London, the actual public transportation network consists of 27,021 links (edges)
and 47,575 nodes (vertices) and has a length of 21,287km. It covers an area of 420km
× 118km including the metropolitan area of London. The geocoded tweets cover a
great portion of this network, specifically an area of 365km × 104km, and have a total
combined length of 256,400km (Figure 1a). The dataset consists of 463 trajectories
with a median length of 7.4km. The median sampling rate, i.e., rate at which a user
geotweets, is 12min, while the median speed is 37km/h.

For New York the actual public transportation network consists of 84,367 links
and 75,070 nodes and has a length of 9,846km. It covers an area of 105km × 85km.
The geocoded tweets consist of 37,962 trajectories, with a median length of 2.9km and
total length of 214,090km, covering an area of 92km × 74km largely overlapping with
the public transportation network. The median sampling rate is 8min, while the median
speed is 22km/h.
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Table 1. Parameter Summary
Algorithm Value
Segmentation of Trajectories
Mean Speed 10km/h
Time Interval 5, 60min
Geometric NOI
Distance Threshold 100m
Minimum Number of Samples 2
Semantic NOI
Distance Threshold 300m
Minimum Number of Samples 2
Extraction of Hubs
Minimum Number of Samples 10
Minimum Number of Users 2
Minimum Number of Time Periods 10
Distance Threshold 300m
Layer Fusion
Distance Threshold 50m

5.2 Visual Comparison

A first and quick overview of the quality of the inferred Network of Interest can be
obtained by visual inspection, i.e., by comparing it to the ground-truth public trans-
portation network and looking for similarities and differences.

Figure 4 visualizes the NOIs of the cities of London (Figure 4a) and New York
(Figure 4b). In each case, the constructed network is visualized using black lines, while
the ground-truth network is shown using light gray lines. As evident, especially for the
case of New York, the constructed NOI lines up with the transportation network and
identifies major hubs.

5.3 Quantitative Evaluation

For a more systematic and quantitative assessment of NOIs, we devise two means, (i)
comparing the constructed NOI to the geometry of a respective transportation network
and (ii) comparing the nodes of our NOI with a POI dataset to discover semantics in
terms of their type. This approach allows us to assess the similarity with respect to
the ground-truth network and to draw conclusions not only with respect to the spatial
accuracy of the result, but also the semantics of the nodes.

To compare networks we select all the nodes of the constructed network and identify
corresponding nodes in the ground-truth network by means of nearest-neighbor queries.
Using the OSM public transport data, we select for every hub of the Network of Interest
the nearest node in the OSM data. If the inferred nodes are close to the actual trans-
portation network nodes, then the constructed NOI closely relates to the transportation
network.

To discover the type of transportation a hub represents, e.g., bus, metro, tram and
railway, we again use OSM data. We apply reverse geocoding (identify POIs based on
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(a) London (bounding box: [50.60N, 0.50W],[52.00N, 1.25E])

(b) New York (bounding box: [40.54N, 74.10W],[40.92N, 73.70W])

Fig. 4. Networks of Interest
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coordinates) to relate OSM POIs to NOI locations. This then allows us to identify public
transportation nodes in our generated Network of Interest. The results are summarized
in Figure 5, which shows the degree of a node, i.e., the number of incoming and outgo-
ing links. In this case, we use the degree as an indicator for the importance of the node
and the fact that high-degree nodes were identified as transportation nodes allows us to
reason about the type of network we constructed. Identified transportation nodes (i.e.
bus, metro, etc) have higher degrees (> 20) when compared to other nodes with lower
degree (< 5).

In this experimentation, (i) nearest-neighbor queries evaluate the spatial accuracy of
the NOI, while (ii) the reverse geocoding assesses the semantics of the hubs. The higher

Table 2. Evaluation Summary

Nearest Neighbor Statistics Reverse Geocoding Statistics
Found Total Ratio % Found Total Ratio %

London 1389 1562 89 964 1562 62
New York 1423 1649 86 873 1649 53

(a) London

(b) New York

Fig. 5. Hubs Statistics
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the number of correctly constructed nodes, the higher also the quality of the network.
As shown in Table 2, transportation nodes are inferred with high accuracy. 89% of the
extracted hubs in London and 86% in New York are identified as transportation nodes
in the OSM ground-truth network. In the case of the reverse geocoding test, the ratios
are a bit lower due to the fact that the reverse geocoding service returns only POIs that
are located exactly or very closely to specific coordinates.

An overall sentiment of our experimentation could be that the network construction
process results in a Network of Interest that captures certain aspects of a public trans-
portation network. A core problem in such experimentation is that using social media
as a tracking data source to construct a network has the inherent challenge that no actual
ground-truth data is available to assess the quality of the result. Using in our case a pub-
lic transportation network allows us to show some similarities, however, the constructed
NOI could not be completely mapped (explained) by it as it represents a more complex
network whose characteristics cannot be captured by a single existing network dataset.
These concerns are also issues we want to address in future work.

6 Conclusions

Social media applications and their data have been used in a wide range of data mining
applications. However, to the best of our knowledge this work is the first to construct
a geosemantic Network of Interest using social media as a tracking data source. The
NOI construction algorithm is based on segmenting geocoded tweets and constructing
two separate network layers. A geometric and a semantic layer of a NOI are derived
and using network hubs, these layers are then fused to generate a Network of Interest.
Performing an experimental evaluation using two large-scale datasets, the algorithm
produces NOIs of considerable accuracy, which identify important transportation hubs
and capture portions of the respective public transport networks.

The directions for future work are to refine the NOI construction process and scal-
ing the algorithms and to use it for larger datasets and more complex NOIs. Here, we
will also have the opportunity to identify temporal aspects of the NOIs, e.g., transporta-
tion routes to and from the city, temporal variations, as well as characteristics of the
NOI graph itself (connected components). We are also in the process of applying the
proposed methods to mobile phone tracking data, a dataset that is “in between” GPS
tracking data and check-in data in terms of positional accuracy and sampling rate.
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Abstract. The availability of technology and tools enables the public to partic-
ipate in the collection, contribution, editing, and usage of geographic informa-
tion, a domain previously reserved for mapping agencies or companies. The data
of Volunteered Geographic Information (VGI) systems, such as OpenStreetMap
(OSM), is based on the availability of technology and participation of individuals.
However, this combination also implies quality issues related to the data: some
of the contributed entities can be assigned to wrong or implausible classes, due to
individual interpretation of the submitted data, or due to misunderstanding about
available classes. In this paper we propose two methods to check the integrity of
VGI data with respect to hierarchical consistency and classification plausibility.
These methods are based on constraint checking and machine learning methods.
They can be used to check the validity of data during contribution or at a later
stage for collaborative manual or automatic data correction.

1 Introduction

During the last decade, low-cost sensing devices like handheld GPS receivers or smart-
phones became available and accessible for many consumers. In the same period pow-
erful open GIS software and web technologies have been developed. The availability
of technology and tools enables the public to participate in the collection, contribution,
editing, and usage of geographic information, a domain previously reserved for map-
ping agencies or large organizations. Volunteered Geographic Information (VGI) [1],
the voluntary collection and contribution of geo-spatial data by interested individuals
became a large and vital movement. VGI projects like OpenStreetMap1 (OSM) result
in large scale data sets of geographic data covering many parts of the world. This new
way of geographic data production changed not only the way of data processing but
also applications and services built on it [2–4].

There exist a huge number of services based on e.g., OSM data, such as map providers,
trip advisers, navigation applications. Depending on the service, reliable data is neces-
sary. However, without coordinated action, the experience and training of experts, and
industrial grade sensing devices it is hard to guarantee data of homogeneous quality.

The absence of a clear classification system in, e.g., OSM, the ambiguous nature of
spatial entities, and the large number of users with diverse motivations and backgrounds

1 http://www.OpenStreetMap.org
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foster the generation of data of mixed quality. Whatever a body of water is a pond or a
lake, whatever a grassland is a meadow, natural reserve, a park, or a garden is not just a
question of a proper, crisp definition, but also a question of perception, conceptualiza-
tion, and cultural background. What is a pond somewhere, might be a lake in a different
environment, a river might be a creek or a stream. In addition to rather conceptual is-
sues, many contributed entities are incompletely classified or wrongly attributed due to
the open and loose attributation mechanism in OSM. As a result, a significant amount
of data is not correctly classified and can cause errors whenever they are addressed
by algorithms, such as rendering, analysis, or routing. This situation triggers questions
about the quality of VGI data, suitable mechanisms for guaranteeing and fostering high
quality contributions, and correcting problematic data.

Hence, it becomes increasingly important to analyze the heterogeneous quality of
VGI data. Several studies investigate the quality of VGI by applying geographic data
quality measures, such as feature completeness, positional accuracy, and attribute con-
sistency [5–7]. These approaches usually require using reference data sets to evaluate
the VGI data. However, these data sets are in many cases not available.

In this paper we present two approaches for analyzing the quality of VGI data: one
by constraint checking and one by machine learning, i.e., we are analyzing the avail-
able data only with respect to consistency and plausibility based on contributions them-
selves. The results can be used to re-classify existing data and to provide guidance and
recommendations for contributors during the contribution process. Recommendations
can be directly generated from the data source itself by analyzing the distribution of the
contributed feature in the surrounding area, thus the locality of entitles is preserved and
no global rules are applied to locally generated data.

2 Related Work

In VGI, contributors produce geographic information without necessarily being edu-
cated surveyors or cartographers. In open platforms such as OSM, the motivation for
contribution can be highly diverse, and the quality of contributions also depends on
the used equipments and methods. Thus, the combination of diverse educational back-
grounds, different views on required data and its quality, as well as technical constraints
lead to data of mixed quality. Hence, the assessment of VGI data quality became a focus
in VGI related research.

Quality of VGI data has various perspectives and notions: completeness, positional
accuracy, attribute consistency, logical consistency, and lineage [8]. The quality can
be assessed by basically three different methods: comparison with respect to reference
data, semantic analysis, and intrinsic data analysis.

One approach to assess the quality of VGI data is by means of a direct comparison
with reference data collected with a certain quality standards. The challenge of this
approach is to identify a robust mutual mapping function between the entities of both
data sets. In [6, 9] the authors are able to show a high overall positional accuracy of
OSM data in comparison with authoritative data. In terms of completeness, some studies
conclude that some areas are well mapped and complete relative to others. They also
show a tight relation between completeness and urbanization [9, 10].
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Different aspects have influence on the quality of VGI data, e.g., the combination
of loose contribution mechanisms, and the lack of strict mechanisms for checking the
integrity of new and existing data are major sources of the heterogeneous quality of
VGI data [11]. Amongst others, semantic inconsistency is one of the essential problems
of VGI data quality [12]. In [13] and [14] the authors present methods for improving the
semantic consistency of VGI. The analysis of semantic similarity is applied to enhance
the quality of VGI by suggesting tags and detecting outliers in existing data [13, 14], as
well as by ontological reasoning about the contributed information (e.g., [15]). Another
approach for tackling quality issues is the development of appropriate interfaces for the
data generation and submission. In [16, 17] the authors demonstrate that task-specific
interfaces support the generation of high quality data even under difficult conditions.

An alternative approach is evaluating the available data along three intrinsic dimen-
sions [8]:

– Crowdsourcing evaluation: the quality of data can be evaluated manually by means
of cooperative crowdsourcing techniques. In such an approach, the quality is en-
sured through checking and editing of objects by multiple contributors, e.g., by
joint data cleaning with gamification methods [18].

– Social measures: this approach focuses on the assessment of the contributors them-
selves as a proxy measure to the quality of their contributions. [6, 9] use the number
of contributors as a measure for data quality, [19] analyzes the individual activity,
[11] investigates positive and negative edits, [20] is researching fitness-for-purpose
of the contributed data.

– Geographic context: this approach is based on analyzing the geographic context of
contributed entities. This approach relates to Tobler’s first law of geography which
states that “all things are related, but nearby things are more related than distant
things” [21].

3 Managing Quality of VGI Data

A big challenge for VGI is the quality management of the contributed data because of
its multidimensional heterogeneity (knowledge and education, motivation for contribu-
tion, and technical equipment). The problem requires the development of tools advising
contributors during the entity creation process, but also to correct already existing data
of questionable quality. Amongst others, quality problems can be general accuracy is-
sues, geometric or topological constraint violations, hierarchical inconsistencies, and
wrong or incomplete classification. In this work we focus on hierarchical inconsisten-
cies and wrong or incomplete classification. Whenever we use the term “wrong” in our
study we mean the assignment of a potentially wrong class or tag to the respective en-
tity due to labeling ambiguity. “Wrong” entities will be detected by our classification
and consistency checking algorithms. This is only an indicator for a potential conflict.

In the case of OSM, it is known that the data set contains large amounts of prob-
lematic data (e.g., see Section 2). On the other hand, we can assume that a significantly
larger part of the data is of sufficient quality: the large amount of volunteers constantly
improving the data set and the large number of commercial applications built on top of
the data set are good indicators for it. Given that this rather unprovable statement is true,
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we can use the data itself for quality assessment by learning its properties and using the
results as an input for the processes described in our approach.

Figure 1 describes the two phase approach: in the Classification phase, we can either
apply machine learning algorithms to learn classifiers of the so far contributed data,
or we can define classification constraints the data has to satisfy. Some of the before
mentioned quality issues could be solved if at the point of data generation or contri-
bution the integrity with existing data is checked. Depending on the potential problem
to be addressed, different automatic approaches for satisfying inherent constraints are
available, e.g., [22].

Fig. 1. Proposed approaches to ensure VGI quality, see Section 3 for a detailed description

Hence, in the Consistency Checking phase we propose three approaches for checking
the consistency of the data: during Contribution Checking the contribution tool should
inform users during the contribution process about potentially problematic data based
on the generated classifier. Contributors can now consider the hints generated by the
system about an object and can take actions to correct it if necessary. After contribu-
tion, the new data can be used to train the classifier again (if checking is based on an
learning approach). Manual Checking should provide tools allowing the identification
of problematic entities in the existing data set. They can be presented to volunteers
for checking and correcting, ideally based on plausible suggestions. And finally, Auto-
matic Checking can correct obviously wrong data automatically, if the correction can
be computed without human assistance.
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4 Tackling Areal Consistency and Classification Plausibility

The majority of data quality studies focus on point-like or linear geographic entities,
such as points of interest or road networks (see Section 2). In this work we focus on
quality issues related to areal entities, that is extended geometric entities. Our methods
can be applied to entities of all possible scales, from very large administrative or natural
entities to rather small ones like buildings or park benches.

The focus of our work is the quality of the classification of the contributed data. We
are particularly interested in:

– Hierarchical consistency of administrative data: we check if administrative ele-
ments are used according to intrinsic, logical rules.

– Classification plausibility of areal entities: the correct classification of entities can
be difficult, especially when contributors are not aware of potential conflicts due to
similar concepts. Here we focus on ambiguity issues resulting from the availability
of two or more possible classification options of entities (e.g., park vs. garden vs.
grass).

Our study is build on OSM data. We will use notions typically used in the OSM
tagging scheme, such as: keys and values.

5 Hierarchical Consistency Analysis

Administrative boundaries are political geographic entities with a strict inherent struc-
ture, such as continents consist of countries, countries consisting of states and states
consisting of districts, etc. In OSM2 administrative boundaries are defined as subdivi-
sions of areas/territories/jurisdictions recognized by governments or other organiza-
tions for administrative purposes. Administrative boundaries range from large groups
of nation states right down to small administrative districts and suburbs, with an indi-
cation of this size/level of importance, given by tag “admin level” which takes a value
from 1 to 10. However, as countries can have different administrative partitioning, some
levels might not be applicable or the classification schema may not be sufficient. In this
case it can be extended to 11 levels (e.g., in Germany and Netherlands).

Typically, administrative boundaries around administrative Units U are structured
such that every administrative unit typically belongs to one administrative level of 1 to
11 (exceptions are, e.g., city states):

∀u ∈ Ui where 1 ≤ i ≤ 11 (1)

Each administrative unit where i > 1 is contained in an administrative unit of a
higher level; all together the contained units exhaustively cover the territory of the con-
taining unit:

∀ua ∈ Ui>1, ∃ub ∈ Uj>i : ua ⊂ ub (2)

Administrative units on one level can share borders but do not intersect each other:

∀Uj , Uk ⊂ Ui : Uj ∩ Uk = ∅ (3)

2 http://wiki.openstreetmap.org/wiki/Key:admin level#admin level

http://wiki.openstreetmap.org/wiki/Key:admin_level#admin_level
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However, there are exceptions from this strict hierarchy, such as exclaves, enclaves,
city states, or embassies. Still, the vast majority of administrative units follow a clear
and exhaustive hierarchical ordering. This allows checking the integrity of the available
administrative data in OSM by checking the following type of outliers:

– Duplication: in the case of duplication, entities belong to two or more different
administrative units. See Figure 2(a).

– Inconsistency: hierarchical inconsistency occurs when entities of higher adminis-
trative units are contained in units of lower levels or the same level. See Figure 2(b)

– Incorrect Values: incorrect values occur throughout the OSM data set, probably
due to the import from different classification schemes. Typically the value of ad-
min level tag is not a numerical value between 1–11.

(a) Duplication (b) Inconsistency

Fig. 2. Incorrect classification plausibility (Duplication & Inconsistency). In a) a part of Bremen
city is within Bremerhaven, in b) units on level 11 contain elements of level 8 and 9.

5.1 Consistency Analysis Results and Discussion

We applied the consistency rules on the complete OSM data set downloaded at January
20th, 2014. At the time of analysis, the OSM data contained 259,667 geographic enti-
ties classified as administrative units (admin level = value). 24,410 entities, thus about
10% of all administrative units contained problematic assignments, see Figure 3. We
identified 14,842 duplications, 9,305 inconsistencies and 263 incorrect values.

Figure 2(a) illustrates an example for duplication: a part of the administrative unit
representing Bremen city, is part of another unit representing Bremerhaven city. Fig-
ure 2(b) shows an instance of inconsistency: some administrative units of level 8 and 9
are contained by administrative units of level 11.

Of course, not all of the 24,410 detections represent wrong data, some cases al-
ready represent the mentioned special cases, some inconsistencies might be detected
due to incomplete presence of administrative hierarchies. However, a plausibility check
as sketched in Section 3 would draw the attention of the contributor towards potential
errors.
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Fig. 3. Distribution of potentially incorrect hierarchical classification of administrative units

6 Classification Plausibility Analysis

When users contribute data to OSM, they have a large range of possibilities to classify
the data. In some cases classifying entities is not straightforward; depending on the per-
spective of the contributor different possible classes may be applicable. A water body
can still be a pond or already be a lake, the grass covered area can be a park, a garden,
meadow or grassland. In many cases there is no definite answer, especially as in OSM
there is no explicit classification system, just recommendations. However, utilizing spa-
tial data requires homogeneous handling of data of identical concepts. Only if the same
type of entities are identically classified, algorithms can access them properly for anal-
ysis, rendering, or reasoning. However, in many cases users contribute data with wrong
classifications either due to conceptual ambiguity or due to a different understanding of
the available concepts.

In this work we exemplify our approach on analyzing classification plausibility of
entities, which are classified either as park or garden. We chose these classes as they
are good examples for classification ambiguity: within OSM, parks and gardens lack
a clear definition distinguishing them. Thus, contributions of these features mainly de-
pend on individual conceptualizations. Many entities are obviously not correctly classi-
fied when we inspected them with a commonsense understanding of parks and gardens.
Typically parks are public, accessible areas of a cultivated nature. Gardens, in contrast
are typically private areas also featured with cultivated nature. However, one large dif-
ference of both entities is not only their infrastructural containments, but also their size:
parks are usually significantly larger than gardens. As usual when it comes to geospatial
reality, we can observe everything such as large public gardens or small parks. How-
ever, the vast majority of gardens and parks follow this vague classification (see Fig-
ure 6 for a support of this statement), especially relative to entities in their surrounding
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(parks and gardens can have significantly different dimensions in different areas of the
world, usually correlated to the available territory in relation to the population). In the
following we analyzed entities classified with the tags leisure=park and leisure=garden.

6.1 Classification Learning to Ensure VGI Quality

Due to the large amount of data in OSM, it is possible to apply machine learning tech-
niques to tackle data quality issues. Machine learning algorithms can learn from existing
data and extract implicit knowledge to build a classifier. Then such a classifier can be
used for ensuring the quality as sketched in Figure 1, either during contribution or by
applying on already existing data. In our approach learning the classifier on the con-
tributed data is used to predict the correct class of an entity (i.e. park or garden in our
example). This is done in two steps: a learning or training step, and a validation step.

In the first step our system learns a classifier based on the properties of pre-classified
entities of a training set [23, 24]. In this work, the training set consists of entities rep-
resenting parks and gardens, Dtrain = (E1, E2, ..., En), where each Entity E is repre-
sented by a set of features (such as: size, location ...etc.) and is assigned to a class C (i.e.
park or garden), E = (F1, F2, ..., C). This step tries to identify a function, f(E) = C
to predict the class C of a given entity E.

In the second step the generated classifier is used for classification: we apply it on
a test set to measure the accuracy of the classifier. The test set only contains entities
not used for training. The classifier performance is evaluated according to classification
accuracy on the test entities [23, 24].

6.2 Experiments and Setup

As described previously, we focus on classification plausibility in case of similarly ap-
plicable classes, in our case parks (leisure = park) and gardens (leisure = garden). We
use data from Germany, the United Kingdom (UK), and Austria. According to [6, 9],
OSM data is of acceptable quality in Germany and the UK. In our study we use data
downloaded on December 20th, 2013.

We selected data from the ten densest (population/area) cities of each country. Fig-
ure 4 shows the selected cities and the present number of parks and gardens within each
city. We decided to use cities as spatial units, as they define graspable spatial regions.
In our experiments we follow the locality assumption of Tobler’s first law of geogra-
phy: different cities in the same country might have a closer understanding of parks
and gardens than cities of different countries. Thus, it will be more likely to produce
meaningful results if we apply a learned classifier from one city on the data of another
city in the same country. Learning areal properties in Hong Kong and applying them on
data of Perth/Australia might not be valid due to the size of the available territory. The
same holds for the idea of learning global parameters for parks and gardens — spatial
entities have a strong grounding in local culture and history of a particular country, ap-
plying global rules on local data will lead in many cases to wrong classifications due to
different local concepts.

In the following we learned the classifiers of 10 cities per country, and applied
them mutually to every other city. By assessing the classification accuracy, this method
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Fig. 4. Number of Parks and Gardens within the selected data set

allows identifying the most accurate classifiers for a city, and the identification of biased
classifiers due to biased or ambiguous classification practices within specific cities.

In our study we applied a straightforward approach to distinguish between parks
and gardens: we compared their size. Size is not probably enough to reliably distin-
guish between gardens and parks, especially if we consider other related classes such as
meadows or grassland. When we have a closer look into how the classes are populated,
we can see that the distribution can be rather clear, as it is, e.g., the case in Birmingham
(see Figure 5(a)). There are also places with a less clear separation, e.g., the case of
London (see Figure 5(b)), where parks and gardens seem to have a large conceptual
overlap. However, our intention behind choosing the area is to detect incorrect classi-
fication at a very early point of contribution, when no other features are yet provided.
Confronted with an “early-warning,” users can reconsider the class they selected and
modify it if required. However, especially a review of the existing data, as suggested in
Section 3, can be fed by such a classifier. Figure 6 shows the mean areas of parks and
gardens. It clearly shows that the areas per class are generally distinct and can be used
to distinguish between entities of the two classes.

Feature Selection. The areas of each class have a specific distribution in each city.
Figure 6 shows that parks are more likely to be large (i.e., tens of thousands to millions
sqm), while gardens are more likely to cover rather smaller areas (i.e., a few sqm to a
few thousands sqm). Although there are rare cases (i.e. Royal Botanic Gardens in the
UK about one million sqm, however, they can be considered to be parks) corrupting
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Fig. 5. Distribution of parks and gardens areas in London and Birmingham

the distribution; the majority of entities follow a common distribution. This distribution
might also be similar in other cities, even if the data does not reflect it. By learning
these distributions, we can distinguish between parks and gardens, and apply the learned
classifiers to other cities and check the existing data or to guide contributors during the
contribution process.

Classifier Training. Building a classifier basically can be done using Eager Learning
(EL) or Lazy Learning (LL). In EL a training set is used to build a complete classi-
fier before receiving any test entities. Bayesian classification, support vector machines
(SVM), neural network (NN), and decision trees are examples for EL algorithms. In
LL, generalization beyond the training data is delayed until a query is made to the sys-
tem. K-nearest neighbors (KNN) and case based reasoning (CBR) are examples of lazy
learning [23, 24]. In OSM a set of pre-classified entities is already stored, and the clas-
sification process is performed on new entities at contribution time. The new entity is
classified based on similarity to existing entities. Hence, it is a good idea to follow the
lazy learning paradigm to develop a classifier.

We decided to use KNN [25, 26] for building a classifier. KNN classifies entities
based on closest training examples. It works as follows: the unclassified entity is classi-
fied by checking the K nearest classified neighbors. The similarity between the unclas-
sified entity and the training set is calculated by a similarity measure, such as Euclidean
distance.

Classifier Validation. During the validation process we use independent data sets for
training and testing or we use the same data set for mutually applied classifiers (with
this method, we evaluate if a classifier from a different city can be applied to another
city). In the latter case, we use K-fold cross validation (CV) [27] to show the validity
of our classification. In CV a training set is divided into K disjointed equal sets, where
each set has roughly the same class distribution. Then the classifier is trained K times3,
and each time a different set is used as a test set. Afterwards the performance of the

3 5 and 10 are recommended values for K.
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Fig. 6. Mean area size of parks and gardens for the selected data set

classifier is measured as the average of developed classifiers [27]. We build classifiers
for each city in a country. The results can be inspected in Tables 1, 2 and 3. The rows of
the tables represent the accuracies of different classifiers for the data of each city as a
test set. These classifiers were generated based on the data of other cities as training sets
and are represented in the columns. The last column “Class. Acc.” shows the average
classification accuracy of parks and gardens within each city based on the top three
classifiers (italic red values).

Classifier Assessment. Depending on just one training and test set might result in bi-
ased classifiers. Furthermore, we aim to detect possible incorrect classifications based
on the similarity between cities within the same country. Thus, we build mutual clas-
sifiers between cities at the same country. One challenge is to assess the classifier per-
formance. The accuracy of a classifier applied on a given test set is expressed by the
percentage of correctly classified entities (please see the next section for a deeper dis-
cussion on the measurability of the results). However, in some cases accuracies are
biased due to overfitting or underfitting [23, 24]. A reason can be unbalanced popula-
tion of the training or the test set. This happens for instance when the classifiers created
from Liverpool or Manchester are applied on the Birmingham data (see Table 2). The
Receiver Operation Characteristics (ROC) curve is a useful measure to asses the perfor-
mance of classifiers. The ROC curve represents the relative trade-off between benefits
and costs of the classifier. In particular the Area Under the ROC Curve (AUC) is a use-
ful measure to asses a classifier. The closer the value of a AUC is to 1, the higher its
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Table 1. Classification accuracy for parks and gardens of cities in Germany
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Berlin 80.43 76.78 76.23 72.25 74.07 82.03 56.44 79.38 78.94 82.2 75.23
Bremen 71.93 72.28 70.18 70.18 69.12 72.28 59.30 72.98 71.23 71.93 71.70
Dortmund 54.14 55.79 83.31 82.26 82.41 32.93 76.84 81.05 76.84 32.93 82.26
Dusseldorf 43.59 59.08 85.74 91.38 91.18 19.69 86.36 87.28 78.26 19.69 89.95
Essen 77.44 71.95 79.27 79.88 82.32 75.00 66.16 80.49 78.35 75.00 80.69
Frankfurt 89.68 79.13 75.00 62.39 65.37 92.66 47.94 78.67 78.21 92.89 88.07
Hamburg 54.15 55.87 59.03 61.27 61.76 51.69 61.06 58.97 57.90 51.79 61.36
Cologne 78.13 79.09 81.49 80.05 80.05 77.16 66.35 80.53 80.29 77.16 80.13
Munchen 72.50 71.02 79.37 77.90 79.17 69.16 62.48 78.49 78.88 69.25 78.65
Stuttgart 93.58 74.33 80.75 65.24 67.38 94.65 54.01 74.33 78.61 94.65 76.11

Table 2. Classification accuracy for parks and gardens of cities in the UK
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Birmingham 99.73 0.99 70.03 92.65 90.79 92.67 0.94 69.27 1.29 94.73 92.73
Bradford 59.49 84.81 73.42 54.43 67.09 70.25 84.81 74.68 81.65 68.99 72.78
Bristol 72.73 79.55 78.64 67.27 75.91 79.09 79.55 76.82 79.55 81.82 78.03
Edinburgh 65.23 44.44 59.14 59.32 63.26 63.26 44.62 59.50 51.61 60.75 60.63
Glasgow 74.30 45.55 67.18 70.23 69.72 73.03 45.80 67.94 61.07 69.97 71.76
Leeds 75.96 57.87 72.34 70.43 77.45 75.96 58.09 73.40 58.94 77.66 77.02
Liverpool 86.05 89.53 88.37 80.23 87.21 89.53 89.53 87.21 89.53 90.70 87.60
London 68.26 64.88 72.51 66.77 72.02 72.22 65.05 73.03 68.12 72.83 72.63
Manchester 67.38 92.20 80.85 63.83 73.05 78.01 92.20 79.43 91.49 79.43 73.29
Sheffield 71.55 72.41 78.88 70.26 74.14 77.59 72.41 73.71 73.71 78.02 75.72

performance. Good classifiers should have AUC value between 0.5 and 1 [28]. Tables 1,
2, and 3 represent the accuracies of the generated classifiers, while AUC measures are
dropped due to space restrictions. A combination of accuracy and AUC is used to deter-
mine the classification accuracy of parks and gardens for each city. We select the three
top classifiers with the highest AUC measures (italic red values), and neglect biased
classifiers with AUC less than or equal 0.5 (blue values). The classification accuracy is
measured on the basis of the average accuracy.
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Table 3. Classification accuracy for parks and gardens of cities in Austria
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Dornbirn 100 84.62 84.62 84.62 23.08 53.85 84.62 76.92 15.38 76.92 82.05
Graz 63.06 77.71 64.33 77.71 31.85 68.15 77.71 74.52 35.03 60.51 51.59
Innsbruck 80.19 66.04 83.02 66.04 52.83 50.94 66.04 66.98 47.17 47.17 67.30
Klagenfurt 72.13 73.77 70.49 70.49 31.15 62.30 73.77 75.41 47.54 49.18 65.57
Linz 41.52 34.66 43.32 34.66 62.09 37.91 34.66 38.63 61.01 40.07 48.01
Salzburg 56.60 67.92 59.43 67.92 39.62 70.75 67.92 64.15 42.45 58.49 60.38
St. Pölten 100 100 100 100 25.00 80.00 100 95.00 30.00 55.00 X
Vienna 59.39 70.36 58.45 70.36 38.93 62.10 70.36 68.28 37.50 61.86 65.69
Vilach 34.29 31.43 34.29 31.43 68.57 48.57 31.43 31.43 77.14 22.86 59.02
Wels 56.25 56.25 56.25 56.25 31.25 56.25 56.25 50.00 50.00 37.50 56.25

Results Discussion. Our results show that the cities in Germany and the UK have a
classification accuracy from 70% to 90% for parks and gardens (see Tables 1 and 2).
This means, according to our generated classifiers and their mutual application in other
cities, about 10% to 30% of all analyzed entities within each city might be incorrectly
classified. In Austria (see Table 3) we achieve poorer results. This might be due to the
relative low number of entities in the available data set, or to already existing classi-
fication problems. In some of the cities, e.g., St. Pölten only one class of entities is
available or predominant and causes the classifier to be highly biased and practically
unusable (see Figure 4 and Table 3).

Of course, the classification results have to be interpreted with care. In none of the
selected data sets, we had a qualified reference data set of known good quality. We
selected the data sets as they were, and tried to identify two size classes within them: one
for gardens and one for parks. In most cities we could identify good classifiers, however,
their accuracies are not verifiable to full extend. As we have no clear ground truth,
we cannot claim the correctness of the classifiers. With our approach we were able to
identify a large set of entities worth looking at again. All samples we inspected showed
clear evidence for entities that have been classified in an inappropriate way: “parks”
around residential buildings in residential areas, as well as “gardens” with typical park
facilities such as ways, playgrounds, or larger water bodies.

Although these samples were randomly chosen, they showed indicators for the va-
lidity of our approach. There are other evidences about that our results point in the
right direction. In April 2014 we reviewed all entities that were detected as outliers
in this paper. Of the originally 24,410 detected conflicts of the hierarchy consistency
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analysis (see Section 5) 10,635 entities had been already corrected or removed by the
OSM community. Thus, in about 40% our approach pointed to entities identified as in-
correct by crowdsourcing reviewers. The classification plausibility analysis resulted in
2,023 problematic entities in Germany, 2,516 in the UK, and 1,062 in Austria. About
8% of the German entities, 8% of the UK entities, and 11% of the Austrian entities
have been revised since then. It is necessary to state that they have been revised without
explicitly pointing to them. An appropriate infrastructure, e.g., a website or a gami-
fied entity checker, can help to point users to the detected entities and revise them if
necessary.

Also, the developed a very simple classifiers. If we want to successfully distinguish
more than two classes, we need to consider more features than just size, thus we have
to learn, e.g., typically contained or surrounding features of entities. By applying the
approach as discussed in Section 3, we can select the detected entities and present them
in a crowdsourcing manner to volunteers for inspection. The potentially re-classified
entities could be used for rebuilding the classifier with clearer evidence.

7 Conclusion and Future Work

In this work we propose a new approach to manage the quality of VGI data during
contribution, and on the existing data set manually or automatically. We presented two
approaches to tackle VGI quality. We mainly focused on the problem of potentially
wrong classifications that might lead to heterogeneous data quality. We developed two
methods to tackle hierarchical consistency and classification issues based on ambiguity
of potential entity classes.

With our first method, constraint based checking of hierarchical elements, we are
able to detect all inconsistencies in the existing OpenStreetMap data set. With our
second method, we can identify potentially wrong areal classifications in the Open-
StreetMap data set by learning classifiers of different entity classes. The results show
that we can identify a large number of existing problems in OSM data with both ap-
proaches. These detected conflicts could be presented to voluntary users to validate
the entities’ class, potentially based on suggestions generated along with it. For more
complex classifiers being able to detect multiple possible classes, like, e.g., the “green
areas” on a map (parks, gardens, meadow, grassland, scrub, etc.) we need to develop
meaningful classifiers considering sets of features to be learned. We also need to think
about appropriate ways to implement the proposed quality assurance methods, e.g., by
means of gamification of user-based validation of the detect problematic data.
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Re-Envisioning Data Description
Using Peirce’s Pragmatics

Mark Gahegan and Benjamin Adams
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Abstract. Given the growth in geographical data production, and the various
mandates to make sharing of data a priority, there is a pressing need to facilitate
the appropriate uptake and reuse of geographical data. However, describing the
meaning and quality of data and thus finding data to fit a specific need remain
as open problems, despite much research on these themes over many years. We
have strong metadata standards for describing facts about data, and ontologies to
describe semantic relationships among data, but these do not yet provide a viable
basis on which to describe and share data reliably. We contend that one reason for
this is the highly contextual and situated nature of geographic data, something that
current models do not capture well — and yet they could. We show in this paper
that a reconceptualization of geographical information in terms of Peirce’s Prag-
matics (specifically firstness, secondness and thirdness) can provide the necessary
modeling power for representing situations of data use and data production, and
for recognizing that we do not all see and understand in the same way. This in turn
provides additional dimensions by which intentions and purpose can be brought
into the representation of geographical data. Doing so does not solve all prob-
lems related to sharing meaning, but it gives us more to work with. Practically
speaking, enlarging the focus from data model descriptions to descriptions of the
pragmatics of the data — community, task, and domain semantics — allows us to
describe the how, who, and why of data. These pragmatics offer a mechanism to
differentiate between the perceived meanings of data as seen by different users,
specifically in our examples herein between producers and consumers. Formally,
we propose a generative graphical model for geographic data production through
pragmatic description spaces and a pragmatic data description relation. As a sim-
ple demonstration of viability, we also show how this model can be used to learn
knowledge about the community, the tasks undertaken, and even domain cate-
gories, from text descriptions of data and use-cases that are currently available.
We show that the knowledge we gain can be used to improve our ability to find
fit-for-purpose data.

1 Rethinking the Way we Describe Geographic Data

Our efforts to create better geographic data models and communicate richer data
descriptions have led to very fruitful avenues of research, such as the representation of
semantics, the visualization of uncertainty, the propagation of error, and others
[43,18,41,26,21,28]. The era of volunteered geographic information (VGI) further com-
plicates the picture with new challenges for understanding spatial data meaning, accu-
racy, and quality [19,1]. Research to date may allow us to describe the quality

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 142–158, 2014.
c© Springer International Publishing Switzerland 2014
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(or perhaps even the semantics) of a single dataset, with effort, but we cannot prop-
agate — with suitable modification — this information into derived products. Thus the
onus remains firmly on the data producer to document quality and meaning of every
new dataset. This has never been sustainable; most datasets do not have comprehensive
quality information at the level of sophistication that consumers need. It is even less
sustainable in the era of VGI and mash-ups, where more data is combined in hitherto
unanticipated ways than ever before.

Furthermore, there is a real danger that all these different research strands have
moved us further away from the actual problem, of describing these important aspects
of data in an integrated and combinable manner, for example so that they can be used to-
gether in a query to find useful data. Without a way to bring these threads back together,
our fruitful research avenues are in danger of becoming cul-de-sacs. Our approach to
modeling geographic data is drastically in need of an overhaul.

Finally, as a community, we have been guilty of concentrating too heavily on the
perspective of the data producer: describing “facts” about data, but not acknowledging
the tacit world-view that can render these “facts” true and useful (or not) within a given
context. Knowing which “facts” remain true when the context is changed, and also
which facts remain relevant are both key to describing geographical data better. We
term this idea the pragmatics of data, after Peirce [32].

1.1 An Alternative Approach

We suggest the following five propositions offer an alternative way forward:

1. We do not know what the eventual user will need to know about the data they wish
to use, and we cannot know, in advance, the likely utility of any of the descriptions we
may strive to add as data producers (such as ontologies, workflows, and accuracy as-
sessments). And despite the huge volume of work published on conceptual geographic
data models1, we are no closer to knowing which ones have lasting value. We need em-
pirical evidence, not more rhetoric, to produce a better model.

2. Consequently, we deliberately move away from the search for a single, definitive
conceptual model of geographical data, and propose instead a meta-model where we
can evaluate the actual utility of various forms of descriptions, from the perspective of
specific tasks and research needs, using evidence gathered from actual use-cases.

3. We propose this simple meta-model as a set of description spaces, each comprised
as “facets,” that represent themes that we believe may have utility — but we do not
claim that these are either necessary or sufficient — they are rather a place to begin.
Within these facets we measure compliance to some kind of desired “optimal” state —
as simply as we can (see section 2). Again, we make no claim that these facets are right,
rather that they may prove to be useful under evaluation and (hopefully) that they are
simple enough to be assigned and read with ease.

4. We broaden the scope of data description to consider the perspective of the data con-
sumer. So we begin by asking: “What kinds of things might a consumer of the data
want to know?” Rather than: “What kinds of things might a producer of the data be

1 Including work published by the authors of this paper!
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persuaded to say?” Furthermore, current approaches emphasize the where, when, and
what aspects of data, with various degrees of success and completeness, but often leave
aside the deeper questions of who, how, and why. These questions carry much meaning
for a potential consumer of the information (they speak to reputation, quality, and moti-
vation). We believe there are aspects of these deeper questions that can be captured that
allow us to start framing more practical (and answerable) questions that often substitute
for deeper ontological and epistemological questions: e.g., “for what task did you make
this data?” can act as a surrogate for: “what does this data mean to you?” or “which
organization produced the data?’ may in some circumstances substitute for “what is
the likely quality of the data?” These substitutions are certainly not perfect, but in a
Bayesian sense they are better than nothing; and what’s more, we can readily compute
the degree to which they help elucidate the pragmatics we seek, as we show in Section 4.

5. The benefits of such an approach are many: (i) descriptive facets can be added or
retracted according to need; (ii) the system could learn over time which kinds of data
descriptions are most useful, so that data producers can focus their efforts when creating
time-consuming data descriptions; (iii) multiple perspectives onto the meaning and use
of data can be supported concurrently — allowing for the natural fact that we do not all
see the world in the same way; (iv) shifting the emphasis from producing more metadata
to learning from use-cases lifts an unmanageable burden from the data producers; (v)
the conceptual model is not now a fixed thing, but can grow or change as new needs
arise, as we learn more about which facets offer the most useful descriptions of data, or
as new computational technologies provide us with additional descriptive facets.

The following are some of the many important facets to describe, though of course
not an exhaustive list:

– Data Model: What/when/where is it?
• Spatio-temporal Frameworks (spatio-temporal schema & semantics)
• Attribute Schema & Semantics

– Process: How was it made and thus how confident are we in it?
• Quality (Accuracy & Uncertainty)
• Provenance (lineage)

– Community: Who can/should use it? Why was it made?
• Motivation
• Access and licensing
• Authority (Governance & Trustworthiness)

1.2 Background

The description of geographic data into distinct spatial, temporal, and thematic compo-
nents (where, when, and what) pre-dates modern geographic information systems and
goes back at least to Berry’s geographic matrix [3]. This matrix has formed the basis
for much of the conceptual modeling surrounding geographic data into logical systems
for representing geographic units [17]. Conceptual modeling in GIScience has looked
at many dimensions of geographic and spatial information, including the object/field
distinction, spatial relations, temporal relations [27,33,45]. Representation of the se-
mantics of attributes using object-oriented databases and formal semantics continues to
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be an active area of GIScience research [11,10,24]. However, by ignoring how, who,
and why these models (explicitly or implicitly) take either an exclusive producer’s view
on what the data means, or attempt to describe a universal view; in either case without
situatedness, or context. When context has been studied it has been operationalized in
terms of weights on attributes for semantic similarity measurement — not in terms of
process and community [36,39,23]. But we need this situatedness to allow us to dif-
ferentiate between the perspectives that naturally arise with a community, for example
between of the producer of the data and the eventual consumers, particularly the unex-
pected consumers [14].

Philosophical Foundations: Peirce’s Firstness, Secondness, and Thirdness. The
representation of the situatedness of information is a natural consequence of acknowl-
edging that we do not all see things the same, or that meaning and utility can depend
on the situation at hand. C.S. Peirce [32] first proposed such a model, broadly based on
semiotics, to demonstrate how signs are created and interpreted in communication.

Peirce’s notion of sign was broad enough to include situations, contexts, propo-
sitions . . . and their expression in any language, including English and logic.
His notion of ground is crucial: it acknowledges that some agent’s purpose, in-
tention, or “conception” is essential for determining the scope of a situation or
context.[44]

In Peirce’s pragmatics, firstness refers to a concept that remains constant when
viewed from different points of view; it simply “is,” and requires no qualification. An
example might be the fact that a city’s population is 1.5 million people. Firstness could
also include the thematic aspects of the data as articulated in the attribute fields of the
data. Similarity of features based on geometry and much of the semantic similarity mea-
surement work done in geosemantics falls under this category [38,39,23]. Databases and
GISystems are well equipped for representing this kind of information.

Secondness. refers to concepts that require further description or explanation via first-
order relations to other concepts, but without the need for further interpretation or
qualification. For geographic data this means the relationships to scientific conceptual
knowledge that informs the data, such as: the tasks and scientific processes that con-
sume or produce the data or the semantic commitments of the domain knowledge. For
example, a city is a kind of settlement, or a city is bigger than a town. Similarity based
on secondness is the similarity of tasks and domain knowledge during acts of produc-
tion and use of the data. Ontologies and workflows represent this kind of information
well.

Thirdness. adds a qualifier: two things are brought into relation only within the context
of a third (i.e., relations of relations). In the case of data, thirdness can, for example,
represent the community of people who accept as true a certain set of attribute values
and semantic commitments (statements of firstness and secondness, respectively). For
example, a concept that only has relevance or acceptance among a specific group, such
as provisioning services, which is a notion accepted by scientists studying ecosystem
services but not widely accepted by other ecologists. Thirdness forms the basis of prag-
matic reasoning, that data and relationships may not be true in all circumstances or to all
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participants, but may require interpretation in the light of experience or within a given
situation. Thirdness measures of similarity are almost always overlooked but can prove
valuable if one wants to find data that match community constraints. For example, data
that fulfills a community’s usage or personalizing data search based on matching user
profiles [8,6].

Note that firstness, secondness, and thirdness are not necessarily fixed; at some time
we may wish to assert a “fact,” at other times we may challenge the same fact and
wish to explore its foundation, or decide that it only applies within a specific context.
Importantly, the nexus of interactions between community, scientific knowledge, and
data can be examined from different perspectives [15,34]. Here we have focused on
data as the immediate subject and looked at relations to that data. If we had taken the
data producer as the subject, then firstness similarity would refer to qualities of the
producer and the data could be modeled via thirdness relations that provide insight to
the likely domain expertise of the producers.

2 Four Description Spaces: Data, Domain, Task, and Community

Here we propose a simple model for the pragmatic description of data that moves from
community to task to scientific domain knowledge to data description, or visa versa.
These four aspects of the pragmatics of geographic data provide a more complete con-
text for understanding the meaning of data, or the fitness of data for various purposes,
because they describe knowledge of community and knowledge of the underlying sci-
ence along with the semantics and schemata of the data.

Using Peirce’s categories as a guide we present a theory for comparing the similarity
of geographic data based on firstness, secondness, and thirdness measures over these
description spaces. We conceive of these spaces as having similarity metrics because
that will allow us to define aspects of community, domain knowledge, task, and data
as compact regions in the spaces. The similarity metric for the space can be defined
in terms of categorical or set-theoretic similarity over a knowledge graph, such as a
description logic ontology, or any of many other similarity strategies [13].

The important point is that each of these spaces has a number of facets that allow
us to reason about the similarity of the instances in those spaces. The facets provide
constraints by which we can match queries for data from a data consumer to the data
objects that have been created by a producer in a potentially very different context.
The facets can be as simple or as complex as needed, experience suggests that simpler
is better because some descriptive information is better than none (because it is too
demanding to supply). In our example below, simple ordinal statements implying a
greater level of compliance to some agreed set of information goals might be a practical
and useful approach for many tasks, although other approaches may be equally valid
[7]. Table 1 lists two sample dimensions or facets for each of the four spaces we have
described, which can be used to make compliance judgments for data to determine
for example if it is fit-for-purpose. Each statement represents a progressively deeper
commitment towards some ideal, and subsumes the previous commitments.

Figure 1 illustrates how two datasets can be represented across these spaces. The first
dataset, represented by o, is historical monitoring data about water wells and aquifers
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Table 1. This table shows eight ordinal facets that can be used to reason about compliance of data
based on four pragmatic spaces

Community

Data Standing
0. No information
1. Intent behind the data is known (implies an understanding of the purpose beyond some threshold)
2. Data originates from a reputable source (implies community aspects are known beyond some threshold)
3. Peer review and repeated use has verified utility and quality of the data
4. Authoritative data source endorsed by community

Data Licensing and Openness
0. No information
1. Author publishes a link to the data
2. Data license and reuse terms are known and published with the data
3. Data is available via persistent URI
4. Data is registered with an open SDI or similar cataloging service

Task

Process / Workflow
0. No information
1. Some aspects of the task can be inferred from knowledge of the community (and/or the data)
2. A clear description of the task is provided as text
3. A formal description of the task is provided (such as via a task or application ontology)
4. A full, repeatable workflow and associated data are provided, that allow the task outcomes to be repeated

Intention
0. No information
1. Some aspects of the intent can be inferred from knowledge of the community (and/or the data)
2. Clear text statement of intent or scientific goals behind the task
3. Description of intention using a controlled vocabulary
4. Detailed description of meta-level science model

Domain Semantics

Formality of domain semantics
0. No information
1. Informal concept maps of domain are provided
2. Controlled vocabularies used to describe data
3. Lightweight (Web) Semantic schema and SPARQL end points provided
4. Uses appropriate domain ontologies to describe semantics

Completeness of domain semantics
0. No information
1. Upper-level domain ontology for broad concepts (such as SWEET) [35]
2. Anchored into top-level ontology (such as Dolce) [16]
3. Detailed domain ontology (such as GeoSciML) [40]

Data Syntax and Attributional Semantics

Data Schema
0. No information
1. Spatial data correctly geo-registers (we know the projection, coordinate system, etc.)
2. Attribute schema is published and correct (we can actually parse the data content!)
3. Data is published using relevant (open) standards

Metadata (beyond data schema)
0. No information
1. A minimal metadata standard is met
2. Full metadata is provided using relevant open standards.
3. Validated account of data collection and interpretation process is available (such as a geological field manual for a mapsheet)

made available as part of the National Groundwater database (NGWD) by Natural
Resources Canada’s Earth Sciences Sector Groundwater program.2 In the community
space this dataset is at the higher end of both dimensions as it is an authoritative source
and it is registered and made available on an official website. In the task space it scores
a 1 on the process/workflow dimension as some aspects of the data collection process
can be inferred from the data. It scores a 2 on the intention dimension because there are
clear descriptions of important uses of the data on the Environment Canada website.
Along the domain semantics dimensions it scores highly, because the concepts are de-

2 http://ngwd-bdnes.cits.nrcan.gc.ca/service/api ngwds:def/en/
presentation.html

http://ngwd-bdnes.cits.nrcan.gc.ca/service/api_ngwds:def/en/presentation.html
http://ngwd-bdnes.cits.nrcan.gc.ca/service/api_ngwds:def/en/presentation.html
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Fig. 1. Four domains of pragmatic and semantic description with example ordinal dimensions
for reasoning about compliance. The o represents a dataset from NGWD and the x represents a
dataset collected by the LTER network.

scribed using the GroundWater Markup Language (GWML) specification, an extension
to GeoSciML [5]. Finally, it scores a 3 in the data schema dimension, because the data is
easily parsed and linked to OGC open data standards, and it scores a 2 on the metadata
dimension because the data attributes are fully described in the metadata.

The second example, represented by x, is a sample dataset of temperature and snow
density data collected by a member of the Long Term Ecological Research (LTER)
network [22]. The data originates from a reputable source (LTER), so scores 2 on data
standing and is made freely available on the DataONE data network with DOI (knb-
lter-nwt.34.8), so scores a 4 on the data licensing and openness [30]. It scores
a 2 on both process/workflow and intention dimensions because the task and scientific
goals are both clearly presented in the abstract associated with the dataset. It scores
a 1 on the formality of domain semantics dimension because it is aligned with the
LTER controlled vocabulary, but scores a 0 on completeness of domain semantics as
that controlled vocabulary is described in SKOS, not a formal ontology. The geographic
data schema correctly registers to WGS 84 coordinate system, so scores 1 on the data
schema dimension. The attribute metadata dimension scores 2, because the metadata is
described using the Ecological Metadata Language (EML) [12].

3 Generative Model for Geographic Data Creation

One goal of describing a model of geographic data semantics and pragmatics is to pro-
vide a mechanism to find data that are fit-for-purpose. The examples that follow assume
this goal. From our point of view, we approach this goal by creating a representation of
the communication act (both intentional and by implication) that is occurring between
the producers and consumers of the data. This can be modeled using a graphical rep-
resentation, as sets of relations. The generative process is illustrated in Figure 2 and
demonstrates how a consumer and producer are indirectly linked to a data object via
the description spaces of task and domain. This generative model is a sub-graph of the
broader nexus of interactions that contribute to geographic (and other types of) under-
standing (see [14] for a more detailed discussion of this). Other models derived from
this nexus are certainly possible, e.g., one might specify a direct edge between the com-
munity and domain space.

knb-lter-nwt.34.8
knb-lter-nwt.34.8
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Fig. 2. Graphical model of data production and use via tasks and domain-specific semantic com-
mitments. Consumer δC uses data object αC,P with semantics βC for task γC , although it was
made by producer δP with semantic commitments γP for task βP .

Data Model Space. Data in geographic information systems are often described in
terms of geometry, other attributional characteristics, and occasionally temporal as-
pects. The data description space consists of dimensions that differentiate data along
these respects. The GIS operations that transform data, e.g., projection and cartographic
generalization, have the effect of moving a data instance from one point in this space to
another. We can compare the similarity of two data objects based on their data descrip-
tion and this subsumes both traditional geometric matching, such as used in conflation
algorithms, as well as similarity based on attribute value statistics. In our model all of
these measures of similarity constitute firstness measures of similarity. They are based
on characteristics of the geographic data artifacts themselves, divorced from interpre-
tive modifiers. Within GIScience firstness measures of similarity have dominated the
literature.

Domain Space. The domain-specific semantic commitments describe the semantics of
the data in terms of a scientific domain. The interpretation of domain semantics can be
restricted through the use of formal ontology, although the facets of this space do not
necessarily need to be defined in this manner [20]. The work in geosemantics that looks
at comparing the similarity of geographic concepts falls in this space and is a kind of
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secondness similarity. It remains an open question whether practical merging of domain
ontologies and concept similarity measurement across multiple ontologies is solvable,
thus we deem it important to not only consider these semantics but look at the tasks for
which the data is intended [42].

Task Space. It may be well that the tasks that one wants to perform with the data is
a better indicator of fitness-for-purpose than similarity measurement based on the data
description. For example, if a user wishes to model wildfire, and knows that a spe-
cific vegetation coverage was created for exactly this purpose, it may well be useful
to explore it further and, if necessary, adapt their own methodology or conceptual un-
derstanding to use it. It is also perhaps more likely that such a coverage will use data
models and make ontological commitments that will be in keeping with those of the
user: a vegetation coverage created to explore species diversity may not be so suitable.
Note that this claim is not necessarily true for any specific example datasets. There will
undoubtedly be counter-examples, but the principle applies in the sense of increased
likelihood.

Community Space. The dimensions of the community space provide a means to de-
scribe the properties of both consumers and producers of data. Within this space we
might recognize key themes and specializations that occur in the work of individuals
and groups, constraints on information licensing and sharing, and governance issues
about the authoritativeness of data. Based on usage, we may also be able to infer quali-
ties such as trust and expertise [2].

3.1 What Variables do we Observe in the Graphical Model?

What we know about the pragmatics of geographic data will vary greatly from one
data object to another. For example, it is possible that we might know nothing of the
provenance of the data; we might only know the schema and attribute semantics of the
data themselves. In other cases we might have information about the community, based
on keeping track of use-cases, but no semantics or schema published. The model asserts
that even when we do not have a full set of information available in relation to the data,
the four description spaces can act as latent variables. For example, Figure 3a shows
the case where we only have information about the data. Figures 3b–3d show cases
where we know progressively more about the pragmatics of the data until we have a
full picture with description of the producer in the community space, a description of
the task in the task space, a description of the semantic commitments in the domain
space, and a rich description of the data in the data model space. We explore later the
question: To what extent can knowledge from one space provide insights into another?

3.2 Formalization

Formally, we define a pragmatic data description as a 4-tuple < δ, γ, β, α >, where
δ is the community descriptor, γ is the task descriptor, β is the domain semantics de-
scriptor, and α is the descriptor of data schema, spatio-temporal properties, and at-
tribute semantics. The context relation � is a binary relation between a symbolic data
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object d (i.e., the actual digital encoding of the data) and its pragmatic data description:
�(d,< δ, γ, β, α >).

For simplicity’s sake if we consider these spaces to be independent, then we can
define fitness-for-purpose (ffp) as a compound distance measure across the firstness,
secondness, and thirdness similarity spaces (Equation 1). In Section 4 we will discuss
a probabilistic approach to measure the relatedness between the elements of the δ, γ, β,
and α spaces.

ffp(i, j) = Δ(αi, αj) +Δ(βi, βj) +Δ(γi, γj) +Δ(δi, δj) (1)

3.3 Consumer and Producer

This generative model starts at the producer and ends with data. We can use this model
for the consumer as well if we swap the consumer in for the producer. We consider the
problem of finding data that is fit-for-purpose as one of finding the ideal data object
d∗ given that we know the consumer’s description within the community space, we
know what task they want to perform with the data, and we understand the semantic
commitments they have made. Thus, we want to find a data object d from the set of all
data objects D that minimizes ffp(d∗, d). (Practically speaking we want to find several

C DataTask
Domain 

Sem
? ? ?

Fig. 4. The consumer wants fit-for-purpose data but the task and domain semantics are not-
observable (latent variables in the generative model)
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examples of data objects ordered by ffp, thus giving the user a few options to choose
from.)

In many cases the task, the domain semantics, and even the data description will
not be explicitly defined by the consumer and therefore these must be treated as latent
variables in the model (see Figure 4). Realistically, we might be restricted to thirdness
similarity measures in this case. For example, we might offer data from producers with
a similar user profile.

4 Bayesian Interpretation for Learning and Prediction

The graphical model presented in the previous section points to mechanistic approaches
to learn categories of geographic data by community, task, and domain semantics, in
addition to traditional geosemantics. This is done by interpreting the graphical model
described in the previous section as a Bayesian network, which provides significant sta-
tistical inferential power. A Bayesian network is a directed acyclic graph where nodes
represent random variables and the edges represent their conditional dependencies. The
directed edges between nodes are assigned probabilities and it satisfies the local Markov
property that the variables are conditionally independent of other variables that are not
parents in the graph [37]. The relationships between variables in a Bayesian network
are often interpreted as causal relationships and can be used to model generative pro-
cesses [31,4]. Thus, e.g., we can describe the probability that a producer δi will perform
task γj . That task γj will entail domain semantics βk and so on. Figure 5 shows an ex-
ample of the Bayesian network that extends from a given producer and describes the
probabilities of dependent tasks, domain semantics, and data descriptions.

Given a hypothesis space H, we can use Bayes theorem to identify the most probable
hypothesis,h, in that space to explain observed data,d. P (h) is the prior probability that
a hypothesis is correct based on background knowledge. P (d) is the prior probability
that the data d is observed and P (d|h) is the probability that d is observed given that
h is true. P (h|d) is the posterior probability of h, i.e., what is the probability that the
hypothesis holds given that d has been observed. We calculate this posterior probability
by rewriting the denominator of Bayes’ Rule (Equation 2).

P (h|d) = P (d|h)P (h)∑
h′∈H P (d|h′)P (h′)

(2)

By parameterizing the dimensions in the community, scientific knowledge, and data
description spaces and maximizing posterior probability given a set of training data, it
opens the possibility of induction of new classification and prediction methods based
on firstness, secondness, and thirdness categories (and compositions of all three). The
effectiveness of Naı̈ve Bayes classifiers and other hierarchical Bayesian networks with
latent variables are well established and can be directly applied to this model [9]. The
challenge moving ahead is articulating the dimensions of these spaces such that we can
use these machine learning methods.

A probabilistic generative model gives us a way to describe the potential kinds of ge-
ographic data that a source can generate. Based on the probabilities in the graph we can
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see the data that are likely to be generated by an individual source represented in com-
munity space. In addition to unsupervised learning of categories of tasks, communities,
and semantic commitments, we can ask questions about latent variables in the model
given some other knowledge that is available. For example, (a) probability of data given
task, given domain semantic commitments and given producer; (b) probability of task
given data; and (c) probability of community category given task.

Figure 6 provides a schematic of the kind of results we can anticipate given de-
scriptions using facets such as those described in Table 1, which defines pragmatic de-
scription in terms of four two-dimensional spaces. This figure shows that a measure of 2
along both the Process/Workflow and Intention dimensions in task (β) space probabilis-
tically implies certain values in other dimensions. Different descriptions of pragmatics
will lead to different results. Importantly, this gives us the ability to experiment with
different kinds of data description, changing facets and their dimensions and generative
relationships to compute their utility via information gain measures [29].
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Fig. 6. Pixel-oriented visualization of probabilities of descriptions in the other three spaces, given
a fixed point in Task space [25]. Darker colors represent higher probabilities.
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4.1 Using Existing Descriptions

In order to perform this kind of unsupervised learning of categories of community, task,
and domains; sufficient training data is required. But of course, much of the information
we seek is not recorded directly in any current system. Large scale cyberinfrastructure
projects like DataONE — a federated data network designed to enable discovery of
environmental data — are beginning to address the problem of pragmatics [30]. Meta-
data describing purpose, method, authorship, rights holders, usage rights, and general
abstracts written by the producers provide views to the pragmatics of the data, albeit
often in unstructured natural language. A majority of the metadata that exist within
DataONE have a geospatial component, but formal description of geosemantics and the
geographic data model are virtually non-existent. In contrast, spatial data infrastruc-
tures are moving toward richer descriptions of geosemantics but broader pragmatics are
largely lacking [24]. With some work, it is possible to assemble a rich enough descrip-
tion from which to begin.

As proof-of-concept of the network model, we downloaded 59,879 metadata descrip-
tions from DataONE data objects that include geographic data. Although, the metadata
do not describe pragmatics in the rich way we advocate earlier in this paper, we can
demonstrate that by string matching terms that we associate with community members,
methods and tasks, scientific domain knowledge and geographic representation we can
find statistical pragmatic relationships. Figure 7 shows a small set of terms from this
DataONE metadata mapped into a simple Bayesian network like the one shown in Fig-
ure 5. Since the DataONE metadata does not clearly differentiate between task and
domain, we describe a simplified science description space, roughly covering both of
the task and domain spaces as defined earlier in the paper. Once the network is built we
use Markov chain Monte Carlo inference to find the likelihood of data given pragmatic
evidence.

For example, we find that the probability of fire-related data given an ecologist pro-
ducer is 8.0%, but when we add that the domain is disturbance, then the probabil-
ity increases to 29.5%. Likewise, given a climate scientist producer there is only a
2.2% likelihood of precipitation data, but when the condition of vegetation dynamics
is added then it rises to 58.5%. When scientific concepts are researched together, then
it can imply high likelihood of data. For example, the probability of tree data given
both vegetation dynamics and disturbance is quite high: 55.5%. The code and data
for running these and similar experiments are available for download at https://
wiki.auckland.ac.nz/x/mBKsAw.

To illustrate that these techniques can also be used to describe relationships between
types of producers and data formats, Figure 8 shows how (in the DataONE network)
a data format can be indicative of being useful for a specific community. For example,
hydrologists are much more likely to do research with digital elevation model data
(presumably due to their interest in catchment areas) than are climatologists. Whereas
a NetCDF format strongly indicates relevance for a climatologist. Thus, a spatial data
infrastructure that has user profiles of data consumers can provide a personalized data
search service based on these results — e.g., suggesting DEMs if the system knows that
the consumer is a hydrologist and so on.

https://wiki.auckland.ac.nz/x/mBKsAw
https://wiki.auckland.ac.nz/x/mBKsAw
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By finding the data with high relative likelihood, these probabilities can be used by
data search applications to suggest potentially useful data for consumers who match
community profiles, who are performing specific tasks, or working within specific sci-
entific domains. Even with crude matching of terms to metadata text we begin to see
value added in adopting this methodology. We anticipate being able to slowly build
up richer descriptions of geospatial data, task and domain ontologies, and commu-
nity space descriptions. Combined with Bayesian inference, we believe this holds great
promise for new and better ways to find fit-for-purpose data.

4.2 Extending Toward Pragmatic Facets

Although the previous examples point to how we might use existing metadata to find
potentially relevant and useful relationships between communities, tasks, scientific do-
mains, and data schemata based on term matching; we contend that describing data
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using relatively simple descriptive dimensions, such as those listed in Table 1, that tar-
get the pragmatics of data will provide additional valuable information for data dis-
covery. Values along these dimensions can easily be assigned by data providers, con-
sumers, and also third-parties, such as data custodians of spatial data infrastructures.
Four description spaces consisting of two dimensions each and five ordinal values per
dimension (0..4) form a universe of 390,625 possible descriptions, a tractable number
for the Bayesian approach we advocate.

Conceivably, one could also develop alternative generative models that combine the
data description based on pragmatic facets we propose with other commonly used de-
scriptions of schema and file format. By measuring the utility of these various models
with data in situ we can begin to evaluate and refine our data description methods in a
systematic way.

5 Conclusion

Modern approaches to science are providing us with additional, non-traditional ways to
describe our data, such as the way they are used, and the community they originate from.
Currently, we cannot use these descriptions because they don’t fit in our conceptual data
models. Yet for us, describing data well is still a very complex, perhaps untenable — and
certainly impractical — proposition. To take full advantage of these new descriptions,
we need to let go of the need to define data universally and objectively. This is not how
we use data.

A pragmatic approach to representation can allow us to preserve the value of current
facts and ontological commitments (Peirce’s firstness and secondness), but add in the
notion of context where it is needed to account for the fact that many things are true
only in certain situations or to certain groups. This paper provides a workable and flex-
ible pragmatic model to describe data, which can be reconfigured according to need.
We have demonstrated how some of the (usually) opaque knowledge about community,
task, and domain can be inferred from current meta-data text descriptions — thus boot-
strapping the movement towards richer descriptions without placing additional burdens
of description on the data producer. We have a pressing need to evaluate the utility and
practicality of all such new descriptions, along with the old, so we can know with some
confidence where to focus our efforts when it comes to providing data descriptions.
Our next paper will provide a practical assessment of utility and practicality by measur-
ing improvement in search results when pragmatic aspects are facilitated in the search
process.
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Abstract. This paper defines the Field data type for big spatial data. Most big
spatial data sets provide information about properties of reality in continuous
way, which leads to their representation as fields. We develop a generic data type
for fields that can represent different types of spatiotemporal data, such as tra-
jectories, time series, remote sensing and, climate data. To assess its power of
generality, we show how to represent existing algebras for spatial data with the
Fields data type. The paper also argues that array databases are the best support
for processing big spatial data and shows how to use the Fields data type with
array databases.

1 Introduction

One of the biggest changes in Geoinformatics in recent years arises from technologies
that produce lots of data. Earth observation and navigation satellites, mobile devices,
social networks, and smart sensors create large data sets with space and time references.
Big spatial data enables real-time applications, such as tracking environmental changes,
detecting health hazards, analyzing traffic, and managing emergencies. Big data sets
allow researchers to ask new scientific questions, which is both an opportunity and a
challenge [2]. However, there are currently no appropriate conceptual models for big
spatial data. Lacking sound guidance, we risk building improvised and incompatible
application, with much effort wasted.

A model for big spatial data should consider the nature of the data, which are records
of measurements and events in space-time. Sensors measure properties of nature, such
as temperature, soil moisture, and land surface reflectance, and human events, such as
locations of people and cars. Since these sensors observe the world in real-time, we take
big spatial data to be records of continuous phenomena.

The terms fields and coverages describe real-world phenomena that vary continu-
ously in space and time [5,10,26]. Despite the abstract nature of the concept, most work
on fields deals with concrete data structures (e.g., triangulations, cells, and contours).
The OGC definition for coverages–“digital spatial information representing space-time
varying phenomena” [25]–is similar to the definition of the Fields data type. Since
OGC’s coverages focus on describing operations on concrete spatial representations,
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they add complexity and reduce generality [24,25]. Big spatial data, however, needs an
inclusive model that starts with the measurements (i.e., the data collected) and builds
on top of them a generic scheme for space-time analyses. The lack of such a high-level
model is a serious impediment in analyses of large, complex, and diverse data sets. To
avoid makeshift approaches, one needs a wide-ranging, yet simple model for fields at a
higher abstraction level than implementation-specific solutions.

Early work on spatial data modeling viewed fields as four-dimensional functions
f(x, y, z, t) that describe positions in space-time [15,21]. This approach was later re-
fined with geo-atoms, the minimal form common to all geographic information and a
basis for modeling spatial phenomena [16]. A geo-atom combines a position in space-
time and a property, expressed as a tuple [x,Z, z(x)], where x is a position in spacetime,
Z is a property, and z(x) is the value of the property at that position. To represent fields,
we take the idea of geo-atoms one step further and consider how one observes reality.
Since one will never have complete information about external reality, one needs to
make inferences about positions in space-time for which there are no observations [22].
Thus, field representations have to combine observed and inferred measures of a phe-
nomenon. One needs to put together observations of properties of reality with a proce-
dure that estimates values of these properties at non-observed positions [8].

This paper defines fields as sets of geo-atoms {[x,Z, z(x)]} that are observations of
a property Z in an space-time extent, and an estimator function that estimates values of
this property in non-observed locations of this extent. A field has a space-time extent,
a set of positions inside this extent, and a set of values observed or estimated for each
position. We define a Field data type based on abstract specifications, following a line
of research in Geoinformatics that considers formal definitions precede reliable system
implementation [13,12,31].

Although the Field data type is not specific for dealing with big spatial data, it is par-
ticularly relevant for handling large data sets. Contemporary object-relational data mod-
els are built around layers, which slice the geographic reality in a particular area. The
use of layers as a basis for spatial data organization comes from how data is organized in
thematic and topographic maps. When applied to big spatial data, the organizing prin-
ciple of geographic layers breaks down, however. Instead of a set of static spatial layers
(each with its legend), big spatiotemporal data sets store information about changes in
space and time. Conceiving such information as fields captures their inherent nature
better than the traditional layer-oriented view.

After a brief discussion on generic programming and generic types in Section 2, we
introduce the Field data type (Section 3). We show how to use the Field data type to
represent time series, sensor networks, trajectories, collections of satellite images, and
climate data, sharing common operations. Section 4 shows how to implement existing
spatiotemporal algebras using the Field data type. Section 5 discusses the nature of big
spatial data; we make a case for array databases as the best current support for handling
these data sets. Section 6 shows how to use the Field data type in connection with array
databases for processing large spatial data. The paper closes with a discussion of a road
map for making the Field data type a tool for developing new types of GIS applications.
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2 Generic Programming and Generic Types

The design of the Field data type is based on the ideas of generic programming. Generic
programming uses abstract data types, which are formal tools that allow an objective
evaluation of computer representations [3]. Abstract data type definitions have an ex-
ternally viewable set of operations and a set of axioms applicable to them [17]. The
operations are generic, so they work for different data structures and different imple-
mentations.

Generic programming is well-suited for building GIS [9]. Most spatial algorithms
can be designed to be independent of spatial data structure, relying instead on basic
properties that most of them provide. To find the mean value of an attribute in a spatial
data set, it is irrelevant whether the data structure is a TIN, a grid, or a set of polygons.
All one needs is to get from one data item to the next, and to compare two items. Even
algorithms that depend on spatial properties can be expressed in an abstract form. One
can define the local mean of a data set using an abstract definition of neighborhood,
leaving the details to the implementation phase.

To define an abstract data type, we use the following notation. Type definitions and
operations use a monospaced font. Type names are capitalized (e.g., Integer). Sets
of instances of a type are included in curly braces, for instance, {Integer} is a set of
variables of type Integer. We write an ordered pair of variables of types A and B as
(TypeA, TypeB).

Generic types are indicated by T:GenericType where T is a placeholder for a
concrete type. The notation I:Item defines a generic type of items, where the concrete
type can be, for example, Integer or Real. Types that use other generic types are
written as CompositeType [T:GenericType], so Stack[I:Item] defines a
composite type Stack that handles instances of the generic type I:Item.

To associate concrete types to a generic type, we write T:GenericType |=
ConcreteTypeA, ConcreteTypeB. To point out that one can replace the
generic type I:Item by concrete types Integer and Real, we write I:Item |=
Integer, Real.

Names of functions and operators begin with a lowercase letter. Examples are top,
pop, and new. Function signatures point out their input types and the output type.
The notation (TypeA x TypeB→ TypeC) describes a function where TypeA and
TypeB are the types of the input and TypeC is the type of the output. A factorial
function has (Integer→ Integer) as a signature. Functions can use generic types.
A generic sum function has I:Item x I:Item→ I:Item as a signature.

Consider a stack, a last-in, first-out data structure, whose specification is given in
Fig. 1. It has three fundamental operations: push, pop, and top. The push opera-
tion adds an item to the top of the stack, pop removes the item from the top of the
stack, while top returns the element at the top of the stack, without changing the stack.
The Stack data type is defined independently of the data structures and algorithms that
implement it. This specification provides support for implementing stacks of different
concrete types (e.g., stacks of integers, stack of strings, or stacks of any other user-
defined type including stacks of stacks).
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Type Stack [I] uses I:Item
Functions

new: Stack
push: I x Stack → Stack[I]
pop: Stack[I] → Stack[I]
isEmpty: Stack[I] → Boolean
top: Stack[I] → I

Variables
s: Stack
i: Item

Axioms
isEmpty (new ()) = true
isEmpty (push(i, s)) = false
top (new ()) = error
top (push (i, s)) = i
pop (push (i, s)) = s

Fig. 1. Abstract specification of the data type stack

3 Fields as Generic Types

What is in common between a time series of rainfall in Münster, the trajectory of a car
in Highway 61, a satellite image of the Amazon, and a model of the Earth’s climate?
They share the same inherent structure. They all have a space-time extent, within which
one measures values of a phenomenon, providing observations of reality. Within this
extent, one can also compute the values of these phenomena at non-observed positions.
We thus conceptualize these data sets as fields, made of sets of geo-atoms {[x,Z, z(x)]}
that are observations of a property Z in an space-time extent, and an estimator function
that estimates values of this property in non-observed locations of this extent.

This definition of fields is a generalization of the traditional view of fields as func-
tions that map elements of a bounded set of locations in space onto a value-set [14].
We extend this idea in two ways: (1) we consider different types of locations in space
and time and (2) we consider that the elements of the value-set can also be positions in
space-time. Thus, a field is a function whose domain is an extent of space-time, where
one can measure the values of a property in all positions inside the extent.

The key step in this conceptualization is the generic definition of the concepts of po-
sition and value, shown in Fig. 2. In a time series of rainfall, positions are time instants,
since space is fixed (the sensor’s location), while values are the precipitation counts. In
a remote sensing image, positions are samples in 2D space (the extent of the image),
since time is fixed (the moment of image acquisition), while values are attributes, such
as surface reflectance. Logistic and trajectory models record moving objects by taking
positions as time instances, while their values are the objects’ locations in space.

The generic type P:Position stands for positions in space-time. This type
is mapped onto concrete types that express different time and space cases. Some
non-exhaustive examples are Instant for time instants, 2DPoint and 3DPoint
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P:Position |= Instant, 2DPoint, 3DPoint,
(2DPoint, Instant), (3DPoint, Instant)

V:Value |= Integer, Real, Boolean, String, P:Position
E:Extent |= [(3DCube, Interval)], [(3DPolygon, Interval)]

Fig. 2. Building blocks for the Fields data type

for purely spatial positions, and pairs (2DPoint, Instant) and (3DPoint,
Instant) for space-time positions. The generic type V:Value stands for attribute
values. Concrete types linked to V:Value include Integer, Real, String, Boolean and
their combination. Values can also be associated to positions, as in the case of trajecto-
ries.

The formal description of a Field data type is shown in Fig. 3. Each field exists inside
an extent of space-time, represented by the type E:Extent, whose instances are sets
of 3D compact regions in space-time. Each field has an associated G:Estimator
function that enables estimating values at positions inside its extent. This allows a field
to infer measures at all positions inside the extent. The estimator function use the field’s
information and thus has a signature (F:Field x P:Position→ V:Value).

The relationship between positions and extents is a key part of the model. All po-
sitions of a field are contained inside the extent. Thus, the possible concrete types for
the generic type Position are those that can be topologically evaluated as being part of
a space-time hypercube or a space-time polygon. The definition of an extent as a set
of space-time hypercubes also avoids the problems with null values. Thus, there are no
null values inside a field extent in this Field model.

The operations of the Field data type are:

New. Creates a new Field, given an extent and an estimator function.
Add. Adds one observation with a (position, value) pair to the Field.
Obs. Returns all observations associated to the Field.
Domain. Returns the full set of positions inside the Field’s extent. The actual result of

this operation depends on the Field’s granularity, but the operation can be defined
in a problem-independent way.

Extent. Returns the extent of the Field.
Value. Computes the value of a given position, using the estimator function. The

estimator ensures that a field will represent a continuous property inside its extent.
Subfield. Returns a subset of the original Field according to an extent. This function is

useful to retrieve part of a Field.
Filter. Returns a subset of the original Field that satisfies a restriction based on its

values. Examples include functions such as “values greater than the average.”
Map. Returns a new Field according to a function that maps values from the original

Field to the field to be created. Examples of map include unary functions such
as double and squareRoot. This function corresponds to a map in functional
programming.

Combine. Creates a new Field combining two fields with the same extent, according
to an operation to be applied for each element of the original Fields. Examples of
combine include binary functions such as sum and difference.
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Field [E, P, V, G] uses E:Extent, P:Position, V:Value, G:Estimator
Operations
new: E x G → Field
add: Field x (P, V) → Field
obs: Field → {(P, V)}
domain: Field → {P}
extent: Field → E
value: Field x P → V
subfield: Field x E → Field
filter: Field x (V → Bool) → Field
map: Field x (V → V) → Field
combine: Field x Field x (V x V → V) → Field
reduce: Field x (V x V → V) → V
neigh: Field x P x (P x P → Bool) → Field
Variables
f, f1, f2: Field
g: Estimator
p: Position
e: Extent
v: Value
Functions
uf: (V → V) -- unary function on values
bf: (V x V → V) -- binary function on values
ff: (V → Bool) -- filter function on values
nf: (P x P → Bool) -- neighborhood function on positions
Axioms
-- basic fields axioms: a field is dense relative to its extent
∀ p ∈ extent(f) =⇒ ∃ value(f, p) = g(f, p)
∀ p /∈ extent(f) =⇒ value(f, p) = ∅
-- axioms on operation behavior
∀ f, domain(f) ⊆ extent (f)
subfield(f, e) ⊆ f ⇐⇒ e ⊆ extent (f)
filter(f, ff) ⊆ f
obs (new(e, g)) = ∅
obs (add (new(e, g)), (p, v))) =

(p, v) ⇐⇒ p ⊂ e
subfield(f, extent(f)) = f
neigh (f, p, nf) ⊆ f, ∀ p ∈ extent (f)
value (map (f, uf), p) =

uf (value (f, p)), ∀ p ∈ extent (f)
value (combine(f1, f2, bf), p) =

bf (value (f1, p), value (f2, p)) ⇐⇒
p ∈ extent (f1) and p ∈ extent (f2)

reduce (f, bf) =
bf (reduce (f1, bf), reduce(f2, bf)) ⇐⇒
f1 = subfield (f,e1) and f2 = subfield(f,e2) and
e1 ∩ e2 = ∅ and e1 ∪ e2 = extent (f)

Fig. 3. Generic data type definition of Field
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Reduce. Returns a value that is a combination of all the values of some positions
the Field. Examples include statistical summary functions such as maximum,
minimum, and mean.

Neigh. Returns the neighborhood of a position inside a Field. It uses a function that
compares two positions and finds out whether they are neighbors. One example
of the function is a proximity matrix where each position is associated to all its
neighbors.

The Field definition is independent of granularity, which we take to be a problem-
dependent issue. Each concrete field will have its spatial and temporal granularity that
will determine how its operations are implemented. Temporal granularity will be repre-
sented by the concrete implementation of types Interval and Instant. The gran-
ularity of type Instant should be such that it is always possible to test whether an instant
is inside an interval.

The Fields data type distinguishes between the extent and the domain of a field. The
extent is the region of space-time where one is able to get a value for each position. The
domain of a field is the set of positions it contains, whose granularity depends on how
the field was constructed. For example, two fields may have the same extent and differ-
ent domains. For the same extent, one field may have a set of scattered positions as its
domain, while another may have its positions organized in a regular grid in space-time.
One can perform operations between these fields without changing their granularities,
since they adhere to the same operations.

4 Implementing Existing Algebras with the Fields Data Type

To show how to use the Fields data type, we consider how to express two existing
algebras for spatial data using it: Tomlin’s map algebra [30] and the STAlgebra [8].
Map Algebra is a set of procedures for handling continuous spatial distributions. It has
been generalized to temporal and multidimensional settings [11,4,23]. Tomlin defines
the following map algebra operations:

Local Functions: The value of a location in the output map is computed from the
values of the same location in one or more input maps.

Focal Functions: The value of a location in the output map is computed from the val-
ues of the neighborhood of the same location in the input map.

Zonal Functions: The value of a location in the output map is computed from the
values of a spatial neighborhood of the same location in an input map. This neigh-
borhood is a restriction on a second input map.

Fig. 4 shows how to express Tomlin’s map algebra functions with the Field data type.
To implement a generic map algebra, the local unary and local binary functions are

mapped onto the map and combine operators, respectively. Local functions involving
three or more maps can be broken down into unary and binary functions. A focal func-
tion uses the functions neigh and reduce. The neigh function returns a field with
only those local values that are used by reduce to get a new value for the position in
the output field. The same combination implements zonal functions. The difference is
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Variables
f1, f2: Field -- input
f3: Field -- output
p, p1: Position
Functions
uf: (v:Value → v:Value) -- unary function
bf: (v:Value x v:Value → v:Value) -- binary function
nf: (p:Position x p:Position → Bool) -- neighborhood function
Operators
localUnary (f1, uf) = map (f1, uf)
localBinary (f1, f2, bf) = combine (f1, f2, bf)
focalFunction (f1, nf, bf) =

∀ p ∈ domain (f3)
add(f3, (p, reduce (neigh (f1, p, nf), bf)))

zonalFunction (f1, f2, nf, bf) =
∀ p ∈ domain(f3)

add(f3, (p, reduce (subfield (f1,
extent (neigh (f2, p, nf), bf)))))

Fig. 4. A generic map algebra

that the neighborhood function is defined on a second field. The extent of the neigh-
borhood of the second field is used to extract a subfield of the first field. The function
reduce then produces a unique value that is the new value of the position in the output
field. The mapping is dimension-independent and can be used to implement not only
Tomlin’s 2D map algebra [30], but also a multidimensional map algebra [23] and a
temporal map algebra [11].

A second example is STAlgebra [8], which takes observations as its basic
building blocks. Based on Sinton’s view of the inherent nature of geographical
data [28], STAlgebra singles out different types for spatiotemporal data: Coverage,
CoverageSeries,TimeSeries, and Trajectories. Operations on these types
allow queries and inferences on space-time data. Instances of these types can be re-
lated to events. The mappings from the four spatiotemporal data types TimeSeries,
Trajectory, Coverage and CoverageSeries onto the Field type are as fol-
lows:

Time Series. A time series represents the variation of a property over time in a
fixed location. For example, a time series of rainfall has measured values of
precipitation counts at some controlled times (e.g., hourly) at the sensors’ loca-
tions. A TimeSeries type is mapped onto a Field[E:Extent, Instant,
V:Value, G:Estimator] where positions are time instants.

Trajectory. A trajectory represents how locations or boundaries of an ob-
ject evolve over time. For example, a trajectory of an animal, which
has a fixed identification, is composed of measured spatial locations at
controlled times (e.g., hourly). The Trajectory type of STAlgebra is
mapped to a Field[(3DPolygon,Interval), Instant, 2DPoint,
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G:Estimator] or to a Field[ (3DPolygon,Interval), Instant,
3DPoint, G:Estimator], if the trajectory is taken in 2D or 3D space, re-
spectively.

Coverage. A coverage represents the variation of a property within a spatial extent
at a certain time. A remote sensing satellite image is an example of a coverage.
It has a fixed time, the moment of the image acquisition, and measured values
of surface reflectance at spatial locations. The Coverage type is mapped onto
a Field[E:Extent, 2DPoint, V:Value, G:Estimator] whose po-
sitions are 2D spatial locations.

CoverageSeries. A coverageseries represents a time-ordered set of coverages
that have the same boundary, as in the case of a sequence of remote
sensing images over the same region. The CoverageSeries type has
a fixed spatial extent and measured coverages at controlled times. It is
mapped onto a Field[E:Extent, (2DPoint, Instant), V:Value,
G:Estimator] whose positions have variable 2D spatial locations and times.
The field’s extent is composed of the coverage series’ spatial extent and an interval
that encloses all position instances.

5 Array Databases for Big Spatial Data

Big spatial data comes from many different sources and with different formats. Among
those sources are Earth Observation satellites, GPS-enabled mobile devices and social
media. For example, the LANDSAT data archive at the United States Geological Survey
has more than 5 million images of data of the Earth’s land surface, collected over 40
years, comprising about 1 PB of data. These data sets allow researchers to explore
big data sets for innovative applications. One example is the world’s first forest cover
change map from 2000 to 2012 at a spatial resolution of 30 meters [18].

The challenge for handling big spatial data is to design a programming model that
can be scaled up to petabyte data sets. Currently, most scientific data analysis methods
for Earth observation data are file-based. Earth observation data providers offer data to
their users as individual files. Scientific and application users download scenes one by
one. For large-scale analyses, users need to obtain hundreds or even thousands of files.
To analyze such large data sets, a program has to open each file, extract the relevant
data and then move to the next file. The program can only begin its analysis when all
the relevant data has been gathered in memory or in intermediate files. Data analysis on
large datasets organized as individual files will run slower and slower as data volumes
increase. This practice has put severe limits on the scientific uses of Earth Observation
data.

To overcome these limitations, there is a need for a new type of information system
that manages large Earth Observation data sets in an efficient way and allows remote
access for data analysis and exploration. It should also allows existing spatial (image
processing) and temporal (time series analysis) methods to be applied to large data sets,
as well as enabling development and testing of new methods for space-time analyses of
big data. After analyzing alternatives, such as MapReduce [7], we consider that array
databases offer the best current solution for big spatial data handling. Array databases
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offer a model of programming that suits many of tasks for analysis of spatiotemporal
data.

Array databases organize data as a collection of arrays, instead of tables used in
object-relational DBMSs. Arrays are multidimensional and uniform, as each array cell
holds the same user-defined number of attributes. Attributes can be of any primitive
data type such as integers, floats, strings or date and time types. To achieve scalability,
array databases strive for efficiency of data retrieval of individual cells. Examples of
array databases include RasDaMan [1] and SciDB [29].

Array databases have no semantics, making no distinction between spatial and tem-
poral indexes. Thus, to be used in spatial applications, one needs to extend them with
types and operations that are specific for spatiotemporal data. That is where the Fields
data type is particularly useful.

6 Fields Operations in Array Databases

This section shows how to map the fields data type onto the array database SciDB [29].
SciDB splits big arrays into chunks that are distributed among different servers; each
server controls a local data storage. One of the instances in the cluster is the coordina-
tor, responsible for mediating client communications and for orchestrating query execu-
tions. The other instances, called workers, participate in query processing. SciDB takes
advantage of the underlying array data model to provide an efficient storage mechanism
based on chunks and vertical partitions. Compared to object-relational databases, the
SciDB solution provides significant performance gains. Benchmarks comparing object-
relational databases and array databases for big scientific data have shown gains in
performance of up to three orders of magnitude in favor of SciDB [6,27].

SciDB provides two query languages: an Array Query Language (AQL) that resem-
bles SQL and an Array Functional Language (AFL) closely related to functional pro-
gramming. There are two categories of functions:

Scalar Functions. Algebraic, comparison and temporal functions, that operate over
scalar values.

Aggregates. Functions that operate on array level, like average, standard deviation,
maximum and minimum values.

Natively, SciDB already supports some of the operations of the Fields data type. The
operations of the Fields data type currently available in SciDB are described in Table 1.
We tested these operations using arrays of different sizes, as discussed below.

Table 1. Fields model mapped onto SciDB
Field op signature SciDB op
map Field x (v:Value → v:Value) apply
subfield Field x e:Extent → Field subarray
filter Field x (v:Value → Bool) filter
reduce Field x (v:Value x v:Value → v:Value) aggregate
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Our evaluation used a set of images from the MODIS sensor, which flies onboard
NASA’s Terra and Aqua remote sensing satellites. The MODIS instruments capture
data in 36 spectral bands. Together the instruments image the entire Earth every 1 to
2 days. They are designed to provide measurements in large-scale global dynamics,
including changes in the Earth’s cloud cover, radiation budget, and processes occurring
in the oceans, on land, and in the lower atmosphere [20].

We used the MODIS09 land product with three spectral bands (visible, near infrared,
and quality). Each MODIS09 image is available for download at the NASA website as
a tile covering 4,800 x 4,800 pixels in the Earth’s surface at 250 meters x 250 meters
ground resolution. We then combined more than ten years of data (544 time steps) of the
22 MODIS images that cover Brazil, giving a total of 11,968 images that were merged
into an array of 2.75×1011 (275 billion) cells. Each cell contains three values, one for
each band. This array was then loaded into SciDB for our experiment.

We first used the SciDB subarray function to select subsets of the large array for
evaluation purposes. For each subarray, we used the SciDB apply function to calculate
the enhanced vegetation index [19] associated to each cell and stored the results in a new
subarray. Next, we used the filter operation to select from each resulting subarray
those cells whose red value was greater than 100 and stored the results. Finally, we
used the aggregate function to calculate the average of the one attribute of each
subarray and store the results. Fig. 5 shows the test results as the average of 5 runs for
the following number of cells: 46 ∗ 10242, 46 ∗ 20482, 46 ∗ 30722, 46 ∗ 40962, 46 ∗
51202, 46 ∗ 61442, 46 ∗ 71682, 46 ∗ 81922, 46 ∗ 92162, 46 ∗ 102402, 46 ∗ 112642, 46 ∗
122882, 46 ∗ 133122, 46 ∗ 143362.

These results were obtained in a single Ubuntu server, having 1 Intel Xeon 2.00 GHz
CPU, with 24 cores and 132 GB memory. The performance results are satisfactory,

Fig. 5. Performance measures for Field operations in SciDB operations
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since the processing time grew roughly linearly with array size. With a bigger server
configuration, we can expect better results. These results have given us confidence that
combining the Fields data type with array database is viable and likely to produce good
results. As part of later work, we will implement the whole Fields data type in SciDB,
making it a suitable environment for processing large spatial data.

Although array databases currently offer the most promising approach for handling
big spatial data sets, they do not yet offer all of the support required by spatial ap-
plications. Most spatial applications need to combine field data sets with information
about spatial objects, such as cities and farms. Also, array databases treat all dimensions
equally. Therefore, developers of spatial applications need to provide additional support
to use array databases effectively. This is a promising new research area that can lead
to spatial information infrastructures that will make good use of large data sets.

7 Conclusions

This paper defined the Field abstract data type for representing continuous spatiotem-
poral data. The motivation was to provide a sound basis for applications that deal with
big spatial data sets. These data sets can come for many different sources and have
many purposes, yet they share common features: in all of them, one measures values
at positions in space-time. The underlying conceptual view is that these data sets are
measures of continuous phenomena, thus leading to fields. We showed that the Fields
data type can represent data sets, such as maps, remote sensing images, trajectories of
moving objects, and time series.

We also considered the problem of how to implement the Field data type opera-
tions in an environment suitable for handling large spatial data and argued that array
databases are currently the best approach available. Some of the operations of the Field
data type are already available in the open source array database SciDB, and our ex-
periments showed that the performance of SciDB is encouraging. Given the results so
far, we will implement the full set of the Field data type operations directly in SciDB to
provide a full features of Field data type in array databases.

We anticipate that the combination of the Field data type and array databases can
bring about a disruptive change in spatial information infrastructures. Consider the case
of Earth Observation data. Currently, remote sensing data is retrieved from the data
archives on a scene-by-scene basis and most applications use only one temporal in-
stance per geographical reference. In an advanced infrastructure, researchers and in-
stitutions will break the image-as-a-snapshot paradigm, as entire collections of image
data will be archived as single spatiotemporal arrays. Users will be able to develop
algorithms that can span seamless partitions in space, time, and spectral dimensions,
and arbitrary combinations of those. These algorithms will provide new insights into
changes in the landscape.

We believe that the combination of simple, yet powerful data types with new tech-
nologies for spatial data management will bring about large changes in the use of spa-
tial information, especially for data that promotes the public good. Data management
of large data sets will be done in petascale centers. Users will have the means to per-
form analysis and queries on these data sets. Petascale centers that promote open data
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policies and open data analysis will get large benefits from increased awareness of the
value of spatial information for society.
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Abstract. The Linked Data paradigm has made significant inroads into research
and practice around spatial information and it is time to reflect on what this means
for GIScience. Technically, Linked Data is just data in the simplest possible data
model (that of triples), allowing for linking records or data sets anywhere across
the web using controlled semantics. Conceptually, Linked Data offers radically
new ways of thinking about, structuring, publishing, discovering, accessing, and
integrating data. It is of particular novelty and value to the producers and users
of geographic data, as these are commonly thought to require more complex data
models. The paper explains the main innovations brought about by Linked Data
and demonstrates them with examples. It concludes that many longstanding prob-
lems in GIScience have become approachable in novel ways, while new and more
specific research challenges emerge.

1 Introduction

Linked Data is an example of a technological innovation that transforms the way we
think about information and its role in society, in particular geographic information.
However, discussions on it tend to focus on technical aspects, such as how to convert
existing data sets or how to deal with semantics in shared vocabularies and ontologies.
This paper explains why the difference between traditional data holdings and Linked
Data repositories is more than one of formats and is largest for sophisticated types of
information, in particular information with spatial and temporal components.

With the adoption of Linked Data, the familiar complexities of conceptual database
schemata for spatial data can safely remain internal to organizations, from where they
have been too hard to share anyway. Their externally relevant contents get streamlined
into the open and more manageable form of vocabulary definitions. Users of Linked
Data do not need to be aware of complex schema information to use data adequately, but
“only” of the semantics of types and predicates (such as isLocatedIn) occurring in
the data. While many questions remain to be answered about how to produce and main-
tain vocabulary specifications [1], the elaborate layering of syntactic, schematic, and
semantic interoperability issues [2] has simplified to a single common syntax (RDF),
the irrelevance of traditional schema information outside a database, and a focus on
specifying and sharing vocabularies.

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 173–186, 2014.
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This simplification is more dramatic for spatially and temporally referenced data
(with their complexities in the form of geometries and scale hierarchies) than it is for,
say, financial data. The resulting paradigm shift, from distributed complex databases ac-
cessed through web services that expose schemata to knowledge represented as graphs,
whose links can be given well-defined meaning, radically changes some of the long-
standing problems of GIScience and GIS practice. This paper attempts to raise the level
of discussion on Linked Data from the “how” to the “why” by describing the changes
in perspective on some deeper issues of GIScience. It also summarises new problems
and research questions arising from the paradigm shift.

The discussion should be seen against the broader background of commonly identi-
fied limitations of existing data models for spatial and spatio-temporal data, including
that

– access to data is software-dependent
– metadata and schemata are separate entities
– data models mix concerns of semantics and data management
– the semantics of terms remains implicit or hard to share and reason with
– data are seen as provider-independent truths, though they often contradict
– there are too few simultaneously accessible viewpoints or versions of data
– global, unique identifiers are hard to obtain and not encouraged
– valuable data sets remain isolated and hard to integrate
– the emphasis on consistency and quality restricts data availability
– data about a particular topic, place, or period are hard to find
– incentives for producing metadata and enabling reuse are lacking.

.
Linked Data is not a panacea removing these obstacles to producing, accessing, and

using spatial data. But it is more than a set of new technologies, as it substantially
changes how we deal with these problems. For example, geographic information has
long been recognized as a powerful “glue” to integrate information across domains, but
putting this vision in place was often too hard. With Linked Data, the gluing function
of spatial and temporal referencing has finally become reality [3], as the Linked Data
Cloud1 allows for linking any data to geographically referenced data, such as linked
geodata2.

After introducing the basics of Linked Data in the next section, sections three to nine
discuss the impact of Linked Data on how we understand spatial and spatio-temporal
information and the issues surrounding it: provenance, consistency, metadata, seman-
tics, maintenance, data publishing, and data integration. We conclude with some new or
revised research challenges and a summary of the points made.

2 Linked Data in a Nutshell

Linked Data is the name for a collection of design principles and tech-
nologies centered around a novel paradigm to publish, retrieve, reuse, and

1 http://datahub.io/group/lodcloud
2 http://linkedgeodata.org/

http://datahub.io/group/lodcloud
http://linkedgeodata.org/
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integrate data on the Web. In contrast to the Document Web, the Web
of Linked Data aims at establishing named and directed links between
typed data. For example, a normal Web page about Portsmouth (such as
http://en.wikipedia.org/wiki/Portsmouth) may link to another page
about Hampshire (such as http://en.wikipedia.org/wiki/Hampshire).
For a machine, the intended meaning of such links is difficult to interpret and the
Web pages can only be consumed as integral units of text or other media. On the
Linked Data Web, by contrast, the link between Portsmouth and Hampshire would be
directed and labeled, for example, forming the statement that Portsmouth is located
in Hampshire. Additionally, the two places would be typed, e.g., as city and county,
jointly leading to the statement that the city of Portsmouth is located in the county
of Hampshire. Finally, the predicate isLocatedIn could be defined as a transitive
relation in an ontology. Thus, in conjunction with a statement that Hampshire county is
located in the UK, one could automatically derive the new statement that Portsmouth
is located in the UK.

Given that three elements constitute each piece of information in Linked Data, one
refers to such statements as triples, consisting of a subject (Portsmouth), a predicate
(isLocatedIn), and an object (Hampshire). This syntax, which happens to be the
simplest form in which statements can be made in natural language, has thus been
carried over to the world of data. The data model for triples is the so-called Resource
Description Framework (RDF).

Tim Berners-Lee established four principles of Linked Data [4]:

– Uniform Resource Identifiers (URIs) should be used to denote things.
– HTTP URIs should be used so that these things can be referred to and dereferenced

(looked up) by human users and software agents.
– W3C standards such as RDF or OWL should be used to provide information about

the things when their URIs are dereferenced.
– Data about anything should link out to other data, using their URIs to create a

densely interconnected graph of knowledge (the so-called Linked Data Cloud).

As these principles are expressed in the technical jargon of the Web, it helps to relate
them to spatial data and entities in geographic space. According to the principles, an en-
tity in the physical world, such as the historic ship HMS Victory, should be identified by
a globally unique URI. As the HMS Victory is not an information resource, one cannot
directly retrieve information about it using a browser or Linked Data tools. However,
when visiting the ship’s URI, the responding Web server can redirect (HTTP code 303)
the visitor to an information resource, such as an RDF document containing statements
about HMS Victory or an HTML page that renders RDF in a human readable way3. (As
a URI for HMS Victory, we use http://dbpedia.org/page/HMS Victory,
which can be abbreviated to dbpedia:HMS Victory, thanks to the predefined name
space dbpedia4).

Linked Data can be queried using SPARQL5, a query language for RDF.
GeoSPARQL adds the possibility to query over topological relations and thus enriches

3 See http://live.dbpedia.org/page/HMS Victory
4 http://dbpedia.org/sparql?nsdecl
5 DBPedia has an open SPARQL endpoint at http://live.dbpedia.org/sparql

http://en.wikipedia.org/wiki/Portsmouth
http://en.wikipedia.org/wiki/Hampshire
http://dbpedia.org/page/HMS_Victory
dbpedia:HMS_Victory
http://live.dbpedia.org/page/HMS_Victory
http://dbpedia.org/sparql?nsdecl
http://live.dbpedia.org/sparql
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SPARQL by quantitative reasoning. So far, GeoSPARQL support is limited but some
reference implementations, such as Parliament, have been proposed and implemented
as free and open source [5]. The following SPARQL query example retrieves all predi-
cates and objects of statements that have dbpedia:HMS Victory as a subject.

SELECT * WHERE {
dbpedia:HMS_Victory ?predicate ?object

}

The queried statements might contain information about the ship, e,g., when it was
laid down or the battles it participated in. While the first case can be represented by a
single date, e.g., using XSD date type, the linked historic battles could themselves be
represented by URIs6, linking to actors involved in the battles, such as Vice-Admiral
Horatio Nelson. A triple may state that the HMS Victory is located at Portsmouth,
UK, which in turn leads to more resources about that city, its population, and so forth,
contributing to the more and more densely interconnected Linked Data Cloud.

Linked Data is usually stored in so-called triple stores and accessed via so-called
SPARQL endpoints. The ontologies that allow human users and machines to understand
which concepts and predicates can be queried, and how they are formally defined, are
described using languages such as the Web Ontology Language (OWL).

Listing 1.1 shows five RDF triples in Turtle syntax7. Some of them are assertions,
e.g., that Horatio Nelson died in the Battle of Trafalgar, while others are taxonomic,
e,g., that naval battles are special battles. One can derive new statements from those
triples; for instance, one can automatically infer that Nelson died in a battle.

ex : H o r a t i o N e l s o n ex : d i e d I n ex : B a t t l e O f T r a f a l g a r .
ex : B a t t l e O f T r a f a l g a r ex : d u r i n g ex : Napoleon icWars ;

r d f : t y p e ex : N a v a l B a t t l e .
ex : N a v a l B a t t l e r d f s : su b ClassOf ex : B a t t l e .
ex : d i e d I n r d f s : s u b P r o p e r t y O f ex : p a r t i c i p a t e d I n .

Listing 1.1. Example of RDF statements

The discussion in this paper focuses on data exposed as Linked Data, regardless
of a possible co-existence of the same information in other data models (e.g., in GIS,
databases, or file systems) and regardless of whether the data are considered open or not.
Linked Data is in fact most typically treated as (but not limited to) a secondary, openly
available, exposure of contents that are also held in other formats, typically enabled
through government subsidies or open source communities.

6 Though DBPedia represents the battles only as literal values, not enabling queries to follow
links.

7 http://en.wikipedia.org/wiki/Turtle (syntax)

http://en.wikipedia.org/wiki/Turtle_(syntax)
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3 Data Are Statements

Linked Data express claims [3], i.e., statements made by somebody somewhere at some
time. Meta-information about this context is obtainable through the owner of the URI
at which the statements reside and the place and time of their publication. This idea
holds the key for solving provenance, currency, and versioning problems. Provenance or
lineage (the origin and chronology of data) remains a thorny issue in theory and practice
around geographic data and data in general. Linked Data deals well with provenance,
but remains somewhat weak in dealing with the temporal evolution of knowledge.

For an example of how to obtain provenance information, consider the triple stat-
ing that Portsmouth is located in Hampshire. The author of such a statement is
typically made explicit only at the level of whole data sets. The statement about
Portsmouth could be (but actually is not) part of Ordnance Survey’s publicly avail-
able linked geodata8. According to http://data.ordnancesurvey.co.uk/
datasets/os-linked-data, Ordnance Survey did make the taxonomic state-
ment, however, that the City of Portsmouth is a Borough, on October 25th 2010, and
confirmed it on May 10th, 2013.

The nature of triples as statements, as obvious as it is from their subject-predicate-
object syntax, tends to be mixed up with the conventional view of data as facts, even
in the specialized literature discussing how to reason with Linked Data. Triples are still
too often seen as single, objective, eternal truths about some contents, irrespective of
authorship or date or other contextual and quality aspects. The implicit assumption is
that they will conveniently be overwritten or forgotten if better data become available.

When triples are instead seen as expressions of beliefs held by individuals or or-
ganizations at some point in time, the Linked Data paradigm easily admits reviewing,
commenting, revising, and extending information. If Ordnance Survey, for example,
makes statements about the geography of the UK, these come with a significant level of
authority and trustworthiness. But they still express a view of the world held by a (pro-
fessional, authoritative) organization at some point in time, subject to disagreement,
revision, and improvement.

Trust and reputation are naturally attached to the authors of data, propagated to their
statements, and calibrated through links and their weights in search engines. The Linked
Data paradigm is ideal to express and reason with such information. There are many
solutions for handling and increasing trust: 1) professional and volunteered curation
of data, 2) inconsistency checks via automated reasoning, 3) applications and services
using the data. These processes can also take the form of syntactic checks. Similarly,
reputation should increase based on communication, i.e., sharing evidence about the
level of trust: for instance communicating that the data in some source is curated.

Thanks to the Linked Data paradigm, digital maps and other geospatial models can
now be seen as sets of statements made by authors with some reputation at some well-
defined points in time [6]. Ideally, these statements will never be removed, because it is
valuable (and sometimes legally required or otherwise essential) to know about previous
world views or states of affairs. New insights may be gained, the world or the ways to
describe it may change, and statements can simply be added to the Linked Data Cloud.

8 http://data.ordnancesurvey.co.uk/

http://data.ordnancesurvey.co.uk/datasets/os-linked-data
http://data.ordnancesurvey.co.uk/datasets/os-linked-data
http://data.ordnancesurvey.co.uk/
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From a technical point of view, with RDF 1.1, the possibility to group statements in
data sets attributed to a well-defined (by URI) provenance has now become a standard
solution (using multiple graphs)9.

4 Statements Can Contradict

Another long standing concern in GIScience is that of the consistency of its models.
Following Allemang and Hendler’s AAA slogan that “Anyone can say Anything about
Any topic” [7], consistency is not a key concern for Web-scale systems. Given the vari-
ety of sources, perspectives, granularities, and data creation and curation procedures, the
collection of statements in the Web can, do, and will contain contradictions. Early on,
the Semantic Web community decided to handle this challenge not by stricter models
and model checking but by adopting the Open World Assumption (where the absence of
a statement does not imply its falsehood). It focuses on inferential semantics, deferring
consistency checking to the level of ontology engineering.

To give a concrete example for the consequences of this decision, consider the death
of a prominent person. This information may be updated at Wikipedia (and thus DBpe-
dia live10) within minutes but may take longer to be integrated into other data reposito-
ries. News stations may decide to wait for independent confirmation of the event. Thus,
the global knowledge graph will contain information that the given person is alive and
dead at the same time. A Web-scale system such as the global graph of Linked Data
still has to be able to function despite such apparent inconsistencies.

On the terminological level, the Open World Assumption ensures that a lack of
knowledge or the temporal unavailability of a certain data repository does not imply
that a statement is false. In contrast, under the Closed World Assumption statements
that are not known to be true, are assumed to be false. In the example, the absence of a
date of death does not imply that the person is still alive, just that it is unknown whether
the person is alive or dead (until a statement clarifies this either way).

In addition to such temporal aspects, space and place also play a key role in inter-
preting statements. For instance, news agencies from two different countries may have
diverging opinions (on a cause of death or anything else). These regional (as well as
temporal) differences can go as far as authorities disagreeing at the terminological level.
The case of “freedom fighters” versus “terrorists” used to label the same people over
time is an infamous example. Two data providers at the same time, or the same provider
at two different times, may classify a particular individual in different ways. This leads
to an extended version of the AAA slogan to an AAAAA view of “Anyone can say
Anything about Any topic at Any time and Anywhere” [8]. The lesson from such ex-
amples is that spatial and temporal indexing of statements is important for reasoning,
even where the topics reported do not seem to be spatial or temporal.

Additionally, and in clear contrast to previous knowledge engineering paradigms,
the Linked Data community has taken the stance that there is no need for linking to
abstract top-level or domain-level ontologies (while retaining the benefits of designing

9 https://dvcs.w3.org/hg/rdf/raw-file/default/rdf-dataset/
index.html

10 http://live.dbpedia.org

https://dvcs.w3.org/hg/rdf/raw-file/default/rdf-dataset/index.html
https://dvcs.w3.org/hg/rdf/raw-file/default/rdf-dataset/index.html
http://live.dbpedia.org
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ontologies along well-defined upper level distinctions). It has invested instead into re-
search on ontology alignment, data-driven knowledge patterns, and query federation.
Consequently, what appears to be the same statement in two triple stores can have
vastly different interpretations. Consider, for instance, a triple stating that Horatio Nel-
son died on the deck of the HMS Victory, and a second triple that the HMS Victory
is located at Portsmouth, UK. Depending on the choice of ontology axioms used to
interpret these statements, including decisions on how to assess the temporal validity
of statements, one can infer that Nelson’s place of death is in the UK or not. Whether
this is an unintended logical consequence is left to decide at the terminological level,
i.e., by considering and adapting the ontologies used. This attitude fosters reusability
and integration. Its downside is that the (mis)use of so-called co-reference resolution
(e.g., via owl:sameAs) may hamper conflation; whether two resources actually refer
to the same entity is often a very complex decision to make; see Haalpin et al. [9] for a
detailed discussion.

5 Metadata Are Data

GIScience and GIS practice distinguish data (such as on geographic features and their
attributes) from metadata (such as on the creation dates and names of creators of the
data). The two types of data tend to be captured and kept in separate locations, models,
formats, granularities, and business models. Linked Data blurs this largely artificial
distinction, as each statement can be semantically typed and annotated. It is still possible
to create provenance information about collections of statements (RDF documents), or
SPARQL endpoints serving certain data. This can, for example, be done using the Prov
ontology [10]. Provenance statements, however, are statements of the same nature and
form as all other statements in RDF (which itself evolved from a metadata format). It
is possible to follow links from data to metadata and back. It is also possible to define
what is considered metadata in some application scenario and what is considered data.
Finally, on the terminological level, ontologies developed in OWL or the RDF Schema
language (RDFS) can also be queried to retrieve data about individuals as well as about
concepts (which would be considered metadata) and one can pose queries that filter the
results by criteria about concepts and data.

Metadata about statements (spatial or not) are themselves often spatial and temporal:
when did the information become known? when and where did an event occur? what
was its duration? what else happened during that time or at that place? These spatial
and temporal aspects of metadata make spatio-temporal computing attractive for infor-
mation in general, beyond properly geographic data. They can be better exploited now
that the data about them is part of content data. Through the tight integration of data and
metadata in a single and simple format (RDF), we are now in fact applying GIScience
methods to information infrastructures in general [8].

6 Semantics Is in Predicates, Not Schemata

One of the biggest innovations of Linked Data is the way semantics gets handled. Tra-
ditional geographic data modeling wisdom (to be found in any GIScience textbook or
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course) has it that a conceptual database schema, together with a data dictionary, is
the best way to capture what is meant by the data. Ontologies may be used to expose
semantics and allow for machine reasoning about it, but they are typically not seen as
having reached the expressive power or practicality of database schemata and dictionar-
ies. A database schema, in this sense, describes the structure of data, while an ontology
provides a specification of the intended meaning of terms. Thus, the triple structure is a
schema, while ontologies (expressed in OWL or other languages) specify the types and
predicates used in triples.

One problem with the database schema approach to semantics is that data often leave
their native environments and get repackaged in forms which may or may not capture
the intended semantics adequately. Supplying them with some schema information (say,
in XML-based form) is normally not enough. Database schemata, even in their layered
form standardized by ANSI and ISO (conceptual - logical - physical), fail to separate
the concerns of data organization from those of semantics. They do a great job on the
former, but a notoriously poor one on the latter task, especially when data leave their
native environments. Semantics has very little to do with how data are structured, and
much more with how terms are being used in the data (and their structuring).

Linked Data provides this missing semantic link for spatial (as well as any other types
of) data by connecting statements to definitions of the predicates used in the triples.
Since their conceptual schema is the simplest possible one, that of a triple with a subject,
predicate and object, nothing else needs to be stated about structure or schemata and
one can concentrate all semantic efforts on capturing the intended meaning of the terms
used in these three elements. Semantics that was traditionally captured in schema form
(say, about cardinalities of relations) can be restated in shared vocabularies. In this
form, it will be explicit and accessible to inspection and revision anywhere within and
outside the organization producing or holding the data. As syntactic interoperability is
largely handled by common standards such as RDF, we can entirely focus on addressing
semantic interoperability.

7 Maintenance without Deletion

GIScience still relies massively on static world views—or at least on an implicit as-
sumption that changes can be recorded through sequences of snap shots. For instance,
changes related to weather (say, temperature or amount of rain) or other environmen-
tal conditions (sea level or river width) are monitored and recorded as time series of
attribute values. The underlying assumption is that the essence of world knowledge
is static: values of temperature change but the temperature concept itself remains un-
changed and only current values of such concepts need to be stored. Many counter
examples show the need for modeling changes in more sophisticated ways:

– natural and administrative regions change (they split, merge or otherwise change
their form) due to human decisions or natural processes;

– connections between things change (e.g., a person moves from one affiliation to
another)

– concepts change over time or acquire multiple senses (like the famous example by
Frege about the concepts of evening star and morning star)
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There are many such changes in the world [11] and in our way of talking about it.
When formalized, they can be used for inferences. An example of this is to study [12]
what topological inferences can be made when a region is cut into pieces. Linked Data
allows for storing and sharing both the data used as input and the inference results. This
way, inference results become links in RDF and provide a way to traverse longer paths,
for instance from contemporary place names to historic ones [13].

Ideally, with Linked Data as statements, monotonicity is regained. A true statement
never needs to be retracted, but the time span in which it is considered true needs to
be made explicit. For place-based information, this means to understand and state the
beginnings and ends of the validity of place names. The time span for the resource
representing the place can be defined, for instance, as a the time when the borders of an
administrative place remained unchanged [13]. This way borders can be linked to the
right place, and spatial relations—like overlap with historic or contemporary regions—
can be traced over time.

New challenges emerge for this approach, such as how to deal with imprecision and
uncertainty—for instance how to infer when a certain statement is valid if the begin-
ning/end of its validity is not known exactly. A Linked Data solution for this problem
is to define fuzzy temporal intervals. Instances of this concept can then be annotated
with the fuzzy begin, begin, end, and fuzzy end predicates of the interval. This allows
for computing with the validity of statements even if the validity itself is imprecise.
Maintenance also calls for documented provenance: about who has created a statement,
when it was made, or when it became obsolete [14].

8 Data Publishing and Sharing by URI

The principles of Linked Data are built around URIs. Things should be named with
URIs, preferably with HTTP URIs. Accessing data by URI allows for individual state-
ment retrieval, in contrast to the need for always downloading complete, often large
datasets. SPARQL can be used to query just that part of the data that one needs for
a given task, down to a single piece of information (such as what county contains
Portsmouth).

It is notable in this context that SPARQL endpoints are themselves identifiable via
URIs. This allows for automatic querying of data provided by endpoints, and gathering
of large-scale documentation of available data of different types. However, it calls for
research on representation mechanisms for spatial accuracy, resolution, and other data
quality aspects. Linked data thus provides a transparent way for building future Spatial
Data Infrastructures (SDI) [15].

The availability of data about all parts of a statement (i.e., subject, predicate and
object) differs considerably from traditional SDI, where predicates are not described
in a machine-understandable fashion. For instance, the following excerpt describes the
predicate DEFOR_200811 used to describe “new deforestation in 2008” in the Linked
Brazilian Amazon Rainforest Data [16]:

11 Full example is accessible as Linked Data at http://spatial.linkedscience.org/
context/amazon/DEFOR 2008

http://spatial.linkedscience.org/context/amazon/DEFOR_2008
http://spatial.linkedscience.org/context/amazon/DEFOR_2008
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@prefix amazon:<http://spatial.linkedscience.org/context/amazon/> .

amazon:DEFOR_2008
rdfs:label "Percentage of new deforestation in 2008";
amazon:aggregation amazon:Pixel ;
amazon:columnnumber amazon:c10 ;
amazon:source amazon:INPE ;
amazon:timeperiod amazon:year2008 ;
amazon:unit amazon:percent ;
amazon:variabletype amazon:LandUse .

Deferencing by URI provides a way to check what statements are currently served by
that URI. By accessing the URI of a 25kmx25km grid cell about the Brazilian Amazon
Rainforest one gets the following kinds of statements12 —i.e., aggregated information
about that cell.

amazon:AMZ_LINKED_25K_1000
rdfs:label "Cell 1000";
amazon:DEFOR_2002 "0.039"ˆˆxsd:double ;
amazon:DEFOR_2003 "0.0030"ˆˆxsd:double ;
amazon:DEFOR_2004 "0.031"ˆˆxsd:double ;
amazon:DEFOR_2005 "0.042"ˆˆxsd:double ;
amazon:DEFOR_2006 "0.0050"ˆˆxsd:double ;
amazon:DEFOR_2007 "0.012"ˆˆxsd:double ;
amazon:DEFOR_2008 "0.0040"ˆˆxsd:double .

Another example of Linked Data publishing is spatial@linkedscience [17]
which contains Linked Data about papers published in the GIScience, COSIT, ACM
GIS (SIGSPATIAL), and AGILE conference series. Each paper, author, and affiliation
is assigned a URI. Accessing the data is again done via URI13 to retrieve an RDF ver-
sion of the data.

Communities ranging from libraries to environmental scientists have been seeking a
way to identify the information resources they are dealing with. The solutions—such as
Digital Object Identifiers (DOIs) for identifying outlets and papers—call for establish-
ing registries to maintain identifiers and their mutual mappings. Linked Data facilitates
such registries and the trust in them by tracing the hubs of data, similarly to search
engines using HTML pages to find trusted hubs of information.

9 Data Integration by Linking

Linking enriches not only source data (that links to destination data), but also the desti-
nation data. For instance, referencing digital cultural heritage data to places creates rich

12 Full example is available at http://spatial.linkedscience.org/context/
amazon/AMZ LINKED 25K 1000

13 For instance
http://spatial.linkedscience.org/context/acmgis/paper/

doi10.1145/1653771.1653787

http://spatial.linkedscience.org/context/amazon/AMZ_LINKED_25K_1000
http://spatial.linkedscience.org/context/amazon/AMZ_LINKED_25K_1000
http://spatial.linkedscience.org/context/acmgis/paper/doi10.1145/1653771.1653787
http://spatial.linkedscience.org/context/acmgis/paper/doi10.1145/1653771.1653787
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descriptions of the places themselves. This allows for studying, for example, connec-
tions between places and the culture of a region.

URIs enable integration of different kinds of data not only online, but also locally.
Sensitive data can make use of openly available Linked Data by sharing its URIs. This
supports providing of the context (e.g., via spatial or temporal references) for the sensi-
tive data in question, while the sensitive data itself can remain private.

Federated queries allow for accessing data from different SPARQL endpoints, i.e., to
combine results from multiple sources. For instance the following statement documents
that a grid cell is partially overlapping a municipality.

amazon:AMZ_LINKED_25K_1000
tisc:partiallyOverlapping
amazon:BRAZIL_MUNICIPALITY_1508407 .

By further requesting statements about the municipality14

amazon:BRAZIL_MUNICIPALITY_1508407 one can retrieve not only its
name (Xinguara), but also a link to dbpedia:Para_State15 representing the State
in which Xinguara is located. This way one can navigate from one resource to another,
independently of which Linked Data repository each happens to be stored at.

Given the challenges of sharing and agreeing about meanings of predicates, the pro-
cedure of linking is not straightforward. Automatic linking can easily create inadequate
links, but manual linking is often too time consuming [18]. A key research task is to
support identity resolution, i.e., when two things denoted by two URIs are the same
and when they are not. Linking also tends to have context-dependent outcomes. For
example, information retrieval by a tourist can accept more loosely defined links (say,
on partonomical relations) between places than retrieval for administrative tasks of au-
thorities.

Specifying and publishing link types (i.e., predicates) encourages others to reuse
them. For instance, the Citation Typing Ontology16 [19] lists over 80 different types
of citations (such as cites as evidence, conforms or critiques). If the GIScience com-
munity considers typing of citations between its publications, it will support deeper
understanding of the impact of its work.

Furthermore, the sharing and reuse of spatial and temporal relations17 as Linked Data
by the community would support the large scale reuse of GIScience methods and ap-
plications. If two data sets use the same URIs for predicates and concepts, then queries
and reasoning procedures tested with one data set will also work for the other.

14 See http://spatial.linkedscience.org/context/amazon/
BRAZIL MUNICIPALITY 1508407

15 http://dbpedia.org/resource/Para State
16 http://purl.org/spar/cito
17 Such as predicates defined by the Open Time and Space Core Vocabulary, see
http://observedchange.com/tisc/ns/

http://spatial.linkedscience.org/context/amazon/BRAZIL_MUNICIPALITY_1508407
http://spatial.linkedscience.org/context/amazon/BRAZIL_MUNICIPALITY_1508407
http://dbpedia.org/resource/Para_State
http://purl.org/spar/cito
http://observedchange.com/tisc/ns/
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10 New Challenges

With the adoption of Linked Data as a paradigm, new challenges emerge for research
and practice. We briefly list some of them here, suggesting research directions for Ge-
ographic and other Information Sciences.

1. How to deal with raster data: if one separates pure rasters from their interpretations
into object concepts and treats both as Linked Data, what problems remain to be
solved [20]?

2. How to deal with time in its many forms of relevance to linked data [21,22]?
3. How to exploit (recently standardized) RDF notions like multiple graphs for spatial

data sets?
4. How to scope statement validity temporally [23] and spatially?
5. How to talk about statements themselves in a logically clean form, providing meta

information (for a new and promising proposal, see [24]).
6. How to use such meta-statements in trust and reputation models [25]?
7. How to determine which ontologies are needed for geodata, how to reuse them,

how to align them with other ontologies, and how to ensure community buy-in18?.
8. How to deal with real-time or near-real-time streams of data? [26]
9. How to extend Application Programming Interfaces (APIs) to serve Linked Data,

in addition to their typical CSV, JSON, and XML outputs [3]?
10. How do the large volumes of simply structured Linked Data affect efficiency in

accessing and analyzing geographic data, in comparison with database systems and
web services [27]?

11. How to better handle co-reference resolution to enable geo-data conflation?
12. Where are the hard limits, if any, of the triple data model for spatial data and which

data should not be triplified (e.g., Well-Known-Text)?

The characteristics of the Linked Data paradigm, as described in this paper, provide a
strong basis for addressing these and other challenges. In particular, the recognition that
data are statements made by somebody somewhere at some time has already proven19 to
be one of the most powerful ideas when it comes to dealing with geographic information
and when using spatial and temporal references as glues for information in general [8].

11 Conclusions

We discussed the paradigm shift afforded by Linked Data and Semantic Web technolo-
gies, highlighting its impacts on key questions of GIScience. Many of these impacts
have to do with the changing role of database schemata, conventionally thought to be
essential for modeling geographic data. This role needs to be revisited in the light of the
triple model and the outsourcing of semantics into explicitly specified and shared vo-
cabularies. Another set of impacts has to do with space and time as efficient integrators
of data. The Linked Data approach makes this capacity explicit by enabling a global
identification and publication of spatial and temporal references.

18 These questions are being addressed by the so-called GeoVoCamps, see
http://vocamp.org/wiki/Main Page

19 in projects such as http://lodum.de/life/

http://vocamp.org/wiki/Main_Page
http://lodum.de/life/
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We argued that creating data in the form of Linked Data statements produces sev-
eral benefits: statements can contradict and their validity can be time stamped, prove-
nance information can be combined with the data itself, and semantics can be defined
explicitly. With Linked Data, these benefits are built into the general Semantic Web in-
frastructure, creating a large-scale distributed (and spatially enabled) information infras-
tructure. We illustrated the Linked Data approach via examples ranging from mundane
geographic facts through historical battles and environmental observations to biblio-
graphic data. We ended with a list of a dozen research questions around novel challenges
posed by Linked Data in GIScience.

The paper has focused on Linked Data, rather than Open or Linked Open Data. Yet,
beyond the technical aspects discussed here, Linked Data has become an important ve-
hicle for transparency in society. The paradigm of Open Government [28], popularized
through national efforts in Brasil, the UK, the US, and other countries has rapidly spread
and is reaching municipal levels in some countries [29]. With a wide range of available
tools and a growing choice of vocabularies to convert data to Linked Data, anybody who
wants (or is mandated) to open up geodata can and should now do so. Technical hurdles
will no longer serve as an excuse to keep geodata hidden where there are no real reasons
to do so. As for Open Data and Linked Data in general, the GIScience community has
a great opportunity to help exploit location as an integrator across platforms, domains,
and disciplines.
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Abstract. Surface water is a primary concept of human experience but concepts 
are captured in cultures and languages in many different ways. Still, many 
commonalities exist due to the physical basis of many of the properties and cat-
egories. An abstract ontology of surface water features based only on those 
physical properties of landscape features has the best potential for serving as a 
foundational domain ontology for other more context-dependent ontologies. 
The Surface Water ontology design pattern was developed both for domain 
knowledge distillation and to serve as a conceptual building-block for more 
complex or specialized surface water ontologies. A fundamental distinction is 
made in this ontology between landscape features that act as containers (e.g., 
stream channels, basins) and the bodies of water (e.g., rivers, lakes) that occupy 
those containers. Concave (container) landforms semantics are specified in a 
Dry module and the semantics of contained bodies of water in a Wet module. 
The pattern is implemented in OWL, but Description Logic axioms and a de-
tailed explanation is provided in this paper. The OWL ontology will be an im-
portant contribution to Semantic Web vocabulary for annotating surface water 
feature datasets. Also provided is a discussion of why there is a need to com-
plement the pattern with other ontologies, especially the previously developed 
Surface Network pattern. Finally, the practical value of the pattern in semantic 
querying of surface water datasets is illustrated through an annotated geospatial 
dataset and sample queries using the classes of the Surface Water pattern. 

1 Introduction and Motivation 

Surface water refers to water that exists on a surface at a greater mass than just de-
tectable moisture on the earth’s surface. It is a critical natural resource for life on 
earth, and a primary category of environmental reality within the realm of human 
experience. Yet, given the immensely rich and varied contexts of our experiences, it is 
not surprising that features associated with surface water (and the landscape, in gener-
al), are perceived and lexicalized quite differently, depending on which surface water 
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characteristics are recognized and emphasized by a culture or language. Similar, 
though less extreme, differences are also found among scientists and other profes-
sions. The innovative multidisciplinary field called Ethnophysiography has emerged 
recently for exploring these nuances arising from the intersection of language, culture, 
and cognition as they affect the interpretation of the landscape [21-22].  

The variability implies that there exist several ways for classifying and relating fea-
tures, and that there may be loss of information due to semantic interoperability between 
different conceptual systems. Researchers have explored topographic gazetteers and 
spatial data standards from countries across the world, such as GNIS1, SDTS2, and Geo-
net Names Server3 (all from USA), INSPIRE4 (Europe), TTDMS5 (Taiwan), and topo-
graphic map standards from the Russian Federation (as discussed in [8]), to show the 
varied way topographic concepts are understood and formalized [5, 8, 20, 24]. Even 
formally developed systems such as WordNet6 and EnvO7, or SWEET8 are inconsistent 
with each other—and with common sense conceptualizations of geospatial phenomena. 
Part of the problem is that different aspects of the landscape may be preferentially paid 
attention to in different cultures, languages and professions [31-34]. Hence, categories for 
landscape, including surface water, may be difficult to generalize, and terms may not 
have one-to-one correspondence with terms in other languages [21-22, 34].  

Such dissimilarities should not, however, distract from the fact that people do com-
municate successfully across cultural and linguistic barriers and standards and ontologies 
can also be rendered interoperable (albeit with some information loss). For example, 
comparison of Russian, Taiwanese (Mandarin language) and US (English) geospatial 
standards revealed several terrain and hydrographic qualities, relations and categories that 
are shared and can be used for concept matching between the national geospatial stan-
dards [8]. As another example, the ambitious European INSPIRE spatial data infrastruc-
ture initiative can cater to the variation across European countries by capturing localized, 
country-specific geographic semantics in separate microtheories, and then allow infe-
rence of a subset of shared conceptualizations to enable semantic interoperability at the 
global European level [5]. Yet, such interoperability driven studies only hint at what may 
be some of the underlying principles of different conceptualization systems. For a com-
prehensive understanding, substantial research on geographic cognition [26], nature of 
geographic categories [31], and naïve geography [6] will be needed to discover general 
principles. It is safe to assume that such theories are unlikely to emerge anytime soon, 
since many languages, cultures and contexts would have to be investigated to identify 
truly stable categories and properties.  

                                                           
 1 Geographic Names Information System (GNIS): http://geonames.usgs.gov 
 2 Spatial Data Transfer Standard (SDTS): http://mcmcweb.er.usgs.gov/sdts 
 3 GEOnet Names Server (GNS): http://earth-info.nga.mil/gns/html 
 4 INSPIRE Directive: http://inspire.jrc.ec.europa.eu 
 5 Taiwan Topographic Map Data Standard (TTMDS): 
   http://fas.harvard.edu/chgis/work/coding/feat_types_tw.htm 
 6 Wordnet: A Lexical Database for English: http://wordnet.princeton.edu 
 7 Environmental Ontology: http://environmentontology.org 
 8 SWEET ontologies: http://sweet.jpl.nasa.gov 
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In the shorter term, scientific ontologies and well-known theoretical frameworks, in-
cluding Gibson’s theory of environmental affordances [10], Horton’s primary theory 
[16], Lakoff and Johnson’s ideas of experiential realism and embodied cognition [18-19], 
and Hayes’ naïve physics manifesto [14, 15] offer reasonable justification for making 
some basic assumptions about how people experience the world. The consensus from 
these theoretical frameworks seems to be that there exist some physical precepts of the 
landscape that all human beings (with similar physical sensory capabilities) are able to 
perceive and experience, irrespective of their background and context. Identifying the 
minimal components of that commonly experienced landscape would allow the design of 
foundational landscape ontologies [29]. Such ontologies will serve best if conceptually 
grounded in basic, easily generalizable experiences of physical reality. This paper contri-
butes to this research agenda by presenting a new Surface Water ontology that captures 
the essential semantics of discrete surface water features and their physical connection to 
the earth’s surface. The semantics were primarily derived from considerations of physi-
cally observable properties and features in the landscape.  

The success of any foundational domain ontology rests on it being relatively ab-
stract and sparse in terms of how many categories and properties it specifies to avoid 
over-commitments and be useful across domains. It should also be easily extensible 
across geographic scales, and provide clear criteria for adding more specialized do-
main concepts. One popular and effective semantic engineering solution is to create 
small ontology design patterns to specify conceptualizations pertaining to a particular 
slice of a domain [9]. The Surface Water ontology presented here is such a small, 
easily comprehensible, and generalized ontology design pattern focused on some 
simple concepts from the domain of surface water. It is intended to serve both as a 
conceptual building-block for guiding the design of more complex surface water on-
tologies, and also as a self-contained knowledge representation unit capturing essen-
tial surface water semantics reusable in any domain with equal validity.  

The fundamental design principle used for this pattern is to explicitly separate 
landscape features that act as containers for water to flow or collect, from the flowing 
and standing bodies of water that occupy those containers. The categories modeled by 
this pattern are abstract enough to function as “meta” categories closely correspond-
ing to (but not equivalent to) basic categories encountered in hydrology, a field-
observation driven geoscience domain that already offers a stable system of surface 
water feature types, and also to categories often encountered in natural languages. The 
pattern’s categories reflect distinctions driven by observable physical properties (e.g., 
shape, size, depth, flow of liquids), and thus they are compatible with Horton’s prima-
ry theory [16]. That leads to the surmise that such distinctions should also be inducing 
recognition of similar categories, albeit with additional properties and at different 
conceptual granularities, in most cultures and natural languages.  

The Surface Water pattern captures semantics that arise from the object view of the 
surface water domain, but cannot capture non-channelized flows directly on the sur-
face during floods and runoff. Hence, this paper also includes a brief discussion of 
another pattern (developed earlier by the authors), called the Surface Network pattern  
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which is based on a well-known theory for conceptualizing any surface as an abstract 
network of simple shape elements [4, 25]. The Surface Network pattern can help in-
corporate surface flow semantics anywhere on the surface, not just in channels or 
basins. For complete representation of surface water semantics, several other intuitive 
object, network and field based ontologies will also be needed.  

The rest of this paper is organized as follows. Section 2 presents the methodology 
and conceptual motivation for designing the pattern. The conceptual foundations and 
all the axioms of the OWL ontology are presented in Section 3. The practical utility of 
the pattern for semantic querying and annotation is discussed in Section 4. Section 5 
briefly discusses how the Surface Network pattern applies to the domain of surface 
water, and Section 6 wraps up the paper with some general conclusions.  

2 Pattern Design 

2.1 Methodology 

The Surface Water ontology pattern is supposed to function as a core surface water 
domain ontology (complemented by the Surface Network pattern), that is sufficiently 
abstract to be applied to more specific geospatial ontology applications. As mentioned 
above, ontology design patterns are small ontologies capturing essential, reusable 
qualities of a theme, and acting as building blocks in more complex ontologies. They 
reduce duplicated work and the core elements of the pattern facilitate data integration 
since they are designed to remain consistent when reused within different applications 
[9]. A key requirement for pattern design is that both domain and ontology engineer-
ing knowledge experts need to understand each other’s perspectives. An increasing 
number of patterns are being designed at Geo-Vocabulary Camps (GeoVoCamps), 
which are a bottom-up, participatory approach to pattern design, achieved through 2-3 
day working sessions of domain experts and ontology engineers to discuss and im-
plement patterns for the geospatial domain. Philosophically motivated debates, and 
extensive discussions about the practical scope of the pattern and which domain enti-
ties and properties should be selected, characterize the GeoVoCamp workshops. Se-
mantic engineering principles and implementation method determine the final form of 
the pattern which is generally available online and sometimes also documented as 
research publications [3, 17, 30].  

The Surface Water pattern was developed at GeoVoCampDC20139 by the authors 
of this paper, most of whom also worked together to develop the Surface Network 
pattern at an earlier GeoVoCampSOCoP201210. Both workshops were organized by 
members of Spatial Ontology Community of Practice (SOCoP).11 There is no single 
authoritative resource that can be cited for the Surface Water pattern. As is the case 

                                                           
 9  GeoVocampDC2013: http://vocamp.org/wiki/GeoVoCampDC2013 
10  GeoVocampSOCoP2012: http://vocamp.org/wiki/GeoVoCampSOCoP2012 
11  Spatial Ontology Community of Practice (SOCoP): http://socop.org 
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for most patterns, the insights came from the collective research and practice of the 
authors. A wide variety of resources on surface water concepts was also known to 
them and considered more than sufficient as background knowledge for making deci-
sions about both surface water domain and pattern design issues. The following 
sources of knowledge informed the Surface Water pattern design: natural language 
texts, multilingual dictionaries, encyclopedias, geospatial data standards (GNIS, 
SDTS), geoscientific reference texts, lexical databases (NGA GNS, WordNet), geos-
cience ontologies (SWEET, EnvO) and prior geographic and formal ontology  
research on scientific, legal, and folk concepts of surface water or closely related con-
cepts [1-2, 5, 7-8, 12-13, 20-22, 24, 28-34]. 

2.2 Conceptual Background 

A pattern needs to be generic enough to find recurring use in diverse contexts [9].  
A well-established method for designing and motivating patterns is identification of a 
set of competency questions that refine the general use case and illustrate the types of 
semantic queries that can be addressed by implementing the pattern in more domain-
specific contexts [11]. Some typical questions that best illustrate the generality and 
scope of the Surface Water pattern in a wide variety of contexts are listed below. 

Q1. “Find all standing water bodies that are completely located in region X.” 
Q2. “Find all direct tributaries flowing into river X.” 
Q3. “Find all types of streams that originate from and also terminate in a basin.” 
Q4. “Find all valleys draining into a lake X.” 
Q5. “Find all streams which drain into lakes that do not fill their basins.” 

These queries can be relevant in a wide range of domains such as topographic map-
ping and querying, hydrological analysis, digital terrain analysis, pollution transport 
modeling, navigation, habitat analysis, natural resource conservation, disaster plan-
ning etc.. For example, a water body is abstract enough to resolve to different entity 
types (lakes, ponds, reservoirs) in different contexts, including different geographic 
scales (Q1). Tributaries of a river could be queried for determining navigation, or 
tracing pollution pathways, or to assess stream volumes (Q2). Streams, rivers, creeks, 
runs and many other flowing water features can be all treated as specializations of a 
single abstract type of channelized flow, and yet be distinguished from each other 
when needed in different contexts (Q3). Similarly, hydrographic, terrain, and other 
databases can be integrated and queried collectively by creating ontologies that expli-
citly capture the physical relationship between the land surface, (concave) land forms, 
and surface water (Q3-5). These types of competency questions helped identify the 
essential classes and properties of the Surface Water pattern.     
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3 Formalization of the Surface Water Pattern 

3.1 General Principles 

The following conceptualization underlies the Surface Water pattern: There are  
locations or regions on the surface of the earth that host concave landforms, many of 
which interconnect, and act as containers for water to collect and/or flow through in 
dominant amounts under the influence of gravity. The pattern, therefore, distinguishes 
between the terrain feature that acts as a container and the body of water, both consi-
dered to be overlapping in the same space. This is the most fundamental idea  
recognized in this pattern. The pattern is, thus, divided into two conceptual parts or 
modules: Dry and Wet to capture the two types of semantics separately, and to allow 
focused specializations in the future. The Dry module captures the semantics of con-
cave landscape features (channel, depression and interface), which can exist regard-
less of the presence of surface water, but do act as containers for sustained water flow 
and storage. The Wet module is dependent on and reuses the Dry module features to 
capture the semantics of hydro features (stream segment, water body, and fluence) 
that occupy the features whose semantics are defined in the Dry module. Note that 
there are several types of snow and ice formations that may not be properly addressed 
by this pattern, which has been designed for the typical cases of liquid surface water 
features and contained in channels and depressions. The classes and properties within 
the Dry and Wet modules are formally encoded using Web Ontology Language 
(OWL), and available online.12, 13 All semantics of the modules and how they interre-
late is also captured schematically in Fig. 1. 

Some general issues related to pattern design and how they are discussed in this 
paper need to be clarified as well. First and foremost, Description Logic (DL) notation 
is used for presenting axioms in this paper since it is much more compact than OWL. 
Names of properties are simplified to not begin with “has”, but they should be easy to 
track because class names begin with capital letters, and property names begin with 
small letters. Global domain and range declarations over properties are not used be-
cause that is known to reduce interoperability—all domain-range declarations for 
properties are defined only in the context of specific classes. All classes of the pattern 
are declared to be pairwise disjoint because they do not cover overlapping categories. 
Disjointness declaration is the recommended practice in OWL for improving infe-
rence about domain concepts. The DL axioms for disjointness are not presented below 
for lack of enough space. Property axioms are also not included for space constraints, 
but their intended purpose should be evident from Fig. 1, and the discussion of the 
axioms below.  

                                                           
12 Dry module URI:  
   http://purl.org/geovocamp/ontology/SurfaceWater_Dry 
13 Wet module URI:  
   http://purl.org/geovocamp/ontology/SurfaceWater_Wet  
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Fig. 1. Surface Water pattern’s Dry and Wet module classes (brown/blue) and properties (grey) 

3.2 Dry Module Semantics 

The Dry module has two primary classes, Channel and Depression, while a third sup-
porting class Interface formalizes concepts of spatial connections between surface 
water features in the terrain. These classes represent three-dimensional terrain fea-
tures, where water occurs dominantly and their purpose is to be a foundation for spe-
cifying the semantics of classes of the Wet module.  
 
Channel. The Channel class captures the semantics of a linear conduit with two ends, 
which is located on or is a natural part of the earth’s surface, and as a consequence of 
its shape, it acts as a container where water can collect and flow in dominant amounts 
between the two ends of the conduit. Specifying that a channel has exactly two ends, 
each of which is formally represented through the interface class is considered suffi-
cient to support flow semantics (specified in the Wet module). Axiom A1 encodes this 
logic. There are some properties (lowerEnd, upperEnd, bed, and bank) that are only 
included in the pattern to support future specializations of the Channel class, but not 
used in this pattern to maintain its generality. For example, the distinction between 
upper and lower ends of a channel is not made since it would preclude channels where 
flows reverse temporarily. Similarly, only well-defined channels may be deemed to 
have a bed and bank, but not many minor channels transporting thin rivulets of water.  

 Channel  ⊑ (≤2end.Interface ⊓ ≥2end.Interface) (A1) 
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Interface. An interface is a conceptual abstraction to represent “transition” locations 
at the end of channels or on the boundary of depressions. The most common use of 
the interface class will be to represent the two ends of a channel. While axiom A1 
restricts that a channel’s end can only be an interface, axiom A2 further restricts the 
interface to be the end of only a channel, and nothing else. An interface that 
represents the physical merger or bifurcation of channels, or the merger of a channel 
and depression, is a Junction (A3). When an interface represents the end of just a 
single channel, or a junction between a channel and a depression, it can be thought of 
as the cross sectional 2D planar area through which flow would enter or exit the 
channel. An interface (junction) involving three channel ends will always be a vo-
lume, since channels are assumed to have some depth. A channel can have only two 
interfaces, at each of its two ends, but a depression can have any number of interfaces, 
including none at all, as specified later (A7). Note that axioms A1 and A3 together 
also imply that a channel is atomic, in that it cannot contain another channel (i.e., no 
sub-channels are possible).    

 Interface ⊑ ∀endOf.Channel (A2) 

 Junction ⊑ Interface (A3) 

Depression. A depression is a concavity in the earth’s surface that is surrounded by 
higher ground all around and which can contain water by virtue of its shape and ma-
terial surface. Depressions can be as large as ocean basins or as small as holes found 
in a channel bed. A depression is defined as being spatially enclosed by or having an 
upper bound marked by its rim (A4). The rim is the highest elevation line (a contour) 
that encloses the depression. Functionally, the rim denotes the level below which 
water can stay contained in the depression without overflowing. Formal specification 
of this definition of rim would require specification of multiple mathematical and 
spatial concepts, and is beyond the scope of this simple pattern. A depression also has 
the property of having exactly one pour point (A5), which marks the lowest location 
from where water would exit naturally if the depression was maximally filled, up to 
the level of its rim. The pour point is at the same elevation as and touches the rim (not 
formalized in OWL). A depression must also have a surface so that it can support a 
water body (A6). This means that this pattern allows only those individual depres-
sions, whose surfaces allow containment of water bodies to be members of this class. 
Finally, the meetsInterface property is used to specify that a depression is connected 
to other channels, the outside region, or in rare cases, to another depression, through 
only interfaces (A7). As illustrated in Fig. 1, the pourPoint property is also declared 
as a subproperty of meetsInterface, since it must connect the depression to an inter-
face which will then connect to other features or the region outside of the depression. 
The pour point is always on the rim, but interfaces with some channels which bring 
inflow may be on the rim or below it inside the depression (not formalized in OWL). 

 Depression ⊑ (≤ 1rim ⊓ ≥ 1rim)  (A4) 

 Depression ⊑ (≤1pourPoint ⊓ ≥1pourPoint) (A5) 

 Depression ⊑ (≤1surface ⊓ ≥1surface)   (A6) 

 Depression ⊑ ∀meetsInterface.Interface  (A7) 
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3.3 Wet Module Semantics 

The Wet module reuses the classes of the Dry module to specify the semantics of 
surface water flow and collection in channels and depressions, respectively. There are 
three classes in the Wet module: fluence, stream segment, and water body. Instances 
of the latter are always contained by the channel and depression, respectively, while 
fluences may be contained in interfaces, junctions or channels.  
 
Fluence. A fluence is the transitional water entering or leaving a stream segment or a 
water body. For stream segments within channels, the fluence can be either within a 
channel interface if flow starts or ends at the channel end, or outside the interface and 
within the channel, if flow starts or ends not at the end, but within a channel some-
where. For a water body, the fluence can either within be the interface to a channel or 
inside the depression containing the water body. The fluence class is further specia-
lized through three (pairwise disjoint) subclasses: influence, exfluence and confluence  
(A8-A10) to capture all the ways flow can start or end for a stream segment or enter 
or exit from a water body. The influence is the source, the exfluence, the sink, and the 
confluence can be both the source and sink of (different) stream segments or a stream 
segment and a water body. The confluence is a type of fluence signifying water merg-
ing or transitioning from one stream segment into another stream segment or water 
body, or from a water body to a stream segment. It is always contained within the 
junction of channels, since stream segments must exit a channel to meet other stream 
segments (A11). If the stream flows through the entire channel, then the influence and 
exfluence are contained in the interfaces at the end of the channel, otherwise they are 
contained within the channel somewhere (A12-A13). Note that axioms A8-A13 do 
not specifically preclude the fluence classes from being re-used to cover non-
channelized flow semantics. However, this pattern was designed to focus only on 
channelized flows, and broader than intended interpretation of the semantics is not 
recommended. 

 Influence ⊑ Fluence (A8) 

 Exfluence ⊑ Fluence  (A9) 

 Confluence ⊑ Fluence (A10) 

 Confluence ⊑ (≤1containedBy.Junction ⊓ ≥1containedBy.Junction) (A11) 

Influence ⊑ (≤1containedBy.Interface ⊓ ≥1containedBy.Interface) ⊔        
(≤1containedBy.Channel ⊓ ≥1containedBy.Channel) (A12) 

Exfluence ⊑ (≤1containedBy. Interface ⊓ ≥1containedBy.Interface) ⊔     
(≤1containedBy.Channel ⊓ ≥1containedByChannel) (A13) 

Stream Segment. A stream segment is contained (and flows) within the channel 
(A14). Every stream segment has two flow related properties: a source and a sink 
(A15-A16), which mark the inflow and outflow ends of a stream segment. Flow as a 
process is too complex to be explicitly formalized in OWL. Instead, it is implied indi-
rectly as directed from the source to the sink. Stream segments can only meet at a 
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confluence. Note that multiple sources and sinks of merging or diverging streams are 
all ‘resolved’ to the same physical confluence within the junction that contains it. The 
use of source and sink properties prevents the unrealistic situation of multiple coinci-
dent fluence and interface entities, when stream segments meet. If a stream segment’s 
source receives water from another stream segment or water body, a source will be a 
confluence, or if the source is neither a stream segment or water body it will be an 
influence, but never an exfluence (A17). Similarly, a stream segment’s sink can never 
be an influence, and only either a confluence (if the stream segment loses water to 
another stream segment or water body) or exfluence, otherwise. The axioms do not 
preclude the possibility of more than one stream segment contained in a channel, if a 
stream segment does not flow end to end, but it should be a rare possibility, if at all.  

 StreamSegment ⊑ (≤1containedBy.Channel ⊓ ≥1containedBy.Channel) (A14) 

 StreamSegment ⊑ (≤1source ⊓ ≥1source)   (A15) 

 StreamSegment ⊑ (≤1sink ⊓ ≥1sink) (A16) 

StreamSegment ⊑ (≤1source.(Influence ⊔ Confluence) ⊓                                         
≥ 1source.(Influence ⊔ Confluence)) (A17) 

StreamSegment ⊑ (≤1sink.(Exfluence ⊔ Confluence) ⊓                                          
≥ 1sink.(Exfluence ⊔ Confluence)) (A18) 

Water Body. This class represents a standing collection of water contained within a 
depression (A19). The water is contained due to the (impermeable) depression surface 
and between the depression’s surface anywhere up to the rim of the depression.  
Every water body, therefore, has a shoreline (A20). The shoreline achieves the highest 
level of the rim only when the depression is full (e.g. a full lake basin), otherwise the 
shoreline is at a lower level (typical in arid areas). This relationship between the 
shoreline and rim is not specified explicitly in OWL because it would need more 
complex axioms and incorporation of too many extra mathematical and spatial prop-
erties and entities. A water body meets stream segments that flow into or out of the 
water body. The meetsFluence property specifies that a water body connects to other 
bodies of water only through fluences (A21). If the water body fills a depression 
completely, it has an outlet, otherwise not (A22). The outlet can be either a conflu-
ence or exfluence (A23). It will be considered a confluence if the water body flows 
out to form a stream segment contained in a channel. Otherwise, if the water body 
loses water through the outlet in such a way that no sustained stream segment and 
channel are found connecting to the interface representing the pour point, then the 
outlet is considered to be an exfluence. A water body may have any number of inlets, 
including none at all, depending on how many stream segments or other discrete 
sources (e.g., underground springs) introduce net inflow into the water body. If an 
inlet exists, then it is a confluence if the inflow is from a stream segment in a channel, 
or an influence if its flow is not confined in a channel (A24). As shown in Fig. 1, 
outlet and inlet are also subproperties of meetsFluence because the inlet and outlet of 
a water body will always be represented by a fluence.  
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 WaterBody ⊑ (≤1containedBy.Depression ⊓ ≥1containedBy.Depression) (A19) 

 WaterBody ⊑ (≤1shoreline ⊓ ≥1shoreline)  (A20) 

 WaterBody ⊑ ∀meetsFluence.Fluence (A21) 

 WaterBody ⊑ ≤1outlet (A22) 

 WaterBody ⊑ ∀outlet.(Exfluence ⊔ Confluence) (A23) 

 WaterBody ⊑ ∀inlet.(Influence ⊔ Confluence) (A24) 

3.4 Discussion 

The Surface Water pattern was designed as a minimalist ontology modeling, and 
should not be expected to address all possible surface water types and cases. The de-
signed classes cover a limited set of categories that are likely to be widely, if not un-
iversally, shared by most people. These categories are only supposed to serve as basic 
building blocks, similar to foundation ontology categories, for more specialized and 
context dependent categories. For example, semantics of braided streams may require 
a more complex channel type to be introduced. Wetlands (e.g., marsh, swamp, fen) 
forming over permeable lands and/or not contained in depressions may be modeled as 
another unrelated pattern, or as an extension to this pattern (e.g., as a special type of 
water body that supports substantial vegetation and/or is characterized by certain soil 
types). This pattern is also not designed to support semantics of processes that lead to 
changes in the physical properties of surface water features due to action of water 
contained inside. However, the pattern’s classes should be able to describe the in-
stances of surface water features at different times or stages of evolution, which will 
allow sharing information about the spatiotemporal behavior (albeit only in terms of 
snapshot states) of specific features and/or geographic areas where the features are 
located. 

4 Applications of the Surface Water Ontology Pattern 

4.1 Aligning Geo-Databases and Annotating Mapped Features 

The Surface Water pattern has theoretical value as an encapsulation of fundamental 
domain categories and properties. The pattern is also an ontology for the Semantic 
Web, and a practical guide for making hydro-GIS datasets interoperable at a genera-
lized level. Surface water features get represented in different ways in geospatial da-
tabases depending on intended use. A primary use of this pattern would be to make 
databases interoperable by interpreting the features as instances of the basic categories 
of the Surface Water pattern. As an example, Fig. 2 shows mapped representations of 
real world surface water features for a small study area. The left diagram in Fig.2 
maps instances of Dry module classes, and the right diagram maps instances of the 
Wet module classes for the same study area. In this example, all depressions contain 
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water bodies, and all junctions contain confluences. However, not all channels contain 
stream segments, and not all interfaces contain fluences. All fluences are confluences, 
except one which is an influence that can be inferred by visual comparison of the left 
and right diagrams to be located not within the interface at the channel’s end, but 
within the channel itself. This implies that the stream segment does not fully traverse 
the channel end to end, but instead has a source starting somewhere downstream from 
the upper (flow) end of the channel. This example, thus, clearly underscores the im-
portance of distinguishing between spatially overlapping instances of different surface 
water feature categories. 

 

Fig. 2. An example of how surface water features can be described and mapped as instances of 
classes defined in the Dry (left) and Wet (right) modules of the Surface Water pattern 

4.2 Querying Geo-Databases 

A quick test of practicability is to check if the pattern is useful in answering the com-
petency questions listed in Section 2. The queries listed below confirm and show how 
the pattern can be used to construct domain queries using terms (italicized below) 
corresponding to the pattern’s categories and their properties. The returned features 
can be references to instances of surface water features shown above in Fig. 2.  

Q1. “Find all water bodies which are containedBy depressions whose rims are 
completely contained within the spatial extent of region X.” 

Q2. “Find all stream segments whose sinks are confluences with any stream 
segment with name X.” 

Q3. “Find all stream segments whose sources and sinks are confluences contai-
nedBy junctions that are interfaces with a depression.” 
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Q4. “Find all channels with junctions which contains confluences with the water 
body named X.” 

Q5. “Find all stream segments having confluences with water bodies that do not 
have an outlet.” 

As can be seen, semantics related to both bodies of water and their containing  
landforms are needed to correctly frame the queries. To make these sorts of queries 
possible, especially on the Semantic Web, we are also developing software to convert 
hydro-GIS datasets into RDF triples (standard graph data model for the Semantic 
Web), which can then be queried using the GeoSPARQL14 semantic query language. 
Fortunately, the GeoSPARQL ontology also offers built-in support for geospatial data 
querying, as will be needed for most surface water datasets. There are, obviously, 
many other questions of interest for the domain that are not answerable with this sim-
ple pattern, and many complex geospatial queries that cannot be handled by GeoS-
PARQL. Also, data on “dry” stream channels and depressions are not as common as 
datasets that map only streams and water bodies. Establishing topological connections 
to find junctions and fluences, and distinguishing the types of fluences based on flow 
direction is only possible with advanced geospatial data models. 

5 Integration with Other Ontologies  

Several sources informed the design of the Surface Water pattern. The formalization 
of voids in hydrogeology [12] was identified as a mid-level foundational ontology 
before subsequently designing the Surface Water pattern, especially because it forma-
lizes the container schema, and is itself aligned with the DOLCE foundational ontolo-
gy [23]. However, it presented some immediate problems due to formalization in 
Common Logic and a focus on hydrogeology. These are not insurmountable issues, 
but still prevented a quick alignment process. Additionally, the immediate goal of this 
work is to integrate the Surface Water and Surface Network patterns since the latter 
addresses surface flow semantics not encoded in the former. The Surface Network 
pattern is unlikely to integrate well with the ontology of hydrogeological voids [12], 
which is another reason for not yet investing in alignment with the ontology of voids. 
In the following paragraphs the discussion is focused on the Surface Network pat-
tern’s utility as an abstract and reusable surface water domain ontology. 

A surface network mathematically describes the global spatial shape of a  
(twice differentiable, smooth) surface in terms of a topological network of critical 
points (peaks, saddle points, and pits) and lines (ridge, course, slope, and contour 
lines), which together provide a generalized representation of the global surface shape 
[4, 25, 27]. The theory also includes two types of areal districts, hills and dales, which 
are bound by course lines and ridge lines, respectively, and exhaustively partition the 
surface into morphological parts, independent of each other. Three other areal feature 
types can be recognized, although only implicitly referred to in the literature: territory 
(area of overlap between exactly one hill and one dale), hilltop (enclosing area around 

                                                           
14  GeoSPARQL: http://www.opengeospatial.org/standards/geosparql 
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a peak down to the contour of the highest saddle point connected to the peak via a 
ridge line), and basin (enclosing area around a pit up to the contour of the lowest sad-
dle point connected to the pit via a course line). Surface networks offer a discrete, 
feature based abstraction of surfaces, which themselves lack searchable objects. This 
inspired the design of the Surface Network and the Geospatial Surface Network pat-
terns, the former for topological abstractions of the surface, and the latter extending 
the former with support for metric geospatial surfaces. The two patterns are available 
as OWL ontologies15, 16 and detailed in another manuscript [30]. 

These patterns are relevant to surface water semantics and are mentioned here be-
cause they formalize surface shape semantics. Intuitively, the earth’s surface already 
provides the potential for surface water collection and flow. Water flows along chan-
nels under the influence of gravity, collects and flows along lines of steepest descent, 
often forming well-developed stream channels, and at other times just downhill any-
where on the surface, as during a rainfall event or a flood. Areas that drain together to 
a pit or basin form drainage basins (i.e., watersheds), and are bound and demarcated 
by drainage divides (i.e., ridges). Water naturally flows toward the lowest points 
available in a drainage basin, where it starts to collect and fill basins, which are the 
lowest areas around the pit within the drainage basin. 

Keeping the above statements in mind, it emerges that if the earth’s surface is ab-
stracted as a surface network, its shape elements will easily capture the above seman-
tics, albeit at an abstract level. Some shape elements correspond closely to categories 
of the Dry module of the Surface Water pattern, and some others capture additional 
surface semantics. For example, a surface network basin would be equivalent to a 
depression, the pit will model the lowest point in a depression, the pale will corres-
pond exactly to the pour point of a depression, and the contour passing through the 
pale would be the rim of the depression. Surface networks also add concepts of drai-
nage basins (dales) and drainage divides (ridge lines) missing in the Surface Water 
pattern, and course lines which abstract locations where water flows consistently, and 
therefore are conceptually quite similar to channels. The Geospatial Surface Network 
can be used to conceptualize hydrological stream networks, and non-channelized 
overland/sheet flows of water—semantics which are missing from the Surface Water 
pattern.  

The reason for designing a Surface Water pattern, separate from the Surface  
Network pattern is that the mathematically abstract surface network elements do not 
correspond perfectly with the features of the real world. Because course lines must 
extend strictly between saddle points to pits, only a subset of flow channels can be 
made to correspond to course lines. Also, course lines technically never meet, so 
channel junctions cannot be modeled without making some theoretical adjustments to 
surface network theory. Furthermore, because pits and basins are often generalized in 
dry land focused digital elevation models, pits, depressions and the pales and channels 
connected to them practically never get recognized as part of surface networks. Still, 

                                                           
15 Surface Network OWL pattern URI:  
   http://purl.org/geovocamp/ontology/SurfaceNetwork 
16 Geospatial Surface Network OWL pattern URI: 
   http://purl.org/geovocamp/ontology/GeospatialSurfaceNetwork 
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there are some benefits to using the Surface Network pattern as outlined above, and 
their possible integration into a larger pattern. The authors are currently planning to 
address the integration and re-evaluation of both patterns in a future GeoVoCamp 
workshop. 

6 Conclusions 

Ontology patterns allow us to specify our concepts in knowledge modules and force 
us to extract the most essential concepts of a domain. The Surface Water pattern was 
created at a GeoVoCamp, by domain experts and knowledge engineers. The pattern 
follows general design principles and includes only highly generalized categories 
based on physically observable characteristics. Since the pattern is simple and forma-
lized in OWL, it can be used on the Semantic Web to share surface water feature  
datasets. The pattern should be easily reusable in different domains to annotate and 
implement semantic querying of surface water feature datasets. It can also be used to 
implement GIS data models that would be compatible with the naïve geography  
approach to GIS design and querying. As discussed above, the pattern is useful for 
intuitive querying and mapping of terrain and hydrographic GIS datasets.  

The Surface Water pattern is abstract to be generalizable. On the other hand, that 
also means that it must be combined and or extended with other topography related 
ontologies, and also aligned with other foundational ontologies, to help realize its true 
potential. In that respect, the separation of the Dry and Wet modules is well suited 
conceptually to link and develop specialized ontologies for terrain and surface water 
in tandem. The Dry module should be specialized to add surface water semantics 
pertaining to morphology (e.g., size, shape, topology) and terrain composition (e.g., 
based on types of rocks, soils, vegetation), while the Wet module should be specia-
lized to capture categories and properties related specifically to hydrologic characte-
ristics (e.g. flow volume, flow frequency, source, and quality). Finally, it should be 
noted that although this pattern is designed and discussed for surface water semantics, 
it should be usable for modeling basic semantics of flow possibility of other liquids 
(e.g., polluted plumes, lava flows) on terrain or other physical surfaces, including that 
of other planets. 
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Abstract. This article highlights an indoor navigation ontology for an indoor 
production environment. The ontology focuses on the movement of production 
assets in an indoor environment, to support autonomous navigation in the  
indoor space. Due to the fact that production environments have a different 
layout than ordinary indoor spaces, like buildings for office or residential use, 
an ontology focusing on indoor navigation looks different than ontologies in  
recent publications. Hence, rooms, corridors and doors to separate rooms and 
corridors are hardly present in an indoor production environment. Furthermore, 
indoor spaces for production purposes are likely to change in terms of physical 
layout and in terms of equipment location. The indoor navigation ontology  
highlighted in this paper utilizes an affordance based approach, which can be 
exploited for navigation purposes. A brief explanation of the routing methodol-
ogy based on affordances is given in this paper, to justify the need for an indoor 
navigation ontology. 

1 Introduction 

Spatial information systems concentrate on the outdoor space, while humans and 
things reside indoors and outdoors. Publications show, that an average person spends 
approximately 90% of their time inside buildings [1]. Compared with the develop-
ments for outdoor space, indoor space applications are quite behind and recently got 
into focus of research and development activities. Worboys [2] highlights the ubiquit-
ous availability of satellite technology (GPS) and aerial photography as utilities used 
for data collection and positioning in an outdoor space. Due to the emergence and 
mass market availability of location-based service applications, there is a growing 
demand for such applications in an indoor environment. Location-based applications 
in an indoor environment are intended to support people in indoor decision processes 
– e.g. orientation, navigation and guidance. 

The context of a production environment is a special indoor space, as the indoor 
space is laid out in order to support the production processes best. Hence, a produc-
tion indoor layout looks different than a piece of architecture constructed for office or 
residential use. Due to the fact that the purpose of the production indoor space is sole-
ly devoted to support efficient production processes there are few fine grained archi-
tectural entities that are distinguishable – like rooms. Hence, theory has to cope with 
non-standard indoor entities that are subject of this paper. Additionally, the positions 
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of equipment can be reordered which alters the layout of the indoor space. This holds 
especially true for the use case semiconductor industry, which forms the application 
context of this paper. Due to the fact that any semiconductor production is done in a 
cleanroom environment, there are several constraints in terms of movements. Not 
every production asset is allowed to go anywhere in the production line due to clea-
nroom restrictions, and/or certain production processes which have to be separated 
due to contamination risks. 

In order to support production processes accordingly, there is a need to locate two 
distinct object classes in the indoor environment: production assets that will undergo 
several production steps, and production equipment that processes the assets accor-
dingly. In a flexible production environment, like the semiconductor industry, equip-
ment and their positions might change. Either the tool itself is replaced by a new one 
or the location of a piece of equipment is altered. Additionally, the “production line” 
is not fulfilling a conveyor belt metaphor with a fixed processing chain. The semicon-
ductor production line is a highly flexible and complex system, due to the following 
reasons: 

• Overall processing time (from raw wafer to electronic chip) of a single production 
artifact can last from several days to a couple of weeks depending on the product. 

• Several hundred production steps necessary until the production is finished. 
• High number of different products that require different production steps. 
• Each production step can be carried out on several tools which are sometimes geo-

graphically dispersed over several production halls – also with varying processing 
time and quality depending on the equipment used. 

• High number of production assets – in different degrees of completion – present in 
the indoor production line. 

The overarching goal is to support the transport processes of production assets in 
an indoor production environment. With such an approach the current production 
processes can be supported and an optimized physical layout of the indoor space 
could be computed by conducting specific simulation runs. In this paper we focus on 
the navigation and autonomous movement of production assets that shall be supported 
by means of Geographic Information Science and Technology. Autonomous in this 
context refers to the ability that each production asset knows explicitly where to go 
next after a completed processing step. Additionally, the indoor informatics system 
should be resilient in terms of changes to equipment and indoor spaces. The initial 
goal is to understand and model the movement of production assets in an indoor pro-
duction environment. In order to model the movement of production assets an ontolo-
gy is created that describes indoor space, indoor movements and navigation tasks. 
Both – indoor space and indoor movements – are necessary in order to fully under-
stand the movement processes possible in the indoor production environment. The 
ontology is based on the work of Yang and Worboys [3] and Worboys [2].  

In this paper we focus on the modeling of movements of production assets in an 
indoor production environment in order to support autonomous navigation in the in-
door space. The environment “production line”, which differs from ordinary indoor 
spaces by the unstable behavior of the indoor entities, requires the movement ontolo-
gy to look different than in current literature. In order to support autonomous routing 
in an indoor production environment we utilize the concept of affordances.  
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The remainder of the paper is structured as follows. In section two the relevant lite-
rature is presented, followed by a description of the indoor production environment. 
This is followed by a section elaborating on the movement behavior of production 
assets in an indoor production environment, which depends on the description of the 
indoor production space. Consecutively, we present the indoor movement ontology 
and extend it towards affordance based routing in an indoor environment in the sub-
sequent section. In the last section we summarize the paper, discuss the results and 
future work. 

2 Relevant Work 

This section covers the relevant literature for the paper. First we the highlight relevant 
work covering indoor geography and switch to indoor geography and production  
line processes with spatio-temporal data mining in an indoor environment. Addition-
ally, this section covers some literature on affordance-based ontologies for navigation 
purposes.  

A significant number of research activities were carried out over the last decades in 
the context of modeling outdoor space, providing a rich set of methods high level  
of structuring and applications. However, indoor geography related research has at-
tained increasing attention during the last years due to the fact that an average person 
spends about 90% inside a building [1, 4]. Early research works on indoor wayfinding 
include Raubal and Worboys [5] and Raubal [6]. The work in [6] uses an airport as 
example of an indoor environment and presents an agent-based indoor wayfinding 
simulation.  

In order to model indoor spaces there exist several approaches that use topology, 
where the indoor space is “reduced” to a graph [5, 7, 8, 9]. Jensen et al. [10] employ a 
graph based model to track entities in an indoor environment by placing sensors in the 
indoor space. To model the 3D geometry of buildings Building Information Systems 
are used, which do not support navigation and routing in general [11]. Worboys [2] 
mentions hybrid models that include geometrical and topological features, which are 
well studied in literature [12, 13, 14]. Other approaches provide different levels of 
granularity of the indoor space. Hence, the user can rely on more details for important 
points on a journey which requires route generation and visualization in one applica-
tion [15, 16, 17].  

Production line processes represent a challenging research and application field for 
indoor geography. Due to the fact that any optimization of production processes is 
depending on allocation and sequencing of production processes. Such optimization 
can increase the efficiency of production processes and therefore provide an interest-
ing option for cost savings based on an increase of performance and productivity [18, 
19, 20]. An increase of productivity can also be realized by analyzing spatio-temporal 
data, which are generated by storing historical information on production processes. 
Data mining methods are appropriate to analyze spatio-temporal data accordingly 
[21]. In order to create maps to visually analyze such data, geovisual analytics can be 
employed [22]. The main advantage is that a person has the ability to recognize visual 
patterns [23].  
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In order to model indoor movement of production assets we use ontologies to  
formally describe the behavior. Ontologies try to determine the “various types and 
categories of objects and relations in all realms of being” [24]. A domain ontology 
describes what is in the specific domain in a general way, resulting in a formal de-
scription of the content and the behavior of a part of the physical world [6]. Davis 
[25] lists the elements of a domain ontology: entities, relations and the rules applied. 
The theory of affordances is used to model routing and navigation of production as-
sets, as they should be able to move in an autonomous manner, requiring the detection 
of the best possible path with respect to given constraints. The term “affordances” is 
coined by Gibson [26, 27]. Affordances and ontologies have been subject to research 
in outdoor and indoor environments [28, 29, 30]. While Anagnostopoulos et al. [31] 
and Tsetsos et al. [32] develop an indoor space ontology focusing on navigation, 
Yang and Worboys [3] develop an ontology for indoor-outdoor space. They separate 
different “microworlds” by distinguishing between the upper level ontology, domain 
ontology and a task ontology. The navigation ontology developed in this paper inhe-
rits elements describing the indoor space in order partially integrate indoor space 
entities in the navigation ontology. Hence, the approach in this paper includes a task 
and domain ontology – indoor space – with respect to Yang and Worboys [3]. Hence, 
the work here can be related and integrated in the upper as well as the indoor space 
and task ontology published in [3]. 

3 Indoor Production Environment 

This section describes the indoor production environment under review. As previous-
ly mentioned, the objective of this paper is the modeling of production assets  
in a semiconductor fabrication. Such an indoor environment has several peculiarities 
that distinguish it from other production environments and ordinary indoor spaces. 
This section is based on the work of Geng [33], Osswald et al. [34] and personal  
experience.  

Any semiconductor fabrication has to be operated in a clean room environment that 
ensures a low proportion of contaminating particles – both in size and quantity. Due 
to the fact that clean room space is expensive to construct and maintain, clean rooms 
are designed to be as compact as possible for the chosen equipment to be placed in-
side. Hence, the space dedicated to movement (people and production assets) and 
storage of production assets is limited. In addition, different quality classes of clean 
rooms exist, that are distinguishable by air quality (particles per m3 air). Generally, the 
changeover between different clean room quality classes – often adjacent – is not 
easily possible. While it is allowed to switch to a clean room of lower quality at any 
time through doors, the switch to a clean room of higher quality is only possible 
through special airlock. This is especially true for the process of entering a clean room 
environment, which is only possible via specific airlocks. Hence, any humans – i.e. 
operators – can only leave and enter a production line using the airlocks. Similar, 
production assets can only enter the clean room at a specific airlock designed for  
production assets and are thoroughly cleaned thereafter, in order to prevent any con-
tamination in the main production line.  
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The movement of operators and production assets is additionally restricted to other 
quality issues. Specific production asset types are prone to contamination due to 
chemical processes which are a result of certain production processes. Hence, selected 
production assets are not allowed to enter or leave a certain area of the production line 
to prevent them from contamination. As the production is located on different floors 
there are several possibilities to switch floors. Some staircases can be used by opera-
tors carrying production assets, while others can only be used by operators. In general 
production assets change floors by using elevators.  

The indoor space under review is highly unstable, due to constant change of market 
demand and, thus altered production necessities. Hence, equipment has to be relo-
cated, removed or new equipment is brought into the production facility. These 
processes can result in an altered layout of the indoor space, as corridors might 
change according to the space needed for certain equipment. This has consequences 
for the navigation of production assets as the “best” paths connecting two devices are 
altered. Generally, the layout of the production hall differs from classical production 
environments and ordinary indoor environments. Office or residential buildings’ in-
door space can be divided into rooms and corridors that are connected by doors. In a 
semiconductor environment, rooms are hardly present due to the fact that the indoor 
space is organized in distinguishable corridors with considerable length (see Fig. 1). 

 

Fig. 1. Indoor space layout of the semiconductor production which is subject of this paper. 
Yellow rectangles represent devices in the clean room, and red dots represent transfer nodes. 
The white spaces are intentionally to disguise the complete production layout. 
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The production of microchips is a complex process chain that involves several 
hundred different production steps not aligned on a conveyor belt. Hence, there 
movement processes have a multifaceted structure due to a multitude of different 
microchip types having different production process chains. Additionally, each pro-
duction step can possibly be done on several tools which increases the flexibility in 
terms of production, and increases the complexity of the movement behavior. In addi-
tion, the equipment suitable for a certain production step may be geographically dis-
persed. Nevertheless, each microchip type has a specific production plan that defines 
the process chain. Hence, each production asset in the clean room has a certain grade 
of completion and the next production step can easily be determined.  

The indoor production line under review consists of one production hall of an Aus-
trian semiconductor manufacturer. The layout of the indoor space is depicted in Fig. 
1, showing the equipment positions as yellow and blue rectangles. In order to track 
production assets accordingly, an indoor tracking system called LotTrack is employed 
that relies on RFID and ultrasound technology. A detailed description of the system, 
the rationale behind the utilized technology and the application itself is found in [35]. 

4 Movement of Production Assets 

In order to model the movement of production assets in an indoor environment, we 
start with a monitoring of the current in-situ “behavior” of production assets. The 
evaluation of trajectories collected gives insight in the behavior and helps shaping the 
navigation ontology accordingly. Thus, the following section elaborates on the 
movement behavior of production assets in the indoor environment. It is intended to 
show that we can model the movement of the agents using a graph, consisting of 
edges and nodes respectively. 

The hypothesis regarding the movement is that production assets are moving along 
the corridors, most probably along the centerline of a corridor. Hence, the positions of 
production assets are compared with a graph consisting of corridor center lines and 
connection lines to equipment only in areas that are traversable by humans and pro-
duction assets (see Fig. 2). To evaluate the spatial nearness between gathered asset 
positions and the graph a 1m buffer around the graph is created. In total a number of 
41097 position recordings are tested (see Fig. 3) with respect to the buffer zone. In 
total 97.3% of the positions are inside the network buffer of 1m. 

Problematic in this respect is the position of the antennas used to gather the pro-
duction assets’ position. The positioning antennas are placed on the ceiling with spe-
cial rails and the positioning algorithm of LotTrack snaps positions to the nearest 
antenna rail. Hence, any tracked positions are generally shifted.  

The evaluation of tracked positions of production assets as well as the layout of the 
indoor space – i.e. corridors – gives evidence that movements can be modeled utiliz-
ing a graph [7, 8, 9]. The graph used to model the movement of assets comprises of 
nodes and edges, which are described in detail in the navigation ontology in section 5. 
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Fig. 2. Indoor space of the production hall under review. The green line represents the network 
that is traversable by humans and production assets, whereas the blue areas mark a 1m buffer 
around the network. Blue areas without green network lines are intentionally created, and 
represent the “virtual” connection of transfer nodes. The white spaces are intentionally to dis-
guise the complete production layout. 

 

Fig. 3. Tracked production asset positions (approx. 41000) in relation to the 1m buffer around 
the network (marked in purple). The network positions are marked in green if they are inside 
the buffer and red if outside. 
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5 Affordance-Based Indoor Navigation Ontology for 
Production Environments 

Creating the navigation ontology for production assets is closely related to the work of 
Yang and Worboys [3]. The navigation ontology developed in this paper inherits also 
elements describing the indoor space in order to have an integration of the navigation 
ontology and indoor space entities. The ontology developed here is based on affordance 
theory [26, 27] which can be used to establish connections between indoor and outdoor 
space. In addition, we employ the theory proposed by Jonietz and Timpf [36] of an affor-
dance-based simulation framework for spatial suitability for navigation purposes. 

5.1 Indoor Navigation Ontology 

The indoor navigation ontology for production assets is presented in the following 
section. The ontology is depicted in Fig. 4 providing an overview of the model itself. 
The definitions of the concepts are given in this section.  
 
Production Unit: A production unit represents the whole equipment of a production 
line. For example a Facility or a Device that are used during the various production 
steps. The subclasses are ProductionUnit_Facility and ProductionUnit_Device. 

─ ProductionUnit_Device: A device is the production unit used for the processing of 
goods. The device has a fixed position in the production line. 

─ ProductionUnit_Facility: The facility supports transport processes in the produc-
tion line. The goods can be placed on shelves or tables if they are waiting to be 
processed or transported. The subclasses of a facility are ProductionU-
nit_Facility_Moveable and ProductionUnit_Facility_Fixed. 
• ProductionUnit_Facility_Moveable: A moveable facility is used to support a 

high stock of goods in the production line. They are e.g. bottleneck shelves used 
to store an extra amount of production assets. Such objects are removed if the 
stock in the production line is decreasing. 

• ProductionUnit_Facility_Fixed: Fixed facilities represent tables, shelves and 
other not moveable equipment in the production line. 

Barrier: A barrier is limiting the transportation or movement behavior in the produc-
tion line. The subclasses are Barrier_Fixed and Barrier_Moveable. 

─ Barrier_Fixed: A fixed barrier is limiting the movement behavior and cannot be 
changed very easily. Subclasses are Barrier_Fixed_Wall, Bar-
rier_Fixed_ProductionDevice and Barrier_Fixed_AirQuality,  
• Barrier_Fixed_Wall: A wall is a fixed barrier. It is limiting the transport beha-

vior within a production line. 
• Barrier_Fixed_ProductionDevice: The device in a production unit is linked 

with several infrastructure items such as electricity and gas lines and is regarded 
as a fixed or not easily changeable barrier. 

• Barrier_Fixed_AirQuality: For several production goods the air quality in a 
clean room is of importance and is also a barrier for the transport and movement 
behavior. 
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─ Barrier_Moveable: Moveable barriers represent mainly barriers that can change 
over time very easily. The subclasses are Barrier_Moveable_ProductionFacility 
and Barrier_Moveable_Contamination. 
• Barrier_Moveable_Contamination: A contamination is a barrier over time. 

Hence, a certain production good is not allowed to enter a specific area of the 
production line. 

• Barrier_Moveable_ProductionFacility: Any production facility can impede 
movement as it is limiting the space for transportation. E.g. The position of 
shelves may easily be changed if they are not necessary anymore. 

AccessNode: An AccessNode is linking outdoor and indoor space or vice versa. The 
subclasses are AccessNode_Outdoor2Indoor, AccessNode_Indoor2Indoor and Ac-
cessNode_Indoor2IndoorTransfer. 

─ AccessNode_Outdoor2Indoor: The connection from outdoor geography into the 
indoor environment. Therefore, the subclasses Entrance, Exit and EntranceExit are 
necessary. 
• AccessNode_Outdoor2Indoor_Exit: The exit is representing the way from an 

indoor geography back to the outdoor geography. This is necessary as there ex-
ist designated doors for leaving a production line (especially true for a produc-
tion environment with clean rooms) 

• AccessNode_Outdoor2Indoor_EntranceExit: The EntranceExit represents both 
the way from outdoor geography to indoor geography and backwards. 

• AccessNode_Outdoor2Indoor_Entrance: The entrance enables the interaction 
and movement from outdoor into the indoor space. 

─ AccessNode_Indoor2IndoorTransfer: The transfer indoor is representing the con-
nection in the same indoor space, thus connecting e.g. different floors. 
• AccessNode_Indoor2IndoorTransfer_Elevator: The transfer of production as-

sets with an elevator in order to change the floor level. 
○ AccessNode_Indoor2IndoorTransfer_Elevator_TimeDependend: The time 

dependence of an elevator is used in order to integrate the average waiting 
time until an elevator is available, due to the fact that elevators are mostly not 
available instantaneously.  

• AccessNode_Indoor2IndoorTransfer_Stair: A stair enables the transfer between 
different floors in an indoor space.  
○ AccessNode_Indoor2IndoorTransfer_Stair_NonRestricted: Traversing a stair 

is allowed for all production asset types. 
○ AccessNode_Indoor2IndoorTransfer_Stair_Restricted: The traversal of a 

stair is not allowed for certain production asset types. 
─ AccessNode_Indoor2Indoor: This class represents the transfer between different 

indoor spaces – e.g. different production halls. 
• AccessNode_Indoor2Indoor_QualityCheckpoint: A quality check such as an e.g. 

air quality check with an airlock. 
• AccessNode_Indoor2Indoor_SecurityCheckpoint: The entrance to certain areas 

can be restricted. 
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Corridor: A corridor is describing and including the ways where an operator – i.e. 
human being – can walk and transport the production goods in the production line. 
The subclasses are Corridor_Node, Corridor_Passage and Corridor_Entrance. 

─ Corridor_Node: Corridor nodes include the starting point, end point or interaction 
point of a navigation process. 
• Corridor_Node_ProductionFacility: A start point, end point or interaction point 

can be a production facility. For example a good has to be brought to a shelf be-
cause something has to be controlled. 

• Corridor_Node_ProductionDevice: A production device is mainly a start or end 
point for the transportation or navigation as the production goods are processed 
here. 

─ Corridor_Passage: The passage itself is representing the way between two con-
secutive navigation tasks. 
• Corridor_Passage_Edge: An edge is used between the different nodes and is 

combined to a passage along the corridor. 
─ Corridor_Entrance: Corridors need entrance points to the network for navigation 

and transportation in the production line. 
• Corridor_Entrance_AccessNode: The access node is one opportunity where op-

erators or production assets are accessing the transportation network. 
• Corridor_Entrance_Node: Entrance nodes can also be production devices or fa-

cilities. 

Navigation_Event: Any navigation task is described through the classes Naviga-
tion_End, Navigation_Start and Navigation_Turn.  

─ Navigation_End: This class represents the destination of a transportation or naviga-
tion task. 
• Navigation_End_AccessNode: An access node is the destination node of the na-

vigation process if e.g. a production asset leaves the production line. 
• Navigation_End_ProductionUnit: The transportation between devices or facili-

ties implies that a production facility or device is the end of the navigation task.  
─ Navigation_Start: The navigation start is representing the start of a navigation task, 

which can either be an AccessNode or a ProductionUnit. 
• Navigation_Start_AccessNode: An access node is the start of the navigation if a 

production asset is entering the production line. 
• Navigation_Start_ProductionUnit: The production unit is a starting point for the 

navigation. 
─ Navigation_Turn: During the navigation a production asset can perform several 

actions. These actions are the subclasses Navigation_Turn_Right, Naviga-
tion_Turn_Left, Navigation_Turn_Backward and Navigation_Turn_Forward. 
• Navigation_Turn_Right: The production asset turns right. 
• Navigation_Turn_Left: Represents a turn to the left. 
• Navigation_Turn_Backward: This event is a turn backward or represents back-

wards moving. 
• Navigation_Turn_Forward: This is a move forward. 
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Navigation_Agent: The agent that is navigating through the indoor space.  

─ Production_Asset: This class represents the navigation agent, and encompasses 
various types of production assets with different properties that have an influence 
on the suitability of a certain route and the choice of a certain route.  

Navigation_Structure: This class contains generic entities that are necessary  
for route calculation proposes. A sequence of instances of the subclasses Naviga-
tion_Node and Navigation_Edge on which an agent moves defines a Naviga-
tion_Path. The objects of the class Navigation_Structure are help to specify the  
indoor space entities in terms of representation in a graph with nodes and edges. 

5.2 Affordance-Based Routing 

The navigation of production assets is based on affordances offered by the objects in 
indoor space with an approach similar to [36]. Affordances, initially coined Gibson 
[26, 27], describes a concept where an object offers its meaning. Gibson [27] further 
specifies the concept, that an affordance is not only defined by attributes of an object, 
but also by the abilities and properties of the interacting object [36]. In this context 
this approach is applied to the relations of machines and production assets with re-
spect to their properties respectively. 

For the case of production assets, several types of assets with specific properties 
exist that have to be respected when navigating. In addition, in order to define a navi-
gation task the determination of a destination point – i.e. equipment offering a certain 
production process – and the selection of an appropriate path has to be carried out. 
This section gives only a rough overview of the algorithm in order to give an impres-
sion on the usage of the indoor navigation ontology.  

In order to facilitate autonomous navigation of production assets in a semiconduc-
tor production environment each instance of the class ProductionAsset has certain 
characteristics: 

─ Product type: The product type reveals information on possible means of transport 
(e.g. thin wafer shall be carefully handled [i.e. only elevator, no stairs], 300mm 
wafers can withstand a low quality clean room due to a specialized plastic enclo-
sure, with 300mm wafers it is not possible to open doors due to the weight of  
wafers including the plastic enclosure). In addition, the product type reveals infor-
mation on barriers (quality, contamination) applicable that impede movement. 

─ List of production processes: This holds information on the sequence of production 
processes that have to be carried out. Due to the fact that certain processes can be 
done on several machines, with different processing results in terms of quality, 
each production asset has to select the piece of equipment that fulfills the require-
ments “best”.  

 



 An Indoor Navigation Ontology for Production Assets in a Production Environment 215 

 

 

Fig. 4. Navigation ontology for indoor production space focusing on the movement of produc-
tion assets 

To support navigation processes in an indoor production space we apply the 
framework laid out in Fig. 5, which shares similarities with the approach of Jonietz 
and Timpf [36]. The methodology comprises of the collection of actions of a single 
production asset – e.g. move to the next production step “cleaning” starting from 
equipment “etcher_12”. In order to determine the sub-actions contained in an action, 
the framework starts to analyze the destination production step of the action and 
moves towards the start point until the starting point is reached. For the action  
‘move to the next production step “cleaning” starting from equipment “etcher_12”’ 
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the approach starts to find indoor entities offering the production step “cleaning”. If 
there is one piece of equipment affording the process of “cleaning” the algorithm 
analyzes the properties of the cleaning equipment, the start equipment “etcher_12” 
and the production asset. This results in differences in terms of indoor location – e.g. 
equipment located on different floors – and/or additional properties that have to be 
respected – e.g. thin wafers, where no stairs are allowed. Based on the differences and 
properties of indoor space entities and production assets the sub-actions are deter-
mined, starting from the destination equipment towards the start node. Based on the 
sub-actions found, the algorithm determines the nodes offering the required move-
ment processes. E.g. a sub-action ‘change from floor 1 to floor 2 with an elevator’ 
searches for a node offering a connecting floor 1 and 2 by an elevator. This process 
finally results in a set of candidate nodes that are the basis for the navigation of the 
production assets.  
 

 

Fig. 5. General approach employed in navigating indoor space based on affordances 

Based on the set of candidate nodes a routing algorithm calculates the “best” route 
which will be traversed by the production asset. First, candidate routes from start node 
to target node are determined and evaluated regarding overall route cost. Costs in this 
respect could be time, overall path length, or any other metric applied. Finally, the 
route with the lowest cost is returned.  
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Fig. 6 shows an application prototype for affordance based routing in the indoor 
production environment. There a production asset starts at an entrance node – labeled 
with 1 – and has 5 actions to perform, i.e. navigate to five devices in a certain order, 
where equipment 6 is located on a different floor. In addition, the production asset 
requires to be moved with care, thus the transition between the floors must be done 
with an elevator. 

 

 

Fig. 6. Prototype application for affordance based routing in an indoor production environment. 
The red lines represent the traversable graph, and the green lines the route for the production 
asset. Five actions starting from the main entrance exist that have to be carried out, which are 
labeled with numbers in ascending order (start node is labeled with 1, final end node is labeled 
with 6). Of interest is the mandatory transfer from floor 2 to floor 1 by elevator. The white 
spaces are intentionally to disguise the complete production layout. 

6 Conclusion and Discussion 

The article elaborates on an ontology for indoor navigation in a production environ-
ment – semiconductor manufacturing. The agents moving in the indoor space are 
production assets that undergo several production processes, which are not aligned 
sequentially on a conveyor belt. Hence, any production assets should autonomously 
navigate from one production step to the next with respect to properties of the produc-
tion asset and the indoor environment. The ontology describing indoor navigation 
processes is affordance based and includes a description of the indoor space. Based on 
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the results an affordance based routing methodology is outlined and applied in a pro-
totypical application.  

The indoor ontology of a production indoor space looks different than current  
approaches [3] because the indoor space of production environments has different 
entities than ordinary indoor spaces. Ordinary indoor spaces comprise of rooms, cor-
ridors, doors, etc. while the production environment in semiconductor operates in a 
cleanroom and consists of mainly corridors without e.g. doors or distinct rooms. Due 
to the fact that production assets should be able to navigate between production 
equipment, machinery present in the indoor space, barriers (fixed and temporary) 
impeding movement, and any transfer between different floors are part of the ontolo-
gy. In addition, the traversable space is modeled as graph that connects elements 
present in the indoor space. For navigation purposes an affordance based approach is 
proposed, that identifies required actions and detects nodes that afford the require-
ments, i.e. transfer from floor 1 to floor 2.  

Future research directions include connections between indoor and outdoor space – 
already mentioned in [3]. In addition, the navigation and movement patterns in an 
indoor production environment are subject to further research that can be used to eva-
luate the navigation ontology. To do so we intend to use the concept of Self-
organizing Maps [38, 39] and spatio-temporal data mining methods for trajectory 
pattern mining. Furthermore, we plan to use SOM and analysis of the geographic and 
attribute space applying the TRI-space approach [37]. In order to focus on the affor-
dance-based routing approach presented in this paper a study highlighting general 
results of affordance-based routing in comparison to contemporary routing methods. 
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Abstract. Humans engage in wayfinding many times a day. We try to find our
way in urban environments when walking towards our work places or when vis-
iting a city as tourists. In order to reach the targeted destination, we have to make
a series of wayfinding decisions of varying complexity. Previous research has
focused on classifying the complexity of these wayfinding decisions, primarily
looking at the complexity of the decision point itself (e.g., the number of possible
routes or branches). In this paper, we proceed one step further by incorporating
the user, instructions, and environmental factors into a model that assesses the
complexity of a wayfinding decision. We constructed and evaluated three models
using data collected from an outdoor wayfinding study. Our results suggest that
additional factors approximate the complexity of a wayfinding decision better
than the simple model using only the number of branches as a criterion.

1 Introduction

Successful wayfinding (i.e., our ability to find a distal destination from some origin;
[23]) depends on several factors, including the complexity of the environment in which
wayfinding occurs. The layout of an environment influences the ease with which a corre-
sponding mental representation is formed [5,32]. In addition, familiarity with and struc-
ture of the environment help determine which strategies are used to find the way [7,14].

During wayfinding, the layout of the path network (e.g., the street network of an
outdoor environment) is of particular importance. In these networks, path segments (the
streets) meet at intersections where wayfinding decisions must be made. Accordingly,
these intersections and their configuration are a main contributor to route complexity.
In the dynamic context of wayfinding, they are often referred to as decision points
(e.g., [16]).

One simple measure for establishing a decision point’s complexity is the InterCon-
nection Density (ICD; [24]). The ICD of a network is the average number of path seg-
ments meeting at an intersection. In other words, in O’Neill’s terms, the complexity of
a decision point is determined by the number of options to continue one’s way.

However, this measure ignores certain dynamics of wayfinding [16]. For example,
continuing straight at an intersection is arguably easier than turning left or right. These
dynamics are reflected in Mark’s measure of route complexity [21]. In this measure,
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slot values are attributed to wayfinding situations, depending on the complexity of an
intersection (e.g., whether the intersection is a T-intersection or the convergence of six
different streets) and the corresponding, possible actions (e.g., continuing straight or
turning left). Higher slot values denote higher complexity.

Ambiguity in the decision situation also needs to be considered. For example, exe-
cuting the instruction “turn left” becomes more complex when there are several options
to turn left compared to when there is only one path segment heading in that direction
[11]. Landmarks may help to reduce ambiguity (and thus complexity). References to
salient geographic objects (e.g., “turn left at the post office”) anchor actions in space
[4]. They signal crucial actions to perform and support identifying the right spot at
which to perform them [20].

During route following (i.e., instructed wayfinding) the interplay between instruc-
tions and environment also become important. Good instructions may ease wayfinding
considerably even in highly complex environments; bad instructions on the other hand
may make wayfinding nearly impossible even in simple environments [28].

Overall, wayfinding constitutes a dynamic decision-making process during which
people have to make decisions on the spot. Temporal constraints depend on the mode
of travel; for example, pedestrians usually have more time during spatio-temporal de-
cision situations than car drivers. There has still been little research about how mobile,
location-based decision-making is different from other types of decision-making. Gen-
eral decision theory covers a wide range of models with different foci such as describing
how decisions could or should be made or specifying the decisions that are made [9].
In the cognitive literature, behavioral decision theory has been emphasized because hu-
man decision-making is not optimized in a strictly mathematical and economical sense
[29].

Mobile, location-based decision-making involves spatio-temporal constraints that re-
late not only to people’s behavior in large-scale space [17], but also to their interaction
with mobile devices and the environment, and perceptual, cognitive, and social pro-
cesses. This involves multiple psychologies of space [22] and different time scales [6].
Special tools have been developed for studying the interaction between individuals, en-
vironments, and mobile devices [19].

Mobile devices have the general challenge of presenting information to people on
the move. Despite their technological limitations (e.g., a small screen size), users can
reduce the complexity of a spatio-temporal decision situation by off-loading what would
otherwise be cognitive work (e.g., [3]). “Cognitive work” in this context refers to the
effortful processing that often accompanies explicit decision-making. People can off-
load cognitive work onto the environment during wayfinding by, for example, referring
to a digital map. Accordingly, the cognitive load theory (CLT; [2]) offers a way of
assessing and affecting some critical components during the design process of digital
maps.

Adaptive location-based services (LBS) change the presentation of the map, or of
the wayfinding instructions in general, depending on the current context, a user model,
and a task model [25]. A large number of factors can be considered as context relevant
for adaptive LBS, including position, time, speed, means of transportation, or weather
information [27].
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Cognitive off-loading depends on the interactions between each individual’s cogni-
tive abilities, the task at hand, and the immediate environment. During wayfinding, spa-
tial abilities become especially critical [1]. Spatial abilities may vary according to age,
gender, working memory capacity, reasoning strategies, preferred learning styles, atti-
tudinal differences, and so forth [34]. One way of predicting wayfinding performance,
specifically, is through a participant’s self-reported sense of direction. For example,
Hegarty and colleagues [12] found that participants’ scores on the Santa Barbara Sense
of Direction Scale (SBSODS) were more related to tasks that required updating over
self-motion than those that required learning spatial information second-hand (e.g., as
from a physical map).

In this paper, we propose a model for the complexity of pedestrian wayfinding de-
cision situations in street networks. Our model describes the complexity of a decision
situation with three elements: an environmental model, a user model, and an instruc-
tion model. We argue that a combination of these three elements is better suited for
describing the complexity of a wayfinding decision situation than any single element
or any combination of two of them. Three models are evaluated in terms of the above-
mentioned factors. This evaluation demonstrated that models incorporating these fac-
tors are able to capture the complexity of a wayfinding decision situation better than a
simple model using only the number of branches. Our dependent measures included the
duration of making wayfinding decisions, the number of head movements, the number
of gaze switches from the environment to the map, and the total time spent on the map.
These measures can serve as an indication of cognitive load.

A context-aware pedestrian wayfinding assistant could use our model to minimize
the complexity of the decision situations its user will be facing along the route. The
route-planning algorithm would consider the complexity of each node in the street net-
work for the given user, instead of choosing a user-independent route that is only op-
timized by environmental factors. The wayfinding assistant could also consider several
possible route instructions for each decision point and choose the least complex one for
the given user.

In section 2, we define the term wayfinding decision situation and introduce a con-
ceptual model to describe its complexity. Section 3 introduces the wayfinding study
used to evaluate three operational models. In section 4, we present the results of this
evaluation, and in section 5, we discuss their implications for future research and LBS
design.

2 Wayfinding Decision Situation

Wayfinders utilize environmental information, instructions (e.g., verbal or pictorial) and
their spatial and cognitive abilities in order to make wayfinding decisions [23]. The
complexity of these decisions is characterized by the structure of the given environ-
ment, the goals and task of the wayfinder, as well as her own characteristics. Thus,
taking only environmental aspects into account, such as the number of branches at a
decision point (as in the ICD model), is rather limited. For instance, a decision point
with six branches can be less complex for a wayfinder than one with four branches if the
given instructions for the former decision point are less complex. It is even possible that
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the same decision point is less complex for one wayfinder than for another because of
their individual differences and spatial abilities. We propose a model that incorporates
environmental, instruction, and user factors in order to characterize the complexity of
wayfinding decisions and define it as wayfinding decision situation:

“A wayfinding decision situation occurs when a specific wayfinder has to make a
wayfinding decision in a certain environment with a certain instruction.“

In the following, we provide a conceptual model that describes the complexity of
wayfinding decision situations and then evaluate three operational models.

2.1 Conceptual Model

The conceptual model is composed of environmental, instruction and user factors (see
Figure 1) and aims at describing the factors that influence the complexity of wayfinding
decision situations. The proposed conceptual model integrates several factors that can
have an impact on the complexity of wayfinding decision situations but raises no claim
to completeness.

Environmental Model. The environmental information that is available to a wayfinder,
such as the geometry of a decision point, is crucial for making wayfinding decisions.
The number of branches at a decision point is often used as a criterion for complexity
[24]. Obviously, as the number of wayfinding options increases, the complexity of a
decision point also increases. Landmarks are an important factor of the environmental
context and are often used in navigation instructions [26]. Architectural differentiation
[31], the availability of objects in the environment identifiable as landmarks, the unam-
biguity and saliency of landmarks, and their advance visibility [33] can have an impact
on the complexity of a decision point. Even a decision point with only three branches
may become extremely complex if the environmental cues cannot optimally be utilized
by the user. Environmental factors that have an impact on the complexity of wayfinding
decision situations can be classified into two categories. The first category contains all
factors that contribute to complexity independent of the instructions (e.g., the number
of branches, the geometry of an intersection). The factors that become (mostly) impor-
tant through their use in an instruction, such as environmental landmarks, constitute
the second category. The set E = {(c1, f1), (c1, f2), ..., (c2, fn)} is comprised of all
environmental factors that can influence a wayfinding decision situation as well as their
corresponding category ci. More than one element of this set can coexist in a given
wayfinding decision situation, thus having a weighted additive linking. Environmental
complexity c(e), e ⊆ E, is computed based on the existing environmental factors at
the given decision point and a weight function wE defines the impact of each factor on
complexity.

Instructions Model. To reach a goal (e.g., while walking from a starting point A to
a destination B), wayfinders have to perform different activities and interact with the
environment in order to make several wayfinding decisions. Wayfinders use aids (e.g.,
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User Model

Spatial abilities

Preferences

Culture
...

Environmental Model

#Branches Landmarks

Instructions Model

Verbal

Auditory
...

Wayfinding 
Decision Situation

Categories

Signage
...

Geometry
...

Pictorial
Independent Dependent

Fig. 1. The figure depicts a wayfinding decision situation. The environmental, instruction and
user factors of the wayfinding decision situation model are used to assess its complexity.

maps; verbal, auditory and pictorial instructions; knowledge provided by other humans;
[30]) to make wayfinding decision situations less complex. These aids help us fulfill
our tasks when cruising in unfamiliar environments or when looking for a hospital.
The complexity of an instruction is strongly related to the represented environmental
factors. For instance, the complexity of landmark based instructions is related to the
saliency and the advance visibility [33] of the incorporated landmarks (among other
factors). An instruction, apart from being a wayfinding aid, can also have a negative
effect on the complexity of a decision situation if its complexity is high. Thus, in-
structions are an important factor to be considered in wayfinding decision situations.
The set I = {t1, t2, ..., tn} contains all the different instruction types. In contrast to
the environmental model, in a given decision situation, only one instruction type can
be active. Combinations of instruction types, such as the combination of verbal and
pictorial instructions, form an additional instruction type. The complexity of the in-
structions c(ti), ti ∈ I , strongly depends on the instruction type (e.g., landmark based
instructions); therefore, it is necessary that measures for assessing the complexity are
type-specific (e.g., landmark based measures). A weight function wI defines the impact
of the type-specific measures on the instruction complexity.

User Model. A wayfinding decision situation differs for every wayfinder. Individu-
als’ spatial abilities, preferences, interests, general knowledge, and cultural background
have an impact on decision making during wayfinding [10]. It is more likely that a
wayfinder with high spatial abilities will be able to process the environmental informa-
tion and decrypt instructions faster than a wayfinder with low spatial abilities.
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A wayfinder with better problem solving abilities is able to process environmental in-
formation more easily. For example, she may be able to incorporate the slope of the
branches at an intersection as a criterion when it comes to finding the way to an ortho-
pedics by making the inference that a place like that would be easily accessible and not
on the top of a hill. The set U = {f1, f2, ..., fn} contains all factors representing the
user characteristics that can have an impact on complexity and the function f(U) rep-
resents the link between these factors. The user factors always coexist in a wayfinding
decision situation and a weight function wU defines the importance of the given factors.

Our proposed conceptual model takes into account the factors mentioned above and
can be summarized as c(e, ti, U) = c(e) ⊕ c(ti) ⊕ f(U), where c(e), e ⊆ E is the
resulting environmental complexity, c(ti), ti ∈ I the complexity of the instructions, and
f(U) are the user factors that can account for more or less complexity of the wayfinding
decision situation. The operator ⊕ represents a linking between the factors.

2.2 Operational Model

A model that describes the complexity of a wayfinding decision situation will have a
significant impact on several aspects of wayfinding assistance. As a first step towards an
operational model, we use a subset of the factors introduced in the conceptual model to
construct three models. We then compare them to a widely used model that incorporates
only the number of branches at a decision point [24].

Branches Model = number of branches (0)

Each model introduced below is a step-wise extension of the previous, starting with
the simple model (0) that uses only the number of branches as a complexity measure.
The conceptual model c(e, ti, U) allows for incorporating a whole range of factors (as
any context model’s instantiations will necessarily always be incomplete). We will test
the models against data collected in a human participants study. Therefore, we only
incorporate factors in the operational models that correspond to data provided by the
experiment. For this reason, the instruction type ti used for the operational models is
equal to pictorial landmark-based instructions, the user factors U are limited to the
values obtained through the Santa Barbara Sense of Direction Scale (SBSODS) [12],
and the environmental factors e ⊆ E are limited to the number of branches at a decision
point.

Incorporating Environmental and Instruction Factors. In a first step, we incorpo-
rate only the environmental factor, namely the number of branches⊆ E and the pictorial
landmark-based instructions ∈ I:

c(e, ti) = c(e)⊕ c(ti) =⇒

c(e, ti) = (1− w1) ∗#br + w1 ∗ (β ∗ advvis + (1− β) ∗ lm) (1)

#br: number of branches, advvis: advance visibility and lm: landmarkmatching

c(e, ti) ∈ [0, 1], e ⊆ E, ti ∈ I
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The first part of the model describes the environmental complexity as the number of
branches at the decision point where a wayfinding decision situation occurs. The sec-
ond part of the model defines the complexity of the instructions and is computed as the
weighted addition of the advance visibility advvis [33] of the landmarks used in the
given instruction and the landmark matching landmarkmatchingvalue. The landmark
matching value is represented as the ease with which the pictorial representations of
landmarks can be matched with images of the corresponding real landmark. The ad-
vance visibility measure was introduced by Winter [33] and classifies landmarks based
on how salient they are and how early they are visible on a path segment towards a de-
cision point. The values for landmark matching were retrieved through an experiment
described in section 3.2.

Incorporating the User. In a second step, we extend the model by incorporating user
characteristics. We use the SBSODS score as a value for the weight w1 introduced in the
previous model (1). The underlying assumption for this step is that users with higher
spatial abilities would be affected more by the complexity of the instructions, rather
than by the complexity of the environment.

c(e, ti, U) = c(e)⊕ c(ti)⊕ f(U) =⇒

c(e, ti, U) = (1 − sa) ∗#br + sa ∗ (β ∗ advvis + (1 − β) ∗ lm) (2)

sa: SBSODS, #br: number of branches, advvis: advance visibility and lm: landmarkmatching

c(e, ti, U) ∈ [0, 1], e ⊆ E, ti ∈ I

We also introduce a third model that incorporates the user factors using an additive
linking.

c(e, ti, U) = c(e)⊕ c(ti)⊕ f(U) =⇒

c(e, ti, U) = w1 ∗#br + w2 ∗ (β ∗ advvis + (1− β) ∗ lm) + w3 ∗ sa (3)

sa: SBSODS, #br: number of branches, advvis: advance visibility and lm: landmarkmatching

c(e, ti, U) ∈ [0, 1], e ⊆ E, ti ∈ I

The weights w1, w2, and w3 are constrained to sum up to one. The weight β, as well
as the values for advvis, lm and #br are within 0 and 1.

In the following, all three models will be evaluated with regard to how well they fit
the data collected during an outdoor wayfinding study. All the weights of the introduced
models were estimated using a genetic algorithm that is discussed in section 4. The
factors used in the models were normalized using the maximum values obtained in two
experiments (discussed in section 3). The normalized values from the SBSODS were
inverted, with a higher value denoting lower spatial abilities (since a higher score of the
model denotes higher complexity).
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3 Experiments

In the following we report on two experiments that were conducted in order to collect
the data necessary for the evaluation of the operational models.

3.1 Outdoor Wayfinding Experiment

An outdoor wayfinding experiment was conducted in the city of Zurich and constituted
one task of a larger study [15]. The data collected from this experiment were used to fit
the operational models introduced in section 2.2.

Participants. We recruited 14 participants for the wayfinding experiment. Each par-
ticipant was provided a small monetary compensation for his/her participation. All par-
ticipants were recruited through collaboration with a nearby hostel and were unfamiliar
with the city of Zurich. Due to errors in the recording software, three data sets were
lost. The remaining 11 participants (seven females) had an average age of 26.8 years
(min 21, max 50, SD 8.3). They had different cultural backgrounds, none of them was
a geographer or cartographer, and none of them was using maps in their profession.

Fig. 2. The left side of the figure illustrates the area of the experiment and the decision points of
the three routes. The pictorial map on the right was given to the participants.

Experiment Set-up and Procedure. The experiment took place on the streets of the
old town part of Zurich (see Figure 2, left), where no cars are allowed. At the starting
position, participants were given the task on a 28 × 28 cm paper print (“On this map
you can see three possible routes that lead from your current position (green point at
the bottom) to the next goal (red point at the top). Please make your way to the goal”).



Wayfinding Decision Situations 229

They had to reach a destination marked on the map with a red dot (see Figure 2, right)
printed on the back side of the paper. This abstract map illustrated three routes that could
be chosen in order to reach the destination as well as icons representing landmarks in
the environment (i.e., buildings, signs) as a wayfinding aid.

The participants were equipped with a mobile eye tracking system1 and had to carry
a backpack (∼ 2 kg) with the accompanying eye tracking hardware. They were not
allowed to interact with other people or with the experimenters. The experiment ended
either when the participants reached and correctly identified the destination or when
they gave up.

During wayfinding, we tracked the eye movements of each participant and their field
of view as recorded through the front camera of the eye tracker. We used these data
in order to extract additional measures: number of head movements, number of gaze
switches from the environment to the map, total time of map usage, and time spent in a
wayfinding decision situation.

Data Post Processing. It was necessary to validate the captured eye tracking data be-
cause of possible distortions due to changing light conditions. We manually analyzed
each frame of the captured eye movements in order to validate pupil detection and man-
ually corrected frames where the pupil was not correctly detected. The validation and
correction procedure can be manually achieved using the software2 provided by the eye
tracking vendor.

Extraction of Measures. Two human raters qualitatively analyzed the captured video
frames (field camera) as well as the eye movements in order to perform a segmentation
of each wayfinding trial and define the start and end point of every wayfinding decision
situation. A wayfinding decision situation started immediately after the end of a previ-
ous one and ended when the participant had decided and was heading towards one of the
available branches of the decision point. Overall, 75 decision situations were identified.

For each of these segments, we registered its duration (time to make a decision) as
well as the number of head movements (change of the field of view), based on a manual
analysis of the video frames of the field camera. Moreover, we used the captured eye
movements to register the gaze switches from the environment to the map as well as to
compute the total duration of map usage. These measures were separately used in the
evaluation to estimate the fit of the operational models. Monocular eye trackers, such
as the one used in our study, suffer from the parallax error [13]. They can be calibrated
only for one distance at a time. Due to varying distances between the participant and the
objects in the environment, we could not use the gazes in the environment, for example,
to extract measures based on the gazes towards landmarks.

The advance visibility used to assess the complexity of the instructions was com-
puted based on the values gathered from an analysis of the experiment area. We used a
3D model of the area in a GIS software3 and computed the isovists for every landmark
used in the instructions as well as the intersection of each isovist with the corresponding
route segment towards the decision point.

1 Dikablis - www.ergoneers.com
2 Ergoneers - DLab Analysis.
3 ArcGIS 10.1.

www.ergoneers.com
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3.2 Web Experiment for Landmark Identification

We performed a web experiment for the evaluation of the selected map icons that served
as landmark representations. The collected data were used to score the map icons based
on how well they represented the real landmarks in the environment. These data were
used for the computation of instruction complexity (landmarkmatching).

Experiment Set-up and Procedure. The web experiment was implemented using
JavaScript. The first page contained a task description and an example illustrating the
task. When the participants started the actual experiment, they were directed to a web-
site displaying one image of the real environment and the corresponding map icon.
Participants were then instructed to click as fast as possible on the position of the real-
world image (i.e., where they thought the corresponding landmark was located). After
each click was performed, the next image and map icon were shown.

In total, seventy-two participants around the world took part in the experiment. The
images and their corresponding map icons were randomly ordered for each participant.
We registered the time needed to decide and click on the image, as well as whether the
map icon was matched correctly.

The average time needed to perform a correct match was used for ranking the 16
map icons. A linear regression revealed a significant positive correlation of the ranking
with the total number of errors that occurred for each map icon (R2 = .475, p < .010).

4 Results

The data collected from the experiments were normalized using their maximum values
and used to estimate the parameters (weights) of the models. The best-fitting param-
eter for the 1-parameter model (2) was determined through a brute-force search. The
best-fitting parameters for the two- (1) and four-parameter models (3) were determined
through a genetic algorithm.

4.1 Parameter Estimation Algorithm

A custom-written genetic algorithm was used in order to estimate the values of all pa-
rameters. Using this algorithm, we attempted to find the minimum summed and squared
error (SSE) between the observed values of each dependent variable (i.e., decision time,
time on map, map switches, and head movements, separately) and the values predicted
by two- (1) and four-parameter models (3). Observed values were not aggregated over
decision point or participant; thus, the genetic algorithm was used to fit 75 values. The
algorithm started with 1000 randomly generated combinations of parameter values (i.e.,
“organisms”). The starting values for all parameters were constrained to fall between 0
and 1. Each iteration of the genetic algorithm consisted of three steps: selection, repro-
duction, and mutation. During selection, the best-fitting of every eight organisms was
chosen for reproduction (i.e., “tournament selection”; [8]). During reproduction, the
organisms were randomly paired and converted to bits, a random crossover point was
determined, and every pair of organisms exchanged bits below that crossover point.
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During mutation, every bit of every organism had a 0.5% chance of changing from a
zero to a one or vice versa. Each parameter was represented by 17 bits, corresponding
to a precision of approximately ±0.0001. The best-fitting organism over 100 iterations
was maintained and ultimately used to evaluate each model. In order to compare models
with different numbers of freely varying parameters, SSE for each model was converted
to Bayes’ information criterion (BIC; [18]).

The reliability of the genetic algorithm was validated by estimating known param-
eter values for both two-parameter (1) and four-parameter models (3). These initial
parameter values were randomly generated using each model’s constants (i.e., number
of branches, advance visibility, landmark matching, and SBSODS score). Each param-
eter was constrained to fall between 0 and 1. For the four-parameter model (3), w1, w2,
and w3 were constrained to sum to one. Standardized decision times were generated
using these initial parameter values and the constants for each combination of deci-
sion point and participant. The genetic algorithm was then used to estimate the initial,
randomly generated, parameter estimates. This validation procedure was repeated 100
times. Variability and skew in the distribution of the differences between estimated and
initial parameter values were used to evaluate the genetic algorithm’s performance for
each model.

4.2 Validation Results

In general, the validation procedure suggested that the genetic algorithm performed ex-
cellently for both models. For the two-parameter model (1), variance in the distributions
of the differences between estimated and initial parameter values was 0.0000001 and
0.0000091 for w1 and β, respectively; skew in the distributions of the differences be-
tween estimated and initial parameter values was -0.13 and -6.37 for w1 and β, respec-
tively. Because of the extreme precision with which β was estimated, this amount of
skew is negligible (though perhaps notable). For the four-parameter model (3), variance
in the distributions of the differences between estimated and initial parameter values
was 0.0103, 0.0084, 0.0388, and 0.0701 for w1, w2, w3, and β, respectively; skew in
the distributions of the differences between estimated and initial parameter values was
0.41, -0.18, 0.36, and -0.62 for w1, w2, w3, and β, respectively.

4.3 Estimated Parameters and Fit of the Models

The parameter estimates and overall fit for each model are illustrated in Table 1. The
models are ordered from least to most complex (in terms of the number of free param-
eters). Models (1), (2), and (3) were compared to model (0) in terms of BIC (i.e., the
lowest BIC indicates the best-fitting model). For each dependent measure, model (1),
(2) and (3) fit better than model (0). This indicates, that each additional free parame-
ter increased the fit of the model being developed. Qualitative trends in the parameter
estimates (across dependent measures) are clear in some respects and less clear in oth-
ers. For example, the SBSODS did appear to contribute to the overall performance of
model (3). In contrast, the parameter estimates for β indicate that advance visibility did
not contribute to the fit of the largest model (3). However, advance visibility did ap-
pear to contribute to the fit of models (1) and (2). Possible reasons for these trends are
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Table 1. The table depicts the estimated parameters of the models, the summed and squared error
(SSE) as well as the Bayes’ information criterion (BIC) transformation

dec dur: decision situation duration, head mov: number of head movements

map sw: number of map switches and map dur: map usage duration

#Parameters w1 w2 w3 β SSE BIC Model

dec dur

0 - - - - 19.6649 -100.39 (0)
1 - - - 1 7.2884 -170.5228 (2)
2 0.151 - - 0.737 4.4185 -203.7416 (1)
4 0.5565 0.0326 0.4109 0 3.2591 -217.9328 (3)

head mov

0 - - - - 25.7513 -80.1750 (0)
1 - - - 1 8.7034 -157.2155 (2)
2 0 - - 0.788 2.1307 -258.4428 (1)
4 0.9009 0.0991 0 0 1.0166 -305.3069 (3)

map sw

0 - - - - 19.8388 -99.7385 (0)
1 - - - 1 5.7005 -188.9526 (2)
2 0.082 - - 0.752 1.4792 -285.8140 (1)
4 0.4386 0.0795 0.4819 0 0.8382 -319.7790 (3)

map dur

0 - - - - 15.0279 -120.5680 (0)
1 - - - 1 4.5029 -206.6400 (2)
2 0.152 - - 0.644 2.3217 -252.0042 (1)
4 0.3249 0.2453 0.4298 0.038 1.997 -254.6682 (3)

briefly explored in section 5. We estimated parameters that would fit the models based
on the time that was spent in a wayfinding decision situation, which is a commonly
used measure for wayfinding complexity. Moreover, we estimated parameters in order
to find a fit for the models based on the number of head movements, the number of
gaze switches from the environment to the map as well as the total time spent on the
map. These are measures that can serve as an indication for cognitive load. The results
demonstrate that, for all measures, each additional parameter increased the overall fit of
the operational model.

5 Discussion and Outlook

According to the evaluation results of the three linear operational models, a combina-
tion of environmental, instruction, and user factors is better suited for describing the
complexity of a wayfinding decision situation than any single element or any combina-
tion of two of them. Advance visibility did not contribute to the fit of the largest model
(3), which probably can be explained by the small differences in the obtained values.

The conceptual model of a wayfinding decision situation (as discussed in section 2.1)
is more general than the operational model used for the evaluation. A number of factors
possibly impacting the complexity of a decision situation have not been considered in
our evaluation, such as signage at the decision points, the user’s cultural background, or
different types of instructions. As future work, studies investigating the influence of these
factors on the complexity of a decision situation are required. The resulting enriched
models will hopefully lead to significant and strong correlations with the study data.
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Also, an analysis of the interrelation of these factors in a combined model will help to
complement previous findings from the wayfinding literature about each single factor.

Another logical next step is the implementation of a pedestrian wayfinding assistant
which recommends the route with the least complexity, based on the wayfinding deci-
sion situation model. One challenge in this context consists of defining a user model.
Some properties of the user, such as spatial abilities, may not be available when a user
starts the wayfinding assistant for the first time. One possible solution for this could be
to learn parts of the user model during wayfinding (e.g., from wayfinding behavior or
from interaction with the system).
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Abstract. Information that enables an urban pedestrian to get from A to B  
can come in many forms though maps are generally preferred. However, given 
the cognitive load associated with map reading, and the desire to make discrete 
use of mobile technologies, there is increasing interest in systems that deliver 
wayfinding information solely by means of georeferenced spoken utterances 
that essentially leave the user “technology free.” As a critical prior step, this  
paper examines the optimal delivery of such georeferenced text based instruc-
tions in anticipation of their spoken utterance. We identify the factors governing 
the content, location of instruction and frequency of delivery of text instructions 
such that a pedestrian can confidently follow a prescribed route, without refer-
ence to a map. We report on street level experiments in which pedestrians fol-
lowed a sequence of text instructions delivered at key points along a set of 
routes. In examining instructions that are easy to follow, we compare landmark 
based instructions with street name based instructions. Results show that a 
landmark based approach is preferred because it is easier to assimilate (not be-
cause it is faster). Analysis also revealed that some degree of redundancy in the 
instructions is required in order to bring “comfort” to the user’s progress. There 
still remains the challenge of modeling the saliency of landmarks, knowing 
what is the most efficient set of instructions, and how to vary the frequency of 
instruction according to the complexity of the route. The paper concludes by 
identifying a set of design heuristics useful in the design of text based instruc-
tions for wayfinding. 

1 Urban Pedestrian Wayfinding 

The smartphone has become a conduit by which we access many different services 
[1–3], instantly, at any time, anywhere (“Where am I?”, “Where is my nearest … ?”, 
“What’s on where?”, “How do I get to ... ?”). It has become a sophisticated device for 
both capturing and sharing information (deliberately and unwittingly). The predomi-
nant mode of interaction is through hand and eye [4–6] –but this often distracts us 
from other street level tasks. But Weiser and Brown [7] spoke of concealed, ‘calm’ 
technology—technology that “informs but doesn't demand our focus or attention,” 
technology that provides only what is necessary, rather than a firehose of information. 
“What is necessary” (and how best to deliver that information [8, 9] is governed by 
the decisions being made at any given instant (perhaps one of several tasks), the  
ambient conditions and the context in which the user finds themselves. The Space-
Book project is an EU funded project that examines these ideas in the context of the 
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ambling city tourist, exploring the city whilst remaining inconspicuous [10]. Inten-
tionally it uses only dialogue based interaction to govern the flow of information [11] 
– an idea whose origin stems from work by Bartie and Mackaness [12]. The ambition 
is that the device remains essentially concealed at all times.  

Among various tasks that a tourist performs as they explore the city, is one of way-
finding [13]. Wayfinding is known to be a complex process [14, 15]. In the absence of 
a map, and only having spoken instructions by which to guide the user, a number of 
issues arise: 1) what is the most efficient instruction set? 2) How do the instructions 
“link” the tourist to the city? 3) what type of instruction is preferred? 4) what level of 
redundancy is required to re-assure the pedestrian that they are on the right route? 5) 
when should an instruction be issued? These questions were explored through street 
level experiments, where text based instructions were provided to the pedestrian,  
in anticipation of being presented in spoken form via dialogue based interaction. 
Through close observation, analysis of wait times, the conditions by which  
pedestrians became lost, and through questionnaires it was possible to identify the 
conditions governing the timing and richness of route following descriptions.  

1.1 Previous Work 

Various research has explored the optimal form of wayfinding instructions [16–18], 
and compared instructions based on street names versus landmarks [19, 20]. It has 
been suggested that landmark based instructions are easier to follow because a street 
sign can be difficult to find, whereas “walk towards the castle” is easy to interpret. 
The instruction “walk towards the castle” is dependent on the castle being unique, and 
it being visible. Indeed for any given section of a route, there will be a number of 
candidate landmarks by which to guide the pedestrian, the choice of which will de-
pend on their salience [21]. The salience of something is very dynamic [22], can de-
pend on the direction by which it is approached from, how much it consumes the field 
of view, and its form (architecture, texture, color), and building type [23]. Its relev-
ance to the task will depend on its location relative to a decision point: does it lie at a 
key junction, or is it a confirmatory cue to ratify that the pedestrian is on the right 
path? From these observations we discern that we need 1) a 3D model of the city in 
order to calculate the visibility of a feature, 2) a database recording various attributes 
of the candidate landmarks, 3) a way of determining the location of the pedestrian, 4) 
a way of constructing easy to follow descriptions that reflect the topological and  
morphological form of the city (rather than say, descriptions based on angles and 
distances which are known to be more difficult to follow).  

In addition to the issue of landmark selection, there remains the challenge of deciding 
what is the optimum level of instructions and the timing of their delivery [24–26].  Sys-
tems that are verbose may become annoying, particularly when the route is obvious and 
simple. But in the absence of other information, a terse set may lead to wasted time 
searching for difficult to identify landmarks, or indeed getting lost. High cognitive load 
arises when information is either insufficient or excessive – resulting in poor situational 
awareness [27] with associated risk of becoming lost (Fig 1). Better that there be some 
redundancy in the instruction (grey dashed line Fig 1), in order to reduce the chance of 
getting lost. Redundancy can also be in the form of confirmatory cues that build confi-
dence in the user (e.g., “You should now be passing the church on your left”). From this 
discussion it is possible to summarizes the key design criteria of such a system (Table 1).  
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Fig. 1. Uncertainty or confusion? Erring on information redundancy to reduce chances of be-
coming lost 

Table 1. Design criteria 

Descriptive 
efficiency 

The least number of instructions for the user to follow, in their simplest form 

Effective Instantaneous recognition (mapping between object description and real 
world object) 

Salient Unambiguous referent/ no confusion over what is being referred to 

Robust Minimize the chance of becoming lost by including confirmatory cues  

2 A City Model to Underpin Landmark Based Instructions 

An experiment was conducted that enabled comparison between street based instruc-
tions and landmark based instructions. A variety of automated database systems exist 
for text based instructions that use street names (e.g. TomTom, Google). We used 
Google maps, which ostensibly uses distances and street names to direct the user. A 
human, walking the route, can readily devise a landmark based solution that would, 
invariably, be better than street based instructions. Such an approach cannot be auto-
mated, and is not generalizable [28]. For these experiments, we built a city model suffi-
ciently rich to automatically generate a set of landmark based instructions [10]. The city 
model contained a 2.5D digital terrain model and a digital surface model derived using 
LiDAR data, linked to a variety of open source data, data scraped from gazetteers, such 
as the “Gazetteer for Scotland” and National Mapping Agency Data. It also contained a 
topological network of pedestrian pathways, and an algorithm for calculating shortest 
path. Whilst OpenStreetMap was attribute rich and topologically more complete, it 
lacked geometric precision. This made tracking of the position of the pedestrian diffi-
cult. Thus we used Ordnance Survey’s MasterMap data to manage the tracking of the 
subject, using GNSS technology on the smartphone to determine their location.  

The main name of any building was determined using Point of Interest data. Vari-
ous authors have identified factors governing a landmark’s saliency [21, 29] – the 
degree of saliency provides a basis for selecting the most appropriate landmark by 
which to guide the user. The city model enables calculation of relative bearings be-
tween observer, landmark and junction, the façade, distance to the observer. Addi-
tionally the visibility engine (using the 3D modeling) enables calculation of vertical 
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exposure (the degree to which a landmark sticks out above the foreground objects). 
We also examined the tags associated with images to identify how many times a 
landmark had been uniquely photographed (as an indication of how photo-worthy it 
was); additionally we used a count of FourSquare checkins to indicate frequency of 
visitation – again an indication of a landmark’s importance. We then combined these 
variables to give a measure of the semantic and structural saliency of the feature. This 
was used to generate a list of salient landmarks along each segment (leg) of the route. 
This formed the basis of “confirmatory cues.” These included the direction and dis-
tance to the object, and if available a description of the object (e.g. it has a tall clock 
tower at the front). In addition the visibility of salient objects near route turning points 
was generated. For instructions given a long way ahead, the salient object may be 
either in front or behind the turning point, but for instructions given closer to the junc-
tion a salient object was selected which was near the junction and if possible in the 
direction of the turn that the subject was intended to make. Where no salient objects 
could be found then road names and directions were used. 

Junctions were automatically analyzed based on the travel direction to determine if 
they formed a well-known junction shape (e.g. T, Y, X). If a junction was found from 
the approach direction to form a known type then the description was customized (e.g. 
“take right fork for a Y junction,” or “turn right at the T junction”). For more complex 
junctions an exit numbering system was used, similar to UK roundabouts, whereby 
exits are numbered in a clockwise direction starting from the first on the left. In addi-
tion a description based on the turn angle was added to assist the user in these more 
complex junctions, such as “take the 3rd exit heading straight on.” Thus in summary, 
the city model was used to determine 1) the visibility of landmarks, and to measure 
their saliency, 2) generate rich descriptions of the landmark (e.g. “Old College has a 
green dome with a gold statue on it”). Because the city contained a detailed 2.5D 
model, it was possible to describe the slope of the features (e.g. head downhill/uphill, 
walk up/down the steps). We also calculated the “bendy-ness” of a road. This pro-
vided a rich and varied way to describe the landmark in relation to the subject’s loca-
tion (Table 2).  

It enabled us to variously construct phrases that could: 1) orientate the user (so they 
set off in the right direction), 2) get the user to turn/ select the right path at junctions, 
3) convey the distance required to be travelled, 4) assure the user (by providing con-
firmatory cues), 5) convey road qualities such as gradient, or bends in the road, 6) 
enable the user to move between streets, open spaces, and stairs. Table 3 is an exam-
ple taken from one of the experiments, for the center of Edinburgh city in Scotland, 
comparing the two sets of descriptions. 

Table 2. Adjectives, prepositions, verbs, adverbs, nouns and proper nouns 

Adjectives left, right, sharp, straight, 
Prepositions towards 
Verbs Turn, walk, carry on, 
Adverbs After, Before, Downhill, Uphill, immediately 
Nouns meters, minutes, steps, bend, distance,  
Proper nouns Streets and Landmarks 
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Table 3. Route descriptions from SND and LMD for the same route 

Street based instructions Landmark based instructions 
1. Head west on Crichton St 
toward Charles St - go 45 
meters 
2. Turn right onto Charles St 
About 1 min - go 94 meters 
3. Turn left toward Teviot Pl 
About 2 mins - go 120 me-
ters 
4. Turn left onto Teviot Pl 
About 2 mins - go 110 me-
ters 
5. Continue onto 1/Lauriston 
Pl Continue to follow Lau-
riston Pl 
6. Destination will be on the 
right About 6 mins - go 500 
meters 
* Your destination is: Edin-
burgh College Of Art 
 

1. Stand with Informatics Forum on your right and Appleton 
Tower on your left. 
2. Walk about 50 meters towards George Square. 
3. Turn right before George Square at the cross roads. 
4. Walk about 100 meters (with Informatics forum on your 
right). 
5. Turn left to cross Bristo Square walking slightly uphill 
towards McEwan Hall (large building with a dome). 
6. Turn left on to Teviot Place, McEwan Hall on your left. 
7. Walk along Teviot Place continuing straight for about 
100 meters.  You should pass Royal Bank of Scotland on 
your right. 
8. Carry on straight at the junction on to Lauriston Place. 
Walk for about 500 meters. You should  pass George He-
riot's School on your right. 
9. After the slight bend in the road, you will go downhill. 
10. Turn off right on to Lady Lawson Street, and walk for 
40 meters. Your destination will be on your right, opposite 
the Novotel. 
* Your destination is: Edinburgh College Of Art 

2.1 Factors Governing the Issuing of Instructions 

The issuing of instructions for street based instructions is defined by the points at 
which there is a change of street name, or where the subject meets a junction (a node 
in the network). This is very different from landmark based systems – where there 
may be a large (or just a few) number of landmarks in the field of view - each of vary-
ing size and distance from the subject. Such a system risks overloading the subject 
(high redundancy in the instruction) though this may be required for routes that are 
complex (junctions and decision points being close to one another). Though not ex-
plored in these experiments, the richness of instruction is also influenced by the sub-
ject’s familiarity with the city, their preferred type of landmark, level of situational 
awareness, and their capacity to interpret written/spoken instructions. The following 
rules (devised by empirical observation of subjects [30]) were therefore used to go-
vern the selection of landmarks: 

If a segment (distance between two decision points) is greater than 100m then  
include a “you will be passing <feature>” 

If the junction is complex (it has 3 or more exits) then  
include a recognizable landmark on the exit road. 
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3 Experimental Design 

To facilitate comparison between the street based instructions and landmark based 
instructions, the instructions were not spoken but delivered as text. This simplified 
approach meant the data could be stored on the phone, and issues of latency from a 
distributed system could be avoided. The “get directions” function in Google maps 
(maps.google.co.uk) was used to generate the route and associated street based in-
structions. Each street name and landmark instruction was geofenced so as to appear 
on the smartphone just 30 m prior to the subject arriving at the decision point. This 
distance was empirically derived from pilot experiments, and catered for the variabili-
ty of the GNSS positioning and avoided the risk of the subject skirting around the 
trigger point and thus receiving no instruction. The phone vibrated just prior to an 
instruction being given – thus obviating the need for the subject to stare continuously 
at the screen waiting for the next instruction. By delivering instructions just at the 
point where they were needed we avoided the cognitive load associated with trying to 
memories a sequence of instructions for the whole route.  

 

Fig. 2. : A: Informatics Forum, B: College of Art, C: Camera Obscura, D: National Gallery of 
Scotland, E: Institute of Geography 

Delivering one instruction at a time also prevented the subject “short circuiting” the 
descriptions in cases where they might know the location of the destination, and there-
fore not need to interpret the route directions. For a set of four routes, we determined a 
set of instructions based on landmarks, and a set based on street names (Fig 2).  

The routes varied in 1) the type of junction encountered, 2) the views offered 
across the city (both restricted and open vista), 3) the mix of landmark types and 4) a 
mix of pedestrian walkways, steps, footpaths and streets. For logistical purposes the  
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using landmark instructions and two using street based instructions. The order and 
sequence in which subjects used these different instruction sets was managed by the 
phoneApp and the subjects were not aware of which system they were using during 
each leg.  

At the end of the experiment, subjects were asked to complete a questionnaire that 
helped 1) to compare the two approaches, 2) to assess the ease of interpretation, 3) to  
determine the sufficiency of the instructions (non-ambiguous, sufficient to avoid get-
ting lost), 4) to comment generally about their experience, 5) to comment on their 
familiarity with the area. Beyond this comparison, the primary goal was to develop a 
richer understanding of the “what and when” to provide landmark based instructions. 

4 Observations 

Analysis and observation came from two sources: analysis of the accelerometer and 
GNSS based trajectory data recorded on the smartphone, and observation of the sub-
ject and their responses to a questionnaire. The first step was to determine, and  
account for where subject’s slowed or stopped though care was required in the inter-
pretation of such data, since subjects were observed to have stopped for a variety of 
reasons. External factors such as congested pavements and traffic lights can slow or 
stop the pedestrian. Pedestrians slowed or stopped when hunting for the next visual 
clue, or when suspecting that they might be lost.  

4.1 Analysis of Trajectories 

Fig 4 shows the paths taken by subjects in response to the instructions (revealing a 
few who became lost for sections of the route). The location of each cultured dot is 
the point at which the text was displayed on the mobile device, and its color is  
the average level of satisfaction (from 5 – yellow – very effective instruction, to 2 - 
red – hard to interpret instruction). Three observations are made: 1) there are more 
instructions in the landmark based experiment (Fig 4b) since it was possible to take 
advantage of many more landmarks than there are streets, 2) subjects were far happier 
with landmark based instructions than street names (lighter cultured dots), 3) there is 
some correlation between poorer ratings being given to both forms of instructions and 
the complexity of the route at that point.  

Various attempts have been made at modeling complexity (for example interior 
spaces [31] and in multi modal transportation systems [32]). Within the city model we 
modeled: visibility of roads (affected by changing gradient and bendy-ness of the 
road), the shape and degree node of the junction, and proximity from one decision 
point to another (junction density). A more complete model would include urban 
morphology (orthogonal networks are easier to navigate than mixed orientations and 
lengths), and the direction in which the route is being traversed (ease of instruction 
following is partly dependent upon direction in which the route is taken). 
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(a)  

(b)  

Fig. 4. Comparing effectiveness ratings: a) street based, and b) landmark based instructions 

The distance it took between reading the instruction, and the user’s comprehension of 
it was recorded (Fig 5 – blue for landmark instructions, red for street based). The red 
line reveals that the landmark based instruction was consistently understood sooner 
than street name instructions – though not by a significant amount of time. For exam-
ple by 20m, 64% had rated the street based instruction, whereas 77% had rated the 
landmarked instruction. Because there were more landmark based instructions, the 
total elapsed time over the duration of the experiment was about the same. Though 
street names were difficult (or impossible) to find (Fig 6), it was not taking subjects 
much longer to find street names than it was to identify the landmark.  
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Fig. 5. Average distance interval between the instruction being given, and the user interpreting 
the instruction 

       
                                (a)                                                               (b)                                               

Fig. 6. The Novotel on Lady Lawson street and the absence of any street sign 

Fig 7a and 7b show the trajectories for all subjects, plotting distance against time for 
street based instructions (green), and landmark based (red). Gradient reflects speed; 
where the line rises steeply, the pedestrian is stood still. Negative gradients are possible 
where the subject was moving, but heading away from the destination. By applying 
kernel density estimation over the point clouds of Fig 7, it was possible to identify plac-
es along the route where subjects typically got lost or slowed during the process of 
searching for landmarks or street names. Table 4 is the average for all candidates, show-
ing how the time was divided between going in the right direction, wrong direction or 
making no progress along the route (either standing still or moving but not in the direc-
tion of the destination). The distance to destination was calculated as the distance along 
the prescribed route from their current location. In effect this table is a summary of the 
trajectories shown in table 7a and 7b. Analysis revealed landmark following was margi-
nally faster than street based, with greater consistency in the time taken (i.e. it was more 
variable among those following the street based instructions). 
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Fig. 7. 7a – green = streetname, 7b red = Landmark based. Comparing time taken overall 
against progress along route (larger blobs indicate low progression along the route). 

Table 4. Progression along the route 

 Landmark Street based 
Right direction 86.2% 82.4% 
Wrong direction 5.7% 9.5% 
No progress 8.1% 8.1% 

(a) 

(b) 
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Fig. 8a. Results of landmark based analysis for all four legs 

 

Fig. 8b. Results of street based analysis for all four legs 

Fig 8a shows results from the landmark based experiment, combining announcement 
points and dwell points. Fig 8b is the same but for the street based directions. The 
dashed black line separates the legs; the triangles represent announcement points (purple 
indicating poor comprehension of the instruction and blue indicating good comprehen-
sion of instruction). The circles indicate dwell points (blue indicating that a few stopped, 
red indicates where many stopped). In Fig 8a [1] is an example of a poorly understood 
instruction, but where the pedestrian did not dwell. [2] indicates a slowing close to a 
poorly understood instruction – perhaps indicating uncertainty. [3] slowing where no 
instruction was given (or required), but where due to congestion, physical exertion 
climbing stairs or simply taking in the view meant that subjects slowed.  
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a)                                                         b)  

Fig. 9. Detail of trajectories comparing a) landmark based instructions with b) street based 
instructions 

In Fig 8b, it is unclear why people paused at [1–6] and [7] indicates where people 
paused to cross a busy junction. Fig 9a is a detail of trajectories from 8a and Fig 9b is 
a detail from 8b. (a) indicates where subjects became lost under streetname guidance, 
(b1) and (b2) compares where people were tending to stop, as does (c1) and (c2). This 
might be because subjects are at junctions where they might expect an instruction, 
searching for a street sign, or where they are searching for landmarks that are in the 
field of view (see Section 4.2). 

4.2 Urban Morphology, Junction Complexity, Interpretation of Instructions 

The experiments revealed the subtle nature by which an instruction might be inter-
preted. Figure 5 shows the Novotel where users were given the instruction “take right 
fork by Novotel.” For some, this led to uncertainty because they felt they should be 
standing by the main entrance (which would require them to cross the road), rather 
than looking across at it. This confusion was partially alleviated by the fact that Lady 
Lawson descends down a hill (Figure 5a) (something modeled in the database). Thus 
the full instruction was “take the right fork by Novotel, downhill for 40 meters.” 
Downhill instructions were only included where the ratio of the difference in height 
against the length of a road segment was greater than 0.5 (its inclusion in this instruc-
tion is therefore fortuitous). The example illustrates the value of additional cues being 
built into the instruction. 
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                   (a)  

                    (b)  

Fig. 10. (a) The Black Watch monument – not so distinct against the trees, (b) The Playfair 
steps leading down to the Galleries - obscured by gathering crowds (blue arrow). Fig 10a is the 
view from c1,c2 in Fig. 9. 

Fig 10 shows the crossing adjacent to a monument called “The Black Watch.” The 
roads at this junction are of different gradients, and the angles at which they meet are 
“scissor-ed” rather than a simple “X.”  The Black Watch Monument is set to one side, 
not as clear to see given the relative height of surrounding tree vegetation (Fig 10 a). 
This is the location where quite a few subjects stopped (c1,c2 Fig 8). It is worth not-
ing that from a different vantage point, and with a different background, the landmark 
becomes far more apparent. The ambition is get the pedestrian to cross the road so 
they can descend a set of stairs, also located at this road junction. The task is not made 
easy by the fact that the stairs are obscured by the crowds at the top of the stairs (Fig 
10 b). The instructions, coming in close succession are: “at the crossroads go straight, 
towards the Black Watch monument,” and “Immediately turn left and head down the 
Playfair steps.” Though the instruction is topologically correct, the road shaping, an-
gles and gradients coupled with the crowd obscured stairs meant that users sometimes 
struggled to follow the route at this point.  
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5 Analysis of Questionnaires 

5.1 A Preference for Paper over Digital 

From analysis of the questionnaire responses, a question on the acceptance of tech-
nology revealed a preference for non-digital forms of media (in particular paper 
maps). This was particularly the case for those following the street based instructions 
where all of the subjects expressed a desire to use an additional form of media. This 
may have reflected something of a frustration with street name based instructions, but 
there is no disguising the relative infallibility of the map: 

“I am really not interested in electronic/GPS navigation – I would always just 
have a (paper) map. I much prefer to be more in control of where I am going and see 
where I am in relation with the rest of the city.” 

“It’s fun to work out where you are on a map when you are exploring.” 
“I can fix a broken map with sticky tape myself but I can’t fix a phone or any soft-

ware myself so this reduces my feelings of independence.” 

5.2 Landmarks Easier to Interpret Than Street Names 

The majority of subjects commented that landmarks were often easy to distinguish, 
whilst there were many negative comments that revealed the challenges of using a 
street name based approach: 

 “The lack of signage in Edinburgh meant that using only street names for direc-
tions wasn’t particularly helpful.” 

“Reference to street names only very unhelpful, particularly in Edinburgh where 
there isn’t a clear layout. Needs to be more descriptive.”  

“It didn’t point out any landmarks or places of interest. Not done in a very engag-
ing way.” 

 

This is contrasted to a landmark based approach: 
 

 “Really good and easy to follow instructions. Especially useful with easy to rec-
ognise places e.g. Doctors Pub or Novotel which let you know that you are definitely 
going in the right direction.”  

“Easy to use, very accurate and nice to have references (landmarks).” 

5.3 Cardinality and Contextualization of Instructions 

Subjects were asked what factors affected their capacity to interpret the instructions, 
and thus situate themselves. Their responses reflected a difficulty in gauging compass 
direction, and distances.   

 

“Some of the instructions were unclear – i.e. ‘head South’ you would have to know 
which direction is South.”  

“I am not very good with depth perception so ‘100 m’ etc made limited sense to me.” 
 “Some of the instructions are not very clear however I do like that it gives you an 

estimation of how long it will take you to get to the next point as well as the distance.” 
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5.4 Trust, Brevity, and Redundancy in Instruction 

Some subjects desired more instructions when using the street based system as well as 
confirmatory cues: 

 

“Instructions could have been more frequent to reassure me I had taken the right 
route.” 

“There was quite a long gap between instructions.”  
“They could have been clearer. Some description of the roads, including landmarks 

would have made things clearer. I found it difficult to know where I was going.” 
 

Some comments reflected the need to ‘densify’ instructions in areas of complex 
urban morphology: 

 

“[…] They could have been clearer. For example, at the Mound there are a lot of 
different roads and the navigation instructions just said ‘straight on’ – they could 
have mentioned Playfair Steps as the sign is quite obvious.   

The [landmark based] systems were more reassuring because they told you which 
buildings you should have walked past if you were going the right way.” 

6 Conclusion 

That pedestrians prefer landmarks to other text based route instructions is well un-
derstood (though there are very few studies undertaken to analyze why). This study 
has tried to visualize and quantify the strength of those preferences. Key findings 
include:  

1) where spoken/visual text is the sole means of conveying route following in-
structions, additional instructions are required as i) confirmatory cues, ii) at 
complex junctions, iii) where highly salient landmarks are few;  

2) a city model is required that supports, among other things, functionality to i) 
detect complex junctions, ii) measure the visibility of landmarks and calculate 
landmark saliency, iii) construct rich descriptions of landmarks and the mor-
phology of the city;  

3) though subjects preferred landmarks to streets, the time taken  was not signif-
icantly shorter.   

The focus on a solely text based delivery system was in anticipation of delivery via 
dialogue based systems. Dialogue based systems are in pursuit of calm, concealed 
technology that takes account of the idea that pedestrians, at any given instance, are 
pursuing a basket of inter related tasks (crossing busy roads, talking with friends, 
avoiding other pedestrians, enjoying the city vista). We argue that the creation and 
form of delivery of wayfinding instructions needs to reflect this context. Dialogue 
interaction could have been used to resolve ambiguity and allow the user to request 
more detail should an instruction prove to be insufficient but given the complicating 
nature of dialogue based interaction, the experiment was deliberately simplified. The 
next phase of work will be to incorporate these ideas within a dialogue based context 
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— their correctness should ensure a minimum of interaction and a simplicity of inter-
pretation that leaves the pedestrian to get on with the many other things they try and 
do as they race across the city! 
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3 Université Paris-Est, IGN, Laboratoire COGIT, Paris, 94160 Saint-Mandé, France

Abstract. This paper proposes an approach for the reconstruction of itineraries
extracted from narrative texts. This approach is divided into two main tasks. The
first extracts geographical information with natural language processing. Its out-
puts are annotations of so called expanded entities and expressions of displace-
ment or perception from hiking descriptions. In order to reconstruct a plausible
footprint of an itinerary described in the text, the second task uses the outputs of
the first task to compute a minimum spanning tree.

1 Introduction

In the early nineties, Frank and Mark [1] wrote “It is conceivable that systems of the
future might be able to assimilate and analyze explorer’s journals such as Columbus’
logs or the journals of Lewis and Clark, check them for consistency, and perhaps reach
new inferences about the itineraries of their travels.”

Since then, advances in automatic natural language processing (NLP), processing
and representation of geographical information, but also the explosion of open geo-
graphical resources, have made developing such systems now possible.

In this paper, we propose a system for automatically reconstructing an itinerary from
textual descriptions occurring in travelogues and guides.

The problem can be subdivided into two tasks. The first task entails annotating pas-
sages in the text that describe the various trips making up the itinerary. The second
task entails creating a computational representation of the different descriptions, thus
allowing the itinerary to be automatically reconstructed. Crucial to implementing such
systems is the step known as toponym resolution. This essential step involves associat-
ing a non-ambiguous location with a place name1.

Consider for example the following text from a true description of a hiking trail:

“Cross Champagny-le-Haut and get around from the north of hamlet Friburge.
You will see the Lac de la Plagne then walk to the refuge south of Lake Grat-
taleu.” (1)

The proposed system proceeds as follows: the first task annotates the expanded spa-
tial named entities Champagny-le-Haut, hamlet Friburge, Lac de la Plagne and refuge
south of Lake Grattaleu. Some are associated with terms like hamlet, lake, refuge and/or
spatial relations from the north, south of, allowing the ambiguity to be removed from

1 Either a point, or a spatial footprint, in both cases expressed as geographic coordinates.

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 253–267, 2014.
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the nature of the geographic objects in question. This task will annotate some others
spatial relations: cross, get around, walk to. Once all this information has been anno-
tated, we apply a spatial analysis algorithm, guided by various clues obtained from the
text, to reconstruct the itinerary. In this example, the expanded spatial named entities
Champagny-le-Haut, hamlet Friburge and refuge south of Lake Grattaleu would be
given priority while reconstructing the itinerary, as the spatial relations detected in the
text imply the involvement of these entities in the itinerary to be taken. On the other
hand, the spatial named entity Lac de la Plagne is not involved in the path, as the use
of the verb see suggests.

This paper is set out as follows: Section 2 presents an overview of pertinent studies
relating to the issue at hand; Section 3 describes our own contribution, proposal of a
method of annotating expanded spatial entities, together with a method for automatic
itinerary calculation; Section 4 describes our implementation and relates the early re-
sults of our experiments. Finally, in Section 5 we conclude the paper and propose future
studies.

2 Relevant Work

2.1 Spatial Named Entity Recognition and Motion Expressions

Extraction and annotation of named entities is an important task in NLP, particularly in
the case of automatic information extraction [2]. For named entity recognition and clas-
sification (NERC), two types of approaches have been proposed, those that use learning
techniques and those based on ad-hoc rules. In the case of annotation of spatial enti-
ties in particular, there are also approaches that use external resources like gazetteers
to search for and identify toponyms. These approaches can be used in a complemen-
tary manner in hybrid systems [3]. The ad-hoc approach relies on syntactic-semantic
patterns developed manually with the help of experts. Amongst these rule-based ap-
proaches, several use transducers2 with a finite number of states [2], which can also be
used in cascade [4]. NERC methods automatically annotate different types of named
entities: dates, people, organizations, themes, numeric values, as well as place names.
There are a significant number of systems available, both proprietary and open source,
such as OpenNLP3 from Apache, OpenCalais4 from Thomson Reuters, and CasEN [4].
More specific methods that are solely concerned with geographical data are known as
geoparsing or toponym recognition [5]. The main difficulty in extracting geographical
information is the ambiguity inherent in natural language. As stated in the introduc-
tion, there are actually several types of ambiguity involved in toponym resolution. In
addition, a large number of spatial entity types exist: geopolitical entities (countries,
administrative divisions), populated places (towns, addresses and postal codes), and
natural geographical entities (parks, valleys, mountains, rivers, etc.), all of which can
create ambiguities about the type of geographic object in question.

2 Transducers are a type of finite-state machine that make insertions, replacements and deletions
in a text.

3 http://opennlp.apache.org/
4 http://www.opencalais.com/

http://opennlp.apache.org/
http://www.opencalais.com/


Automatic Itinerary Reconstruction from Texts 255

In itinerary analysis, it is not just spatial named entities that are important, but also
their associated spatial relations. These enable the spatial named entity to be specified
locally, as well as allowing the notion of movement between the different entities to
be expressed. Many linguistic studies [6,7] deal with spatial relations with a view to
describing the object to be located and the point of reference used. For French in par-
ticular, we could cite Vandeloise [8] with the term pair cible (target) and site (site), and
Borillo [9] with the term pair entité concrète (concrete entity) and repère spatial (spatial
reference). According to Talmy [10,11], a motion event is characterized by different
conceptual components: a movement (“Motion”), a displaced object (“Figure”), a set-
ting (“Ground”), a trajectory (“Path”) and a “Manner”. Syntactic parts of speech, in
particular verbs, characterize a motion event. Many linguistic studies [12,13,14] have
highlighted the importance of the use of motion verbs in language, especially in Ro-
mance languages. These studies suggest categorizing motion verbs according to their
aspectual polarity. The three polarities are initial (e.g. to leave), median (e.g. to cross)
and final (e.g. to arrive). The works also show the importance of the prepositions asso-
ciated with these motion verbs. Without changing the intrinsic polarity of the verb, the
preposition can change what it would be called the focus. More specifically, the asso-
ciation of a motion verb with a preposition of place (e.g. from, in, at, to, by, etc.) can
change the focus of the displacement to take on the polarity of the preposition instead
of the verb. Let us take the verb to leave for example. Alone or in association with the
preposition from, the focus would be considered with initial polarity, but if used with
the preposition for, the focus would then be considered as having final polarity. Unde-
niably, leaving from Vienna and leaving for Vienna have two radically opposite focus.
If we consider the role played by the name, in one case, the place name is the origin of
the displacement, and in the other case the place name is the destination. In the example
leaving for Vienna it does not mean to arrive in Vienna, because we don’t know if the
destination is reached or not, but we know that we are leaving a place to go to Vienna.
In terms of place name Vienna is the focus, so the polarity of the whole expression may
be considered as final.

The use of contextual elements (other than toponyms), such as words that have a
geographical denotation (downtown, valley, ridge, etc.), can be extremely important in
toponym resolution and disambiguation [15]. In previous studies [16], we have put for-
ward a method of marking non-toponymic terms associated with toponyms, especially
those that have a topographical denotation (Wachau Valley, Lake Neusiedl, Saifnitzer
Sattel, etc.).

2.2 Toponym Resolution

Toponym resolution [5] involves associating a non-ambiguous location with a place
name. The use of resources like gazetteers is thus vital. In the last few years, we have
seen a number of geographical resources emerge, such as Geonames5, OpenGeoData6,

5 http://www.geonames.org/
6 http://www.opengeodata.fr/

http://www.geonames.org/
http://www.opengeodata.fr/
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OpenStreetMap7, Wikimapia8, and BDNyme9. In an open data context, and with some
benefiting from participative communities, these resources are expanding and being
made more widely available through Web services. Some of these web-based geo-
graphic services are free, interoperable, and standardized, but the number and diversity
of platforms makes using the data a complicated process. Before being able to use this
mountain of data, first the most appropriate resources must be selected according to
actual needs. Each resource can have different issues, for example the choice between
a resource that covers a wide area but non-exhaustively and a more exhaustive resource
covering a smaller area.

This resolution involves resolving the problem of ambiguities that toponyms may
contain. Widely studied in recent years, the admittedly difficult task of toponym dis-
ambiguation remains a scientific problem today. According to [17] there are three main
types of ambiguities: the same name is used for several places (referent ambiguity), the
same place can have several names (reference ambiguity), the place name can be used
in a non-geographical context, as in organizations or names of people (referent class
ambiguity).

Using a corpus of hiking guides naturally reduce the number of ambiguities from
referent class, as opposed to those used in a corpus of news articles for example. Then
in this paper, we will focus on ambiguities resulting from the referent ambiguity class
arose from the existence of homonyms (e.g. in a french formulation Vienne exists in
Austria but Vienne, also exists in France) or arose from subtyping of toponyms [16].
Even once it has been identified that the reference is to the place named Vienne in
France, ambiguities may remain concerning the geographic object that carries the name
(Vienne the town, Vienne the county or Vienne the river). Another form of ambiguity
arises from the presence of certain spatial expressions associated with the place name
(e.g. Paris-Nord railway station is different from the railway station in the north of
Paris).

A number of methods exist for disambiguating toponyms [18,19,20,21]. These meth-
ods can be classified into three categories [22]: map-based, knowledge-based, and data-
driven or supervised. Many of these methods use toponyms that are geographically the
closest to disambiguate the candidate toponyms. This can lead to poor results when im-
portant information is not included in the context, when the candidate toponym is not
geographically close to non-ambiguous toponyms, or if it is not linked to a geopolitical
entity [21]. Some studies use the notion of event to disambiguate toponyms. For exam-
ple, Robert et al. [20] consider there to be three types of entities that participate in an
event: people, organizations, and geopolitical entities. They use an ontology constructed
from Geonames, and associate geopolitical entities with people and organizations us-
ing links from Wikipedia, but no other information or clues is used from the context.
Knowledge-based methods use toponyms information extracted from gazetteers like
importance, size, or population counts [23]. This kind of information is not the most
suitable for a discriminating task in the case of documents describing hiking trails,

7 http://www.openstreetmap.org/
8 http://wikimapia.org/
9 http://www.geoportail.gouv.fr/

http://www.openstreetmap.org/
http://wikimapia.org/
http://www.geoportail.gouv.fr/
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because toponyms used in these documents are fine-grain toponyms or natural features
such as mountains, lake, hamlet, and refuge [24].

These various methods are often applied to corpora of news articles [18,19,21] in
which toponyms are associated with events, well-known figures or geopolitical entities
and not with spatial relations. In this type of discourse, toponyms are not necessarily
related to each other, and are not for example linked by motion events. Speriosu and
Baldridge [21] show that toponym disambiguation methods that are based on the text
(context extraction and interpretation of spatial relations) are more effective than meth-
ods based on metadata or heuristics that use distance calculations.

2.3 Wayfinding

With the rise of new needs and behaviors (e.g. route planning and tourist applications),
the democratization of devices equipped with GPS and the wide availability of geo-
graphical information, the notion of itinerary is being studied more and more. Hao et
al. [25] put forward a probabilistic model to identify place elements taken from travel-
ogues. The aim of this work is to improve the tourist experience, providing them with
information or recommendations about the places they are visiting. Zhang et al. [26]
use these learning methods to extract the three elements they consider to be the most
important in an itinerary: origin, destination, and the path taken (instructions). They
work from a corpus of webpages where instructions giving directions can be found.

Other studies [27] have focused on ancient documents with the aim of finding and
modeling historical roads that no longer exist. A large number of studies have looked
into trajectories [28,29,30], with a focus on the movement of mobile objects (animal
migrations, airplanes, ships, pedestrians, etc.). The concepts explored in these studies
can be considered similar to those applicable to itineraries.

The notion of itinerary has already been a focus of research for our team. In pre-
vious studies [31], Loustau proposed a definition of the concept of itinerary, but more
importantly contributed to the proposal of an initial approach to extracting constitutive
information about itineraries.

3 Contribution

3.1 Problem Elucidation

Our aim is to identify geographical information in a text, as well as any textual clues
that allow us to link some and exclude other information that should not be taken into
consideration and then map the most likely route. In this study, we chose to test our
approach on a french corpus of 1,295 descriptions of mountain bike and hiking trails in
France.

As mentioned in the literature review (Section 2), spatial relations are an important
factor in the disambiguation of toponyms. Particularly in forms of discourse, as can
be found in our corpus and those of same categories where spatial relations exist on
several levels of granularity and can be applied to the discourse at different scales. In this
paper, we will examine two levels of granularity. The first involves local spatial relations
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that are part of a spatial named entity. To illustrate our discourse, let’s take the next
example (1) page 253. In the spatial named entity south of Lake Grattaleu the spatial
relationship contained south of needs to be interpreted in order to solve the ambiguity
of the referent. The second level involves spatial relations that associate various spatial
named entities or a participant with a spatial named entity relative to another. In case of
a hiking trail, the object under consideration is the participant in the motion event. In
Cross Champagny-le-Haut and get around from the north of hamlet Friburge the spatial
relations are the north and around, but also the motion verb to cross and to get. This is a
description of a motion event relative to spatial named entities. Finally the toponym Lac
de la Plagne is associated with a perception verb to see, which means that the toponym
is not really part of the itinerary taken but a visual landmark. Moreover, the term lake
serves to precisely identify the toponym, removing all ambiguity from the geographic
object being referred to, i.e. it is most definitely a lake, and not a town for example.

3.2 Solution Adopted

The first step in our approach is a system whereby spatial expressions described in
textual documents are automatically annotated. The method combines the notions of
marking and extraction of named entities, through the use of local grammars10 [33]
or external resources (lexicons, gazetteers, etc.). The second step in our approach is a
system capable of interpreting and linking information in order to automatically recon-
struct an itinerary.

Expanded Spatial Named Entities. We define an expanded spatial named entity
(ESNE) as an entity built from a proper name attributed to a place. This proper name
can be associated with one or more ontological concepts with a geographical sense, and
with one or more concepts relating to the expression of location in the language (spatial
relations). For example the north of hamlet Friburge and the refuge south of Lake Grat-
taleu are two ESNE built from proper names (Friburge and Grattaleu), associated with
ontological concept having a geographical sense (hamlet, refuge and lake), and spatial
relations (the north of and south of ).

We integrate spatial relations into a more generic concept that we have called in-
directions allowing a geographic object to be addressed indirectly. Indirections can be
a part of the concrete entity, their role being to specify location, and grammatically
they can belong to different word classes (prepositions, adverbs or adjectives). For ex-
ample, in the ESNE the north of hamlet Friburge, as the toponymic name is the word
Friburge, the concrete entity is the north of hamlet, which contains the indirection the
north. Other parts of speech are annotated to reveal spatio-temporal sequences in the
discourse, such as spatial adverbs of location [34]. These are prepositions of place,
which occur frequently in hiking guides (e.g. here, there, near of, from the left, etc.).
These prepositions structure the discourse by describing a spatial sequence (a step in a
journey) and/or a temporal sequence (a succession of events).

Unlike traditional named entity annotation tools, we only annotate spatial named en-
tities. We follow the proposal of Gaio et al. [35] for the recognition of spatial references
10 These grammars are lexicalized graphs that make use of dictionaries and have the advantage

of being able to be applied directly to texts. [32]
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and spatial relations in language, as well as using a hybrid approach [36] combining
the three main categories of spatial relations: topological relations [37], distance rela-
tions, and directional relations [38]. In order to establish the steps of an emerging route,
itinerary is defined as being a special type of spatial relation. It is a spatio-temporal
sequence of steps moving between different places. An itinerary could thus be thought
of as a succession of spatial relations.

Expression of Motion. Based on preposition polarity and classification of verbs, we
are able to establish simple linguistic rules in order to extract the source or target named
entities in a motion event. We classified verbs into categories: motion verbs (to go,
to leave, etc.), verbs of visual perception (to glimpse, to see, etc.), verbs we refer to
as topographic (to converge, to overhang, etc.), topographic verbs are used when the
narrator is describing a place using its topographical features. And finally location verbs
(to locate, to be, etc.) [39]. The use of this last class of verbs, from a syntactic point of
view, is very similar to that of motion verbs as previously described. They are often
associated with prepositions of location or place names in hiking guides. They can be
used, for example, to describe a step or stop in a journey. They also allow for better
spatial representation and facilitate the location of the different events relative to each
other. In order to formalist the relationship between expanded spatial named entities
and verbs in travelogues, we use VTo structures [35,16]. VTo structures are formally
defined as V, I, T, G: groups of classified verbs, indirections, geographical terms, and
place name, respectively. VTo = (v, t) where v is an instance of V and the t set is
defined as t = (te, i, g|t), in such a way that te is an instance of T , i is an instance of I
and g is an instance of G. The symbol g|t indicates that the third t group can be made
up of either t (recursion) or g.

Here is a VTo structure from example (1):
{{get around,.v}{{from the north of,.i}{{hamlet,.te}{Friburge,.g},.t},.t},.VTo}

Itinerary Reconstruction. This final step entails using the information annotated in
previous steps to reconstruct a plausible footprint of the itinerary.

Toponym Resolution. The information gathered from the marking process during the
annotation step includes candidate spatial entities and candidate VTo structures. We use
gazetteer-style external resources to verify the existence of toponyms and obtain their
geographic coordinates. When toponyms exist in one of the resources they are vali-
dated. If the validated toponyms are part of a candidate expanded spatial entity, the
entity is automatically validated. However, ambiguities still occur, for example when
an entity is made up of several words and only one of those is validated. Toponyms
may also be associated with several locations when the name occurs several times in
the resources with different locations, e.g. Pau occurs nine times in BDNyme and three
times in Geonames. In addition to those ambiguities, one may notice that every spatial
named entity mentioned is not necessarily part of the itinerary. Some clues extracted
from the text, such as negations, descriptions of places and scenic lookouts (e.g. with
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the use of perception verbs), allow us to conclude that some places should probably not
be included in the representation of the itinerary, or only in a certain way.

Itinerary calculation. This step combines contextual information extracted from the
text with geometric information extracted from gazetteers. This combined spatial and
textual analysis aims at resolving some ambiguities and reconstructing the footprint of
the itinerary. The approach proposed here is based on the idea that the most probable
itinerary linking a set of places is the route linking all places and with a minimal length,
to “optimize” the displacement. Finding this optimal itinerary should help to remove
ambiguities or places appearing in the text but not actually crossed. This naturally leads
to the notion of “minimal weighted spanning tree”. The minimum weight spanning
tree of a set of points is the tree connecting all the points together with the minimum
weight, this weight being the sum of the weights of the edges linking points (e.g. equals
to the distance between points). The implementation of the continuity detection with
the notion of minimum spanning tree is not a new idea. It has already been developed
for example by Zahn [40] for detecting clusters of points.

4 Implementation

As described in Section 3, we developed a two-step solution. The first step (Fig. 1a)
entails annotating toponyms and the various spatial relations (indirections, expressions
of motion). The second step (Fig. 1b) entails calculating an itinerary between the dif-
ferent toponyms previously annotated. We will now explain the implementation of our
method in more detail.

Fig. 1. Block diagram of our processing chain
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4.1 Spatial Annotation for Itinerary Calculation

We developed an annotation processing chain11 (Fig. 1(a)) that takes a raw text (writ-
ten in natural language) as input. The main annotation module was designed using the
finite-state transducer cascade creation program CaSys [4] available on the Unitex plat-
form12. Transducers are represented by graphs on the Unitex platform, which simplifies
both writing and maintenance. The cascade allows all or some of the elements labeled
by preceding transducers to be used in those that follow. The cascade designed for
annotation comprises six main transducers that mark the text in the following order:
indirections, candidate toponyms, classified verbs, candidate terms with a geographical
denotation, ESNE and VTo structures.

Let us illustrate the execution of this cascade with an example. Take the sentence
from example (1): “walk to the refuge south of Lake Grattaleu.” The indirection trans-
ducer will be applied first. Indirections (at, nearby, south, etc.) are sought out with the
help of lexicons and linguistic patterns (the southern part, at the center of, etc.) that
make use of these lexicons. Our first main transducer gives the following output:
Walk to the refuge {{south,.directional} of,.indirection} Lake Grattaleu.

The second transducer of the cascade marks candidate toponyms. This transducer
is designed to recognize the various complex forms of toponym construction. There
even exist toponymic guidelines published by IGN13. For example, toponyms can be
composed and formed of several distinct terms that may be accompanied by an arti-
cle (e.g. Champagny-le-Haut). In our example the toponym is tagged like this: {Lake
Grattaleu,.toponymCandidat}

The third transducer annotates classified verbs. It relies on subgraphs designed
to label verbs according to different categories (motion verbs, position verbs, per-
ception verbs, and topographic verbs). For motion verbs this transducer also spec-
ify the polarity of the verb (initial, median, or final). In our example the verb is
tagged like this: {Walk,.motionVerb+median}. The fourth transducer annotates com-
mon nouns or common noun phrases. These will then be identified or not as can-
didate terms with a geographical denotation, thanks to VTo structures. Execution of
this transducers tag common noun as follow: {the refuge,.commonNoun} The fifth
transducer of the cascade annotates candidate expanded spatial named entities. The
indirections, candidate toponyms, and candidate common nouns with a geographi-
cal denotation have already been annotated by the preceding transducers. This trans-
ducer uses these previously carried out annotations. Execution of this transducer finds
this ESNE: {{the refuge,.commonNoun}{{south,.directional} of,.indirection} {Lake
Grattaleu,.toponymCandidat},. ESNE}.

The final transducer in our cascade annotates VTo structures. It behaves in the same
way as the previous transducer, in that it uses previously made annotations.

In our example, the observed structure is composed of a motion verb and an expanded
spatial named entity. Execution of our cascade of transducers gives the following final
output:

11 Demonstration tool available online: http://erig.univ-pau.fr/PERDIDO/
12 http://www-igm.univ-mlv.fr/˜unitex/
13 http://www.ign.fr/sites/all/files/charte_toponymie_ign.pdf

http://erig.univ-pau.fr/PERDIDO/
http://www-igm.univ-mlv.fr/~unitex/
 http://www.ign.fr/sites/all/files/charte_toponymie_ign.pdf
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{{Walk,.motionVerb+median} to {{the refuge,.commonNoun} {{south,. directional}
of,.indirection} {Lake Grattaleu,.toponymCandidat} ,.ESNE},.VTo}.

The different annotations (toponyms, spatial named entities, VTo structures) are can-
didate annotations, i.e. they require a further step of validation. This is done next during
toponym resolution.

4.2 Experimental Results for the First Step

Our first experiment was to run our automatic tagging chain for french texts on a body
of reference in order to compare the results obtained automatically with those obtained
manually.

For the moment we have chosen the resources Geonames and BDNyme as they com-
plement each other. BDNyme is the French benchmark toponymic database provided
by IGN. It lists 1,500,000 place names resulting from toponyms and georeferenced ac-
tivities and points of interest. Geonames may only list around 135,000 names on French
soil, but it is especially useful for cross-border trail descriptions where part of the de-
scriptions may refer to locations outside France.

To evaluate our method, we wanted to know the rate of correct recognition of spatial
named entities and if they are present or not in a VTo structure. The aim is also to
identify errors and causes in order to subsequently improve our processing chain.

Currently our body of reference is composed of 24 randomly selected hiking guides
manually annotated (ground truth) over 1295 available14. Each document of our corpus
has an average of:

– 263.3 words (269.2 on the body of reference) with a standard distance of 188.5
(242.9 for the body of reference) ;

– 12.12 candidate toponyms (13.87 on the body of reference) with a standard distance
of 9.88 (12.71 for the body of reference) ;

– 4.72 candidate toponyms included in a VTo structure (5.46 on the body of reference)
with a standard distance of 4.14 (4.31 for the body of reference).

The corpus has an average of 5.09% of candidate toponyms for 100 words (5.44%
on the body of reference). Furthermore 39.33% of candidate toponyms are in a VTo
structure. Figure 2 shows for each document of the body of reference, the number of
candidate toponyms that are included in a VTo structure over the total number of candi-
date toponym.

Of the 366 spatial expanded named entities present in the body of reference, 325
are correct recognitions and we get 49 false recognition which gives us a precision15 of
85.37% and a recall16 of 88.80%.

41 toponyms (11.20%) were not detected by the processing chain. Detection errors
(false recognition or non-detection) are due to several problems. The main problem is
the morpho-syntactic analyzer that tag proper names as common names. In this case if

14 We are now developing a tool for a controlled manual tagging in order to easily enrich the
body of reference.

15 Fraction of retrieved instances that are relevant.
16 The fraction of relevant instances that are retrieved.
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Fig. 2. Number of candidate toponyms in VTo structure over the total number of candidate to-
ponyms per document

a proper name is considered as a common name, the annotation transducers of ESNE
is not triggered. Some bad recognitions are also due to errors in the linguistic patterns
described in the transducers, for example: missing rules for road names (like GR55,
A10, M25, etc), this last kind of errors where corrected during the experiments.

49 toponyms (14.63%) are false detection, this problem is mainly a problem of ambi-
guities (e.g., toponyms recognized instead of names of people or organizations). 46.97%
of the toponyms are in a VTo structure. These figures are partly explained by the fact
that many cases are not listed as VTo structures (examples: Continue to..., Take direc-
tion..., etc). In addition, 59.33% of VT structures are not composed of toponyms. But
they are composed of common nouns referencing toponyms, we call this VTr struc-
tures. This important amount of VTr structures can be explained by the type of corpus
studied. Indeed a number of descriptions of hiking use less of toponyms and more of
landscape features or spatial relationship (for example: “walk along the trail far as the
church”). Finally, 69.93% of well localized toponyms are detected by at least one re-
source. Among these toponyms localized, 63.50% are located in the two resources,
19.00% are geo-coded only by BDNyme and 17.50% are geo-coded only by Geon-
ames. The figures about the toponyms resolution take no account of ambiguities. These
first results concerning the annotation of expanded spatial named entities in a corpus
of real descriptions of hikes, are very encouraging. Following this first experiment our
objective is to correct and enrich some transducers.

4.3 Itinerary Calculation

The second step (Fig. 1(b)) in our method entails reconstructing an itinerary from the
elements annotated in the first step. It can be divided into two tasks. The first task is
toponym resolution, where candidate toponyms are validated. The second task is the
true itinerary calculation step.
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For toponym resolution, we developed a module that consults external resources to
validate the existence of toponyms and obtains their geographic coordinates. This mod-
ule takes as input the output of our transducer cascade. This step further improves the
content of our annotated document (using XML markup), and thanks to unique identi-
fiers links it to the validated and geocoded spatial named entities (in a separate docu-
ment in JSON format). The toponym validation program also generates a file in shape
format containing information on the spatial entities, such as the name, geographic coor-
dinates, associated classified verb and its polarity. In this way, all additional information
can be easily added to one of the three documents according to its purpose.

Fig. 3. Disambiguation based on the length of edges of the tree

As suggested before, we compute a minimum spanning tree algorithm in order to
link the various located spatial entities. A first approach is to directly weight edges of
the tree with the Euclidean distance between places. As exemplified in Figure 3, this
tree can be use to disambiguate toponyms: in the actual area of interest (zoomed area
in the figure), actual places are close to each other, and a simple selection of places
linked by short edges in the tree is useful to focus on the area of interest and reject other
toponyms.

Once this focus on the area of interest is done, the tree may be used to reconstruct
an approximation of the actual itinerary. Figure 4 illustrates this idea applied to the
description of hiking route, associated with a “ground truth” of the itinerary collected
by GPS. Reconstructing the itinerary by simply ordering places as they appear in the text
is of course inefficient because the discourse is rarely so linear (Fig. 4(b)). The result of
the automatic creation of a minimum spanning tree on these locations is more efficient:
the longest line of this tree is a first approximation of the itinerary (Fig. 4(c)). However,
the built itinerary goes through places seen but not passed through. If one computes the
tree minimizing the length weighted by information automatically extracted from the
text, the result can be improved: one may under-weight edges linking places associated
to a displacement verb, and over-weight edges linking places associated to a perception
verb (Fig. 4(d)). In this example, the built itinerary is close to the actual one.

Those first experiments illustrate that neither language analysis alone, nor spatial
analysis alone, may be sufficient. However a combination of those analyses is promising
and should be explored more in depth to build itineraries or other spatial configurations
from texts. Such a method could be enriched to consider other information issued from
the text analysis, such as the polarity of verbs, negative forms, and so on.
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(a) (b)

(c) (d)

Fig. 4. Actual displacement recorded by GPS and spatial entities detected in the associated text
(up), and itineraries built with different strategies (b,c,d)

5 Discussion and Outlook

This paper proposes an approach to reconstruct a plausible footprint of an itinerary ex-
tracted from narrative texts. This approach was divided into two main tasks. The first
annotates expanded spatial named entities and expression of displacement or perception
from textual hiking descriptions. The second task is a method to reconstruct itineraries
as from the elements marked in the first stage. This method computes a minimum span-
ning tree weighted using information extracted from the text.

According to preliminary tests, the results are encouraging. The use of evidence ex-
tracted from the text (e.g. verbs of displacement, verbs of perception, spatial relationship
etc) associated with the names of places improves the results of the minimum spanning
tree. Furthermore our first observations show that disambiguation of names can be partly
solved by the route calculation in the context of a body of descriptions of hiking. How-
ever, the first evaluation of our tagging method has identified some errors. A first short-
term perspective is to increase the accuracy of the first task by refining transducers.

But our main goal is to improve the second task. Unlike many studies that use only
metadata from geographic resources (e.g. number of inhabitants, area, etc.), we believe
that information extracted from texts allows a better interpretation. As a first experi-
mental approach we used the Euclidean distance to compute distances between places
but it could be more efficient to use other methods like travel effort or a combination of
information like the affordance. In addition to the concept of continuity already used in
our calculation method of route, we plan to introduce in the method the two others laws
of the gestalt theory (the similarity/complementarity and the proximity). Furthermore,
the possibilities of interaction that a human could have with a named spatial object
change the interest addressed to that object. This is why, like [41], we plan to integrate
in our method the notion of affordance. According to the authors the affordance of a
place consists of the following aspects: physical features, actions, narrative, symbolic
representations, or socioeconomic and cultural factoring typologies. All these aspects
are strongly present in the itineraries descriptions.
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12. Boons, J.P.: La notion sémantique de déplacement dans une classification syntaxique des
verbes locatifs. Langue Française (76), 5–40 (1987)

13. Slobin, D.I.: Two ways to travel: Verbs of motion in english and spanish. In: Grammatical
Constructions: Their Form and Meaning, pp. 195–219 (1996)

14. Aurnague, M.: How motion verbs are spatial: The spatial foundations of intransitive motion
verbs in french. Lingvisticae Investigationes 34(1), 1–34 (2011)

15. Hollenstein, L., Purves, R.: Exploring place through user-generated content: Using flickr
todescribe city cores. Journal of Spatial Information Science (1) (2010)

16. Nguyen, V.T., Gaio, M., Moncla, L.: Topographic subtyping of place named entities: A lin-
guistic approach. In: The 15th AGILE International Conference on Geographic Information
Science. Louvain, Belgique (2013)

17. Smith, D.A., Mann, G.S.: Bootstrapping toponym classifiers. In: Proceedings of the HLT-
NAACL 2003 Workshop on Analysis of geographic References, vol. 1, pp. 45–49. Associa-
tion for Computational Linguistics, Stroudsburg (2003)

18. Garbin, E., Mani, I.: Disambiguating toponyms in news. In: Proceedings of the Conference
on Human Language Technology and Empirical Methods in Natural Language Processing,
HLT 2005, pp. 363–370. Association for Computational Linguistics, Stroudsburg (2005)

19. Buscaldi, D., Magnini, B.: Grounding toponyms in an italian local news corpus. In: Proceed-
ings of the 6th Workshop on Geographic Information Retrieval, GIR 2010, pp. 15:1–15:5.
ACM, New York (2010)

20. Roberts, K., Adrian Bejan, C., Harabagiu, S.: Toponym disambiguation using events. In: Pro-
ceedings of the Twenty-Third International Florida Artificial Intelligence Research Society
Conference (FLAIRS 2010), pp. 271–276 (2010)



Automatic Itinerary Reconstruction from Texts 267

21. Speriosu, M., Baldridge, J.: Text-driven toponym resolution using indirect supervision.
In: Proc. 51st Annual Meeting of the Association for Computational Linguistics (ACL),
pp. 1466–1476. Sofia, Bulgaria (2013)

22. Buscaldi, D.: Approaches to disambiguating toponyms. SIGSPATIAL Special 3(2), 16–19
(2011)
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Abstract. Indoor evacuation systems are needed for rescue and safety manage-
ment. A particular challenge is real-time evacuation route planning for the trapped
people. In this paper, an integrated model is proposed for indoor evacuation used
on mobile phones. With the purpose of employing real-time sensor data as refer-
ences for evacuation route calculation, this paper makes an attempt to convert sen-
sor systems to sensor graphs and associate these sensor graphs with route graph.
Based on the integration of sensing and routing, sensor tracking and risk aware
evacuation routes are generated dynamically for evacuees. Experiments of the
proposed model are illustrated in the paper. The benefit of the integrated model
could extend to hastily and secure indoor evacuation and it potentially presents
an approach to correlate environmental information to geospatial information for
indoor application.

1 Introduction

Applying geographic information systems (GIS) for indoor environments has gained
attention in way-finding contexts and in building facility management. The challenges
for indoor GIS include the representation of indoor space for routing tasks and the in-
tegration of relevant building facilities. There is no standard representation for routing
networks in indoor space until now because indoor space has multiple functional pur-
poses which lead to different proper representations for the same indoor environment.
Furthermore, people move more freely in indoor space than vehicles move in outdoor
space [1]. Many data structures realize in a unique way the representation of the naviga-
ble space in an indoor environment, with varying advantages and disadvantages [2–5].

The prior research on indoor space representation especially focused on utilization of
the routing capabilities of GIS in response to indoor disasters, such as fire, gas leakage
or terror attacks. This research was also used for simulation of navigation in evacuation
scenarios considering building structure and emergency propagation characters [6–12].
Generally, evacuation routes in these systems are built on route graphs which are orig-
inally derived from building floor plans and then dynamically updated in references to
the predicted result of emergency simulation models or risk assessment.

However, in modern buildings different kinds of sensors obtain environmental pa-
rameters continuously, such that prediction can be replaced by real-time sensing. Some
other evacuation applications take already advantage of wired or wireless building sen-
sor systems to monitor a current environmental state for dynamic evacuation [13–15].

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 268–283, 2014.
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In contrast to open (outdoor) environments the detecting area of a sensor inside a build-
ing is limited by the building structure. For example, near sensors can be independent
because of a wall in between. Thus, linking sensor readings to routes requires com-
plex analysis. Additionally, wireless building sensor systems (WSN) rely on the ad-hoc
communication network of the sensor vertices, and special routing protocols [16] are
required to guarantee a near-real-time updating of evacuation routes.

The above review implies the need to identify an integrated data model that not only
represents the routing properties of indoor environments, but also the observations of
building sensor systems in their impact on routing. This data model should combine
geospatial information such as route graphs and sensor graphs, and environmental in-
formation such as sensor readings to achieve real-time risk-aware evacuation planning
in emergency situations. In this study we introduce such a data model for indoor evac-
uation. The suggested data model, implemented in a personalized evacuation system,
will allow generating an evacuation route dynamically for each evacuee, depending on
current sensor readings, and taking risk assessments into account. The integrated model
enables indoor evacuation applications valuable for both accurate emergency localiza-
tion and reliable evacuation guidance. The potential benefits of the model can also ex-
tend to offer an approach to correlate route network to sensor network for a wide range
of indoor applications.

The paper is structured as follows. Section 2 presents related work. Section 3.1 in-
troduces the method of formulating route graphs, and Section 3.2 propose an algorithm
to create sensor graphs with completely coverage of all area in building floor plans.
Section 3.3 explains the integration of route graphs and sensor graphs. Section 4 pro-
vides a sensor tracking and risk aware evacuation plan using this novel data model.
Experiments of the model are discussed in Section 5. Section 6 concludes the current
work and explores future work.

2 Related Work

Since many outdoor concepts of routing networks are not suitable for indoor envi-
ronments, indoor routing models have been presented, such as a representation in In-
door Geography Markup Language (IndoorGML) [2], and the Node-Relation-Structure
(NRS) [3]. In [6] a 3D geometric network model based on NRS is introduced to repre-
sent an indoor environment, before an ant colony optimization algorithm is applied to
find the shortest path during evacuation. Pre-simulations deploying the Fire Dynamic
Simulation (FDS) provided feedback of smoke spread in the system.

Han et al. have proposed an integrated real-time evacuation route planning method
for high-rise building fires. The sensor data acquisition is also pre-simulated in FDS,
and the data transmission is based on a wireless network. An interpolation method is
applied to quantitatively assess a casual risk for each evacuee. Casual risk is based on
the distance to the nearest exits [9].

Nguyen et al. proposed a fire evacuation model under the assumption that evacuees
follow the boundaries of obstacles or walls to find the exits when their visibility is lim-
ited by smoke. In their agent-based model, they do not discuss the method to generate
an evacuation route on account of smoke [17].
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In [11] a multi-node hierarchical data model is proposed to extract route graphs by
topological relationships among indoor units of a building. A hierarchical route plan-
ning algorithm dynamically schedules evacuation routes considering distance, risk level
and waiting time for evacuees. In their approach route planning is risk aware, but no en-
vironmental features are involved.

In [14] a WSN-based safe route identification algorithm has been introduced which
depends on a dense sensor network and wireless communication technologies, and
which routes along the sensor network. A location-based routing protocol is applied
to dynamically generate an evacuation route in which the building structure and risk
prediction are ignored.

Stahl et al. developed YAMAMOTO (Yet Another Map Modeling Toolkit) to gen-
erate route graphs automatically from floor plans for multi-level buildings by adding
route vertices at key points on the basis of the outlines of spatial regions [18–21]. The
toolkit provides an approach for finding navigable routes that also allows for modeling
environmental monitoring devices, such as sensors or actuators. In this paper, the inte-
gration of sensing and routing, and then also the simulated evacuation experiments are
built on top of YAMAMOTO.

3 The Proposed Model

The model consists of three main parts, presenting a route graph for the indoor envi-
ronment, sensor graphs for sensors in this environment, and the integration of the route
graph with all sensor graphs.

3.1 Route Graph

The main purpose of route graph is to associate evacuation routes with the building
structure to ensure the feasibility of the generated evacuation route. While in principle
any of the suggested route graphs of Section 2 can be applied, the following is specifi-
cally based on the route graph of YAMAMOTO [21], which is specified formally here
for the first time. For this formal specifications, some definitions are introduced before
generating a route graph.

Definition 1. A region R is a planar and accessible area with a unique identifier in the
model, denoted as Ri.

Thus a region in this paper refers to a two-dimensional bounded area with at least one
entrance that could provide access for pedestrians, such as a room, corridor, or lobby.
Entrances form virtual parts of the boundary of a region. Every two regions R1 and R2

must not overlap, but may neighbor, in which case they share at least one boundary line.
Overlapping areas P and Q are separated into regions, either by {P, (P ∪Q) ∩P}, or
by {Q, (P ∪Q) ∩Q}.

Every region is represented by a polygon. If a part of the boundaries of a region is
curved, this curved part is substituted by a polyline, for example, using the successive
bisection algorithm of [22] adapting to a chosen level of accuracy. For convex regions,
each pair of vertices inside or on a boundary of the region can be linked together by a
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straight line edge without piercing any boundary. These edges are passable. However,
for concave regions the links between some pairs of vertices are not passable. For those
pairs of vertices there exists always a set of passable edges between them, including a
sequence of concave boundary vertices [23].

There are three types of vertices in a route graph, called inner vertex, access vertex
and connecting vertex.

Definition 2. An inner vertex is a shifted concave boundary vertex of concave regions.

Inner vertices are used to form a passable edges of route graphs. They are placed one
meter away from walls, boundaries or corners in order to keep a natural distance for
pedestrians.

Definition 3. Access vertices are placed pair-wise on both sides of the virtual bound-
ary of an entrance.

The edge between a pair of access vertices represents the accessibility of two adjoining
regions in a route graph. The two vertices belong to different regions respectively. Also
access vertices are placed one meter away from the virtual boundary of the entrance in
order to keep a natural distance for pedestrians.

Definition 4. Connecting vertices are placed at the beginning, end, and turning points
of staircases.

The edges between a sequence of connecting vertices are route graph elements connect-
ing two different floors.

(a) Inner vertices and access vertices (b) Connecting vertices

Fig. 1. Three types of vertices in route graphs

In Figure 1(a), there are three pairs of access vertices between R1 and R2 among
which v2, v5, and v7 belong to R1. A straight link between v2 to v5 is not passable in
the concave region R1, but one of the passable routes is v2 − v3 − v4 − v5 with v3
and v4 being inner vertices. Figure 1(b) shows four connecting vertices; v10 and v11 are
placed at turning points of a staircase. Elevators, while connecting floors as well, are
not represented in the route graph because they cannot be used for evacuation.

Definition 5. A route graph G = (V,E) consists of a set V of inner vertices, access
vertices, and connecting vertices, together with a set E of edges. The set E consists of
the edges between each pair of access vertices, the edges between every pair of vertices
in the same region if the edge is passable, and the edges between every two consecutive
connecting vertices along the same staircase.
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As an example, Figure 2 shows a floor plan of a building. The five regions are named
as R1 to R5, and R5 is a concave region. The corresponding route graph G is shown in
Figure 3.

Fig. 2. Sample floor plan Fig. 3. Route graph

3.2 Sensor Graphs

In contrast to route graphs, the objective of sensor graphs is to give timely feedback of
environmental factors in order to predict the impact on evacuation plans, including a
risk assessment. The definition of a sensor graph is also based on some concepts that
need to be defined first.

Definition 6. A sensor detecting area Si of sensor si is the collection of all points where
sensor data can be obtained by sensor si. Si is represented by a polygon with a clock-
wise ordered set of corner vertices Si := {p1, · · · , pm}, m ≥ 3. Each vertex pk, 1 ≤
k ≤ m, is denoted by its position (xk, yk, zk).

The typical detection range of most types of sensors is a circular area of radius rs of
which the center is the point of installation of the sensor. However, there are signif-
icant exceptions. For example, walls shield the reception of sensors [24]. Hence, the
actual detection area of each sensor is the intersection between the uninhibited sen-
sor detection area and the boundary of the region in which the sensor is installed.
For example, in Figure 4 S3 is the sensor detecting area of s3 in R1, thus, S3 :=
{p1, p2, p3, p4, p5, p6, p7, p8}.

Definition 7. Si of sensor si and Sj of sensor sj is considered intersecting if (a) si and
sj are in the same region and Si ∩ Sj �= ∅, or (b) si and sj are in different regions and
Si ∩ Sj covers at least one entrance between the regions, or (c) si and sj are at the
opposite entrances of a staircase (i.e., on neighboring floors).

Definition 8. A sensor graph G′ = (V ′, E′) consists of a set V ′ of sensor vertices si
representing the location of the sensors, together with a set E′ of edges if two sensors’
detection areas are intersecting.



Integrating Sensing and Routing for Indoor Evacuation 273

Fig. 4. A sensor detection area

When forming a sensor graph, there is a complete coverage problem of sensor vertices.
According to the objective of sensor graphs, the sensor network should cover all areas
of a floor plan, or otherwise events may be not detected, and also the event simulation
becomes incoherent. Therefore, a sensor graph according to Definition 8 is completed
by adopting an algorithm suggested originally in [25].

All together, the following steps describe the sensor graph generation.

Step 1: A floor plan is partitioned by a grid T , with equally spaced tiles tp,q (p is the row
number and q is the column number). For those tiles that are divided by borders between
regions, each part of the tile will be treated as separated tiles in different regions.

Step 2: The sensor vertices S are added to G′ for each actual sensor in the environment.

Step 3: For a region Ri, a matrix A(Ri) = [ap,q]n×m (1 ≤ p ≤ n, 1 ≤ q ≤ m) is
formed corresponding to the n×m tiles that just cover Ri and initialized by 0s. If there
are some tiles in this matrix that are not part of the region the corresponding entries are
set to infinite.

Step 4: For each tile tp,q , if tp,q ∩ Sj �= ∅ (1 ≤ j ≤ |V ′|) in Ri the entry ap,q in A(Ri)
will be set to 1.

Step 5: If A(Ri) contains one or more zero elements, i.e., tiles inside the region that
are not observed by a sensor, a virtual sensor is placed at the center of the first zero tile
encountered in row order, and added to V ′. Then go to Step 4. Otherwise, go to Step 6.

Step 6: If all regions in the floor plan have been operated go to Step 7. Otherwise, go to
Step 3.

Step 7, connecting floors: For each staircase connecting two adjacent floors, two virtual
sensor vertices are added to V ′, which are placed in the middle of the entrances of the
same staircase.

Step 8: For all pairs si, sj , if Si and Sj are intersecting add an edge between them
to E′.

Step 9: If all floor plans in the building have been observed, stop. Otherwise, go to
Step 1.
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In Figure 5, the floor plan is firstly partitioned into tiles with an equal spacing, here
of rs/2 (rs = 6m). The origin of the grid is at the top left corner. There are originally
seven smoke sensors s1 to s7 in the sensor system, denoted by red squares.

Fig. 5. Sensor detection areas in R5 Fig. 6. Sensor graph

For R1, the matrix A(R1) is 4 × 4 although some of the tiles in R1 are only partly
inside. Since s3 is the only actual sensor in R1 and all grids in R1 intersect with S3

(Figure 4), all entries in A(R1) equal to 1 and no virtual sensor vertex need to be added
in R1. R2, R3, and R4 are similar, and S4, S5 and S6 are added to V ′.

For R5, however, Figure 5 shows some gaps in the sensor coverage. There are three
actual sensors s1, s2 and s7 whose detection areas are denoted with lines of different
colors. Corresponding A(R5) is

A(R5) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1
0 1 1 ∞ ∞ ∞ ∞ ∞
0 0 0 ∞ ∞ ∞ ∞ ∞
0 0 0 ∞ ∞ ∞ ∞ ∞

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

containing some zero values. Since the first zero value (in row order) refers to t5,1 a
virtual sensor s8 is placed at its center, denoted by a red triangle, and S8 is added,
denoted by a purple line. After another iteration,

A(R5) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 ∞ ∞ ∞ ∞ ∞
1 1 0 ∞ ∞ ∞ ∞ ∞
0 0 0 ∞ ∞ ∞ ∞ ∞

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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still contain some zero values. t7,3 is the first zero value in search order, and a virtual
sensor s9 is added to V ′. In the next iteration, A(R5) does no longer contain a zero
value. The algorithm proceeds to Step 8 to generate edges E′. The final result of G′ is
shown in Figure 6.

This sensor graph generation algorithm is easy to program, but not optimal because
the number of virtual sensors is not the minimum. For the purpose of this paper the
algorithm is sufficient. In the future, another algorithm can be plugged in covering the
whole area with a minimal number of virtual sensors.

Generally, when a building has different types of sensors simultaneously, separate
sensor graphs are formed in the model.

3.3 Integration of Sensor Graph and Route Graph

The integration of sensor graph and route graph is actually a mapping from sensor
network observations to route network elements. The integration facilitates the repre-
sentation of affectedness of route graph vertices and edges, for passive and active sen-
sors as well as for sensors at risk according to some prediction model. The following
method integrates one sensor graph with a route graph. With other sensor graphs the
same method can be applied.

If a vertex vi in route graph G is inside Sk of some sensor sk, vertex vi is one of the
affected vertices of sk. Also, if an edge ej in G intersects with Sk, edge ej is one of
the affected edges of sk. The latter provides a mechanism to represent that an edge is
blocked although the endpoints may not. The relationship between route graph vertices
and sensors is n : m since route graph vertices can be inside none, one or multiple Si,
and there may be zero, one or more route graph vertices in Si. The same applies for
relationships between route graph edges and sensors because a straight edge may go
through more than one Si and the range of a sensor may intersect with more than one
route graph edge.

The integration of the sample floor plan is shown in Table 1. There are no affected
route graph vertices or edges in S1 which suggests that S1 will not be crossed during
evacuation. However, when s8 is activated in an event, two route graph edges will be
blocked (but no vertices are affected).

4 Sensor Tracking and Risk Aware Evacuation Planning

This section introduces evacuation planning based on the integrated route and sensor
graph data model. It considers sensor states of being activated by an event, or at risk
according to some prediction model. In emergency, evacuees who are familiar with the
building tend to choose their habitual routes for evacuation although it may lead them
to blocked or risky areas. Other evacuees who are unacquainted with the building may
follow the crowd or the signed evacuation routes. Also these strategies may be in con-
flict with the event itself. Evacuation based on outdated information is blind evacuation.
Recently, mobile application systems have emerged able to provide assistance for evac-
uees. Some of these applications are also blind, based on by the event outdated data.
Their evacuation route planning is static, it does not adapt dynamically to the situation.
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Table 1. Integration of sensor graph and route graph

Sensor Affected vertices Affected edges
s1 ∅ ∅
s2 v3, v4, v6, v9 all edges start or end on v3, v4, v6, v9
s3 v10, v13 all edges start or end on v10, v13
s4 v12, v14, v15 all edges start or end on v12, v14, v15
s5 v5 all edges start or end on v5
s6 v7 all edges start or end on v7
s7 v8, v11 all edges start or end on v8, v11
s8 ∅ v2-v4, v2-v3
s9 v2 all edges start or end on v2

Even if these applications receive the initial location of the emergency (updating their
data initially) they can not generate dynamically escape routes.

Few indoor evacuation systems are tracking sensors and risk aware. A sensor track-
ing evacuation is obtaining timely the sensor data from building sensor systems to gen-
erate real-time evacuation routes for evacuees. In addition, a risk aware evacuation also
avoids or reduces risks after adopting some strategies to predict near-future states of the
event.

The proposed model in this paper can be applied to realize sensor tracking and risk
aware evacuation planning. There are two reasons. Firstly, sensor data is continuously
read out by a building sensor system. When unusual situations are reported at a time
(i.e., some sensors get activated), the identifiers of these sensors localize the event. If
these identifiers are forwarded to an evacuation application, the affected route graph
vertices and edges are directly accessible in the integrated model, and are marked as
blocked when generating a real-time evacuation routes for individuals. Consequently,
this application meets the requirements of sensor tracking evacuation planning. The
application is also capable of risk awareness. When building sensor systems report an
event (i.e., some sensors are activated), the connectivity in the sensor network can be
used to predict the near-future spread of the event. Reporting risky sensors to the evac-
uation application allows to mark the affected route graph vertices and edges being at
risk, e.g., by a risk rank value, which may be considered by some weighting in the
computation of individual evacuation routes. Table 2 illustrates the differences among
these three evacuation plans in which ST&RA refers to applying a sensor tracking and
risk aware evacuation plan, and the symbol

√
means the corresponding leftmost item

is aware by the evacuation plan.
Both sensor tracking and risk awareness requires a standing communication between

building sensor systems and evacuation planning applications. However, even only oc-
casional updates and iterative evacuation planning must be superior to blind or static
evacuation planning. This is tested in the following section.
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Table 2. Difference among evacuation plans

ST&RA Static Blind
Emergency location

√ √ ×
Original route graph

√ √
Evacuee’s experience

Real-time sensor reading
√ × ×

Risk analysis
√ × ×

Dynamic evacuation route generation
√ × ×

5 Experiments

This section demonstrates a mobile evacuation system application, implementing the
proposed model, in an office building. The objective of the experiments is to compare
sensor tracking and risk aware evacuation plans with blind and static evacuation plans.
In this experiment a fire scenario is assumed.

5.1 System Implementation

The system implementation is built on a framework shown in Figure 7. There are six
separately modules in the system. The building sensor system gathers continuously
the environment data, and reports an alarm when it detects some unusually situation.
The sensor graphs, the route graph, and their integration have been pre-calculated and
stored in a server. On the user side, four modules cooperate with each other to generate a
safe and short evacuation route for each evacuee. The location module gives the current
position of each user. The risk assessment module evaluates the emergency situation and
renews the risk rank value of affected vertices and edges in route graph. Path generation
module sets an optimal evacuation path dynamically by considering both the distance
and the risk value. The building model provides a platform to the user to follow the
evacuation route and related instructions. The thick lines in Figure 7 denote the dynamic
data and the filaments denote the pre-generated information.

The entire evacuation system is developed by expanding YAMAMOTO, in C#. Sen-
sor graphs, route graph and the integration are all produced in a suited XML format,
from planar floor plans. The current location of each evacuee is obtained by QR-code
scanning which obviously can be substituted by any other positioning mechanism. The
risk assessment module is accomplished by a series of risk assessment strategies syn-
thesized from Dow’s Fire and Explosion Index [26] and Fire Safety Evaluation System
[27]. In particular, the risk assessment mechanism is an independent part of the entire
application, and could also be easily replaced by any other risk assessment method. The
path generation module is that of YAMAMOTO, but now using dynamic route graph of
the proposed model. The user interface is built by Open Graphics Library for Embed-
ded System. Figure 8 shows section of the office building model together with sensor
detection areas, and Figure 9 gives the interface of the system.
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Fig. 7. System framework

Fig. 8. Section of building model with sensor
layers Fig. 9. System implementation

5.2 Simulation and Result Analysis

The office building used in this experiment has five floors and three blocks including
office rooms, lecture theaters and laboratories. Each block with an exit is connected
to an adjacent block by a staircase. Blind, static and sensor tracking and risk aware
evacuation plans according to the explanation of Section 4 are simulated in Repast for
the same twenty fire scenes to keep the results comparable. The speed of user movement
is assumed to be 1.5m per second. The initial position of 100 evacuees are randomly
given and recorded into an XML file which will be imported at the beginning of each
scene simulation to ensure all evacuees escape from the same initial position.

Figure 10 shows a sensor tracking and risk aware evacuation scene with a part of the
route graph. The blue cube indicates the evacuee, the red circles the blocked, and the
yellow circles the risky vertices in the route graph. For readability the sensor graph is
not shown. Only sensor vertices are indicated (red cube: blocked, yellow: risky, gray:



Integrating Sensing and Routing for Indoor Evacuation 279

normal, dark: extinguished). The fire source is on the fourth floor, and most of the
evacuees are near the staircase except E1. The evacuation system generates evacuation
routes, so most evacuees are escaping toward the staircase, and E1 escapes to the other
block as the only pathway to the staircase in this block is blocked.

Fig. 10. Evacuation simulation

Figure 11(a) includes part of the data exported by Repast. The success columns of
three evacuation plans are the number of successful evacuees in different scenes. From
the data and the corresponding line chart in Figure 11(b), all evacuees in the twenty
scenes of the sensor tracking and risk aware evacuation plan are successful, while there
are some unfortunate people who fail to evacuate in static or blind evacuation plans.
Therefore, the sensor tracking and risk aware evacuation plan is the safest for evacuees.

The AveEvaTime columns in Figure 11(a) and the corresponding chart in Figure 11(c)
depict the average evacuation time in each scene of the three plans. Generally, the av-
erage evacuation time in sensor tracking and risk aware planning is the least but there
are some exceptions. In Scene 16, the AveEvaTime of this mode is 103.5 seconds which
is greater than the other two. There are two possible reasons. The first one is the av-
erage evacuation time is the quotient of the sum of evacuation time and the number of
success evacuees. People who fail to evacuate in static or blind evacuation plans are
not included in the calculation, but those people may need a little more time to evacu-
ate with sensor tracking and risk aware plans which leads to the special case. Another
reason is a blocked sensor vertex at T1 may change to extinguished at T2. The sensor
tracking and risk aware planning will generate a longer but safer evacuation route at T1.
When evacuees follow this route it will take more time to escape. In blind evacuation,
since no feedback from sensor and risk assessment evacuees may follow the shortest
path at T1 and at T2 they are so lucky to pass the extinguished area which were blocked
at T1. The special cases are only 15% of the total scenes marked with gray background
in Figure 11(a).

The MaxTime columns are the maximum evacuation time in each scene in different
plans. The maximum evacuation time refers to the escape time of the last successful
person. Regardless of the unsuccessful evacuees, the average maximum evacuation time
of sensor tracking and risk aware plans are still the least which is 198.3 seconds.

Thus, the results of the simulation demonstrate that sensor tracking and risk aware
evacuation plans are safer and more reliable than the other two evacuation plans.
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(a) Data table

(b) Successful evacuation (c) Average evacuation time

Fig. 11. Result analysis

5.3 Real-Time System Efficiency

Time is extraordinarily sensitive for all evacuation systems. The presented model in
this study, however, is mainly based on pre-calculated networks and their integration, as
described in Section 5.1, which has no effect on real-time system efficiency. Dynamic
updates only apply to the presumably small areas of impact. These dynamic updates
have the following complexity:

1. The cost to communicate affected sensor nodes to the route graph; this cost is linear
because the integration is organized through a table.

2. The cost to renew the risk rank value for affected nodes and edges in the route
graph. These costs depend on the chosen risk assessment model (the presented
simple model is also linear), but for small areas of impact it will affect not many
sensor nodes.

3. The cost of updating the route graphs on all mobile devices, which is a communi-
cation cost in a push or pull mode.

4. Positioning costs of the evacuees’ mobile devices are constant, since each device
locates itself.
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5. The cost to calculate the shortest paths for each evacuee on the updated route graph
happens in parallel on the mobile devices. We use an A* algorithm, which has a
time complexity of O(2n) in the worst case, and O(n log(n)) in the best [28, 29],
n being the number of nodes in the route graph.

In brief, the eventual time efficiency of the system to a great extent relies on the size of
the route graph.

6 Conclusion and Future Work

This study proposes an integrated data model for indoor evacuation on the basis of
building sensor systems and building structure. With the purpose of employing real-time
sensor data as references for evacuation route calculation, this paper converts monitor-
ing sensors to sensor graphs, and integrates these sensor graphs to a route graph. With
this integration, sensor tracking and risk aware evacuation routes may be generated
dynamically for evacuees, which have been shown to be superior to static or blind evac-
uation plans.

Future work may optimize the sensor graph generation algorithm, and aim for auto-
matic indoor positioning. But fundamentally, this model lays foundations for refined in-
tegration of modern building facilities and indoor GIS applications, for example through
a more detailed risk model. Any improved risk model would only improve further the
results of the presented model. Currently, only the risk of nodes and edges in route
graph to be affected next by the event is considered. Other risks could be introduced as
well, such as event propagation models, or congestion risk. Congestion risk, however,
which is a function of network centrality and distribution of evacuees at the time of
the alarm, requires either a central planning or a coordinated planning; in the current
implementation route planning happens individually on the mobile devices. Standard-
ization of interfaces between building sensor systems and evacuation systems will help
adopting mobile evacuation applications on a large scale.
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Abstract. Given a spatial network and a collection of activities (e.g., pedestrian
fatality reports, crime reports), Significant Route Discovery (SRD) finds all short-
est paths in the spatial network where the concentration of activities is unusually
high (i.e., statistically significant). SRD is important for societal applications in
transportation safety, public safety, or public health such as finding routes with
significant concentrations of accidents, crimes, or diseases. SRD is challenging
because 1) there are a potentially large number of candidate routes (∼ 1016) in
a given dataset with millions of activities or road network nodes and 2) signifi-
cance testing does not obey the monotonicity property. Previous work focused on
finding circular areas of concentration, limiting its usefulness for finding signifi-
cant linear routes on a network. SaTScan may miss many significant routes since
a large fraction of the area bounded by circles for activities on a path will be
empty. This paper proposes a novel algorithm for discovering statistically signif-
icant routes. To improve performance, the proposed algorithm features algorith-
mic refinements that prune unlikely paths and speeds up Monte Carlo simulation.
We present a case study comparing the proposed statistically significant network-
based analysis (i.e., shortest paths) to a statistically significant geometry-based
analysis (e.g., circles) on pedestrian fatality data. Experimental results on real
data show that the proposed algorithm, with our algorithmic refinements, yields
substantial computational savings without reducing result quality.

1 Introduction

Significant Route Discovery (SRD) has important societal applications in transportation
safety, public safety, or public health such as finding routes with significant concentra-
tions of accidents, crimes, or diseases. In transportation safety, domain experts attribute
pedestrian fatalities largely to the design of streets, which have been engineered for
speeding traffic with little or no provision for people on foot, in wheelchairs, or on
bicycles [1]. In urban areas, more than 56% of the pedestrian fatalities in the US (2007-
2008) occurred on arterial roads [1]. Figure 1(a) shows an example of a pedestrian at
risk on a road without proper sidewalks. This lack of basic infrastructure can be lethal.
Figure 1(b) shows a map of pedestrian fatalities that occurred on Orlando roads from
2000 - 2009. Transportation planners and engineers need tools to assist them in identify-
ing which frequently used road segments/stretches pose significant risks for pedestrians
and consequently should be redesigned.

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 284–300, 2014.
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(a) (b)

Fig. 1. (a) Pedestrian at risk on a road without proper sidewalks [1] (b) Pedestrian fatalities oc-
curring on arterials in Orlando, FL [2]. A large fraction of the bounding circles (e.g., C1, C2) of
significant routes are empty.

Informally, the Significant Route Discovery (SRD) problem can be defined as fol-
lows: given a spatial network, a collection of activities (e.g., pedestrian fatality reports,
crime reports), and a likelihood threshold θ, find all shortest paths in the spatial network
where the concentration of activities is unusually high (i.e., statistically significant) and
the likelihood exceeds θ. Depending on the domain, an activity may be the location of a
pedestrian fatality, a carjacking, a train accident, etc. Figures 2(a) and 2(b) illustrate an
input and output example of SRD, respectively. The input consists of seven nodes, six
edges (with edge weights set to 1 for illustration purposes, shown as the second num-
ber on each edge), twenty activities (shown as the first number in red on each edge),
and θ = 2, indicating that we are interested in shortest paths whose likelihood exceeds
θ = 2. The output contains two shortest paths, 〈N1, N2, N3〉 and 〈N6, N5, N7〉 that are
at least twice as likely to have pedestrian fatalities.

(a) Input (b) Output

Fig. 2. Example of Significant Route Discovery

SRD is challenging due to the potentially large number of candidate routes (∼ 1016)
in a given dataset with millions of activities or road network nodes. For large roadmaps
such as the 100 million road-segments in the US, this results in prohibitive shortest
path computation times. Additionally, significance testing does not obey the mono-
tonicity property, meaning that there is no ordering between the likelihood of a path
and its super-paths, or vice-versa. In other metrics such as activity count, for example,
a path will always have less than or equal to the number of activities of its super-paths,
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a property which may be exploited for computational speedup. However, this prop-
erty does not hold for significance testing. Furthermore, depending on the method used
to determine statistical significance, computation times may also be impacted (e.g.,
m = 1000 Monte Carlo simulations may be required to calculate statistical signifi-
cance).

Related Work and their Limitations. Dividing spatial data into statistically significant
groups is an important task in many domains (e.g., transportation planning, public
health, epidemiology, climate science, etc.). Previous methods for this type of parti-
tioning have generally been geometry-based [3–6] or network-based [7–10].

Geometry-based techniques [3, 4, 6] partition spatial data using geometric shapes
(e.g., circles, rectangles). This is useful in domains such as public health, where find-
ing spatial clusters with a higher density of disease is of interest for understanding the
distribution and spread of diseases, outbreak detection, etc. Kulldorff, et al proposed
a spatial scan statistics framework for disease outbreak detection [3]. The spatial scan
statistic employs a likelihood ratio test where the null hypothesis is the probability that
disease inside a region is the same as outside, and the alternate hypothesis is that there
is a higher probability of disease inside than outside. All the spatial regions, represented
by a circle or ellipsoid in the spatial framework, are enumerated and the one that max-
imizes the likelihood ratio is identified as a candidate. However, if we apply SaTScan
to a road network, many significant routes may be missed since a large fraction of the
area bounded by circles for activities on a path will be empty, as shown in Figure 1(b).
Furthermore, geometry-based techniques may not be appropriate for modeling linear
clusters, which are formed when the underlying generator of the phenomena is inher-
ently linear (e.g., pedestrian fatalities, railroad accidents, etcetera).

Network-based techniques [7–10], on the other hand, leverage the underlying spatial
network when partitioning spatial data. For example, Linear Intersecting Paths (LIP) [9]
and Constrained Minimum Spanning Trees (CMST) [7] utilize a subgraph (e.g., a path
or tree) to discover statistically significant groups.

(a) (b) (c)

Fig. 3. Example (a) Input, (b) Output of Linear Intersecting Paths (LIP) [9], (c) Output of Con-
strained Minimum Spanning Trees (CMST) [7] (Best in color)

In LIP [9], one anomalous sub-component of a set of connected paths that inter-
sect each other is discovered. The connected paths are based on locations in the spatial
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network with the highest percentage of activities, specified by the user. Hence the like-
lihood ratio is only evaluated on a portion of the graph specified by this percentage,
not the entire spatial network. Figure 3 shows an example input and output of LIP.
The user-specified percentage is 30%, which means all the candidates will have paths
containing edge 〈N1, N2〉 since this edge has six activities (out of a possible 20 activi-
ties). Examples of possible candidates are 〈N1, N2, N3〉, 〈N1, N2, N5〉, 〈N2, N1, N4〉,
〈N1, N2, N5, N7〉, etc. The output is 〈N1, N2, N3〉, since it has the highest likelihood
(Section 2 details how the likelihood ratio is calculated). However, in addition to return-
ing only one statistically significant component, the results of this approach are sensitive
to the percentage of the network selected. If the percentage is too high, the number of
candidates may be highly restricted, which could result in not identifying statistically
significant regions of interest. If the percentage is too low, LIP may be computationally
prohibitive due to the large number of candidates.

CMST [7] finds one statistically significant tree in the spatial network. Figure 3(c)
shows an example of this approach. Here the output is 〈N1, N2, N3〉, since this tree has
the highest likelihood. However, in addition to returning only one statistically signifi-
cant tree, the size of the tree is restricted, which could result in not identifying statisti-
cally significant regions of interest.

In contrast to previous methods, the proposed approach finds multiple statistically
significant routes in the spatial network.

Contributions. Our contributions are summarized as follows:

– We introduce the problem of significant route discovery using shortest paths.
– We propose the Smart Significant Route Miner (SmartSRM) algorithm with algo-

rithmic refinements that improve performance by pruning unlikely paths and speed-
ing up Monte Carlo simulation. SmartSRM finds multiple significant routes in the
spatial network.

– We present a case study comparing the proposed significant network-based anal-
ysis (i.e., shortest paths) to a significant geometry-based analysis (e.g., circles) on
pedestrian fatality data.

– Experimental results on real data show that the proposed algorithm, with our re-
finements, yields substantial computational savings over a naı̈ve approach without
reducing result quality.

Scope and Outline of the Paper. This work focuses on finding significant discrete activ-
ity events (e.g., pedestrian fatalities, crime reports) associated with a point on a network.
This does not imply that all activities must necessarily be associated with a point in a
street. In addition, other network properties such as GPS trajectories and traffic den-
sities of road networks [11] are not considered. In this work, it is assumed that the
number of activities on the road network is fixed and does not change over time. A
dynamically changing number of activities is presently beyond the scope of this re-
search, as are techniques that do not explore statistical significance (e.g., DBScan [12],
K-Means [13], KMR [14], and Maximum Subgraph Finding [15]). Furthermore, resolv-
ing activity hotspots to the sub-arc level requires a dynamic segmentation data model
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(currently not explored) that will introduce additional nodes and may create a compu-
tational bottleneck. Finally, modeling stochastic route choice (where one or several of
the edge attributes are not deterministic [16]) also falls outside the scope of this paper.

The paper is organized as follows: Section 2 presents the basic concepts and problem
statement of SRD. Section 3 presents both the Naı̈ve and Smart Significant Route Miner
algorithms to solve SRD. Section 4 presents a case study comparing the proposed sig-
nificant network-based output (i.e., shortest paths) to a significant geometry-based out-
put (e.g., circles) on pedestrian fatality data. The experimental evaluation is covered in
Section 5. Section 6 presents a discussion. Section 7 concludes the paper and previews
future work.

2 Basic Concepts and Problem Statement

This section introduces several key concepts in SRD and presents a formal problem
statement.

2.1 Basic Concepts

We define our basic concepts as follows:

Definition 1. A spatial network G = (N,E) consists of a node set N and an edge
set E, where each element u in N is associated with a pair of real numbers (x, y)
representing the spatial location of the node in a Euclidean plane [17]. Edge set E is a
subset of the cross product N ×N . Each element e = (u, v) in E is an edge that joins
node u to node v.

Figure 2(a) shows an example of a spatial network where circles represent nodes and
lines represent edges. A road network is an example of a spatial network where nodes
represent street intersections and edges represent streets.

Definition 2. An activity set A is a collection of activities. An activity a ∈ A is an
object of interest associated with only one edge e ∈ E.

In transportation planning, an activity may be the location of a pedestrian fatality; in
crime analysis, an activity may be the location of a theft. Each edge in Figure 2(a) is
associated with a number of activities (e.g., edge 〈N1, N2〉 has 6 activities).

Definition 3. The activity coverage inside a path, ap, is the number of activities on p.
The activity coverage outside p is |A| − ap, where |A| is the total number of activities
in the spatial network, G.

For example, in Figure 2(a), the activity coverage inside path 〈N1, N2, N3〉 is 11
whereas the activity coverage outside 〈N1, N2, N3〉 is 20− 11 = 9.

Definition 4. The weight inside a path, wp, is the sum of weights of all edges in p.
The weight outside p is |W | − wp, where |W | is sum of weights of all edges in G.
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In Figure 2(a), the weight inside 〈N1, N2, N3〉 is 2 whereas the weight outside
〈N1, N2, N3〉 is 7− 2 = 5.

Definition 5. The likelihood ratio of path p, λp =
ap÷wp

(|A|−ap)÷(|W |−wp)
[3, 10].

The likelihood ratio of path p, λp, is the ratio of the activity density inside path p to the
activity density outside p. Activity density may be estimated in different ways across
different domains. In transportation planning, activity density inside p may be estimated
using ap

VMT , where VMT is vehicle miles traveled (i.e., the total number of miles driven
by all vehicles within a given time period and geographic area). Path weight may also
be used to estimate activity density [10]. In Figure 2(a), λ〈N1,N2,N3〉 =

11÷2
9÷5 = 3.05.

Definition 6. An active edge is an edge e ∈ E that has 1 or more activities. An active
node is a node u joined by an active edge. An inactive node is a node that is not joined
by any active edges.

Edges 〈N1, N2〉 and 〈N2, N3〉 in Figure 2(a) are active edges because they each have at
least one activity, and nodes N1, N2, N3, N5, N6, and N7 are all active nodes because
they are all joined by active edges. By contrast, Node N4 is an inactive node because it
is not joined by any active edges.

Definition 7. A super-path of path p is any path sp that contains p, where sp is a
subset of G. A sub-path is a path making up part of the super-path.

For example, in Figure 2(a), 〈N1, N2, N5, N6〉 and 〈N1, N2, N5, N7〉 are super-paths
of 〈N1, N2, N5〉. Conversely, 〈N1, N2, N5〉 is a sub-path of 〈N1, N2, N5, N6〉.

2.2 Problem Statement

The problem of Significant Route Discovery (SRD) can be expressed as follows:

Given.

1. A spatial network G = (N,E) with activity count function a(u, v) ≥ 0 and weight
function w(u, v) > 0 for each edge e = (u, v) ∈ E (e.g., network distance),

2. A likelihood ratio (λ) threshold, θ,
3. A p-value,
4. m, indicating the number of Monte Carlo simulations

Find. All routes r ∈ R with λr ≥ θ and a p-value significance level

Objective. Computational efficiency

Constraints.

1. Each route r ∈ R is a shortest path between its end-nodes,
2. ri ∈ R is not a subset of any rj ∈ R ∀ri, rj ∈ R where ri �= rj ,
3. Each route r ∈ R starts and ends with active nodes,
4. Correctness and completeness
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The spatial network input for SRD is defined in Definition 1. The θ input is a thresh-
old indicating the minimum desired likelihood ratio. The p-value input is the desired
level of statistical significance and m indicates the number of Monte Carlo simulations
for determining statistical significance. The output for SRD are all shortest paths meet-
ing the desired likelihood ratio and level of statistical significance. The shortest paths
returned are constrained so that they are not sub-paths of any other path in the output.
This constraint aims to improve solution quality by reducing redundancy in the paths
returned. The output is also constrained such that the shortest paths returned start and
end with active nodes. This constraint also aims to improve solution quality by ignoring
edges at the start and/or end of a path that do not have any activities.

Example. The network in Figure 2(a) can be viewed as a road network, composed of
streets (edges) and intersections (nodes). The aim is to find significant shortest paths
that meet the given likelihood threshold of 2. In other words, find shortest paths that
are twice as likely to have pedestrian fatalities. In a transportation planning scenario,
identifying such routes would guide street redesign efforts to reduce the risk of pedes-
trian fatalities (e.g., adding sidewalks, crosswalks, pedestrian refuges, street lighting,
etcetera). In Figure 2(b), routes 〈N1, N2, N3〉 and 〈N6, N5, N7〉 are returned since they
are shortest paths whose likelihood exceeds θ = 2, they start and end with active nodes,
and they are not sub-paths of any other path in the output.

In an alternative formulation of the problem, the spatial network may be modeled
with an activity count function a(u) ≥ 0 for each node. The idea is that activities may
also occur at nodes in addition to being distributed within network edges. In this way,
the current approach may be extended to capture activities at nodes (e.g., vehicle acci-
dents). If activities are modeled as counts at each node, this may alter the computational
structure. We plan to investigate this in future work.

3 Proposed Approach

First we describe a naı̈ve version of our miner, Naı̈ve Significant Route Miner
(Naı̈veSRM). Then we present our proposed Smart Significant Route Miner (Smart-
SRM) with its two algorithmic refinements, Likelihood Pruning and Monte Carlo
Speedup.

3.1 Naı̈ve Significant Route Miner (Naı̈veSRM) Algorithm

Algorithm 1 presents the pseudocode for the Naı̈veSRM approach. The basic idea be-
hind the algorithm is to find all statistically significant shortest paths in the spatial net-
work whose likelihood exceeds θ, under the constraints that the shortest paths returned
are a) not sub-paths of any other path in the output and b) both start and end with active
nodes. Algorithm 1 proceeds by calculating all shortest paths, P , in the spatial network
(Line 1). Line 2 evaluates each shortest path in P to determine if it meets the given
likelihood threshold θ to form a Candidates set. In line 3, the statistical significance
of each shortest path in Candidates is evaluated and the significant routes are stored
in SigRoutes. In order to assess statistical significance, all shortest paths in each of the
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Algorithm 1. Naı̈ve Significant Route Miner (Naı̈veSRM) Algorithm
Input:

1) A spatial network G = (N,E) with activity count function a(u, v) ≥ 0 and
weight function w(u, v) > 0 for each edge e = (u, v) ∈ E (e.g., network distance),
2) A likelihood ratio (λ) threshold, θ,
3) A p-value threshold,
4) m, indicating the number of Monte Carlo simulations

Output:
All routes r ∈ R with λr ≥ θ and p-value significance level

Algorithm:
1: {Step 1:} P ← calculate all-pairs shortest path in G
2: {Step 2:} Candidates ← paths in P starting and ending with active nodes having

λ ≥ θ
3: {Step 3:} SigRoutes ← significant paths in Candidates using m Monte Carlo

simulations
4: {Step 4:} return paths that are not sub-paths of any other path in SigRoutes

m simulated graphs are used to calculate the p-value. In line 4, all paths in SigRoutes
that are not sub-paths of any other path in SigRoutes are returned, and the algorithm
terminates. The purpose of returning significant routes that are not sub-paths of any
other path is to improve solution quality. For example, if 〈N1, N2〉 and 〈N1, N2, N3〉
are both found to be significant, only 〈N1, N2, N3〉 is returned.

Naı̈veSRM Example. Figure 4 shows an example execution trace of Naı̈veSRM. The
spatial network has 7 nodes, 6 edges, and 20 activities, represented by the first number
in red on each edge (e.g., edge 〈N1, N2〉 has six activities). The given likelihood ratio
threshold θ is set to 2 and the p-value is set to 0.05.

Fig. 4. Execution trace of Naı̈ve Significant Route Miner (Naı̈veSRM). Circles represent nodes
and lines represent edges (Best in color).

In step 1 of Figure 4, all shortest paths in the given spatial network are calculated.
For example, the shortest path between nodes N1 and N3 is 〈N1, N2, N3〉. Next, in
step 2, the likelihood ratio, λ, for each shortest path is determined (see Definition 5)
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and those whose λ ≥ θ are stored as candidate solutions. In the figure, the five high-
lighted paths 〈N1, N2〉, 〈N1, N2, N3〉, 〈N2, N3〉, 〈N5, N7〉, and 〈N6, N5, N7〉 are all
candidates since their likelihood ratios meet or exceed the threshold of 2. In step 3,
the statistical significance of each candidate is calculated using Monte Carlo simula-
tions (discussed next). All five candidates meet the p-value threshold of 0.05. In step 4,
the paths among significant paths that are not sub-paths of any other path are returned.
In this example, paths 〈N1, N2, N3〉 and 〈N6, N5, N7〉 are returned. Paths 〈N1, N2〉,
〈N2, N3〉, and 〈N5, N7〉 were not returned (even though they met and exceeded the
likelihood and p-value thresholds) because they are each sub-paths of the two paths that
were returned.

Finding Significant Paths. Each shortest path in SRM is evaluated for statistical sig-
nificance using Monte Carlo simulations to determine whether or not it is truly anoma-
lous. Here the null hypothesis states that the paths identified by SRM are random or by
chance alone. The likelihood ratio is associated with a p-value to decide whether the
null hypothesis should be rejected in the hypothesis test. The p-value is the probability
of obtaining a value of a given likelihood ratio as equally or more extreme than that
observed by chance alone.

In the Monte Carlo simulations, each activity in the original graph G is randomly
associated with an edge so that the number of activities on each edge is shuffled, forming
a new graph Gs. Note that all the activities in G are present in Gs, with no activities
added or removed; the original activities in G are now shuffled so they may be on
different edges in Gs. We then compare the highest likelihood threshold λmaxGs of
randomized Gs with the highest λmaxG of original G. If the original one is smaller
(i.e., λmaxG < λmaxGs), then p = p+ 1. The above process repeats m times and after
it terminates, the p-value is subsequently p/m. Paths whose p-values are less than or
equal to the given p-value threshold are deemed statistically significant.

3.2 Smart Significant Route Miner (SmartSRM) Algorithm

Algorithm 2 presents the pseudocode for the proposed SmartSRM approach. The al-
gorithm features two key ideas for achieving computational savings while maintaining
result quality: Likelihood Pruning and Monte Carlo Speedup.

Likelihood Pruning: Likelihood pruning aims to avoid calculating all shortest paths
in G based on the given threshold θ. It is based on the idea that for each shortest path p,
it is possible to determine an upper bound likelihood ratio for the super-paths rooted at
p’s start node, without calculating those super-paths.

Definition 8. The upperbound likelihood ratio for path p, λ̂p =
âp÷ŵp

(|A|−âp)÷(|W |−ŵp)
,

where âp = ap + (|A| − at) (where at is the number of activities in the shortest path
tree rooted at p’s source node) and ŵp is the weight of the shortest super-path of p,
rooted at p’s start node.

The intuition behind the upper bound likelihood ratio for path p is that (1) the number
of activities on all of p’s super-paths rooted at p’s start node are bounded by the number
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of activities in the spatial network minus the number of activities in the current shortest
path tree rooted at the source node in p and (2) the weight of any super-path of p is at
least the weight of the closest edge to p plus p’s weight.

Algorithm 2. Smart Significant Route Miner (SmartSRM) Algorithm
Inputs and Outputs for SmartSRM are same as Naı̈veSRM
Algorithm:

{Step 1: Likelihood Pruning}
1: for each s ∈ active nodes in G do
2: Initialize D[v] ← inf; Pred[v] ← ∅; Λ̂[v] ← θ; a[v] ← 0; at ← 0; D[s] ← 0; PQ ←

N
3: while PQ �= ∅ do
4: u ← node in PQ with smallest distance in D[]; P ← shortest path (s, u) in

Pred[]
5: at ← at+ number of activities on edge Pred[u]

6: if Λ̂[v] ≥ θ then
7: for each v adjacent to u do
8: sum ← D[u] + w(u, v)
9: if sum < D[v] then
10: D[v] ← sum; update v’s position in PQ based on sum; Pred[v] ← u
11: a[v] ← a[u] + a(u, v); ŵ ← sum+ weight of closest neighbor w(u, v)

12: Λ̂[v] ← calculate ˆλsv based on a[v], at and ŵ

13: {Step 2:} Candidates ← paths in P starting and ending with active nodes
having λ ≥ θ
{Step 3: Monte Carlo Speedup}

14: λmaxG ← highest likelihood ratio in G
15: for each simulation1....simulationm do
16: Gs ← assign activities in G to random edges
17: λmaxGsi

← 0

18: for each shortest path p ∈ Gs do
19: if λp > λmaxGsi

then

20: λmaxGsi
← λp; pmaxr ← pmaxr + 1

21: if pmaxr/N ≤ p-value threshold then return ∅
22: if λp > λmaxG then break

23: for each route r ∈ Candidates do
24: if λmaxGsi

> λmaxG then pr ← pr + 1

25: for each route r ∈ Candidates do
26: if pr/N ≤ p-value threshold then SigRoutes ← r

27: {Step 4:} return paths that are not sub-paths of any other path in SigRoutes

Lines 1-12 of Algorithm 2 shows the pseudocode for likelihood pruning, which is
similar to Dijkstra’s algorithm [18] with a few exceptions: (1) the shortest paths from
a single active node to all destinations are calculated for all active nodes in the spatial
network, (2) if the upper bound likelihood ratio for path 〈s...u〉 is below the given like-
lihood threshold θ, u’s neighbors are not visited (line 6), and (3) upperbound statistics
are calculated and updated each time the weight from source s to a node v is updated
(lines 9-12).

Likelihood Pruning Example. Figure 5(a) illustrates the basic idea behind likelihood
pruning. In this example, we have set the likelihood threshold to θ = 5, indicating that
we are interested in paths that are five times as likely to have pedestrian fatalities. Dur-
ing the algorithm’s execution, at some point the source node becomes N1, and the short-
est path between N1 and every other active node in the spatial network is calculated.
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When the shortest path between N1 and N5 is calculated, the upper bound likelihood
ratio for path 〈N1, N2, N5〉 is determined to be 4, since based on Definition 8, the cal-
culation would be (6+(20−11))÷3

(20−((6+(20−11))÷(7−3) , where âp = 6 + (20− 11) = 15 and ŵp =

2+1 = 3. We can, therefore, avoid calculating the shortest paths 〈N1, N2, N5, N6〉 and
〈N1, N2, N5, N7〉 for θ = 5.

(a) (b)

Fig. 5. (a) Example of Likelihood Pruning. Since we know the upper-bound likelihood
for 〈N1, N2, N5〉 is 4, we can avoid calculating the shortest paths 〈N1, N2, N5, N6〉 and
〈N1, N2, N5, N7〉 for θ = 5. (b) Example of Monte Carlo Speedup. (Best in color).

Monte Carlo Speedup: Monte Carlo speedup aims to calculate the p-value without
considering all shortest paths in each simulated graph. The basic idea is that once a
shortest path in the simulated graph is found to have a higher likelihood ratio than the
maximum likelihood ratio in the original graph, the simulation immediately ends with
the p-value being incremented. In other words, there is no reason to keep looking at all
shortest paths in the simulated graph if we find one that already beats the maximum
likelihood ratio in the original graph. Additionally, Monte Carlo speedup stops all sim-
ulations the moment p out of m simulations are found where the simulated likelihood
ratio beats the original maximum likelihood ratio. In other words, there is no reason
to execute all m simulations if we find that the p-value threshold will not be met. The
pseudocode for Monte Carlo speedup is presented in Lines 14-26 of Algorithm 2.

Monte Carlo Speedup Example. Figure 5(b) illustrates one of the basic ideas behind
Monte Carlo speedup. In this example, the graph on the left is the original graph G
whereas the graph on the right, Gs, represents one simulation with the activities shuf-
fled. In Gs, instead of looking at all 42 shortest paths, we can stop and increment p the
moment a path that has a likelihood higher than the maximum likelihood in G is found.
In this case, that path would be 〈N1, N2〉 (on the right of the figure), with a likelihood
ratio of 4.

SmartSRM uses filter and refine techniques (e.g., Likelihood Ratio pruning and
Monte Carlo speedup) to achieve computational savings. Filter and refine techniques
may not change worst case complexity but they can reduce runtime. Likelihood Ratio
pruning creates a boundary via the upperbound likelihood ratio such that not all desti-
nations are visited from each source node. Some of the destinations are pruned because
the shortest paths to them will never meet the likelihood ratio threshold. Monte Carlo
speedup avoids generating all shortest paths in cases where a shortest path in the simu-
lated dataset has a higher likelihood ratio than the shortest paths in the original dataset.
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Monte Carlo speedup also terminates early if the p-value threshold will not be met based
on the number of times the maximum likelihood ratio in the simulated dataset beats the
maximum likelihood ratio in the original dataset.

The computational costs of Naı̈veSRM and SmartSRM stem from 1) the cost of
calculating all pair shortest paths and 2) the cost of assessing statistical significance for
all shortest paths in the spatial network. For Naı̈veSRM, the total cost is (N2logN ×
Cλp) + (m × N2logN × Cλp), where N is the set of nodes, N2logN is the cost
of calculating shortest paths in the spatial network, Cλp is the cost of calculating the
likelihood ratio of path p, and m is the number of Monte Carlo simulations.

For SmartSRM, the total cost is ((N × rλ̂)
2logN×Cλp)+(m× (N2logN × rm)×

Cλp), where N is the set of nodes, (N × rλ̂)
2logN is the cost of calculating shortest

paths for a set of shortest paths that is a superset of all paths in G with λp ≥ θ, rλ̂ (whose
value is between 0 and 1) is the ratio of shortest paths with λp ≥ θ to all shortest paths,
Cλp is the cost of calculating the likelihood ratio of path p, m is the number of Monte
Carlo simulations, and rm (whose value is between 0 and 1) is the ratio of shortest paths
calculated before finding a path whose likelihood beats the maximum likelihood in the
original graph to all shortest paths.

In summary, SmartSRM may only consider a fraction of the paths considered by
Naı̈veSRM, both in calculating all pair shortest paths and assessing statistical signifi-
cance for all shortest paths in the spatial network.

4 Case Study

We conducted a qualitative evaluation of SmartSRM, comparing its analysis with the
analysis of SaTScan [19] (continuous Poisson process) on a real pedestrian fatality data
set [2], shown in Figure 6(a). As noted earlier, SaTScan discovers areas of significant
activity that are represented as circles on the spatial network while SmartSRM discovers
significant shortest paths. The input consisted of 43 pedestrian fatalities (represented as
dots) in Orlando, Florida occurring between 2000 and 2009. For each edge (portion of
road) in the network, fatality count was aggregated, yielding overall activity, and weight
was the actual road network distance. The maps were prepared using QGIS’ Open Lay-
ers plugin [20], and the road network was from the US Census Bureaus TIGER/Line
Shapefiles [21].

(a) Input (b) SaTScan (c) SRM

Fig. 6. Comparing SmartSRM and SaTScan’s output for a p-value threshold of 0.15 and θ = 1.75
on pedestrian fatality data from Orlando, FL [2] (Best in color)
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When evaluating the techniques, we consider the outputs of circles vs. shortest paths.
While p-value thresholds of 0.05 or lower are often desired, we used a p-value threshold
of 0.15 because the circles chosen by SaTScan had high p-values for this dataset. As
noted earlier, pedestrian fatalities usually occur on streets, particularly along arterial
roadways [1]. Thus this activity can be said to have a linear generator. However, the
results generated by SaTScan do not capture this. From Figure 6(b), it is clear that the
circle-based output is meant for areas, not streets. In contrast, the shortest paths detected
by SmartSRM fully capture the significant activities on the arterial roads (some of the
paths in Figure 6(c) are overlapping). Furthermore, the paths in the figure make sense
in this context due to the inherently linear nature of the activities.

5 Experimental Evaluation

The goal of our experiments was to evaluate the scalability of the proposed approach
by varying and observing the effect of three workload parameters: nodes, likelihood
ratio threshold θ, and p-value threshold. All experiments were performed on a Mac Pro
with a 2 x Xeon Quad Core 2.26 GHz processor and 16 GB RAM. For each workload
experiment we compared Naı̈ve Significant Route Miner (Naı̈veSRM) and our Smart
Significant Route Miner (SmartSRM).

5.1 Experiment Data Set

Our experiments were performed on real-world data obtained from the Fatality Analysis
Reporting System (FARS) encyclopedia [2]. The dataset contained geospatial and tem-
poral data describing 487 pedestrian fatalities in Orange County, FL (which includes
Orlando), from 2001 to 2011. For each edge (portion of road) in the network, fatality
count was aggregated, yielding overall activity, and weight was the actual road network
distance. The road network was obtained from the US Census Bureau’s TIGER/Line
Shapefiles [21].

5.2 Experimental Results

Effect of the Number of Nodes. We varied the number of nodes from 500 to 2500, which
is akin to varying the number of shortest paths (routes) from 250, 000 to 6, 250, 000
(since there are

(
n
2

)
shortest paths in the spatial network). We set the p-value threshold to

0.05, the number of Monte Carlo simulations to 100, and the likelihood ratio threshold
θ to 20. Figure 7(a) gives the execution times. As can be seen, SmartSRM is faster.
Computational savings increases as the number of nodes increases due to Likelihood
Pruning and Monte Carlo Speedup.

Effect of the Likelihood Ratio Threshold θ. The p-value was set to 0.05, the number
of Monte Carlo simulations was set to 100, and the number of nodes was set to 1000.
Figure 7(b) gives the execution times. Again, SmartSRM beats the naı̈ve algorithm.
Computational savings increases as the likelihood ratio increases due to Likelihood
Pruning and Monte Carlo Speedup.
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Fig. 7. Scalability of SRM with increasing (a) number of nodes, (b) likelihood ratio threshold θ,
and (c) P-value Threshold

Effect of the P-value. The number of nodes was set to 1000, the likelihood ratio thresh-
old θ was set to 20, and the number of Monte Carlo simulations was set to 100.
Figure 7(c) gives the execution times. As can be seen, SmartSRM is faster. Com-
putational savings increases as the p-value increases due to Likelihood Pruning and
Monte Carlo Speedup.

In summary, the experiments uniformly show that SmartSRM is much better (2-
3 times faster) than the naı̈ve approach. This is because SmartSRM prunes unlikely
paths and speeds up Monte Carlo simulation.

6 Discussion

Non-Statistically Significant Techniques. Our work focuses on partitioning techniques
that consider statistical significance. There are a myriad of other techniques that divide
data into groups but that do not consider statistical significance including DBScan [12],
K-Means [13], KMR [14], and Maximum Subgraph Finding [15]. However, statistical
significance is important for determining the probability that an effect is not due to just
chance alone. Post-processing the output of these techniques for statistical significance
will not guarantee completeness as some of the clusters returned may not be statistically
significant. For example, the algorithm from our previous work [14] on summarizing
activities using routes may return routes that are not statistically significant. Figure 8(a)
shows an example where DBScan [12] returns 7 chance clusters on a complete spatial
randomness dataset.

Alternative network footprints. Summarizing significant network footprints of activities
may be done using significant subgraphs, significant paths, significant shortest paths,
etc. Each representation entails a tradeoff between fidelity and computational scalabil-
ity. For example, subgraphs may offer accurate significant network footprints but their
calculation may be computationally intensive due to their exponential number. As an
initial step, we have selected shortest paths to summarize significant network footprints
of activities. While shortest paths may lose some fidelity, they offer computational scal-
ability because their number is bounded (i.e.,

(
n
2

)
, where n is the number of nodes). The

union of shortest paths may also be used to represent other network footprints.
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(a) (b)

Fig. 8. (a) Colored dots are part of chance clusters identified by DBScan [12] on a complete
spatial randomness dataset (b) Example of Dynamic Segmentation (Best in color)

Dynamic Segmentation. Resolving statistically significant routes to the sub-arc level
requires a dynamic segmentation data model. In dynamic segmentation, the original
nodes and edges in a statically segmented network (e.g., Figure 2(a)) are replaced by
new nodes formed at the locations of activities, with new edges connecting these loca-
tions. Figure 8(b) shows an example where edge 〈N1, N2〉 from Figure 2(a) has been
dynamically segmented. As can be seen, the six activities on the original edge form six
new nodes in the network, with new edges connecting these nodes. Dynamic segmen-
tation has the potential to improve result quality in significant route discovery. This is
because each segment in the dynamically segmented network structure corresponds to
the locations of activities so the likelihood ratios of candidate routes are more precise.
However, dynamic segmentation has the potential to introduce many new nodes in the
spatial network, which could be computationally prohibitive for datasets with a large
number of activities. Future research is needed to investigate this tradeoff.

7 Conclusion

This work explored the problem of significant route discovery in relation to important
application domains such as preventing pedestrian fatalities and crime analysis. We
proposed a Smart Significant Route Miner (SmartSRM) algorithm that discovers statis-
tically significant shortest paths in a spatial network. SmartSRM uses Likelihood Prun-
ing and Monte Carlo Speedup to enhance its performance and scalability. We presented
a case study comparing SmartSRM with SaTScan on pedestrian fatality data. Experi-
mental evaluation using real-world data indicated that the algorithmic refinements uti-
lized by SmartSRM yielded substantial computational savings without sacrificing result
quality.

In future work, we plan to explore other types of data that may not be associated with
a point in a street (e.g., aggregated pedestrian fatality data at the zip code level). The
present research is centered on finding high concentrations of activities whose counts
and locations are deterministic. However, future work is needed to investigate attributes
that may not be deterministic such as delay when moving between nodes, capacity
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constraints, etc. We will also generalize significant route discovery for all paths and
explore additional spatial constraints (e.g., nearest neighbors). Finally, incorporating
time and dynamic segmentation into SRD will be explored.
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Abstract. Finding a convenient meeting point for a group is a common problem.
For example, a group of users may want to meet at a restaurant that minimizes
the group’s total travel distance. Such queries are called Group Nearest Neighbor
(GNN) queries. Up to now, users have had to rely on an external party, typically
a location service provider (LSP), for computing an optimal meeting point. This
implies that users have to trust the LSP with their private locations. Existing tech-
niques for private GNN queries either cannot resist sophisticated attacks or are
computationally too expensive to be implemented on the popular platform of mo-
bile phones. This paper proposes an algorithm to efficiently process private GNN
queries. To achieve high efficiency we propose an approach that approximates a
GNN with a high accuracy and is robust to attacks. Unlike methods based on ob-
fuscation, our method does not require a user to provide an imprecise location and
is in fact location oblivious. Our approach is based on a distributed secure sum
protocol which requires only light weight computation. Our experimental results
show that we provide a readily deployable solution for real life applications which
can also be deployed for other geo-spatial queries and applications.

1 Introduction

Internet accessibility through smartphones has fueled the increased popularity of Loca-
tion Based Services (LBS). Finding a convenient meeting point for a group is a common
problem. For example, a group of friends may want to know the restaurant which mini-
mizes the total travel distance for them. Such queries are called Group Nearest Neighbor
(GNN) queries. In a GNN query, the users issue a query to find out the point of interest
(POI) which minimizes aggregate distance (AD) for the group. The AD could be the to-
tal distance of all users to the POI. To access GNN queries, users have to disclose their
locations to a location service provider (LSP). The users risk their privacy by exposing
locations while receiving such services. An LSP might use a user’s location as a clue
to derive sensitive and private information about her habits, health, social relations, etc.
An alternative approach would be to compute ADs by sharing a user’s location with
other group members. However, users may want to hide their locations not only from
an LSP but also from other group members. Thus, the major challenge for process-
ing a privacy preserving GNN query is to compute ADs for POIs, stored on the LSP’s
database, without revealing user locations to others.

Obfuscation based techniques such as spatial cloaking, i.e., providing imprecise lo-
cation, have been widely used to protect location privacy while accessing LBSs [1–4].
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But, in many cases, this direction of research of blurring a point to a region is not enough
to provide location privacy. For example, if a user frequently reveals her imprecise lo-
cation, her trajectory can be derived. Obfuscation cannot protect a user from absence
disclosure attack as well [5].

Most of the existing techniques are designed to preserve location privacy of an in-
dividual and cannot preserve location privacy for a group of users. Hashem et al. [3]
first proposed a technique to preserve privacy for a group of users. Talouki et al. [6] and
Huang et al. [7] followed them. In Sec. 2.1, we show that these techniques are either
vulnerable to sophisticated attacks or computationally expensive for mobile phones.

In this paper, we also identify a new attack type that no previous work related to
GNN queries has addressed. We show that if attackers can learn a group’s ADs to a suf-
ficient number of POIs, they can compute the locations of all users in the group without
knowing which location corresponds to which user. We call it Multi-point Aggregate
Distance (MPAD) attack.

In a privacy preserving GNN query, a user’s location must be kept secret from other
users as well as the LSP. If a user’s distances to three POIs are known, the user’s location
can be calculated by 2D trilateration. Therefore, the group is required to compute ADs
of POIs without revealing the users’ locations or individual distances to POIs. In order
to resist the MPAD attack, the number of revealed ADs of POIs must be limited.

In any LBS, a user expects a certain quality of that service. In our scenario, the
quality depends on at least three factors: (i) the level of guaranteed privacy, (ii) the cost
to the user, i.e., the communication and computation cost for a mobile device, and (iii)
the accuracy of the results returned by the LSP. As there is no known algorithm that
fulfills all three criteria, in this paper, we worked on addressing the problem in a way
that could be readily deployed in the real world and could be used by real users. We have
developed two new algorithms. Our new algorithms are LOOP and H-LOOP. Location
Oblivious Private (LOOP) algorithm produces an accurate answer with very little cost.
ADs of all POIs are calculated in a distributed privacy preserving manner, and the POI
with the smallest AD is declared as the GNN. LOOP is based on a distributed secure
sum protocol, proposed by Sheikh et al. [8], which does not use cryptography and thus
is computationally inexpensive. Although LOOP provides better location privacy than
existing methods, it still has two limitations: first, it cannot resist the MPAD attack from
malicious users, second, LOOP requires the LSP to reveal locations of all POIs to the
users. However in many cases an LSP might be unwilling to reveal all POIs’ locations.

To overcome these limitations, we need to reduce the number of POIs whose ADs
are calculated. In this paper, we propose H-LOOP, an improved version of LOOP, which
fulfills all the requirements, i.e., ensures both high level of privacy and high accuracy
of the query answer, and incurs less processing overhead. H-LOOP takes a heuristic ap-
proach to drastically narrow down the search space and returns an approximate answer
with an extremely high level of accuracy. H-LOOP predicts the location of the GNN
in the part of the search space which has the smallest minimum AD. Existing meth-
ods cannot maintain a high level of privacy, efficiency and accuracy simultaneously.
H-LOOP is the first method which provides high levels of privacy in an efficient way
while rarely sacrificing accuracy at a small degree.
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Unlike methods based on imprecise location, our methods do not require a user to
provide any information about her location and thus is location oblivious. A user divides
her distance from a point/square into random parts and sends those to other users. Her
distance remains undisclosed unless all other users collude and recover all parts. As a
result, a user’s location cannot be recovered or inferred by an attacker.

1.1 Attack Model

In our scenario, neither the LSP nor the users are trustworthy. The LSP may collude
with malicious group members to organize an attack. Therefore, an honest user trusts
neither the LSP nor the fellow group members. In this study, we assume that both users
and the LSP act according to the protocol. We consider only passive attacks, where an
attacker or a group of colluding attackers try to recover the locations of participating
users using information gained through query processing.

Existing works related to privacy preserving GNN queries considered 2D trilatera-
tion based attacks. In these attacks, an attacker or a group of colluding attackers com-
pute distances of an individual user to multiple POIs using gained information during
the distance aggregation process. Then these distances are used in 2D trilateration to
recover the exact location of that user. We, too, consider these attacks.

We identify a new attack type, called Multi-Point Aggregate Distance (MPAD) at-
tack in this paper. In an MPAD attack, an attacker can use aggregate total distances of
multiple POIs to calculate users’ locations. Let the coordinate of a POI Pi be (Pxi,Pyi)
and coordinate of a user Uj be (Uxj ,Uyj). Aggregate total distance of Pi from n users
is computed as

DPi =

n∑
j=1

√
(Pxi − Uxj)2 + (Pyi − Uyj)2

Since the locations of users are unknown, there are 2n unknown variables in the above
mentioned equation. Hence, if an attacker can learn aggregate total distances to 2n
POIs, she can solve the equations. However, the equations have multiple solutions. If
the attacker knows more than 2n ADs, she can use the extra equations to discard false
solutions. Aggregate total distance functions are symmetric functions. Therefore, the set
of solutions is invariant under any permutation of the unknown variables. An attacker
can target only the whole group collectively and cannot distinguish individuals in the
group. The attacker may associate a single point to a user using background knowledge
or revealed imprecise location of that user.

2 Background

2.1 Finding an Optimal Meeting Point in a Privacy Preserving Manner

Papadias et al. introduced the GNN query [9]. Hashem et al. [3] first proposed a pri-
vacy preserving GNN query processing technique. The users provide their imprecise
locations as regions instead of exact points to an LSP and thus preserve their location
privacy. The LSP returns a set of candidate POIs with respect to the provided regions.
Users update AD for every POI with respect to their actual locations such that each
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user’s distance to POIs remain hidden in an aggregate form. After all users’ updates, the
POI with the smallest AD becomes the GNN. Talouki et al. [6] have shown that Hashem
et al’s [3] technique is vulnerable to a Partial Collusion (PC) attack and a user’s loca-
tion can be recovered. Moreover, as we mentioned in Sec. 1, imprecise location does
not provide a high level of location privacy.

Talouki et al. took a cryptographic approach to solve the privacy preserving GNN
query problem and proposed two solutions. In [6], a group of users calculate their cen-
troid by averaging their coordinates using an anonymous veto network and homomor-
phic encryption thus hiding their locations. The LSP returns the nearest point to that
centroid as the GNN. Unfortunately, the nearest point to the centroid is not necessar-
ily the GNN. Suppose user A and B are located in (0,0) and (8,0) respectively and
POI p and q are located in (4,1) and (8,0) respectively. The centroid of the users’ lo-
cations is (4,0). p is the nearest POI to the centroid and its aggregate total distance is√
42 + 12 +

√
42 + 12 = 8.24. AD of q is 8 + 0 = 8. Hence, p is not the GNN but

q is. We can conclude that, their approach cannot guarantee a correct answer. In [10],
Talouki et al. used imprecise location and calculated ADs of all candidate POIs using
an anonymous veto network and homomorphic encryption. As mentioned in Sec. 1, we
consider hiding location in a larger region is not enough to provide privacy.

Huang et al. also used a cryptographic technique to preserve privacy in GNN
queries [7]. A single user creates a Garbled circuit, and another user evaluates it. All
other users get their encrypted input bits from the circuit creator by Oblivious Transfers
(OT) and send their input bits to circuit evaluator. Then the circuit evaluator evaluates
the Garbled circuit to find out the GNN. Creating and evaluating a Garbled circuit when
there were 10 users and 2000 POIs took 20 seconds in a centralized model and 4 sec-
onds in a distributed model in their experiment. The number of OTs performed by a user
is equal to the number of POIs. In [11], Huang et al. reported that Garbled circuit im-
plementations on smartphones are about three orders of magnitude slower than desktop
computers. Moreover, the circuit creator needs to send a circuit file of several GB to the
circuit evaluator [12] and thus incur heavy communication cost. Hence, Garbled circuit
based methods are not applicable in various real world mobile phone applications.

Existing privacy preserving techniques for GNN query [3, 7, 10] cannot bound the
number of POIs whose ADs are calculated. As a result, they are open to MPAD attack
as well. The number of candidate POIs in [3] and [10]’s technique depends on the
size of cloaking rectangle. Larger rectangles lead to more candidate POIs. ADs to all
candidate POIs are compared to find out the GNN. Huang et al.’s [7] technique requires
calculation and comparison of ADs of all POIs.

2.2 Distributed Secure Sum

If a user’s distances from three points are known, her position can be easily calculated
by 2D trilateration. The group members have to calculate AD of a point, which is a func-
tion of all members’ distances, without revealing their own distances. This problem is
similar to secure multi-party computation problems, where a group of users compute a
function which takes one input from each user. The function is public, but each user can
keep her input secret. Sheikh et al. proposed a simple distributed secure sum protocol
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to compute the summation function [8]. We base our work on their technique in order
to calculate aggregate total distance.

We illustrate their technique with a simple example. Suppose, there are four play-
ers A, B, C, and D and a coordinator. A, B, C, and D have 10, 21, 15, and 8 cards,
respectively. They do not want to disclose their number of cards but want to calculate
how many cards they have in total. The coordinator publishes the result and can help in
computation if necessary. The solution is as follows.

Each player randomly divides her cards into four parts, keeps one part for herself and
gives other three parts to the other three players. We assume that transactions between
two players are not visible by others. Their transactions are shown in Fig. 1. Change of
a player’s stock is shown above/below her.

Fig. 1. Transactions between players

The players inform the coordinator about the number of cards they possess, i.e., 8,
13, 19, and 14. The coordinator adds these numbers and gets 54 as total. Since, the
cards only change hands, the total numbers of cards before and after the transactions
are equal. Even if the coordinator collude with dishonest players, they cannot calculate
a player’s initial stock if there is at least one honest player other than the targeted player.

3 Our Solution

In our model, all users can communicate with the LSP and the users can communicate
with each other without the help of the LSP. While forming a group, group members
exchange their identities (e.g., IP address, phone number) with other members. A mem-
ber sends all group members’ identities and the POI type to the LSP and inquires about
the GNN. The LSP runs either LOOP or H-LOOP. During the course of execution, the
LSP communicates with the users to direct the GNN search. The users communicate
with each other to compute and compare ADs. Computation and comparison of ADs
are done with two privacy preserving protocols, which we study in Sec. 3.1. Finally, the
LSP broadcasts the answer to all users.



306 A.K.M. Mustafizur Rahman et al.

3.1 Privacy Preserving Protocols

In this section, we present two privacy preserving protocols. These protocols safeguard
users’ location privacy. We present our algorithms to process the GNN query using
these protocols in Sec. 3.2.

Private Aggregate Distance (PAD) Protocol. We use PAD to calculate the AD of
all group members to a point in a privacy preserving manner. As a result, users can
calculate their ADs from any point without revealing their individual distances from
the point. We assume that the attackers cannot observe communications between the
users. This protocol is based on Sheikh et al. [8]’s work, described in Sec. 2.2. Let
{U1, U2, . . . , Un} be the group of users. Distance from a user Ui to a point or a rectangle
is di, which is kept private. The AD has to be computed as

D =

n∑
i=1

di.

The protocol to solve this problem is as follows:
Each user Ui does:

1. Choose an integer random number αi, where 0 ≤ αi < n.
2. Choose αi users from the group, excluding Ui. Let {Ui1, Ui2, . . . , Uiαi} be the

chosen subset of users.
3. Choose αi random numbers dij .
4. Calculate

Δi = di −
αi∑
j=1

dij

5. Send dij to Uij , where j = {1, 2, . . . , αi}.
6. Receive numbers from other users if sent. Let Δ

′
i be the sum of the received num-

bers.
7. Calculate d

′
i = Δi +Δ

′
i and send d

′
i to the coordinator.

Finally, the coordinator calculates

D =

n∑
i=1

d
′
i

A user discloses only dij to Uij and d
′
i to the coordinator in step 5 and 7 respectively.

The user keeps all other information private.
An LSP or any user or any third party can act as a coordinator. The number of mes-

sages sent by a user Ui is αi. Since an attacker is not aware about communications
between users, even if a user chooses αi = 0 and does not send any number to any
user, the attacker still cannot learn the value of αi. Hence, privacy is assured even at a
lower value of α. If αi has a mean value of α, total number of messages is nα. When
calculating ADs to a set of points/rectangles, users exchange an array of values instead
of just one value in each communication. PAD cannot protect a user if all other users
collude. Therefore, the group size must be at least three.
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Comparing with Minimum Disclosure (CWMD) Protocol. Let there be n users and
each user Ui has a set of POIs Si. Suppose a user knows ADs of all POIs of her set. The
users want to find out the POI from S1 ∪ S2 ∪ . . . ∪ Sn, which has the minimum AD.
An attacker can use ADs to multiple points in order to find out the group’s locations.
Therefore, our goal is to find out the POI with smallest AD with minimum disclosure.
CWMD solves this problem. If CWMD is used, a user cannot learn the AD of any
additional POI and an LSP cannot learn enough to perform an attack.

Let Dmini be the smallest AD of a POI in Si. The protocol is as follows:

1. Each user Ui sends the smallest AD Dmini to the LSP.
2. Let Dminj be the smallest in {Dmin1,Dmin2,. . .Dminn}. The LSP sends a

disclosure request to Uj .
3. Let the POI Pmin has the minimum AD in Sj . Uj sends Pmin to the LSP.
4. The LSP publishes Pmin.

There are 2n unknown coordinate values of n user locations. Therefore, an LSP
needs at least 2n POIs and their ADs to perform an MPAD attack. In CWMD, an LSP
can learn n ADs and the ID of only one POI. It cannot learn the IDs of the remaining
related POIs. Even if the LSP cheats it can learn ADs of at most n POIs. It cannot
invoke the protocol multiple times because the protocol needs active participation of
the users. As a result, the LSP cannot perform an MPAD attack.

3.2 Privacy Preserving Algorithms

We present two privacy preserving GNN query processing algorithms. These algorithms
are named as Location Oblivious Private (LOOP) algorithm and Heuristic Location
Oblivious Private (H-LOOP) algorithm. They are based on PAD and CWMD.

Location Oblivious Private (LOOP) Algorithm. Let there be n users in the group.
The LSP divides all POIs into n subsets such that POI Pj is an element of set Sl, where
l = (j mod n)+ 1. Then the LSP assigns each user Ui as the coordinator of POIs in Si,
where i = 1, 2, ..., n. Next the LSP sends a list of all POIs along with their locations
and assigned coordinators’ IDs to the users. The coordinator users communicate with
other users and calculate the ADs of their assigned set of POIs using PAD. In this way,
ADs of all POIs are calculated. Then the coordinators use CWMD to find out the POI
with the smallest AD, which is the GNN.

Figure 2 shows an example of the flow of LOOP. At first, the LSP distributes 8 POIs
among 4 users. Then the users communicate among themselves according to PAD and
calculate ADs of all POIs. Finally, the users perform CWMD to find out the POI with
the minimum AD.

Let there be x users in the group who are colluding. They want to calculate locations
of the remaining n− x users. So they need at least 2(n− x) ADs to find out 2(n− x)
unknown coordinate values. Hence, ADs of at least 2(n−x)−1 POIs can be calculated
safely. If the total number of POI is N , the colluders can learn ADs of at most x�N

n �
points. Thus, in order to prevent MPAD attack 2(n − x) must be greater than x�N

n �.
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Fig. 2. Flow of LOOP

Hence, the maximum number of POIs can be handled by LOOP while resisting an
MPAD attack from a group of x colluding users is

Nmax =

{
n× � 2(n−x)−1

x  , if 2(n− x) − 1 ≥ x.

2(n− x) − 1, otherwise.
(1)

Table 1 shows Nmax for a group of 10 users at different resistance levels. If the resis-
tance level is y, MPAD attack from a group of y colluding users can be resisted.

Table 1. Nmax at different resistance levels according to Equation 1

Number of colluders or resistance level 1 2 3 4 5,6 7 8
Nmax 170 70 40 20 10 5 3

If there are a large number of POIs, i.e. larger than Nmax, malicious users can
learn sufficient number of ADs to perform MPAD attack. Since LOOP is a brute force
method, users have to learn locations of all POIs and calculate their ADs. However, an
LSP may not be willing to reveal locations of all POIs. In order to overcome above men-
tioned limitations, we need to reduce the number of POIs whose ADs are calculated.
Next we propose a solution, H-LOOP, which prunes the search space and predicts the
location of the GNN and searches in the surrounding area only.

Heuristic LOOP (H-LOOP) Algorithm. The base idea for H-LOOP is to locate the
GNN in the part of the search space which has the smallest minimum AD and consider
only the POIs located in that part as candidates. The LSP selects the smallest square
which bounds all the POIs as the current search space and counts the number of POIs.
If the number of POIs is larger than a threshold value β, then it divides the search space
into γ equal sized non-overlapping squares. In H-LOOP, the users reach a consensus
about the resistance level and then calculate Nmax with (1). The users send Nmax with
the the query to the LSP. β is the minimum of Nmax and the number of POI’s location
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an LSP is willing to reveal. Lower value of β leads to higher resistance to MPAD attack.
Then the LSP and users calculate aggregate minimum distances of these squares with
PAD. Note that the minimum distance of a point from a region is defined as the distance
of that point to its closest point in that region. If the concerned point is located inside
the region, the minimum distance is zero. Next it selects δ squares with minimum ADs
and narrows down the search space to those squares. Then it again counts the number
of POIs in the new search space. The LSP divides each selected square into γ squares
and narrows down the search space recursively until the number of POIs in the search
space is less than β. Finally, LOOP is performed considering only those limited number
of POIs in the search space to find out the GNN.

Fig. 3. Reduction of the search space in H-LOOP

We illustrate our approach with an example in Fig. 3. In this figure, asterisks are POIs
and A, B, C and D are users. The square with solid boundary is the initial search space.
Let γ = 4, δ = 1 and β = 4. Since there are more than β POIs in the search space,
the LSP divides it into four squares with dashed lines. These squares are R11, R12,
R13 and R14. Then the LSP calculates their centers and lengths and passes them to the
users. Next the users calculate their minimum distances from these squares. Then they
calculate their aggregate minimum distances from each of these squares using PAD and
the LSP coordinates the calculation. The LSP selects R14 as the new search space since
it has the minimum AD. The LSP divides the new search space again by dotted lines
into four squares because it includes more than β POIs. It sends new squares R21, R22,
R23 and R24 to the users. Again the users communicate with the LSP and calculate
their aggregate minimum distances from each of these squares using PAD. The LSP
selects R24 as the new search space since it has the minimum AD. Now the new search
space has less than four POIs. Finally, LOOP is performed considering the POIs located
inside R24 to find out the GNN.
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An LSP runs the following algorithm for searching the GNN.

Input: A list of POIs with their locations, Division factor γ, Selection factor δ, Division
threshold β
Output: The GNN

1 SearchSpace ← bounding square of all POIs;
2 While number of POIs in SearchSpace > β
3 sq ← divide(SearchSpace,γ);
4 doPAD(sq);
5 SearchSpace ← top δ squares with minimum ADs;
6 end
7 Perform LOOP considering POIs in SearchSpace;
8 Return the POI returned by LOOP;

The function ’divide(SearchSpace, γ)’ divides each square of SearchSpace into
γ non-overlapping equal sized squares. A square number should be used as γ. In the
function ’doPAD()’ the LSP communicates with the users and coordinate AD calcula-
tion according to PAD. The number of iteration in the ”While loop” depends on γ and
β. The search space shrinks faster if a larger γ is used. β regulates the number of can-
didate POIs, whose AD will be calculated. Thus the robustness of H-LOOP to MPAD
attack depends on β.

Privacy Analysis. In order to recover the location of a single user, her individual dis-
tances to multiple points must be known. PAD enables a user to keep her distances
private if there is at least another honest user. Therefore, in this case, a user’s location
cannot be recovered by traditional 2D trilateration.

As discussed in Sec. 3.2, if x users collude, they must learn at least 2(n − x) ADs
to points to perform an MPAD attack. Since an LSP can learn only one AD to a POI,
it cannot perform MPAD attack. Malicious users may perform MPAD attack in LOOP
if the number of POIs is large. However, in H-LOOP, if the number of colluders is
within the resistance level set by the users, the colluders cannot learn sufficient number
of ADs to points and consequently cannot do MPAD attack. The users can choose any
value that is less than n − 1 as resistance level. Although the LSP can learn aggregate
minimum distances of multiple squares, this information cannot be used to solve (1)
which requires ADs to points. An LSP can contribute less than a malicious user in
MPAD attack because it knows AD of only one POI. Therefore, even if the LSP colludes
with malicious users, their MPAD attack can be resisted.

Communication Cost. The communication cost in LOOP is low because both
PAD and CWMD are performed only once. Though H-LOOP requires several rounds
of communication like other privacy preserving methods, but in return H-LOOP can
improve privacy level of users significantly compared to other methods. Hashem et
al.’s [3] method needs anonymous communications between a user and an LSP. Talouki
et al.’s [6, 10] methods setup an anonymous veto network at first. Users transfer data
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using Oblivious Transfer in Huang et al.’s [7] method. Anonymous communication and
Oblivious Transfer are multi-step communication processes.

4 Experimental Setup

In this section we evaluate the performance of our proposed algorithms and compare
them with related works through extensive experiments. We used both synthetic and
real data in our experiments. The data space was normalized to an area of 1024 × 1024
square units. The data space can be considered as a map of a real city. We generated syn-
thetic data sets using uniform and Zipfian distributions. We varied the size of datasets
as 2K, 5K, 10K, 20K and 50K point locations. As real dataset we used all parks of
California as POIs and locations of flats as user locations1. Since there are two major
metropolitan areas in California, i.e., Los Angeles and San Francisco, we divided the
dataset into two parts taking longitude -120 as a dividing line. California contains 6728
parks and 2700 flats. L.A. has 3407 parks and 1266 flats, where San Francisco has 3321
parks and 1434 flats. Flats were randomly selected as users’ locations. As mentioned
in Sec. 3.2, H-LOOP can be adjusted to prevent MPAD attack from a single user or a
group of colluding multiple users. We varied the value of the division threshold β to
deal with MPAD attacks by one to eight attackers. The value of both division factor γ
and selection factor δ were set to four. Table 2 summarizes the values used for each pa-
rameter in our experiments and their default values. In our default scenario, we imagine
10 friends who want to select a park from nearby 2000 parks to have a picnic.

Table 2. Experimental setup

Parameter Range Default
Group size 3,5,10,15,20 10
POI distribution Uniform, Zipfian Uniform
User distribution Uniform, Zipfian Uniform
Number of POIs 2K, 5K, 10K, 20K, 50K 2K
Number of colluders 1,2,3,4,5,6,7,8 1

We considered 10000 private GNN queries for each set of experiments, evaluated
the proposed algorithms for each of these GNN queries and determined the average
experimental results. For each query we generated new set of POIs’ locations and users’
locations. We ran our experiments on a desktop computer with Intel(R) Core(TM) i7-
2600 3.40GHz processor and 8GB RAM.

5 Results and Discussion

In this section, we present our results. We did a comparative analysis with [6], the most
recent method. Very few techniques are currently available that consider privacy while

1 http://www.cs.utah.edu/$\sim$lifeifei/SpatialDataset.htm

http://www.cs.utah.edu/$\sim $lifeifei/SpatialDataset.htm
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executing GNN queries. We do not consider [3, 10, 11] for comparison because of their
limited privacy protection and extremely high cost as discussed in Sec. 2.1.

We measure error rate and error size to evaluate accuracy of the methods. Error rate
means the percentage of wrong answers an algorithm produces. If POI x is the true
GNN and we get POI y as answer using an algorithm then

Error size =
AD of y
AD of x

− 1

We report the error size in percent. If x and y are the same POI, then error size is 0%.
We measure computation time and number of rounds to evaluate cost. The number

of rounds is the number of times the search space is reduced in H-LOOP.

5.1 Effect of User and POI Location Distribution

We studied the effect of user and POI location distributions by varying their distribu-
tions. Other parameters were set to the default values listed in Table 2.

Accuracy: Since H-LOOP and Talouki et al.’s work [6] are the only two approximate
privacy preserving methods, we investigated their accuracy. Our experiments used four
types of synthetic and three real datasets with default setup of Table 2. Figure 4 shows
that H-LOOP outperformed Talouki et al.’s [6] work by three orders of magnitude in
all cases. From Fig. 4, Talouki et al.’s [6] method has a probability of 0.45 to incur
an error of size 1% or more, whereas in case of H-LOOP this probability is 0.0001.
In 8% of the cases, Talaouki et al.’s [6] method incurred errors of size 10% or more,
whereas the worst error size of H-LOOP was 7.31%. Mean and standard deviation of H-
LOOP’s error size were 5.013E-4% and 0.0425%, in contrast to 2.5547% and 4.3728%
of Talouki et al.’s method. In practical applications, if the users are spread out over an
area of 50 Km diameter, Talouki et al.’s [6] method will incur errors in the order of

Fig. 4. Error in different datasets
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Kms, whereas H-LOOP will incur errors in the order of meters. Even when the users
were located in multiple cities of California H-LOOP performed well.

Cost: We randomly selected 2000 POI locations from each real dataset because the
computation time depends on the number of POIs. Since LOOP takes into account all
POIs, the distribution of user locations and POI locations have no effect on computa-
tion time. Overall average computation time per user in LOOP was 0.76ms. Table 3
shows the effect of location distribution on cost of H-LOOP. In H-LOOP, the average
round count and computation time were higher when the POIs had Zipfian distribu-
tion. The average computation time per user was below one ms in all setups. Even if
a smartphone is three orders of magnitude slower than a desktop computer [11], the
computation of H-LOOP and LOOP will still take less than one second. This indicates
that LOOP and H-LOOP are practical solutions. [In a compatible setup, Huang et al. [7]
reported that their method took 4 seconds per user in a decentralized approach and 20
seconds in a centralized approach. These values translate to unrealistic times on today’s
smartphones. We did not investigate the computation cost of Talouki et al.’s [6] method
because we felt that their method is not practically useful due to large errors.]

Table 3. Effect of Location Distribution on Cost of H-LOOP

User distribution POI distribution Average round count Average computation time per user(ms)
Uniform Uniform 3.00 0.53
Zipfian Uniform 3.01 0.54

Uniform Zipfian 3.99 0.68
Zipfian Zipfian 4.02 0.70

San Francisco San Francisco 3.35 0.60
Los Angeles Los Angeles 3.04 0.55
California California 3.33 0.59

5.2 Effect of Group Size

We studied the effect of group size by varying the group size. Other parameters were
set to the default values listed in Table 2. Figure 5 shows that the error decreases with
an increase of the group size in H-LOOP. There are two reasons for that. First, from
(1) we can say that the number of POIs LOOP can handle while defending an MPAD
attack increases rapidly with a group size increase. Thus, H-LOOP prunes the search
space less when the group is larger. The number of rounds, as shown in the lower left
part of Fig. 5, verifies this fact. A larger search space has a higher probability to include
the GNN. Second, our heuristic of estimating a POI’s AD with its bounding square’s
minimum AD works better for larger group sizes. The best error rate and error size of
Talouki et al.’s [6] method were 94.1% and 0.68%, respectively.

Figure 5 also shows the effect of the group size on computation costs in H-LOOP.
A user’s computation cost can be mainly divided into two parts: calculating distances
and running PAD. A user has to calculate distances to cells and POIs. The distances to
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cells are calculated in multiple rounds when H-LOOP is reducing the search space. As
the number of rounds decreases with a larger group size, the time spent in calculating
distances to cells also decreases. The distances to POIs are calculated in the final round.
Since the number of candidate POIs increases, the time spent in calculating distances to
POIs also increases. In our experimental setup, a user sends messages to all other users
in PAD, which means that the number of messages is proportional to the group size, and
the time spent in PAD is higher for a larger group. In case of LOOP, the computation
time increased linearly up to 1.3 ms with the increase of group size.

Fig. 5. Effect of group size on H-LOOP

We also studied the effect of the group size while keeping the percentage of colluders
constant. In LOOP the POIs are divided into subsets and each subset is assigned to a
group member for AD computation. When the the colluder percentage remains constant
the subset size also remains constant. However, since there are more users in a larger
group, the number of subsets are larger. Therefore, the number of POIs LOOP can
handle while resisting an MPAD attack increases with a group size increase. As a result,
both error rate and error size are smaller in H-LOOP for larger group sizes. Figure 6
shows the error rate and error size for different group sizes when 40% of the group
members are colluders. The figure shows that error rate and error size decreases with
the increase of group size.
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5.3 Effect of the Number of POIs

We studied scalability by varying the number of POIs. Other parameters were set to
default values listed in Table 2. The left part of Fig. 7 shows that the mean computation
time per user in H-LOOP increased logarithmically with the increase of POI. H-LOOP
reduces the search space exponentially in every round. So the number of rounds in-
creases logarithmically. The communication and computation cost of users are both
proportional to the number of rounds. Therefore, the communication and computation
cost are logarithmic to the number of POIs. In case of LOOP, the computation time in-
creased linearly up to 18 ms with the increase of POI. The right part of the figure shows
that although the error rate increased linearly with the increase of POI numbers, it re-
mained small. Even when the number of POIs is 50000, the error rate was only 1.4%.
The mean error size did not show any trend and 1.37E-4% was the largest mean error
size. Therefore, H-LOOP is scalable with respect to the number of POIs. The best error
rate and error size of Talouki et al.’s [6] method were 98.5% and 1.22%, respectively.

Fig. 6. Effect of group size on error when 40% of the group members are colluding

Fig. 7. Scalability of H-LOOP: number of POIs
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5.4 Effect on H-LOOP for Different Collusion Group Sizes

We set the value of the division threshold β equal to the Nmax listed in Table 1 and
examined errors at different resistance levels. Other parameters were set to the default
values listed in Table 2. Figure 8 shows our experimental results. Although the error
increased with an increase of the robustness level, both the error rate and the mean
error size remained very low. Even when 8 out of 10 users collude, their attack can be
defended easily. In this case, the users travel on average 0.0026% more due to error.

Fig. 8. Error in different resistance levels

Table 4. Practicality of privacy preserving GNN query methods

Algorithms Resistance to attack Accuracy Cost
Hashem [3] Low Perfect Low
Huang [7] Medium Perfect High
Talouki [6] High Low Low
Talouki [10] Low Perfect Low

H-LOOP High High Low

6 Conclusion

We proposed a framework for privacy preserving GNN queries. First, we developed two
privacy preserving protocols, i.e., PAD and CWMD in order to privately compute and
compare ADs respectively. Then we proposed a basic algorithm, LOOP, and a heuristic
approach, H-LOOP, to search for the GNN.

A privacy preserving GNN query algorithm must be strong against attacks, highly
accurate and fast to be applicable in real world. In Table 4, we compare H-LOOP, our
best method, with existing works with respect to these three criteria based on our find-
ings. We can observe that H-LOOP is a practically applicable solution.

We assumed that users and POIs are located in a 2D Euclidean space without any
constraints on movements. In future, we intend to extend our work to road networks.
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Abstract. We study the problem of placing guard towers on a terrain such that
the terrain can be seen from at least one tower. This problem is important in many
applications, and has an extensive history in the literature (known as, e.g., mul-
tiple observer siting). In this paper, we consider the problem on polyhedral ter-
rains, and we allow the guards to see only a fixed fraction of the terrain, rather
than everything. We experimentally evaluate how the number of required guards
relates to the fraction of the terrain that can be covered. In addition, we introduce
the concept of dominated guards, which can be used to preprocess the potential
guard locations and speed up the subsequent computations.

1 Introduction

Terrains are a key concept in Geographic Information Science. They are the topic of
interest in may different problems, ranging from determining how water flows along a
terrain [16,22] to computing valleys and ridges [19]. We study the problem of guard-
ing a terrain; that is, we wish to place a small number of guards such that they can
together can see the terrain. The applications for this problem are numerous. Consider
for example protecting the border of a country, placing watchtowers to protect against
forest fires [6], or determining where to place base stations for a telecommunication
network [8,24]. See also Floriani and Magillo [11] for an extensive treatment of the
subject.

There are two standard representations for terrain data. We can store a terrain as a
digital elevation model (DEM), which is a two-dimensional grid with height values, or
as a polyhedral terrain: a planar subdivision—usually a triangulation—in which each
vertex has an associated height. Heights are linearly interpolated in the interior of a
face. This yields a polyhedral surface in R

3.
For grid-based terrains, guarding is well-studied. Franklin et al. [12] present a greedy

approach, Kim et al. [18] investigate heuristics for placing guards, and Zhang and Lu [20]
use improved simulated annealing to determine where to place the guards. However, grid
terrains are less suited for visibility problems than polyhedral terrains [4,23]. Further-
more, polyhedral terrains allow a more compact representation of the data, which may
allow us to avoid heuristics when working in external memory [21].

Informally speaking, the viewshed of a guard is the part of the terrain that it can see.
An example is shown in Fig. 1. Computing viewsheds of guards at fixed locations is
itself useful in many applications, e.g. bird behavioral studies [3,5]. There are efficient

M. Duckham et al. (Eds.): GIScience 2014, LNCS 8728, pp. 318–332, 2014.
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algorithms to compute the viewshed for a given guard [17], and even computing the
part of the terrain visible by a set of guards can be done efficiently [14]. Unfortunately,
it is NP-hard to determine where to place a minimum number of guards such that they
can together see the entire terrain [7]. Moreover, Eidenbenz et al. [10] showed that there
is no polynomial time algorithm that can approximate the number of guards required
to cover the whole terrain consisting of n triangles within a factor O(ln(n)) of the
optimum unless some complexity classes collapse, which is very unlikely.

Partial Covers. The digital model of the terrain that we work with is often imprecise,
and even if we have the true heights for all points on the terrain, there other factors,
such as vegetation, that impact visibility. So, instead of requiring that the guards see the
entire terrain it may be sufficient if they see a large portion of the terrain. This raises the
question if we can efficiently solve or approximate this so-called ε-guarding problem.

To define the ε-guarding problem precisely, we need some definitions. A guard g is
a point (tower) at height h above a polyhedral terrain T . It can see, or cover, a point
p ∈ T , if the open ended line segment gp lies entirely above the terrain. We also say
that p is visible from g. The maximal set of points on T that is visible from g, denoted
V(g), is the viewshed of g. The viewshed of a set of guards G is the maximal set of
points on T visible from at least one guard in G, that is, V(G) =

⋃
g∈G V(g). We can

measure the size �T ′� of a part T ′ of T , and thus the size of a viewshed, in two ways.
Either we consider the area of T ′, or we consider the number of terrain vertices in T ′.
Our algorithms can be used in both cases—only the running time changes through a
different viewshed computation.

Definition 1 (ε-cover, ε-Guarding Problem). Given a polyhedral terrain T , a height
h, and a value ε > 0, an ε-cover of T is a set of guards G that can together see at least
a fraction of (1− ε) of the terrain, i.e., a set of guards for which �V(G)� ≥ (1− ε) �T �.
In the ε-guarding problem, the goal is to find a minimum sized ε-cover.

Our Contribution. In Section 2, we generalize Eidenbenz et al.’s [10] result and show
that the same lower bound holds for ε-guarding problem for any ε ≤ 1 − 1/nx with
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Fig. 1. The viewshed V(gi) for each guard gi , and the viewshed V({g1, g2, g3})
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x < 1. Next, we make two main observations in this paper, which we experimentally
validate. In Section 3 we analyze a practical approach to compute an ε-cover: a greedy
algorithm that simply places the guard that covers the largest possible unguarded area,
and continues to place more guards until a desired fraction of the terrain is covered. By
using ideas from the approximation techniques known for the so-called SET-COVER

problem [15] we show that the number of required guards can be related to the opti-
mal number of guards required to cover the whole terrain. We also implemented the
approach, and show that in real-world terrains, the number of required guards to cover
95% of a mountainous region of roughly 150km2 is typically less than 20.

In Section 4, we introduce the concept of dominating guards: a potential guard tower
dominates another potential guard tower if it can see at least the same part of the terrain.
Since dominated guards are never necessary in an optimal solution, the computation of a
good set of guards can be sped up by precomputing and deleting the dominated guards.
We can also relax the concept and say a guard is dominated if another guard sees al-
most everything it sees. We show experimentally that in real-world terrains, computing
dominated guards typically reduces the problem size by 15-40%, depending on the res-
olution of the terrain. For the relaxed version, this percentage drops drastically, reducing
the problem size to as little as 10% of the original, but comes at the cost of potentially
not allowing every solution anymore. However, we show that in practice, the greedy
approach still finds a solution of the same size as without preprocessing.

The idea of reducing a problem’s input size by transforming it to another instance,
while preserving theoretical guarantees on the solution, is common in theoretical com-
puter science. Agarwal et al. [1] introduce the concept of core-sets: a subset P ′ of a
set of objects P (classically, points in a d-dimensional space) with the property that for
some function f that one is interested in, f(P ′) differs from f(P ) by at most a factor
(1− ε). A related concept in complexity theory is kernalization [9].

2 Lower Bound

In this section we show a lower bound on the computational complexity of the ε-
guarding problem. We first focus on the case where we measure viewsheds and terrain
sizes �T ′� with respect to the number of visible terrain vertices. Eidenbenz et al. [10]
have shown in Lemmata 6 and 7, which are part of the proof of the non-approximability
result for guarding-terrain problem, that an instance I for the so-called SET-COVER

problem can be transformed into an instance I ′ for the guarding problem such I has
a solution of size k if and only if I ′ has a solution of size k + 4. Because of this and
because optimal solutions of the SET-COVER problem can be of arbitrarily large size
k we only need to show a lower bound for the so-called α-weak SET-COVER problem
and obtain the same lower bound for the ε-guarding problem where ε = 1− α.

Definition 2. Given a number 0 ≤ α ≤ 1 and a tuple (U, C), where U is a finite set
called universe and C is a collection of subsets of U with

⋃
X∈C X ⊆ U , an α-weak set

cover for (U, C) is a collection S ⊆ C such that the union of all sets in S contains at
least α|U | elements. In the special case α = 1, we also call S a set cover for (U, C).
The size of S is its cardinality. In the (α-weak) SET-COVER problem, we have to find
an (α-weak) set cover of minimal size.
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Lemma 1. The α-weak SET-COVER problem has no polynomial-time approximation
algorithm of ratio c lnn unless P = NP, where n is the size of the universe, α ≥ 1/nd

with d < 1, and c > 0 is an appropriately chosen constant.

Proof. Alon, Moshkovitz, and Safra [2] showed that, for an appropriately chosen con-
stant c′′ > 0, there is no polynomial-time approximation algorithm of ratio c′ ln |U ′|
for the SET-COVER problem with universe U ′ unless P = NP. Since we can figure
out in polynomial time if a set-cover instance has no solution, there can not exist a
polynomial-time approximation of approximation ratio c′ ln |U ′| for the SET-COVER

problem restricted to solvable instances.
We now show the lemma by a reduction from the SET-COVER problem to the α-

weak SET-COVER problem. Let (U ′, C′) be a solvable SET-COVER instance. Take k =
�1/α�, U = U ′ ∪ {x1, . . . , xk|U ′|} where x1, . . . , xk|U ′| are new elements, and C =
C′ ∪ {{x1}, . . . , {xd|U ′|}}.

Note that each solution of the set-cover instance (U ′, C′) is also a solution for the α-
weak-set-cover instance (U, C). For the reverse direction, assume that there is a solution
S ⊆ C for the α-weak-set-cover instance, and let V :=

⋃
X∈S X be the elements

covered by S. Intuitively speaking, for each element of U ′ that is not covered, there is
an element of U \U ′ covered by the solution. More exactly, |U ′ \V | ≤ |(U \U ′)∩V |.
To obtain a solution S ′ for the set-cover instance (U ′, C′) from S, for each u ∈ U ′ \ V ,
we replace a set in S ∩ (C \ C′) by a set C′ ∈ C′ with u ∈ C′. Note that set C′ must
exist since (U ′, C′) has a solution.

To sum up, each solution of (U ′, C′) can be turned into a solution of the same size for
(U, C) and vice versa. Then (U, C) has no polynomial-time approximation algorithm of
ratio c′ ln |U ′| = c′ ln(|U |/(k + 1)) ≤ c′ ln(n/(2nd)) ≤ c′(1 − d) ln(n/2) ≤ c lnn if
c is chosen appropriately. �

Corollary 1. The ε-guarding problem has no polynomial-time approximation algo-
rithm of ratio c lnn where n is the size of the universe, i.e., the number of the terrain
vertices, c > 0 is an appropriately chosen constant, and ε = 1 − α ≤ 1 − 1/nd with
d < 1.

If we want to measure terrain sizes �T ′� with respect to the visible area, we can
first decompose the terrain into maximal regions such that each region is visible from
the same set of guards. We then take the size of the universe to be the number of such
regions. If we have m ≤ n (potential) guards, there are at least Ω(m2n2) and at most
O(m3n2) such regions, and they can easily be computed in polynomial-time [14]. Thus,
also in the case with terrain sizes measured by the visible area, we obtain a Ω(lnn)
lower bound on the approximation ratio of an ε-cover, for small enough ε.

Note that, if ε = 1 − 1/nx with x = 1, we need to see one vertex of the terrain to
solve the vertex viewsheds ε-guarding problem. Clearly, such a solution can be found
easily.
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3 Greedy Approach

3.1 Algorithm and Analysis

Consider the following simple and straightforward algorithm GREEDYGUARD that
given a terrain T , a parameter ε, and a set of potential guard locations P , computes
an ε-cover of V(P). So, when the guards in P can together see the entire terrain T ,
GREEDYGUARD computes an ε-cover of T .

Algorithm. GREEDYGUARD(T , ε,P)
1. Compute the viewsheds for all guards in P .
2. Let G = ∅ and R = P .
3. while �V(G)� ≤ (1− ε) �V(P)� and R �= ∅ do
4. Select a guard g ∈ R that maximizes the size �V(g) \ V(G)�, i.e., the size of the region

it can cover but is not covered by G yet.
5. Remove g from R and add it to G.
6. return G

We now show that the selected set of guards G has size at most O(k/ε), where k is
the number of guards required in an optimal solution to cover V(P).

Lemma 2. Let T be a terrain, let P be a set of potential guard locations, and let
ε ∈ (0, 1]. GREEDYGUARD computes an ε-cover of T ′ = V(P) of at most O(k/ε)
guards, where k is the size of an optimal 0-cover of T ′.

Proof. Consider the guards g1, .., g� picked, in that order, by the greedy algorithm, and
let ρi denote the fraction of T ′ that remains uncovered by the first i guards, that is,
ρi = �Ri� / �T ′�, where Ri = T ′ \

⋃i
j=1 V(gi).

The greedy algorithm stops once the fraction of T ′ that remains uncovered is at most
ε. That is, ρ� ≤ ε. We claim that this is the case for � = ck/ε, for some c ∈ R.

For any i, with 0 ≤ i < �, the remaining part Ri of T ′ can be covered with k
guards. So, there is a guard, say g∗ ∈ P , that covers at least �Ri� /k. It follows the
next guard gi+1 picked by the greedy algorithm covers at least that much. Thus, we
have ρi+1 �T ′� = �Ri+1� ≤ �Ri� − �Ri� /k = ρi �T ′� − ρi �T ′� /k, and therefore
ρi+1 ≤ ρi − ρi/k = ρi(1 − 1

k ). It follows that ρi ≤ (1− 1
k )

i.
We thus have to show that ρ� ≤ (1− 1

k )
� ≤ ε. In case k = 1 this is trivially true. In

case k ≥ 2, we have that (1 − 1
k )

k ≤ 1
e . So, we have to show that

(
1− 1

k

)�

=

(
1− 1

k

)ck/ε

=

((
1− 1

k

)k
)c/ε

≤ (1/e)c/ε = 1/(ec/ε) ≤ ε.

Using basic calculus we can reduce 1/(ec/ε) ≤ ε to ε ln(1/ε) ≤ c. This holds for all
c ≥ 1

e . The lemma follows. �
We now analyze the running time of this algorithm. If we are in the case where terrain

sizes are measured by the number of terrain vertices, it is easy to compute the viewshed
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of a guard g in O(n2) time by simply checking if the line segment between g and each
terrain vertex lies above the terrain. Thus, if we are given m potential guards in P , this
takes O(mn2) time in total. From Lemma 2 it follows that the algorithm selects at most
O(k/ε) guards. Finding a guard g ∈ R that maximizes �V(g) \ V(G)� takes O(mn)
time, so selecting all O(k/ε) guards takes O(kmn/ε) time in total. Thus, our algorithm
can be implemented in O(mn2 + kmn/ε) time.

We can improve on this by preprocessing our terrain for visibility queries. In
O(nα(n) log n) time, where α is the extremely slow growing inverse of Ackermann’s
function, we construct a data structure that can answer visibility queries from a fixed
viewpoint in O(log n) time [7]. Using this data structure we can compute all viewsheds
in O(mnα(n) log n+mn logn) = O(mnα(n) log n) time. Thus, we conclude:

Theorem 1. Let T be a terrain, let P be a set of potential guard locations, and let
ε ∈ (0, 1]. GREEDYGUARD computes an ε-cover of T ′ = V(P) of at most O(k/ε)
guards in O(mnα(n) log n + kmn/ε) time, where k is the size of an optimal 0-cover
of T ′, and m is the number of potential guards in P .

We remark that the GREEDYGUARD algorithm is essentially the well-known greedy
algorithm for the SET-COVER problem. Hence, our results immediately transfer to the
SET-COVER problem as well. Indeed, when we compute the required guards/sets by
our algorithm to completely cover the terrain, we get only an O(log n) approximation.
The same applies if we compare our solution to an optimal ε-cover. However, in our
approach we simultaneously approximate the amount of terrain covered, and the num-
ber of guards required. This allows us to find a decent approximation ratio. We further
remark that the minimum number of guards required for an ε-cover may differ signifi-
cantly from the minimum number of guards to completely cover the terrain.

Finally, in case we measure the size of a viewshed by its area we can compute an
ε-cover of T ′ in O(n2(m logn+m4 + k4/ε4)) time using the results of Hurtado et al.
[14]. The O(n2m4) term originates from computing �V(P)� = �T ′�. If we know the
size of T ′ in advance, for example because T ′ = T , then we can improve these results
to O(n2(m logn+ k4/ε4)).

Experimental Evaluation

We experimentally evaluate results from the greedy algorithm on five terrain models
in California, obtained from the U.S. Geological Survey1 and shown in Table 1. Each
terrain model spans approximately 11.5km × 14km. For each terrain we have a coarse
and a fine version with approximately 1800 and 16 000 vertices, respectively. In all our
experiments we choose the set P of potential guards to be the set of vertices of the
terrain.

To keep the implementation of our algorithms simple, we consider only the case
where the size of the viewsheds is measured by the number of terrain vertices. For the
same reason we use the naive implementation for the point-to-point visibility rather
than building the data structure for visibility queries.

1 http://www.usgs.gov

http://www.usgs.gov
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Table 1. The terrains we use to evaluate our approach. The terrains are shaded by height: higher
vertices and faces are lighter.

terrain Hot Springs Quinn Peak Sphinx Lakes Split Mountain Wren Peak

coarse 1797 1787 1778 1769 1781
fine 16 197 16 087 16 017 15 895 16 065
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Fig. 2. The number of selected guards in G as a function of ε. The insets show the results for full
domain of ε.
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Fig. 3. A comparison between the number of
guards needed in the coarse and fine versions of
the Wren Peak terrain

We first investigate the number of
guards selected, that is, the size of the set
G, as a function of ε. For these results
we fix the height h of the guards on 15
meters. The results are shown in Fig. 2
and 3. For both the coarse and fine terrain
models we see that the required number
of guards rapidly increases when 1 − ε
approaches 1, that is, when we attempt to
cover almost the complete terrain. How-
ever, eleven guards are sufficient for an
0.05-cover on each coarse terrain model.
Generally speaking, the same number of
guards covers a smaller fraction of the
terrain in the fine terrain models than in
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the coarse terrain models, indicating that the added detail may be significant for visi-
bility studies. For the coarse terrain models eleven guards can cover at least 88% of the
terrain; for an 0.05-cover we need between nine and nineteen guards, depending on the
terrain.

Fig. 4 shows the locations of the guards placed by GREEDYGUARD for an 0.05-cover
on the coarse Wren Peak terrain (again for height h = 15m). The fraction of the terrain
covered by those guards is shown in Fig. 3.

The height of the guards influences the number of guards required, see Fig. 5. How-
ever, the differences are small. The height has a larger influence on the fine version of
the terrains. Even so, covering one of the terrains with guards at height 1m requires only
four more guards than guards at 30m.

Fig. 4. The ten guards placed by GREEDYGUARD for a 0.05-cover of the coarse Wren Peak
terrain (green). Each figure shows the vertices covered so far in blue, and the vertices that remain
uncovered in red. The newly selected guards are shown in yellow.
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4 Dominating Guards

4.1 Simple Domination

A guard g dominates another guard h if (and only if) the viewshed of h is contained in
the viewshed of g, that is, V(h) ⊆ V(g). We say g strictly dominates h if V(h) ⊂ V(g).
We now observe:

Observation 1. Let P be a set of potential guards. There is an optimal (minimum size)
ε-cover G of V(P) such that no guard in G is strictly covered by any guard in P .

Proof. Let G∗ be an optimal ε-cover of V(P). Let h be any guard h ∈ G∗ that is strictly
dominated by another potential guard g ∈ P . Replace h by g. Repeat this procedure
until there are no more guards that satisfy the criterion. Note that this process terminates
since strict domination defines a partial order on P (a guard g can only strictly dominate
a guard h if �V(g)� > �V(h)�). Let G be the set of guards we obtain. Clearly, G contains
at most the same number of guards as G∗, and since we have that V(G∗) ⊆ V(G), G is
also an ε-cover of V(P). �

It now follows that we never have to choose a guard that is strictly dominated by
another guard. Hence, when finding an ε-cover of the terrain, we can simply ignore all
dominated guards. Although there is no useful theoretical lower bound on the number
of dominated guards, we will see that for the terrains considered here, we can discard
between 10% and 40% of the potential guards, depending on the resolution of the ter-
rain.

Experimental Evaluation
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Fig. 6. The percentage of the potential guards
that are dominated by another guard as a func-
tion of their height

In Fig. 6 shows the percentage of the po-
tential guards that is dominated as a func-
tion of the height h, and Fig. 7 shows
the dominating and dominated potential
guards for h = 15m. For the coarse
terrains, between forty and fifty percent
of the potential guards are dominated by
another potential guard, and can thus be
discarded. For the fine terrains the per-
centage of dominated vertices is lower:
between eight and twenty percent. Sur-
prisingly, the percentage of dominated
vertices in the fine Hot Springs terrain is
well over twenty percent. This behavior
differs from the coarse Hot Springs ter-
rain, where the percentage of dominated guards is comparable to the other terrains.

The height at which we place the guards only mildly influences the number of domi-
nated vertices. One might expect that the number of dominated vertices increases mono-
tonically as the height grows (since the individual viewsheds grow when the height
increases). However, for the heights considered this is not the case: the number of dom-
inated vertices increases at first, but then slightly decreases.
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Fig. 7. Dominating potential guards in blue and the potential guards they dominate in red on the
Wren Peak terrain. On the left the coarse model and on the right the fine model.

V(h)V(h)

V(g)

(a) (b)
δδ

g h

Fig. 8. (a) The red guard g δ-dominates the blue guard h if and only if the fraction of V(h) that
is not covered by g (the hatched area) is at most δ. (b) A cross section of a terrain in which all
potential guards are δ-dominated by an other guard.

4.2 δ-Domination

Since it is sufficient if the guards cover a fraction of 1−ε of the terrain, we can consider
slightly relaxing the definition of domination. Instead of requiring that guard g should
see everything that h sees, it may be sufficient if g sees a large enough portion of h.
More formally, guard g δ-dominates guard h if (and only if) the fraction of V(h) that
is not covered by g is at most δ, that is, if and only if �V(h) \ V(g)� / �V(h)� ≤ δ. See
Fig. 8(a) and 9.
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Fig. 9. Three guards on a fine grained Wren Peak terrain (left). The blue guard 0.02-dominates
the red and green guards (guards are delineated in white). Only very few vertices in the red and
green viewsheds are not visible from the blue guard (right).

In this setting we can no longer just discard all guards that are δ-dominated, as
shown in Fig. 8(b). For small values of ε, the set G = {g, h} is the only optimal solu-
tion. However, guard g δ-dominates h, and vice versa. Thus, we cannot remove them
both. Instead, we extend the notion of δ-domination to sets of guards: a set of guards
G δ-dominates a set of guards H if for every guard in H there is a guard in G that
δ-dominates it. We now wish to find a minimum size set of guards that δ-dominate P .
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Fig. 10. The percentage of potential guards in P
for which there is an other potential guard that
δ-dominates it

It turns out that computing such a min-
imum size set is NP-hard as well [13].
However, we can easily find a maximal
set D with a simple greedy algorithm.
Unfortunately, we cannot provide a good
lower bound on the fraction of the terrain
that is visible from D, so instead we eval-
uate δ-domination experimentally.

Experimental Evaluation

In Fig. 10 we can see the percentage
of the guards for which there is another
guard that δ-dominates it (for h = 15
meters). This figure shows that on the
fine terrains and δ ≥ 0.05 for practically
every vertex there is another vertex that
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Fig. 11. The fraction of T that it still coverable with a minimal set D of δ-dominating guards

δ-dominates it. For the coarse terrains we need slightly higher values of δ. This is to be
expected, since the vertices, and thus the locations for the potential guards, are spread
further apart than in the coarse terrains. Even so, we note that for δ = 0.05 already 90%
of the potential guards are δ-dominated by another guard.

As noted before, we can no longer remove all guards that are δ-dominated, so instead
consider a minimal size set D of δ-dominating guards. Fig. 11 shows the percentage of
the terrain that is still coverable by D (again for h = 15 meters). For values of δ up
to 0.2—so 20% of the viewshed of a guard h may not be visible from a guard g that
δ-dominates it—a minimal set D of δ-dominating guards can still see more than 99%
of the terrain.

5 The Greedy Approach with δ-Domination

We can now use the δ-domination to limit the number of potential guards we have
to consider when computing an ε-cover. As a preprocessing step we determine which
guards are δ-dominated, so we can discard some of the potential guards. We then use the
greedy algorithm from Section 3 to compute an ε-cover on the remaining guards. More
specifically, consider the following algorithm DOMINATINGGUARD, that computes an
ε-cover using the δ-domination, if possible. When the fraction of the terrain δ̂ that is
no longer visible from D is larger than ε we (obviously) cannot obtain an ε-cover any
more.

Algorithm. DOMINATINGGUARD(T , ε, δ,P)
1. Compute the viewsheds for all guards in P .
2. Compute a minimal set of guards D that δ-dominates P .
3. Let δ̂ = �V(D)� / �V(P)� be the fraction of V(P) covered by D.
4. Let γ = (ε− δ)/(1− δ̂) and let T̂ = V(D).
5. return GREEDYGUARD(T̂ , γ,D)
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We note, however, that the terrain can be preprocessed by removing δ-dominated
vertices, irrespective of the algorithm used to then place the guards. Since the data size
can be reduced drastically, it may also be feasible to use more computation-intensive
solutions than the simple greedy heuristic presented in this study.

Experimental Evaluation

We choose ε = 0.05 and h = 15m and run DOMINATINGGUARD for various values of
δ. Fig. 12 shows the number of guards in the set D, as a function of δ. The number of
potential guards to be given to the greedy algorithm rapidly decreases when δ increases.
On the fine grained terrains and for δ ≥ 0.04 we can discard well over 90% of all
potential guard locations due to the δ-domination. For the coarse terrains this number
is roughly 80%.

We observed that the number of guards selected is independent of δ: for all values the
algorithm returns the same number of guards. Hence, removing δ-dominated potential
guards does not seem to affect the final solution.

6 Concluding Remarks

We investigated practical approaches to compute an ε-cover of a polyhedral terrain T ;
that is, a set of guards that together can see at least a fraction 1 − ε of the terrain.
We showed that, for any ε of interest, no constant-approximation algorithm exists to
compute an ε-cover. In addition, we provided a theoretical analysis of a straightfor-
ward greedy algorithm to compute an ε-cover. This analysis shows that we need at
most O(k/ε) guards, where k is the minimum number of guards required to completely
cover the terrain. Through experiments we show the algorithm gives a reasonable num-
ber of guards in practice. Furthermore, we introduced the notions of dominated and
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the selected minimal set of dominating guards no longer cover at least 1 − ε of the terrain the
algorithm does not yield a solution.
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δ-dominated guards. Our experiments show that these can greatly reduce the number of
potential guard locations we have to consider.

In our experiments we use viewsheds that only consider the vertices of the terrain.
It would be very interesting to see if we obtain equally good numbers for viewsheds
that also incorporate the (interior of) the faces of the terrain. A different direction of
future work entails a theoretical investigation of the concept of δ-domination. For our
current definition, we cannot state any theoretical guarantees, though it performs well
in practice.
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Oriented Regions for Linearly Conceptualized Features 

Joshua A. Lewis and Max J. Egenhofer 

School of Computing and Information Science, University of Maine, USA 

Abstract. The typical phenomena in geographic space are 2-dimensional or 3-
dimensional in nature, yet people often conceptualize some of them as 1-
dimensional entities embedded in a 2-dimensional space—rivers have widths 
and depths, and extent across the surface of the Earth, but for some tasks they 
are thought of as linear objects; likewise, roads as travel paths have widths as 
they wind through the landscape, but in some scenarios the extent is ignored 
and only connectivity between points along the path is considered. A critical 
property that makes these features special is the orientation that is attached 
(e.g., through the flow of the water or the traffic directions imposed by an 
authority). Contemporary spatial models capture such features either 1-
dimensionally as networks of lines or directed lines, or 2-dimensionally simply 
as regions, each abstracting away one key property—in the case of the network 
the features’ extents and connections to neighboring areas, and in the case of 
regions their orientations. This paper introduces oriented regions as a model 
that preserves the key properties from both abstractions. Key properties of this 
approach are the sequences in which the boundaries of oriented regions interact, 
and the placement of objects with respect to the topological hull of a set of 
oriented regions. This model, dubbed hull+i, is based on topological hulls and 
the i-notation, a systematic method to capture boundary interactions between 
oriented regions, and provides a means for representing entire spatial scenes 
with an arbitrary number of objects, separations, and instances where ensembles 
of objects surround other objects. 

1 Introduction 

Abstractions of spatial phenomena to geometric representations have been at the core 
of qualitative spatial reasoning. While regions as models for extended objects in a 2-
dimensional embedding space are ubiquitous in spatial reasoning [6], spatial-relation 
reasoning about linear representations are found less frequently. Yet the geographic 
domain offers enough examples of spatial phenomena that favor, for specific tasks, a 
graph-like representation with edges and nodes at their intersections.  

Fig. 1 shows a street scene from Washington, DC with Streets and Avenues, with 
multiple lanes, their driving directions, and such entities as buildings and parks, which 
are related to the roads. It provides topological information about connectivity, 
neighborhood, and inclusion. For instance, parks are on either side of Pennsylvania 
Ave; the World Bank is surrounded by Pennsylvania Ave, G St., 18th St, and 19th St, 
but the same network does not surround the IMF; and driving from Pennsylvania Ave 
to the intersection of G St and 18th St (within the selected area) is only possible via 
19th St and G St. 
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3.2 Oriented Regions 

Regions with an orientation are plentiful in geographic space (Fig. 4). Each day 
people drive about roadways on a specific side, rotate a screw one way to loosen it, 
and another to tighten, and race about a track (hopefully) in an established direction. 
This quality is not restricted to human-made features, however. Wind flows about a 
wing in a specific fashion, water can swirl in a persistent whirlpool in the middle of a 
river, and planetary bodies spin about their axes. 

 
  (a) (b) 

Fig. 4. Regions with orientations: (a) skaters in a rink usually adopt a counter-clockwise 
rotation and (b) the interaction of gears or directed fields rotating toward a central point 

Orientation is a fundamental property in algebraic topology [1], which has been 
applied in topological data models, based on the ordering of vertices of a simplex and 
a simplicial complex [11]. For a particular dimension n>0, an ordered n-simplex  
may be represented by its vertices  (Eqn. 1). 

 , … , >  (1) 

The orientation fixes the vertices to lie in a specific sequence, defining an order for 
the associated ordered simplex. The orientations of a 1-simplex can be interpreted as 
the direction from vertex  to vertex , and reverse from vertex  to vertex . 
The orientations of a 2-simplex can be interpreted as clockwise and anticlockwise 
(also referred to as counterclockwise) ordering of its three vertices, either , ,  or 
reverse , , . For a 2-simplex the start vertex does not matter, that is, , ,  is 
the same as , ,  as well as , , . 

We distinguish five types of oriented regions: 

• A clockwise-oriented region is homeomorphic to a 2-simplex with a clockwise 
orientation. 

• An anticlockwise-oriented region is homeomorphic to a 2-simplex with a counter-
clockwise orientation. 

• A monodirectional region, which has either clockwise or counterclockwise 
orientation, but not both. 

• A bidirectionally oriented region is an oriented region with both a clockwise and 
an anticlockwise orientation. 

• For an orientation-free region the orientation is immaterial.  
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4.4 Orientation into i-Notation 

In order to account for an oriented region’s orientation, the i-notation captures it for 
each object explicitly. Such recording gives rise to such scenarios as modeling road 
networks with different driving directions, as in the U.S. and the U.K., one-way roads, 
and regions of roads that allow motorists to freely merge between multiple lanes. In 
the U.S. and most continental regions drivers travel along the right side of the road, 
giving it an anticlockwise orientation. Depending on locale it makes sense to alter the 
order in which strings are recorded, so that the ordering of intersections more easily 
maps onto the experience of a driver, for instance. To this end an appropriately 
directed arrow is added to the boundary component,  signifying a clockwise 
orientation and  signifying a counterclockwise orientation. 

In order to accommodate orientation, the i-notation is expanded with a fourth 
argument (Eqn. 3). 

 : , ,  (3) 

The symbol O represents the orientation of the object. Five values signify different 
orientations (Fig. 9), and each object possesses a single orientation. 

 

orientation value 

no orientation N 
clockwise C 

anticlockwise A 
monodirectional M 

bidirectional B 

Fig. 9. The five i-notation values for orientation between intersections 

Semantically, roadways usually have a start and an end, which is well captured 
with a directed line segment. When representing lines as regions, this explicit 
representation of start and endpoints needs to be preserved, in order to distinguish 
between one side of a road and its opposite side. The period (.) string punctuation 
allows the sequence to be divided into multiple components. When recording  
the intersection string for a monodirectional object care should be taken to start at the 
beginning of the segment on the dominant side of the road, that is, starting with the 
right side in the U.S., or the left side in the U.K. and similar areas.  

Both edges of such a region, which is used to model a one-way street, travel in the 
same direction. Since a normal driver (in the U.S. example) will always transit along 
their subjective right side, regardless of road direction, such a careful recording of i-
notation strings allows for not just differences between one side and the opposite to 
be explored, but can be used to distinguish between the driver’s left and right.  
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4.5 Traversability into i-Notation 

The final addition to the i-notation is the incorporation of traversability in order to 
identify valid connections within a network of objects. To consider this, imagine two 
roadway components: a 4-way intersection and an over/underpass. From the 
standpoint of a driver, it is sound to travel from one road to another in the four-way 
intersection, by making a left or a right turn. However, such a transition is not 
desirable when traveling on an overpass.  

Since the objects are embedded in the plane, distinctions such as these, which 
typically result from components existing at different elevations, are generally not 
expressible through the usual planar topological relations. Thus far with i-notation 
such overpasses and actual intersections would both look the same. The lack of 
connectivity between the two roads in an overpass, however, needs to be represented 
explicitly to signify valid transitions within a network. Thus, the final component to 
be built in to the model of oriented regions is traversability (Eqn. 5). 

 : , , ,  (5) 

Here R is the set of objects that can be reached from a given intersection. The value 
of R is relative to the object currently being traversed—this is not necessarily 
symmetric across all objects involved within that intersection. Once the extent of an 
object has been accounted for, internal components of the object, such as additional 
lanes in a road, can be expressed with additional regions, depending on what is 
desirable to model. The objective is not necessarily to convert all linear features to 
regions, but to preserve the qualities of the real-world objects, such as extent, while 
providing a rich descriptive framework that includes features, such as connectivity. 
To this end, there are two further distinctions that can be made when representing 
lines as regions: (1) explicit line segments and (2) implicit connections. Explicit line 
segments are the divisions within a roadway, such as additional lanes. Additionally, 
explicit line segments complement the visual representation of the scene at the highest 
levels of detail, but all of them would not necessarily be represented at more distant 
scales. Implicit connections are those connections that are added exclusively to 
represent some aspect of the internal connectivity within an object, such as an area 
spanning multiple lanes of a highway where cars can merge left or right. These 
connections might not ever appear in a visual representation of a scene. By 
representing these connections as regions with a bidirectional orientation, areas where 
motorists can safely switch lanes can be modeled. 

When approaching a T-intersection (Fig. 10a), a driver has multiple choices, some 
illegal (Fig. 10b), others legal (Fig 10c). While the i-notation for the two scenarios 
would be nearly identical, the key difference between the two paths is a single 
character within one string in A’s boundary:  1, , , . If the final symbol, B, was 
expanded to {A,B}, a driver would have the ability to make a U-turn (Fig. 10b). The 
legality of a route is subject to local convention. 
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6 Conclusions and Future Work 

To conclude, hull+i allows the representation of spatial scenes through a description 
of the boundary intersections between sets of objects. This approach preserves the 
ordering and qualitative length of these intersections, allowing a finer level of detail 
to be captured. Hull+i provides a means for representing spatial scenes with an 
arbitrary number of objects, through the topological hull operator, in order to capture 
holes within objects, separations, and instances where ensembles of objects surround 
other objects. 

Future work aims to normalize i-notation, so that a single intersection is recorded 
only one time, instead of once per object involved in a given intersection. A 
normalized i-notation also will provide the framework for automatic scene 
generation—allowing a computer to recreate a scene based on a hull+i description. 

The development of hull+i will also include an exploration of i-notation strings for 
scenes with two and three objects, conceptual neighborhood graphs for those 
relations, and an exploration of the rich composition that is possible with i-notation. 

Furthermore, hull+i can be expanded to handle instances where scenes change over 
time. Scenarios include the closure and opening of lanes during different times of the 
day, flow changes due to construction, and other dynamic elements that could be 
explored in an implementation of hull+i. 
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Abstract. In this paper we introduce a new logical calculus of the Region Con-
nection Calculus (RCC) family, RCC*-9. Based on nine topological relations, 
RCC*-9 is an extension of RCC-8 and models topological relations between 
multi-type geometric features: therefore, it is a calculus that goes beyond the 
modeling of regions as in RCC-8, being able to deal with lower dimensional 
features embedded in a given space, such as linear features embedded in the 
plane. Secondly, the paper presents a modified version of the Calculus-Based 
Method (CBM), a calculus for representing topological relations between spa-
tial features. This modified version, called CBM*, is useful for defining a rea-
soning system, which was difficult to define for the original CBM. The two new 
calculi RCC*-9 and CBM* are introduced together because we can show that, 
even if with different formalisms, they can model the same topological configu-
rations between spatial features and the same reasoning strategies can be  
applied to them.    

1 Introduction 

The modeling of topological relations in Geographical Information Systems (GISs) 
and spatial databases has been a central topic of research since the early 90s. Three 
models have played a very important role, both in terms of theoretical developments 
and practical applications: the 9-intersection model (9IM) [14], RCC-8 [11], and 
CBM [5]. Regarding their modeling capabilities, RCC-8 is able to represent topologi-
cal relations between regions, while 9IM and CBM are able to represent topological 
relations between spatial features of any dimensionality. With respect to reasoning 
capabilities, composition tables were defined for RCC-8 and 9IM [12] (for regions 
only), while composition tables for the CBM were never developed. Having composi-
tion tables for all kinds of spatial data types is essential for several tasks, e.g., for 
spatial query optimization [1]: applying the constraints of the tables, it is possible to 
discover contradictions in the query expression before the real processing of the query 
actually starts.  

The RCC family of calculi [8] uses a logical approach for the representation of  
qualitative topological relations. The calculi were developed with regions as the pri-
mitive spatial entity and the connection relation as the primitive topologic relation 
between regions, from which other relations can be defined. RCC-8, the most repre-
sentative calculus of the family, can model eight topological relations between re-
gions of the plane: there is a one-to-one correspondence with the eight topological 
relations that are definable with the 9IM between 2D simple regions. As remarked in 
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[18], there exist few attempts to express topological relations between features of 
lower dimensions than the embedding space, such as lines in R2, due to the difficulties 
of dealing with different types. In [19], Galton introduced an axiomatic system for 
multidimensional mereotopology, using primitives for ‘part’ (P) and ‘boundary’ (B).  
Gott’s “INCH” calculus dealt with closed sets of points of uniform dimensionality 
[21] using a single primitive binary relation INCH (“includes a chunk of”). See fur-
ther analysis in [9].  

CBM [5] is a model for expressing topological relations between regions, lines, 
and points. It was especially defined for expanding the querying capabilities of data-
base query languages towards spatial data. The operators of CBM have been adopted 
by the Open GeoSpatial Consortium (OGC) [23] and implemented in all spatial data-
base systems. CBM relations can find an equivalent expression in terms of Egenhofer 
matrix-based methods [15] and vice versa. In particular, as it was shown in [3], CBM 
is more expressive than 9IM and equivalent to the Dimensionally-Extended 9-
Intersection Model (DE+9IM) [3]. Despite its success in spatial databases and in the 
standardization process, CBM had little impact in the Qualitative Spatial Reasoning 
(QSR) community, due to the absence of a strong logical formulation and in particular 
its lack of composition tables. As pointed out in [16, 22], CBM is difficult to compare 
to logical calculi such as the RCC and no reasoning rules have been defined for it. 
The definitions of CBM were dependent on the dimension of the features participat-
ing in the relation. For example, a cross between a line and a region had a different 
definition from a cross between two lines. This meant it was not possible to find a 
single composition table for the calculus: at best, it would have been possible to find 
composition tables for each group of relations, that is, for region/region relations, for 
line/region relations, and so on, as proposed in [22]. 

In this paper, we aim at establishing a bridge between RCC and CBM, by defining 
an extension of RCC-8 that is capable of modeling topological relations between  
spatial features of any dimensionality and an extension of CBM that is capable of 
reasoning. To achieve this goal, a new calculus of the RCC family is defined, called 
RCC*-9, able to deal with features of various dimensions, not just regions1. A modifi-
cation of CBM, called CBM*, is introduced that maps straightforwardly onto calculi 
of the RCC family and allows a composition table for reasoning to be found. Finally, 
it is shown that the two new calculi, RCC*-9 and CBM*, are able to model the same 
topological configurations, even though  they are defined in different ways, and they 
are compared with 9IM.    

In Section 2, we recapitulate the definition of the geometric data model on  
which we base our work. In Section 3, we briefly recall the definitions of CBM.  
In Section 4, we introduce CBM* and discuss the changes between CBM and CBM*. 
In Section 5, we introduce the logical calculus RCC*-9. In Section 6, we define the 
spatial reasoning system of both RCC*-9 and CBM*. In Section 7, we discuss how to 
express CBM* relations and RCC*-9 relations in terms of 9IM. In Section 7, we 
make some concluding remarks.  

                                                           
1  The reason for the asterisk in the name is that it is not just a change in the number of rela-

tions. There is also a substantial change in the spatial primitives the new calculus is able to 
deal with. Further, we will also need in the paper to introduce a coarser calculus which we 
called RCC*-7, since an RCC-7 already exists [20]. 



 RCC*-9 and CBM* 351 

 

2 Definition of Geometric Features   

In this paper, we will adopt the same terminology of the OGC where various  
point-sets of the plane R2 are called features, distinguishing between simple features 
and complex features [23]. The OGC simple feature model definitions were in turn 
taken from [4]. In the following, we briefly recall those definitions. First of all, fea-
tures are classified with respect to their dimension: regions of dimension 2, lines of 
dimension 1, and points of dimension 0.   

 

Let x be a two-dimensional point-set. 
Def. 1. The interior x° of x is defined as the union of all open sets contained in x. 
Def. 2. The closure x of x is defined as the intersection of all closed sets containing x. 
Def. 3. The boundary ∂x of x is defined as the set difference between its closure 
and its interior, i.e.,  x  °.  
Def. 4. The exterior x  of x is defined as the set difference R2 \ x.  
Def. 5. x is regular closed if x=x°.  
Def. 6. A simple region is a regular closed (non-empty) two-dimensional point-set 
x with a connected interior and connected exterior. 
 

Def. 6 implies that a simple region is homeomorphic to the closed unit disk. A 
simple region does not have holes and is connected. If we remove the constraint of 
connected exterior from the definition, we obtain regions with holes [13]. In OGC 
simple feature specifications, regions with holes are implemented with the Polygon 
spatial data type. If we remove the constraint of connected interior, we obtain com-
plex regions, that is, regions with holes and separations. Complex regions are imple-
mented in OGC feature model with the MultiPolygon spatial data type.  

 

Def. 7. A simple line is a closed (non-empty) one-dimensional point-set x defined 
as the image of a continuous mapping f:[0,1] → R2, such that ∀ , ∈[0,1], ≠ , 
f( )≠f( ). 
 

In other words, a simple line is the mapping of the unit interval in the plane with no 
self-intersections. A simple line can be described as the trace of a pencil on a sheet of 
paper without detaching the pencil and by not passing twice on the same position. The 
initial and final point of the simple line, defined as f(0) and f(1), are called the end-
points of the line.    

Topologically, a simple line embedded in R2, being a one-dimensional set, has an 
empty interior. As common practice in GIS [15] and in OGC standards as well, the 
boundary ∂x of a line x is considered to be the set of its endpoints and the interior of 
the line the difference, x°=x \ ∂x. In this paper, we will adopt these definitions of 
boundary and interior of a line feature. In OGC feature model, simple lines are im-
plemented with the Polyline spatial data type.  

From Def. 7, if we remove the constraint of no self-intersections, we obtain lines 
with self-intersections. A particular case of a line with self-intersections is the closed 
ring, where f(0)=f(1). If a one-dimensional point set can be obtained as the union of 
several mappings from the unit interval to the plane, then we obtain the concept of a 
complex line. A complex line can be made of several disjoint components. A complex 
line in OGC feature model is implemented with the MultiPolyline spatial data type.  
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A simple point is a zero-dimensional element of the embedding space. A complex 
point is the union of a finite number of simple points. Following the OGC convention, 
we assume that point features have an empty boundary. Simple and complex point 
features are implemented in OGC standards with the Point and Multipoint spatial data 
types, respectively.  

3 CBM 

One of the basic ideas behind CBM [5] was to provide an easy spatial extension of the 
tuple relational calculus [7] to express queries such as: 
 

{x| ∃y [River(x) ∧ Region(y) ∧ cross(x,y) ∧ y= ‘Abruzzo’]} 
 
The above CBM expression corresponds to the query “Retrieve all the rivers that 

cross the Abruzzo region.” The topological relations of CBM can be applied not only 
to simple variables but to the boundaries of geometric features. Boundaries are ex-
tracted by the three operators b (boundary – the closed line representing the boundary 
of a simple region), f (from – the first endpoint of a line), t (to – the second endpoint 
of a line) 2. For example, the following queries can be expressed in CBM: 

 

 {x| ∃y∃z [River(x) ∧ Mountain(y) ∧ Sea(z) ∧ in(f(x),y) ∧ y= ‘Apennines’ ∧ 
touch(t(x),z) ∧ z= ‘Adriatic’]} 
{x| ∃y [Road(x) ∧ Region(y) ∧ cross(x,y) ∧ overlap(x,b(y)) ∧ y= ‘Abruzzo’]}  

The above expressions correspond to “Retrieve all the rivers that rise in the Apen-
nines mountains and flow into the Adriatic sea” and “Retrieve all the roads that cross 
the Abruzzo region and have a part of the road along the region’s boundary.”  

The five topological relations of CBM are named disjoint, touch, in, cross, overlap. 
The definition of these relations are (the ‘dim’ operator evaluates to 0, 1, 2 depending 
whether the argument is a 0-, 1-, or 2-dimensional point set): 

 

Def. 8. disjoint(x,y) =def  x∩y=∅ 
Def. 9. touch(x,y) =def  x°∩y°=∅  ∧  x∩y≠∅ 
Def. 10. in(x,y) =def  x∩y=x  ∧  x°∩y°≠∅ 
Def. 11. cross(x,y) =def  dim(x°∩y°) < max(dim(x°),dim(y°))  ∧  x∩y≠x  ∧  x∩y≠y 
Def. 12. overlap(x,y) =def  dim(x°∩y°) = dim(x°) = dim(y°)  ∧  x∩y≠x  ∧  x∩y≠y 
 

The relations can be applied to all geometric types, either simple or complex [4]. 
They were implemented by the OGC feature model as a set of functions with names 
Disjoint, Touches, Within, Crosses, Overlaps. Additionally, the con-
verse function of Within was called Contains and the function Equals was defined 

                                                           
2  These boundary extraction operators were specifically defined to extract the first and last 

endpoint of a directed line. More generally, when the direction is not known or there are 
more than two endpoints (such as in the case of complex lines) or no endpoints (such as in 
the case of closed rings), a generic boundary operator b is used that extracts the boundary of 
the feature. 
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as Within and Contains at the same time [23]. An expression of the relational tuple 
calculus extended with the five topological relations and the three boundary operators 
can be expressed by the Egenhofer matrix-based methods. Conversely, any instance 
of the DE+9IM can be expressed by an expression of CBM [3].  

4 CBM* 

In this section, we introduce a modification of CBM, called CBM*, for which it is 
easier to find an equivalence in terms of calculi of the RCC family and to find a com-
position table for reasoning. The basic relations of CBM* have a slightly different 
meaning from the corresponding relations of CBM. We assume the following defini-
tions (we adopt the same names followed by a *) accompanied by a qualitative expla-
nation of the meaning: 

 

Def. 13. disjoint*(x,y), the two features are disjoint: 
disjoint*(x,y)  =def  x∩y=∅ 

Def. 14. touch*(x,y),  the two features intersect, but their interiors are disjoint (and 
it excludes containment): 

touch*(x,y)  =def  x°∩y°=∅  ∧  x∩y≠∅  ∧  x∩y≠x  ∧  x∩y≠y   
Def. 15. in*(x,y), feature x is part of feature y (it excludes equality): 

in*(x,y)  =def  x∩y=x  ∧ x≠y 
in*−1(x,y) =def  x∩y=y  ∧ x≠y 
equal*(x,y) =def  x=y 

Def. 16. cross*(x,y), the interiors of the two features intersect, but at least one fea-
ture’s boundary does not intersect the other feature: 

cross*(x,y)  =def   x°∩y°≠∅  ∧  (∂x∩y=∅  ∨  x∩∂y=∅) 
Def. 17.  overlap*(x,y):  the interiors of the two features intersect and also each 
feature’s boundary intersects the other feature (and it excludes containment).   

overlap*(x,y) =def  x°∩y°≠∅  ∧  ∂x∩y≠∅  ∧  x∩∂y≠∅  ∧  x∩y≠y   ∧ x∩y≠x   
 

The proof that the relations of CBM* make a jointly exhaustive and pairwise dis-
joint (JEPD) set is readily obtained from the decision tree (see Fig. 1). Let us com-
ment in more detail upon the differences between CBM and CBM* definitions. The 
disjoint and disjoint* relations are the same. The touch* relation is more restrictive 
than the touch relation, since cases where one feature is entirely contained inside the 
boundary of another one are excluded and are instead classified as in* (see Fig. 2). 
The in* relation takes over the cases ruled out by touch* and excludes the case of 
equality between the two features: therefore, an explicit equal* relation is needed in 
CBM*. The cross* and overlap* relations take into account the remaining cases with 
a different criterion for partitioning the cases with respect to the original cross and 
overlap relations. In Fig. 2, we can see the differences with some representative con-
figurations. The overlap relation between a region and a line was not possible in 
CBM, while the relation overlap* between a region and a line corresponds to a real 
case.   
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Fig. 1. Decision tree for the relations of CBM* 

 

Fig. 2. Some differences between CBM and CBM* relations 

5 Definition of RCC*-9 

In Cohn and his coauthors’ work, the spatial primitive entities of the calculus are  
regions [8, 11]. The primitive spatial entities of the proposed calculus RCC*-9 are 
instead generic spatial features, without forcing an interpretation in terms of regions, 
lines, or points. As discussed in Section 2, in topology a feature of co-dimension  
bigger than zero (such as a line or a point in R2) does not have an interior. One conse-
quence is that a line in R2 cannot have a non-tangential proper part (see also Galton’s 
work [18]). The RCC definitions work when the universe of discourse contains  
regions of dimension Rn, for any n>0. But the definitions do not work for points or for 
universes of discourse containing regions of mixed dimensionality3. 
                                                           
3 Different mereotopologies (such as RCC) take a different semantic stance as to what kinds of 

spatial entities are allowed. See Cohn and Varzi [10] for an extended discussion and analysis 
on this issues and a comparison of the different approaches, as well as axiomatisations of me-
rotopologies allowing boundaries (though the cross relation considered in this paper is not 
defined there). 
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The boundary of an interval is made up of its two endpoints. A non-tangential 
proper part of an interval is another interval that is inside the first one and that does 
not connect with the endpoints of the first one. Adopting the “usual” GIS definitions 
[4, 15], non-tangential proper parts of lines embedded in R2 can be defined as a map-
ping from one-dimensional intervals to the plane. In this way, we can find RCC*-9 
definitions of topological relations that apply to all kinds of spatial features.  

Analogously to RCC-8, we consider a primitive connected relation between two 
features C(x,y). There are several models for RCC in the literature; here, for consis-
tency with CBM*, we take our universe of discourse to be closed regions (possibly 
disconnected), closed lines (also possibly disconnected), and sets of isolated points. 
C(x,y) is interpreted as being true when x  and y have at least one point in common. 
The connected relation enjoys two axioms: 

 

C(x,x), 
C(x,y)→C(y,x).  
 

From the primitive connected relation, other relations are consequently defined. 
These are as in RCC8 except as noted. The disconnected relation is defined as: 

 

Def. 18. DC(x,y) =def   ¬C(x,y) 
 

The part relation between x and y is defined by saying that the feature x cannot be 
connected to features disconnected from y: 

 

Def. 19. P(x,y) =def  ∀z [C(z,x)→C(z,y)] 
 

The proper part relation excludes the case of equality between the two features: 
 

Def. 20. PP(x,y) =def  P(x,y) ∧ ¬P(y,x) 
 

The equal relation is defined as: 
 

Def. 21. EQ(x,y) =def  P(x,y) ∧ P(y,x) 
 

In the original RCC, the overlap relation was defined as: O(x,y) = ∃z [P(z,x) ∧ 
P(z,y)]. Such a definition sufficed to refine the connected relation and make a distinc-
tion between the overlap and the externally connected relation. In RCC*-9, when we 
remove the limitation that features are regions only, the fact that there is a common 
part belonging to the two features x and y would not suffice to identify a new relation. 
In essence, the O(x,y) relation would coincide with the C(x,y) relation, since the 
common part could be a line or a point. Therefore, we need to find another definition 
for the overlap relation. The externally connected relation in RCC-8 was defined as 
EC(x,y) = C(x,y) ∧ ¬O(x,y). This means that the EC relation cannot be defined simp-
ly by negating O. Further, in RCC-8, the non-tangential proper part relation needed 
the EC relation for its definition, which was NTPP(x,y) = PP(x,y) ∧ ¬∃z[EC(z,x) ∧ 
EC(z,y)].  

To overcome the above issues, we need to introduce a new topological primitive 
and we choose the boundary relation B(x,y), expressing the fact that feature x is the 
boundary of feature y. The type of x must be of different type to that of y. For a line y, 
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x is the set of its endpoints4. If y is a simple region, then x is the closed line 
representing y’s boundary; if y is a complex region (holed or multipiece), then x is a 
set of lines. This effectively also introduces several kinds of spatial entities, so that 
our intended universe of discourse now consists of regions (2D entities), 1D  lines 
(such as boundaries of regions), and sets of isolated points (boundaries of lines). The 
boundary relation obeys the following axiom: 

 

B(x,y)→PP(x,y).  
 

Hence, we give a new definition of the non-tangential proper part relation: 
 

Def. 22.  NTPP(x,y) =def PP(x,y) ∧ ∀  [B( , y) → DC(x, )] 
 

The definition is illustrated in Fig. 3. The feature x is a proper part of y and does 
not touch the boundary of y. Such a definition of NTPP, though it is different, has 
exactly the same semantics as the original RCC definition in the case of regions.  

 

 

Fig. 3. Illustrations of the NTPP definition of RCC*-9. (Note that in the middle illustration, x 
actually is part of y, but it is drawn alongside it for clarity of illustration; we use the same con-
vention in later figures as well). 

 

Fig. 4. Illustration of the O relation 

The new definition for the tangential proper part relation is: 
 

Def. 23. TPP(x,y) =def  PP(x,y) ∧ ¬ NTPP(x,y) 
 

We can now give a new definition of the overlap relation, which is more restrictive 
than the corresponding definition of RCC-8: 

 

Def. 24.  O(x,y) =def  ∃z[NTPP(z,x) ∧ NTPP(z,y)] ∧ ∃t[TPP(t,x) ∧ TPP(t,y)]   
 

The above definition of overlap expresses the fact that there is a common non-
tangential proper part belonging to the two features and a common tangential proper 

                                                           
4 Since B is a relation rather than a functor in RCC*-9, if y is a closed ring and its boundary is 

empty, it means that there is no value x for which B(x,y) is true. Similarly B(x,y) is never true 
when y is a point. 
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part as well. The second part of the rule would not be necessary for regions, but it is 
necessary for lines (see Fig. 4), otherwise also cases of cross (see later on) would be 
regarded as overlap.  

As in RCC-8, as a refinement of O(x,y), the partially overlap relation corresponds 
to excluding the inclusion of one feature into the other one:  

 

Def. 25. PO(x,y) =def  O(x,y) ∧ ¬P(x,y) ∧ ¬P(y,x) 
 

Considering the new domain of spatial features instead of only regions, there are 
two other kinds of connection that are not included in the overlap definition, namely, 
the externally connected and the cross relations. We use the following definition for 
the externally connected relation (which differs from the RCC8 one): 

 

Def. 26.  EC(x,y) =def  C(x,y) ∧ ¬O(x,y) ∧ ∀z [[P(z,x) ∧ P(z,y)] → 
[TPP(z,x)∨TPP(z,y)]]  

 

Fig. 5 depicts the EC definition in case of two regions, a region and a line, and two 
lines. The whole common part z needs to be a tangential proper part of x or y (this is 
ensured through the universal quantifier ∀z). In the case of a line x and a region y in 
Fig. 5, the common part z is a tangential proper part of y. Also in the case of the two 
lines, the common part z is a tangential proper part of y. The EC relation maintains 
the same semantics as RCC-8 for (2D) regions.  

 

 

Fig. 5. Illustrations of the EC relation 

Finally, we add the definition of cross, which corresponds to the remaining kind of 
connection and is not included in the previous ones (see Fig. 6)5: 

 

Def. 27. CR(x,y) =def  C(x,y) ∧ ¬O(x,y) ∧ ¬EC(x,y) 
 

 

 

Fig. 6. Cases of the CR relation 

 
                                                           

5 Note that the cross relation is between a region and a line or a pair of lines; one could also 
imagine a scenario where two regions “cross” each other (so that they form a kind of “fat 
cross”; this is not an instance of the cross relation, but just of the PO relation – but see Galton 
[17] for definitions of relations specialising PO in this way.  
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The inverse relations of the asymmetric part relation and its specializations are de-
fined as:   

 

Def. 28. Pi(x,y) =def  P(y,x) 
Def. 29. PPi(x,y) =def  PP(y,x) 
Def. 30.  NTPPi(x,y) =def  NTPP(y,x) 
Def. 31. TPPi(x,y) =def  TPP(y,x) 
 

For completeness with respect to the original RCC family of calculi, a DR relation 
(discrete) is defined as: 

 

Def. 32. DR(x,y) =def  EC(x,y) ∨ DC(x,y) 
 

The 9 relations DC, EC, PO, TPP, NTPP, TPPi, NTPPi, EQ, and CR form a 
provably JEPD set of relations and are the base relations of RCC*-9. A hierarchical 
implication structure of all the relations defined above is given in Figure 7. To show 
that Figure 7 correctly reflects the implication hierarchy of the relations is mostly 
straightforward from the definitions. The only cases which are not trivial are the sub-
sumption of O by C, and of P and Pi by O. We also define the JEPD set DC, EC, 
PO, PP, PPi, EQ, and CR, which we name RCC*-7 and, as we shall see below, 
corresponds to CBM*.    

It is important to stress the fact that the changes we have made to some definitions 
of RCC-8 to obtain RCC*-9 are alternative definitions of RCC-8 relations to accom-
modate multi-type features. There is no change of meaning for these relations if we 
apply them to (2D) regions. RCC*-9 introduces the new CR relation, which can only 
hold when one of the entities is a 1D entity. 

  

 

Fig. 7. The subsumption hierarchy of RCC*-9 relations. The lines indicate semantic inclusion – 
i.e., whenever two relations are linked, the lower one implies the upper one. 
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6 Spatial Reasoning  

We introduced in Section 4 a modified CBM, called CBM*, and in Section 5 an ex-
tension of RCC-8, called RCC*-9. The latter is logically defined  in FOPC in terms of 
a single primitive relation C(x,y) whereas the former’s relations are all taken as primi-
tive and each have their own semantic definitions. It is provable that the two systems 
can express the same topological relations, as illustrated in Table 1. We can observe a 
direct correspondence of the base relations of CBM* with the 7 relations of RCC*-7. 
In CBM*, there are no base relations expressing RCC*-9 relations NTPP and TPP, 
which can be expressed by a logical formula involving boundaries of features.  

Table 1. Correspondence between CBM* and RCC*-9 

RCC*-9 CBM* 
DC(x,y) disjoint*(x,y) 
EC(x,y) touch*(x,y) 
PP(x,y) in*(x,y) 
CR(x,y) cross*(x,y) 
PO(x,y) overlap*(x,y) 
PPi(x,y) in*−1(x,y) 
EQ(x,y) equal*(x,y) 
NTPP(x,y) in*(x,y) ∧ disjoint*(x,b(y)) 
TPP(x,y) in*(x,y) ∧ ¬disjoint*(x,b(y)) 
NTPPi(x,y) in*−1(x,y) ∧ disjoint*(b(x),y) 
TPPi(x,y) in*−1(x,y) ∧ ¬disjoint*(b(x),y) 
C(x,y) ¬disjoint*(x,y) 
P(x,y) in*(x,y) ∨ equal*(x,y) 
Pi(x,y) in*−1(x,y) ∨ equal*(x,y) 
O(x,y) overlap*(x,y) ∨ in*(x,y) ∨ 

in*−1(x,y) ∨ equal*(x,y) 
DR(x,y) disjoint*(x,y) ∨ touch*(x,y) 

 

 
Fig. 8. Some new cases of composition involving the CR relation 

Given the correspondence between the CBM* and RCC*-9, we proceed to find the 
composition tables for these calculi. The composition tables contain the basic rules to per-
form qualitative spatial reasoning with such calculi (see, for example, [9]). Given the rela-
tion r1(x,y) and the relation r2(y,z), the composition is the relation r3(x,z). The composition 
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table gives all the possible results of composition for each combination of relations. Such 
results are expressed as disjunctions of the basic relations. For RCC*-9, the results of com-
positions are those reported in Table 2. Such a table is a direct extension of the composition 
table of RCC-8 [11], that is, if we restricted Table 2 to regions, we would re-obtain the 
composition table of RCC-8: the CR relation cannot hold between two regions.  

In general, the proof of composition tables is difficult, especially when the seman-
tics of the calculus depends on higher-order constructs such as sets [24]. There are 
two aspects to proving that a composition table is correct: (1) showing that each dis-
junct in each cell is necessary; (2) showing that there are no missing disjunctions. The 
former is usually achieved by demonstrating (i.e., providing a model such as a figure) 
of each combination of r1, r2 and a disjunct from r3

6. Showing that there are no miss-
ing disjuncts, given an axiomatic theory of the calculus, can be achieved by proving a 
theorem that r1 and r2 imply r3 for each cell7. If we consider that the RCC*-9 compo-
sition table is an extension of the RCC-8 table, one way of finding a proof is ‘by dif-
ference’, that is, limiting the analysis to the new cases involving the CR relation only. 
We found in total 89 new compositions that can be instantiated in R2 involving the 
CR relation: see Fig. 8 for a sample of them. The fact that no other cases with CR are 
possible can be proved with a theorem for each entry, but by using redundancy elimi-
nation techniques as in [2], the actual number of entries that need to be proved can be 
reduced significantly. Alternatively, a proof could be developed with a semi-
automatic reasoner as proposed in [24]. Besides formal proofs, in future work we also 
plan to apply heuristics such as in [6], where composition tables can be filled up by 
running tests on random data sets made up of points, polygons, and polylines.   

Table 2. Composition table for RCC*-9 

     r2 

r1 
DC EC PO TPP NTPP TPPi NTPPi EQ CR 

DC no info DR, PO, 
PP, CR 

DR, PO, 
PP, CR 

DR, PO, 
PP, CR 

DR, PO, 
PP, CR 

DC DC DC DR, PO, 
PP, CR 

EC DR, 
PO, 
PPi, CR 

DR, PO, 
TPP, EQ, 
TPPi, CR 

DR, PO, 
PP, CR 

EC, PO, 
PP, CR 

PO, PP, 
CR 

DR DC DC DR, PO, 
PP, CR 

PO DR, 
PO, 
PPi, CR 

DR, PO, 
PPi, CR 

no info PO, PP, 
CR 

PO, PP, 
CR 

DR, PO, 
PPi, CR 

DR, PO, 
PPi, CR 

PO DR, PO, 
PP, PPi, 
CR 

TPP DC DR DR, PO, 
PP, CR 

PP NTPP DR, PO, 
TPP, EQ, 
TPPi, CR 

DR, PO, 
PPi, CR 

TPP DR, PP, 
PO, CR 

NTPP DC DC DR, PO, 
PP, CR 

NTPP NTPP DR, PO, 
PP, CR 

no info NTPP DR, PP, 
PO, CR 

TPPi DR, 
PO, 
PPi, CR 

EC, PO, 
PPi, CR 

PO, PPi, 
CR 

PO, 
TPP, 
EQ, 
TPPi 

PO, PP, 
CR 

PPi NTPPi TPPi PO, PPi, 
CR 

NTPPi DR, 
PO, 
PPi, CR 

PO, PPi, 
CR 

PO, PPi, 
CR 

PO, PPi, 
CR 

O, CR NTPPi NTPPi NTPPi PO, PPi, 
CR 

EQ DC EC PO TPP NTPP TPPi NTPPi EQ CR 

CR DR, 
PO, 
PPi, CR 

DR, PO, 
PPi, CR 

DR, PO, 
PP, PPi, 
CR 

PP, PO, 
CR 

PP, PO,
CR 

DR, PPi, 
PO, CR 

DR, PPi, 
PO, CR 

CR no info 

                                                           
6 This is what we actually did to find the RCC*-9 composition table, that is, finding configura-

tions like those in Fig.8 satisfying each result of the table.   
7 An automatic proof of RCC-8 composition table based on encoding RCC-8 in an intuitionistic 

propositional calculus has been proposed in [2].   
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From the composition table of RCC*-9, we can infer the composition table of 
CBM*. First, we need to find an intermediate result: the composition table of RCC*-
7. This is just a reduced version of the composition table of RCC*-9 that is obtained 
by making the union of relations TPP and NTPP and of relations TPPI and NTPPi. 
From the composition table of RCC*-7 and from the correspondences between CBM* 
and RCC-7 (Table 1), we can obtain as an almost immediate result the composition 
table for CBM* (Table 3) by simple renaming of the relations. 

Table 3. Composition table for CBM*. Adopted abbreviations: di=disjoint, to=touch, 
ov=overlap, eq=equal, cr=cross.  

     r2  

r1 
di* to* ov* in* in*−1 eq* cr* 

di* no info di*, to*, 
ov*, in*, 
cr* 

di*, to*, 
ov*, in*, 
cr* 

di*, to*, 
ov*, in*, 
cr* 

di* di* di*, to*, 
ov*, in*, 
cr* 

to* di*, to*, 

ov*, in*−1, 
cr* 

no info di*, to*, 
ov*, in*, 
cr* 

to*, ov*, 
in*, cr* 

di*, to* di* di*, to*, 
ov*, in*, 
cr* 

ov* di*, to*, 
ov*, in*−1, 
cr* 

di*, to*, 
ov*, in*−1, 
cr* 

no info ov*, in*, 
cr* 

di*, to*, 
ov*, 
in*−1, cr* 

ov* di*, to*, 
ov*, in*, 
in*−1, cr* 

in* di* di*, to* di*, to*, 
ov*, in*, 
cr* 

in* no info in* di*, to*, 
in*, ov*, 
cr* 

in*−1 di*, to*, 
ov*, in*−1, 
cr* 

to*, ov*, 
in*−1, cr* 

ov*, in*−1, 
cr* 

ov*, in*, 
in*−1, 
eq*, cr* 

in*−1 in*−1 ov*, 
in*−1, cr* 

eq* di* to* ov* in* in*−1 eq* cr* 

cr* di*, to*, 
ov*, in*−1, 
cr* 

di*, to*, 
ov*, in*−1, 
cr* 

di*, to*, 
ov*, in*, 

in*−1, cr* 

in*, ov*, 
cr* 

di*, to*, 
in*−1, 
ov*, cr* 

cr* no info 

7 Comparison with 9-Intersection 

In this section, we compare the calculi CBM* and RCC*-9 with 9IM [15] and 
DE+9IM [3]. This is useful for practical reasons to easily implement the relations of 
the proposed calculi in OGC-compliant systems. We use the Relate function defined 
in the OGC Simple Features Specification [23]. The function returns true if the two 
features satisfy the topological relation corresponding to the string parameter. Such a 
string represents a set of values for 9IM matrix by rows: characters allowed in the 
string are ‘F’ for an empty intersection, ‘T’ for a non-empty intersection, and ‘*’ for 
‘don’t care’. The value ‘T’ in the string of the Relate function can be specialized to 
the values 0, 1, 2 to express the dimension of the intersection set: this corresponds to 
the DE+9IM matrix introduced in [3]. Table 4 summarizes the correspondence be-
tween CBM* and 9IM. The equivalent expressions of 9IM can be easily inferred from 
CBM* definitions.   
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Table 4. Correspondence between CBM* relations and 9IM relations 

CBM* 9IM 
disjoint*(x,y) Relate(x,y,"FF*FF****") 

touch*(x,y) Relate(x,y,"FTT***T**") ∨       
Relate(x,y,"F*TT**T**") ∨   
Relate(x,y,"F*T*T*T**") 

in*(x,y) Relate(x,y,"**F**F***") ∧ 
¬ Relate(x,y,"TFFFTFFFT") 

cross*(x,y) Relate(x,y,"T**FF****") ∨       
Relate(x,y,"TF**F****")  

overlap*(x,y) Relate(x,y,"TTTT**T**") ∨       
Relate(x,y,"T*T*T*T**") 

in*−1(x,y) Relate(x,y,"******FF*") ∧ 
¬ Relate(x,y,"TFFFTFFFT") 

equal*(x,y) Relate(x,y,"TFFFTFFFT") 

Table 5. Correspondence between RCC*-9 and 9IM 

RCC*-9 9IM 
DC(x,y) Relate(x,y,"FF*FF****") 

EC(x,y) Relate(x,y,"FTT***T**") ∨       
Relate(x,y,"F*TT**T**") ∨   
Relate(x,y,"F*T*T*T**") 

NTPP(x,y) Relate(x,y,"*FF*FF***") 

TPP(x,y) Relate(x,y,"*TF**F***") ∨ 
Relate(x,y,"**F*TF***") ∧ 
¬ Relate(x,y,"TFFFTFFFT") 

CR(x,y) Relate(x,y,"T**FF****") ∨       
Relate(x,y,"TF**F****") 

PO(x,y) Relate(x,y,"TTTT**T**") ∨       
Relate(x,y,"T*T*T*T**") 

NTPPi(x,y) Relate(x,y,"***FF*FF*") 

TPPi(x,y) Relate(x,y,"***T**FF*") ∨  
Relate(x,y,"****T*FF*") ∧ 
¬ Relate(x,y,"TFFFTFFFT") 

EQ(x,y) Relate(x,y,"TFFFTFFFT") 

 
We can see in Table 4 that CBM* relations do not need the dimension of the inter-

section set to find equivalent expressions. Therefore, it is possible to find equivalent 
expressions of CBM* queries in terms of 9IM without the need to resort to the much 
expressive DE+9IM. The CBM relations needed the dimension to find equivalent  
expressions in the DE+9IM matrices, being 9IM matrix alone not sufficient. In [3], it 
was proved that CBM is equivalent to DE+9IM in terms of the number of topological 
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configurations that the models are able to distinguish. Though it is out of the scope of 
this paper, it is provable that CBM* is equivalent to 9IM in terms of number of topo-
logical configurations. In this sense, CBM* can be considered weaker than CBM  
because CBM* does not include the possibility of checking the dimension of intersec-
tions. Of course, this is not a real weakness of CBM* since an operator to check di-
mension could be easily added to the calculus to recuperate the ability of checking set 
dimension. Given the correspondence between CBM* and RCC*-9 (Table 1), we can 
express RCC*-9 relations in terms of 9IM matrices by using Table 4 to obtain Table 5.  

8 Conclusions and Further Work 

An extension towards multidimensional mereotopology [18] has been advocated for a 
long time. RCC*-9 is our contribution to address this issue. We defined RCC*-9 by 
modifying the definition of the basic relations of RCC-8 and adding two new rela-
tions, namely, a new primitive B(x,y) to express that x is boundary of y and CR(x,y) 
for the defined cross relation. The variables of RCC*-9 no longer range just over 
regions, but features (or sets of features) of dimension 2, 1, or 0, embedded in R2. 
These changes extend rather than change8 the semantics of RCC-8, since if we con-
sider only regions, then RCC*-9 collapses to RCC-8. The composition table of 
RCC*-9 with respect to the composition table of RCC-8 presents the relation CR as 
an additional possible result of composition, but it does not affect the already present 
results – i.e., each entry in the composition table for RCC*-9 is either the same, or a 
superset of the corresponding RCC-8 composition table entry (except for the rows and 
columns labelled by CR, which are new).  

In this paper, we also introduced the CBM*, a modified version of CBM where we 
lose the possibility of distinguishing the dimension of set intersections. CBM* defini-
tions do not depend on the type of features, e.g., a cross between two lines has the 
same definition of the cross between a line and a region. With the new definitions, it 
is possible to obtain a single composition table for all features.  

Finally, we provided the usual basis for a reasoning system for a qualitative calcu-
lus, i.e., a composition table, for the new calculi, extending the earlier composition 
tables from simple regions to the case of generic spatial features. Another interesting 
aspect that we discussed is how to find equivalent expressions of both calculi in terms 
of 9IM, which is essential to enabling a straightforward implementation in OGC-
compliant systems. 

Further work is needed to provide a formal proof of the correctness of the composi-
tion tables. Another issue that is not covered in this paper is the study of the cognitive 
adequacy of the group of relations inside CBM* and RCC*-9 models. It would be 
interesting to find out the differences in subjective perceptions especially of the pre-
vious CBM calculus versus the new CBM* calculus. Finally, an assessment of how 
the calculi behave for complex features and for higher dimensional spaces remains to 
be done.  

                                                           
8 Strictly, it only extends RCC8 if we consider the 2D interpretation of RCC8: RCC8 can be 

interpreted in any dimension ≥ 2; in principle the definitions here may apply to regions of 
other dimensions but we have not investigated this yet. 
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