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Abstract. We study the incorporation of facial depth data in the task of
isolated word visual speech recognition. We propose novel features based
on unsupervised training of a single layer autoencoder. The features are
extracted from both video and depth channels obtained by Microsoft
Kinect device. We perform all experiments on our database of 54 speak-
ers, each uttering 50 words. We compare our autoencoder features to
traditional methods such as DCT or PCA. The features are further pro-
cessed by simplified variant of hierarchical linear discriminant analysis
in order to capture the speech dynamics. The classification is performed
using a multi-stream Hidden Markov Model for various combinations of
audio, video, and depth channels. We also evaluate visual features in the
join audio-video isolated word recognition in noisy environments. English
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1 Introduction

Automatic visual speech recognition, or lip-reading, has been an active research
area for over two decades now. Many studies conducted over the time demon-
strated an improved accuracy when incorporating visual information over audio-
only speech recognition) [1], [2], [3], especially in noisy environments.

Existing lip-reading methods may be broadly classified into two main groups:
methods solely exploiting appearance-based features andmethodsmodeling shape
as well. For the appearance-based methods, visual features are extracted from a
region of interest (ROI), usually a rectangular area centered around the speaker’s
mouth. Some of themost commonly used features areDiscrete CosineTransforma-
tion (DCT) and Principal Component Analysis (PCA) [4]. For the second class of
algorithms, shape canbe representedusing e.g. a set of several facial landmarks and
thenmodeled bymultivariate distributions. Examples of suchmethods include e.g.
Active Appearance Model (AAM) [4], [5]. While the combined shape and appear-
ance methods usually perform better, they require stable and reliable landmark
detection, which is a non-trivial task. In this work, we extract the visual features
from the ROI, not modeling the shape of the speaker’s lips.

Most of the research has been focused on extracting visual cues from the
frontal image of the speaker’s face, therefore not modeling 3D properties of the
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ROI. There have been studies where the authors recorded speakers by multi-
ple cameras and then performed lip-reading using 3D information reconstructed
by stereo-vision algorithms [6], [7]. However, due to sensitivity to lighting con-
ditions, hardware requirements, and computational complexity, these methods
remain rather scarcely used in the context of visual speech recognition. In the
recent years, few affordable devices such as Asus Xtion, Creative Senz3D or Mi-
crosoft Kinect have become popular for 3D reconstruction. These devices are
able to reconstruct depth information using structured light and depth from fo-
cus techniques. One of the pioneering efforts in lip-reading with incorporating
facial depth data from Kinect was [8], where the authors applied 2D DCT to
both video and depth streams, and combined the modalities via multi-stream
hidden Markov model. In [9], patch trajectories were extracted from video and
depth, and used in a random forest manifold alignment algorithm for lipreading.

Recently, a class of methods known as deep learning has gained an increased
attention in the computer vision and speech recognition communities. Deep
learning algorithms are most commonly used as an unsupervised pre-training
procedure that automatically extracts useful information from the data for deep
neural network classification. This is done in a greedy layer-wise manner by fit-
ting e.g. Restricted Boltzmann Machine (RBM) or an autoencoder for each layer.
For an overview, see [10]. In [11] and [12], authors used deep neural networks,
pre-trained on several concatenated PCA-reduced frames using RBM, for visual
speech parametrization and achieved better results than using hand-engineered
features.

In our work, we propose a single layer only autoencoder as a feature extrac-
tion method for visual speech recognition, and use it to extract features from
both video and depth streams. In contrast to [11] and [12], we apply the autoen-
coder directly on the image and not on concatenated feature vectors. Instead,
similarly to [8], we incorporate speech dynamics on higher-level features and
classify using a multi-stream Hidden Markov Model. In the experiments on our
database recorded by Kinect, we demonstrate the improved performance of the
autoencoder features over DCT and PCA in the task of isolated word recognition
with incorporated facial depth data.

2 Feature Extraction

An autoencoder [10], also called an autoassociator, is a type of neural network
that learns a distributed representation of the input. In consists of two parts: an
encoder that converts the input into activations of its hidden units, and decoder
that reconstructs the input from the encoder’s internal representation. The input
vector x ∈ R

n is encoded by m hidden units as

h(x) = f (Wx+ b) (1)

where W is m×n matrix of weights of each unit, b is a m×1 bias vector, and f(·)
is an element-wise activation function. If m < n and f is linear, it can be shown
that the learned representation h(x) ∈ R

m lies in the subspace of eigenspace of
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the input data. In order to find more interesting features that are better suited
for classification, we use the sigmoid activation, i.e. f(z) = σ(z) = 1

1+exp(−z) .

The input is then reconstructed by the decoder as

y = f (W ′h(x) + c) (2)

where W ′ is n × m matrix of decoder’s connection weights and c is a n × 1
bias vector. In our work, we consider autoencoder with tied weights, i.e. where
W ′ = W�. The aim of the autoencoder is to learn W , b, and c such that a
reconstruction error L(x, y) is minimized. Since we deal with real-valued data,
we define the reconstruction error as

L(x, y) = ‖y − x‖2 + α
∑

ij

w2
ij (3)

The regularization term in (3) prevents overfitting by keeping the weights wij

of the matrix W small. From the probabilistic perspective this corresponds to
imposing a Gaussian prior on the weights wij .

In order to limit the number of images for which each neuron is active (i.e.
its output value is close to 1), we apply additional L1 regularization penalty
on the input to the sigmoid function. The complete objective function of our
autoencoder therefore takes the form

J (W, b, c) =
1

|X |
∑

x∈X

‖y − x‖2 + α
∑

ij

w2
ij + β

∑

x∈X

m∑

j=1

∣∣w�
i x

∣∣ (4)

where w�
i is the i-th row of the matrix W . We find the optimal W , b, and c

by minimizing (4) with respect to using the Limited memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS) algorithm. The weights of each unit are initialized
to small uniformly distributed random values inversely proportional to the total
number of its connections. The bias vectors b and c are initialized to zeros. After
the optimal W , b, and c has been found, the hidden representation (1) is used
as a visual speech parametrization vector.

Since optimization of the objective function (4) is a computationally expensive
task, tuning the hyper-parameters α and β using exhaustive grid search tech-
niques is not feasible, because the number of experiments would be too large.
Therefore, in order to find the optimal values for α and β, we employ Bayesian
optimization strategy with the expected improvement acquisition function [18].
Bayesian optimization is a general method for minimization of an unknown func-
tion. It utilizes Monte-Carlo techniques to select each evaluation point in the
parameter space. In our case, the objective function is defined as the word error
rate (WER) that is achieved by classifying the features learned by the autoen-
coder. The classification is performed using a whole-word Hidden Markov Model
(HMM) on the full cross validated database. Examples of features learned by
our autoencoder (AE) are shown in Fig. 1. Note that some AE features fail to
converge.
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Fig. 1. Examples of learned features. Top row: PCA features, bottom row: AE. Left:
video, right: depth channel.

3 Visual Front-End

Region of interest extraction and data preprocessing consists of several stages
in our work. In the first stage, position of the speakers face is approximately
estimated using Viola-Jones detector (VJ) [13], a well known method based on
computationally inexpensive Haar-like features that are combined into a strong
classifier using boosting technique.

In the second stage, location and shape of speakers lips, chin and mouth
are refined using Explicit Shape Regression algorithm (ESR) [14]. Similarly to
traditional face alignment methods such as Active Appearance Model (AAM),
ESR models shape of an object by set of N landmarks, but instead of modeling
complex distributions of the shape variance, it predicts optimal joint landmark
configuration discriminatively based on the current estimate. However, since
there is no objective function to be minimized during the face alignment stage,
the predicted facial shape is slightly different in each frame, causing random
noise in the position of the landmarks. In order to extract the region of interest
(ROI) in a more stable way, we therefore average the fitting results over three
neighboring frames in time.

In our work, the region of interest (ROI) is defined as square region covering
the mouth and its closest surroundings. The scale invariance is achieved by
defining the ROI on the unit-normalized mean facial shape obtained by aligning
and then averaging all shapes in the training database. For each frame, the mean
facial shape is aligned to the detected shape by Euclidean transformation such
that the mean square error is minimized. The size of the ROI is fixed to 32× 32
pixels because of efficiency reasons of the auto-encoder fitting procedure.

4 Data Preparation

For experimenting with visual speech features incorporating depth information
we recorded an audio-visual database containing both isolated word and con-
tinuous speech utterances. Our database contains 54 speakers (23 female and
31 male), each uttering 50 isolated words in Czech language. The database also
contains 583 manually annotated images of all speakers in various poses, ex-
pressions and face occlusions, which constitute a training dataset for the ESR
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detector. The database was recorded in an office environment using Microsoft
Kinect sensor and Genius lavalier microphone.

Because of uncertainty of the stereo vision reconstruction in Kinect, there
exist points in space, for which the depth is ambiguous and cannot be inferred
without further assumptions about the observed scene. In such cases (e.g. inside
of an opened mouth or around the nose), the Kinect device returns zero values.
In order not to have skewed results, we therefore reconstruct all missing values
in the depth maps by using nearest neighbor interpolation. We then remove
the mean and clamp the depth values to the range [−30, 30] in order to remove
occasional large spikes manifesting when the background is partially visible.

For both video and depth streams, the average pixel value of the whole utter-
ance is subtracted from each ROI to partially remove differences in light condi-
tions between sequences recorded in different time. ROI images are also whitened
to remove correlations between adjacent pixels. For the audio, we down-sample
the original 44.1 kHz signal to 16 kHz before parametrization by MFCC.

5 Experiments

In order to reduce the effect of overfitting, we employ the cross validation strategy
in all our experiments. The database of 54 speakers is split in a 43 : 11 ratio in
5 different combinations1. We trained the ESR detector and all visual features
separately for each training/testing split. All of the reported results are the
average word recognition accuracies achieved over the five different splits. We
used the Spearmint [18] library for Bayesian optimization and HTK toolkit [15]
as implementation of Hidden Markov Models.

We compare the autoencoder (AE) features with features extracted using
2D DCT and PCA. The DCT coefficients are sorted according to their average
energy achieved on the training set. The features are evaluated in three settings:
static, static+delta (Δ), and dynamic linear discriminant analysis (LDA) [1]. In
case of static and delta features, we exhaustively search for the optimal number
of DCT and PCA features by maximizing the classification score. For DCT and
PCA the respective optimal dimensions were 22 and 28 for video, and 16 and
14 for depth. The number of AE features is fixed to 144. In case of LDA, we
reduce feature vector of each frame to 33 coefficients, concatenate (2K + 1)
neighboring frames into a single hyper-vector, and then reduce its dimension
using LDA. We setK = 5 as an empirically found optimum between performance
and complexity (LDA-K5). We use phonemes as class labels for the LDA. As a
final step we perform feature mean subtraction for each utterance, in order to
increase robustness against between-speaker variation of the visual features.

Table 1 presents achieved recognition accuracies of the considered features.
The recognition was performed using a whole word 14 state HMM. As can be
seen, AE features outperform both DCT and PCA in all three settings. However,
the difference is smaller for LDA case. This is probably caused by violating
the assumption of shared covariance matrices between all phoneme classes. In

1 One testing group contains only 10 speakers.
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Table 1. Word accuracy [%] for visual features individually

Video Depth
Static Δ LDA-K5 Static Δ LDA-K5

DCT 63.5 71.5 76.6 56.5 59.3 71.2
PCA 59.0 68.4 77.3 63.1 68.3 72.0
AE 67.7 75.4 78.2 64.0 68.3 75.4

order to improve the results of dynamic LDA, we therefore selected subset of
the AE features according to their variance and then whitened the reduced
features before frame concatenation. Note that for DCT and PCA only basic
dimension reduction is needed. The recognition accuracies and the optimal vector
dimensions also suggest that the depth stream contain less useful information
than video. However, as we shall see next, the information contained in the depth
stream is to some extent complementary.

Table 2. Word accuracy [%] for combinations of video and depth features

LDA-K5 LDA-K5

DCT-DCT 81.6 AE-DCT 84.3
DCT-PCA 81.0 AE-PCA 85.0
AE-AE 85.9 DCT-AE 83.8

Table 2 shows results achieved for selected feature combinations. The fea-
tures were combined by a multi-stream HMM using 0.6 : 0.4 weight ratio
(video:depth). As can be seen, the recognition accuracy was improved when
incorporating both modalities via multi-stream HMM as compared to single-
source models. This holds for all pairs of features, suggesting that the depth-
based features are complementary to video-based features. Similarly to previous
experiment, the best result was achieved when the features were extracted by
autoencoder from both video and depth streams. The absolute increase of ac-
curacy for AE when incorporating depth was 7.7 %, which corresponds to 35 %
relative improvement of word error rate (WER).

We also evaluate the AE features with incorporated depth information in
simulated noisy environment. Since our database was recorded in a relatively
quiet environment, babble noise from the NOISEX [16] database was added to
the clean audio artificially using various signal-to-noise ratios (SNR). For audio
and video feature fusion, the weight ratio was set to 0.5:0.5. When combining
all three modalities the weights were 0.5:0.3:0.2 for audio, video, and depth,
respectively. We also compare the achieved results with Multi-band Spectral
Subtraction algorithm [17], a popular method for audio enhancement. The results
are presented in Fig. 2. The graph again confirms the benefit when incorporating
depth data in the lip-reading task. As one can expect, the improvement of audio-
visual fusion as compared to audio-only recognition is highest for low SNR.
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Fig. 2. Recognition accuracy in a noisy audio environment

The resulting scores are critically dependent on the individual stream weights,
i.e. the results could be further improved by changing the weights dynamically
depending on the SNR. Because of the spectral distortion, the MBSS algorithm
is also beneficial especially for low SNRs.

6 Conclusions

We have evaluated the benefit of incorporating visual and depth information in
the task of isolated word recognition. Based on the experiments we can conclude
that the information contained in the depth data displays complementary char-
acter to the information captured by the video channel as confirmed by the 35 %
relative WER reduction. In order to extract features from both video and depth
streams, we have proposed to use a single layer autoencoder. We have shown
an improvement of our autoencoder features over traditional techniques such as
DCT and PCA for both video and depth channels. Compared to DCT, our AE
features achieved 4–8 % higher absolute accuracy, depending on the data source
and inclusion of speech dynamics. A disadvantage of our autoencoder features
is higher dimensionality and additional required processing.

So far, the video and depth autoencoder features were evaluated only in the
task of isolated word recognition. Our conclusions should also be confirmed in
continuous speech recognition with phoneme-based models. The results achieved
by autoencoder features could be potentially improved by utilizing deep learning
algorithms for both video and depth streams. Also, the deep neural network could
be utilized in other ways, e.g. as a feature fusion method or speech dynamics
enhancement instead of LDA.
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