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Abstract. Although recently there has been significant progress in the general 
usage and acceptance of speech technology in several developed countries there 
are still major gaps that prevent the majority of possible users from daily use of 
speech technology-based solutions. In this paper some of them are listed and 
some directions for bridging these gaps are proposed. Perhaps the most impor-
tant gap is the "Black box" thinking of software developers. They suppose that 
inputting text into a text-to-speech (TTS) system will result in voice output that 
is relevant to the given context of the application. In case of automatic speech 
recognition (ASR) they wait for accurate text transcription (even punctuation). 
It is ignored that even humans are strongly influenced by a priori knowledge of 
the context, the communication partners, etc. For example by serially combin-
ing ASR + machine translation + TTS in a speech-to-speech translation system 
a male speaker at a slow speaking rate might be represented by a fast female 
voice at the other end. The science of semantic modelling is still in its infancy. 
In order to produce successful applications researchers of speech technology 
should find ways to build-in the a priori knowledge into the application envi-
ronment, adapt their technologies and interfaces to the given scenario. This 
leads us to the gap between generic and domain specific solutions. For example 
intelligibility and speaking rate variability are the most important TTS evalua-
tion factors for visually impaired users while human-like announcements at a 
standard rate and speaking style are required for railway station information 
systems. An increasing gap is being built between "large" languages/markets 
and "small" ones. Another gap is the one between closed and open application 
environments. For example there is hardly any mobile operating system that al-
lows TTS output re-direction into a live telephone conversation. That is a basic 
need for rehabilitation applications of speech impaired people. Creating an open 
platform where "smaller" and "bigger" players of the field could equally plug-in 
their engines/solutions at proper quality assurance and with a fair share of in-
come could help the situation. In the paper some examples are given about how 
our teams at BME TMIT try to bridge the gaps listed.  

Keywords: Gaps in speech technology, domain-specific applications, open 
platform, user preferences. 

1 Introduction 

Speech technology has gained widespread use during my 30+ years in the area. From 
the appearance of modern personal computers there were exaggerating marketing 
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predictions for exponential growth of speech technology (Fig. 1). This has never 
come true and although some people with vision such as Steve Jobs have seen the 
difficulties [2], it led to a roller-coaster type of investments and downgrading of 
speech R&D in the last three decades. There has been rather a linear increase of per-
formance and acceptance of real-life applications in several countries worldwide. 

 

 

Fig. 1. Speech technology market growth prediction between 1981-1985 [1] 

Recently more realistic business predictions are presented [3] and some widely used 
applications are available in several countries (e.g. navigation systems, Apple’s Siri, 
etc.). But there is still a long way to go in order to provide speech technology solution 
in most of the areas where human speech communication is used. Even in the most 
developed language and market (English) there are huge areas (e.g. language learning 
[4]) where the performance of current systems is not satisfactory. In this position 
paper I will introduce some of the gaps that I regard important to bridge in order to 
create systems that are more acceptable for the final judges, the end users. 

 
 

 

Fig. 2. Speech technology market growth prediction between 2011-2015 [3] 



 Gaps to Bridge in Speech Technology 17 

 

2  “Black-Box” Thinking 

Perhaps the biggest gap to bridge for widespread use of speech technology is the edu-
cation of both software developers/system integrators and end users. Both of them 
frequently consider TTS as a direct replacement of a “standard output device” (screen, 
printer or a human announcer) and ASR as a direct replacement for a “standard input 
device” (keyboard/mouse or a human typist). It is often ignored that typing errors are 
easy to detect when reading but when the mistyped text is read by a TTS system it 
may be very hard to comprehend. Similarly if the user mistypes something, a spell-
checker may help. But a badly pronounced or out-of-vocabulary pronunciation cannot 
be corrected by the ASR module. There is an incredible amount of information that 
we use in human-human communication that is typically neglected in a speech tech-
nology application scenario. We know among others the age, education level, com-
munication context, history of earlier communication, expertise, speaking rate of our 
partner and we can quickly adapt to all of these. So humans change both “their ASR 
and TTS” features significantly. Even during a single communication session we may 
request reading style change (e.g. ask for syllabification or spelling).  

We have partially covered these needs in an e-mail reading application [5] by in-
troducing three user levels (beginner, intermediate and expert) besides the chance to 
select the speaking rate. The verbosity of the menu system was adapted to the user 
level. Users also appreciated multiple system voices. In this e-mail reader application 
about 30% of the users changed the default male system prompt voice to a female 
alternative. In a reverse directory application [6] (input: phone number output: cus-
tomer name and address is read out) the adaptation concept was implemented by three 
readout modes: 

• continuous reading of the directory record (fast, overview mode) 
• extended syllabification reading of the customer name (e.g. Bodó: Bo – Do with a 

long o) and continuous reading of the address (medium speed, supporting the de-
tection of the exact written form of the customer name) 

• spelling of the customer name character by character (slow, but very precise opera-
tion) 

Users also prefer if the TTS system is not deterministic (i.e. not providing exactly 
the same waveform output for the same text input). We have found that such a solu-
tion can be implemented based on prosodic samples in various TTS technologies [7] 
with a definite user preference (c.f. Fig. 3). Our tests were performed for Hungarian 
and we are looking for interested partners to test the concept in other languages. It is 
important to note that speaking styles depend on voice timbre in addition to prosody, 
as well. So modelling voice timbre features (e.g. glottalization) is also an important 
topic [8]. 

Speech technology experts should be aware of and call the attention of the other 
contributing parties to these aspects and “educate” them about the optimal use of the 
available technology. 
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Fig. 3. The concept of generating TTS prosodic variability based on prosodic samples [7] 

3 Generic vs. Domain Specific Solutions 

Just as there is no single shoe type for everyone there is no single ASR or TTS system 
for all applications as long as we have no unified model of human communication 
suitable for engineering implementation. In the meantime the best approach is to cre-
ate domain specific systems. It is not even sure that we should always strive for hu-
man-like performance. That may lead to the “uncanny valley” effect well known from 
robotics. Maybe in most cases our talking applications should behave rather in a way 
that resembles to special pets. This approach paves the way to the so-called eto-
informatics.  

Unfortunately for the time being there is not even a generic, standardized classifi-
cation about the communicative contexts/speaking styles. ASR systems are still very 
much dependent on both the acoustic conditions and a priori knowledge about the 
recognition domain. More or less each research group develops its own alternatives. 
Associating the right application context to a particular technological solution may be 
critical from the end-users point of view. For example hyper-articulated script re-
cordings may be optimal for intelligibility but may sound arrogant for the end-user. 
The most important factors for a given technology may also be domain/user depend-
ent. For example to my great surprise several Hungarian blind users still prefer our 15 
year-old diphone/triphone ProfiVox TTS system [9] as the Hungarian voice of the 
Jaws for Windows screen reader although there are other, newer Hungarian engines of 
international vendors. They have given the following justification: 

• highly variable speech rate while maintaining good intelligibility 
• fast response time (may be in the 10ms range) 
• several voices (both male and female) 
• optimized abbreviation handling. 
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The same system is also very well accepted as the voice of a humanoid robot [10]. 
But this system was completely unacceptable when presented as a mockup of a price-
list reader over the telephone for a major telecom operator [11].  

In the latter case the main requirement is that the output of the TTS system should 
not be easily distinguished from a recorded prompt and should be based on the voice 
talent of the company. A similar requirement applies to railway station announce-
ments [12], and weather news reading [13]. In this case several hours of speech (in 
one of our applications more than 50 hours) has to be recorded and annotated in a 
corpus-based system in order to meet these requirements. This trend is expressed in 
the provisioning of several different system voices in the latest car navigation sys-
tems. Besides different voice timbre, dialects and various social speaking styles even 
with very harsh wording are provided as alternative speech output modalities. Re-
cently in-car smart(phone) applications have gained a momentum after nearly 10 
years of experimentation [14]. 

If the occasional clicks and glitches of corpus-based systems in case of out-of-
domain text input is not acceptable or quick adaptation and creation of new voices is 
required than statistical parametric approach (usually HMM) is a trivial alternative. 
This solution can make use of already available tools and data created for waveform 
concatenation systems [15]. The output of the HMM system may be combined with 
higher quality elements of a corpus-based system so that this hybrid solution may 
only detected by expert evaluation. It is worthwhile to consider age related features as 
that may influence user preference as well [16]. TTS based expressive sound events  
–spemoticons- may offer a good link between objective and subjective aspects of 
sound perception [17]. 

4 “Large/Small” Languages 

Of the 7106 known living languages of the world only 393 have more than one mil-
lion first-language speakers [18]. There are only 23 languages with at least 50 million 
first-language speakers. According to the META-NET White Paper series on Eu-
rope’s Languages in the Digital Age [19] English is the only European language 
having good (not excellent) support in language and speech technology tools and 
resources. Central- and Eastern European languages mostly fall in the 
fragmentary/weak/no support with some moderate cases. During my Internet search I 
found less than 50 languages with TTS and less than 100 languages with ASR support 
worldwide. That does not include the domain specific alternatives that have been 
argued for in the previous sessions. So there is an incredible amount work that should 
be performed to provide proper solutions at least to several non-English speaking 
societies. There is a lack of readily available tools and data with specific information 
about language dependent and language independent features. Currently there is both 
lack of resources and multiplication of efforts to create the same (or similar) tools and 
resources. 
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Fig. 4. Corpora coverage by the most frequent words (logarithmic horizontal scale) of standard 
texts [20] 

A good illustration of this problem can be seen in Fig. 4. That study [20] investi-
gated the number of different word forms (between space characters) appearing in 
various size of English, German and Hungarian corpora and the coverage that a given 
number of most frequent words can provide. It can be seen that the relatively small 
English corpus (3.5 million tokens) needs the least elements for a certain level of 
coverage. Hungarian has by far the largest number of words. That phenomenon trivi-
ally influences the vocabulary size for ASR systems but it is also exhibited in corpus-
based TTS solutions. For example, in Hungarian more than 5.000 sentences were 
needed for proper coverage of the weather news domain which can be covered with 
about 1.000 sentences in English. A further problem for Hungarian is the relatively 
free word order. 
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Fig. 5. Frequency of occurrences [20] 

Figure 5 “illustrates a very problematic aspect –data scarcity- of corpus based ap-
proaches. It is clear, that even for English, which contained only 62.000 different 
word forms in a 3.5 million corpus, nearly 40% of the 62.000 different units (at least 
20.000 words) appeared only once in the corpus. So even if one collects a huge corpus 
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for training a system, in case of a real-life application there is a very great probability 
that quite a few new items (related to the training corpus) will appear. If the corpus is 
large enough -such as the BNC for English- a very large ratio of rare items will ap-
pear only once. For Hungarian the problem is even harder. In a practically convincing 
case one should collect either such a big corpus, that all items should fall in the 
rightmost column (i.e. appearing at least five times in the corpus) or apply rule-based 
or other (non-word-based) approaches. Often the combination of several techniques 
may provide the best solutions.” 

The situation is very similar for Slavic languages, as well. 

5 Closed and Open Platforms 

It can be seen from the previous sections that no single company has the chance to 
cover at least the over 1million first-language speaker languages. Not to mention the 
several domain-specific adaptations, required for successful real-life applications. The 
only chance would be to use open platforms which allow the inclusion of new lan-
guages and domains for all respective application areas and provide quality assurance. 
Unfortunately currently there is a trend that operating systems manufacturers and 
systems integrators want to solve everything on their own or with some key partners. 
This approach prevents innovative academic groups, SME-s and non-profit civil or-
ganizations from developing new concepts that could be tested in real-life scenarios.  

There is a great need for a really open environment where speech and language 
technology components can be efficiently integrated into new smart devices and envi-
ronments. Experimenting with new solutions for disabled people is a critical factor 
because they may be highly dependent on an innovative engineering solution. For this 
reason they are ideal test subjects often with outstanding patience and thorough feed-
back. Current technological and policy limitations hinder advancement in several 
areas. The trend of the virtualization of services in infocommunication networks may 
open up new possibilities in this direction. 

6 Conclusions 

Although there has been enormous progress in speech technology during the last three 
decades there is still a long way to go. Due to the high dependence of speech commu-
nication on cognitive processes there is a very small probability of generic solutions 
for basic speech technology components in the foreseeable future. It seems to be more 
promising to create well-tailored engines for practically important applications. In 
order to be able to port solutions across platforms and languages it is important to 
define common scenarios (e.g. reading weather, scientific news, celebrity news, user 
manuals, directory services, subtitling of official vs casual conversations) and com-
municative contexts (e.g. informal-formal). For example both the health and the vehi-
cle infotainment industries could be a good starting point. In an optimal case that 
could be implemented in an open testbed that would also provide quality assurance 
and testing. Due to a basically common cultural background with significant linguistic 
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and social variation Central- and Eastern Europe could be an optimal location for such 
an experiment. The BME TMIT team is open for co-operation from basic research to 
practical applications in any speech technology area. 
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