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Abstract. In this paper we apply Answer Set Programming for analyz-
ing properties of social networks, and we consider Information Diffusion
in Social Network Analysis. This problem has been deeply investigated
for single social networks, but we focus on a new setting where many
social networks coexist and are strictly connected to each other, thanks
to those users who join more social networks. We present some experi-
ments allowing us to conclude that the way of spreading information in
a Multi-Social-Network scenario is completely different from that of a
Single-Social-Network context.

1 Introduction

Answer Set Programming (ASP)[2,14,18,30,31] is a powerful programming
paradigm for knowledge representation and declarative problem-solving. The
idea of ASP is to represent a given computational problem by a logic program
such that its answer sets correspond to solutions, and then, use an answer set
solver to find such solutions. The high knowledge-modeling power [2,14] of ASP
and the availability of efficient ASP systems [11], make ASP a suitable choice for
implementing applications where there is the need of representing and manipu-
lating complex knowledge. Nowadays, ASP counts applications in several fields,
ranging from Artificial Intelligence [1,3,4,17,32] to Knowledge Management [2,5],
Information Integration [8,7,28,29], and it was also exploited in industrial ap-
plications [21,22]. In this paper we apply ASP in a further field, namely Social
Network Analysis [12,16]. In particular, we focus on one of the most relevant
problems in this field, called Information Diffusion [13,19,20,24,25,26].

Information Diffusion problem has been investigated in the past for a Single-
Social-Network context. According to [24], this problem can be divided into three
main issues, namely: (i) modeling diffusion process, which implies to determine
how (i.e., through which paths) information is spread, (ii) detecting influential
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nodes, which requires to identify those nodes of the network that play important
roles in the spreading process, and (iii) analyzing the most diffused topics, which
concerns the detection of the most popular pieces of information within the
network and those appearing the most relevant for a given node.

As for the diffusion process modeling, a basic predictive model is the Linear
Threshold (LT) one [20]; it assumes the existence of a static graph (representing
the social network) through which the diffusion process proceeds. LT requires the
definition of an influence degree on each edge and of a threshold on each node.
The diffusion process iteratively proceeds by starting from a set of initially ac-
tivated nodes. Inactive nodes are activated only if the sum of the degrees of the
edges directly connected to active nodes is higher than to the corresponding node
threshold. An alternative predictive model is the Independent Cascade (IC) one
[19]. In this model only edge weights play a role in the Information Diffusion
process. Indeed, once activated, a node has a unique chance to activate an in-
active neighbor node; this chance is directly proportional to the weight of the
edge connecting them. More recent models [23,33] improve these seminal ones,
allowing, for instance, the relaxation of the synchronicity assumption, previously
mandatory.

As for the detection of influential nodes, in the past, a variety of approaches
facing it in a single social network have been proposed. For instance, Kempe
et al. [25,26] propose an approach that exploits both LT and IC to face the
influence maximization problem. This problem was first introduced in [13]. Given
a parameter k, it aims at finding the k maximally influential nodes (i.e., the k best
early adopters). Indeed, thanks to a correct choice of them, it is possible to trigger
a large Influence Cascade within the network. Furthermore, found solutions can
be used to extract some general features characterizing them (i.e., a sort of their
“identikit”). We call this side-problem influential node characterization and its
extension (and next solution) from a Single-Social-Network Context to a MSNS
is one of the main contributions of this paper.

Information Diffusion has been largely investigated in the past on single social
networks. However, the current scenario is Multi-Social-Network [6,9,10]. Here,
many social networks coexist and are strictly connected to each other, thanks
to those users who join more social networks, acting as bridges among them.
But, what happens to the Information Diffusion problem when passing to this
new scenario? New aspects must be taken into account and new considerations
are in order. However, to the best of our knowledge, no investigation about this
issue has been made in the past. When starting this task, several new questions
arise, such as: (i) What is the role of bridges for Information Diffusion in a
Multi-Social-Network Scenario (MSNS, for short)? (ii) Are there other kind of
nodes (such as power user or bridge’s direct neighbors) that play a key role in
Information Diffusion? (iii) What is the “identikit” of the most influential nodes?
(iv) How this identikit varies when the number of social networks of the MSNS
increases? In this paper, we exploit ASP to give an answer to these questions
and, more in general, to face the Information Diffusion problem in an MSNS.
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2 Answer Set Programming

ASP is a declarative programming paradigm based on nonmonotonic reasoning.
Its main advantage consists in its declarativity, combined with a relatively high
expressive power. In ASP, a (disjunctive) rule r has the following form:

a1 ∨ . . . ∨ an :– b1, . . . , bk, not bk+1, . . . , not bm.

where a1, . . . , an, b1, . . . , bm are atoms, and n, k,m ≥ 0. A literal is either an
atom a or its negation not a. The disjunction a1∨ . . .∨an is the head of r, while
the conjunction b1, . . . , bk, not bk+1, . . . , not bm is its body. Rules with empty
body are called facts. Those with empty head are called strong constraints. A
rule is safe if every variable occurs in some positive literal of the body. An ASP
program is a set of safe rules. An atom, a literal, a rule, or a program is ground if
no variables appear in it. Let P be an ASP program. The Herbrand universe UP

and the Herbrand base BP of P , are defined as usual. The ground instantiation
GP of P is the set of all the ground instances of rules of P , that can be obtained
by substituting variables with constants from UP . An interpretation I for P is
a subset I of BP . A ground literal � (resp. not �) is true w.r.t. I if � ∈ I (resp.
� �∈ I), and false (resp. true) otherwise. A ground rule r is satisfied by I if at
least one atom in the head is true w.r.t. I whenever all literals in the body of
r are true w.r.t. I. A model is an interpretation that satisfies all the rules of a
program. Given a ground program GP and an interpretation I, the reduct [15]
of GP w.r.t. I is the subset GI

P of GP obtained by deleting from GP the rules
in which a body literal is false w.r.t. I. An interpretation I for P is an answer
set (or stable model [18]) for P if I is a minimal model (under subset inclusion)
of GI

P (i.e., I is a minimal model for the program GI
P ) [15]. Optimal answer sets

can be specified by weak constraints. An ASP program with weak constraints is
Π =< R,W >, where R is a program and W is a set of weak constraints. In
detail, a weak constraint ω is of the form:

:∼ b1, . . . , bk, not bk+1, . . . , not bm.[w@l]

where w and l are the weight and level of ω. The semantics of Π extends from
the basic case defined above, thus we assume that R and W are ground in the
following. A constraint ω is violated by an interpretation I if all literals in ω are
true w.r.t. I. An optimal answer set O for P is an answer set of R that minimizes
the sum of the weights of the violated weak constraints in a prioritized way.

A complete description of the ASP language is out of the scope of this paper;
we refer the reader to [2] for a textbook on Answer Set Programming and to
[27] for a complete description of the language implemented by DLV, the ASP
implementation used for our analysis, which also supports aggregate atoms [15]
to easily encode aggregate functions as the ones available in SQL.

3 Modeling a Multi-Social-Network Scenario

A Multi-Social-Network Scenario models a context where several social networks
coexist and are strictly connected to each other, thanks to those users who
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join more social networks. Indeed, when a user joins more social networks, her
multiple accounts allow these networks to be connected. We call bridge user each
user joining more social networks, bridge (node) each account of such a user and
me edge each edge connecting two bridges.

AMulti-Social-Network Scenario Ψ , consisting of n social networks {S1, S2, . . . ,
Sn}, can be modeled by a pair 〈G, T 〉. Here, T is a list {t1, t2, . . . , tp} of top-
ics of interest for the users of Ψ . It is preliminarily obtained by performing the
union/reconciliation of the topics related to the social networks of Ψ . G is a graph
and can be represented as G = 〈V,E〉. V is the set of nodes. A node vi ∈ V repre-
sents a user account in a social network of Ψ . E = Ef ∪Em is a set of edges. Ef is
the set of friendship edges; Em is the set of me edges. An edge ej ∈ E is a triplet
〈vs, vt, Lj〉. vs and vt are the source and the target nodes of ej , whereas Lj is a list
of p pairs 〈tjk , wjk〉, where tjk is a topic and wjk is a real number between 0 and 1
representing the corresponding weight. This weight depends on both tjk and the
ability of the user associated with vt to propagate, to the user associated with vs,
the information related to tjk .

4 Formalizing the Information Diffusion Problem in a
Multi-Social-Network Scenario

As previously pointed out, to extend the information diffusion problem from a
single social network to an MSNS, it is necessary to consider the peculiarities
of this scenario. As for the first issue of the Information Diffusion problem (i.e.,
the diffusion process model), we chose to exploit the Linear Threshold model.
Our updated version of this model in MSNS works as the traditional one, except
for me edges. In fact, as said before, a me edge links two accounts of the same
user (i.e. bridge nodes) belonging to different social networks. Thus, it makes no
sense to talk of influence degree for these edges, since a user cannot influence
herself. Actually, we can still define a degree for me edges but it depends on
the probability of a bridge user to share the content in other social networks
joined by her (i.e., to spread the information from a social network to another
one). This probability is a function of both the habits of the bridge user and
the features of the two social networks she joins. Moreover, as for the activation
rule of bridge nodes, the definition of a threshold is misleading. Indeed, given
a me edge and a bridge, if this last does not activate the corresponding bridge
at the moment of its own activation, it’s unrealistic that it will do this task in
a second time. As a consequence, it is reasonable to adopt an activation policy
for me edges similar to the one suggested by the Independent Cascade model.
This means that, at the time of its activation, given a me edge and a bridge, this
last has a single chance proportional to the probability defined for the edge, to
activate the corresponding bridge. On the basis of this reasoning, our diffusion
process model (called MSNS-DP model) is as follows.

MSNS-DP model. Consider an Information Diffusion task in an MSNS and
assume that at the jth step some nodes have already been activated. At the
(j + 1)th step an inactive node n is activated if: (i) the sum of the degrees
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of friendship edges directly connecting n to already active neighbors is higher
than the threshold associated with n, and/or (ii) a random number uniformly
extracted in the interval [0, 1] is lower than the diffusion probability of a me edge
connecting n to a bridge activated at the jth step.

As for the second issue of the Information Diffusion problem (i.e., the detec-
tion and characterization of influential spreaders), we start from the influence
maximization problem introduced in the Introduction. However, even in this
case, some modifications are in order. In fact, when passing from a single so-
cial network to an MSNS, it could happen that the optimal solution found by
classical approaches maximizes the diffusion in a single network leaving uncov-
ered the remaining ones. In order to take the peculiarities of the MSNS into
account, a slightly different definition of the influence maximization problem
(called MSNS-IM problem) is required.
MSNS-IM Problem. Given in input:
– A Multi-Social-Network Scenario Ψ , made of n social networks {S1, . . . , Sn}.
– A list D of n elements. The generic element Dh of D consists of a tuple

〈Sh, ph, ch〉. Here, Sh is a social network of Ψ . ch is the minimum desired
coverage for Sh, i.e., the minimum number of nodes of Sh which must be
reached by the information to spread throughout Ψ . ph denotes the priority
of Sh, it is an integer from 1 to n, where 1 (resp., n) is the maximum (resp.,
minimum) priority. The social network with the maximum (resp., minimum)
priority will the first (resp., the last) to have its coverage requirements sat-
isfied.

– A list τ of q elements. The generic element τ [k] of τ is a pair 〈tk, ωk〉. Here,
tk corresponds to the kth element of the set of topics T of Ψ . ωk is a real
number, belonging to the interval [0, 1] and indicating the weight of tk in the
information to spread throughout Ψ .

The MSNS-IM problem in Ψ requires to find the minimum set of the nodes of
Ψ allowing the maximization of the coverage of the social networks of Ψ , taking
into account the minimum required network coverage, the network priorities (as
expressed in D), and the topics characterizing the information to spread (as
expressed in τ). Observe that this version of the problem is quite different from
the one specified for single social networks in the past. Indeed, it does not fix
the parameter k but asks to find the minimum set of nodes (i.e., minimizing
k) that are able to trigger a diffusion process that guarantees, at least, the
coverage requirements represented in D. In this way, the optimization task is
transferred to the number of earlier starters, whereas the maximization of the
overall coverage is not considered, since it makes no sense in an MSNS. Clearly,
the solution of MSNS-IM problem, along with a next study of returned nodes,
leads to the detection and characterization of influential spreaders and, therefore,
to face the second issue of the Information Diffusion problem. Finally, in our
definition, topics (i.e., the third issue of the Information Diffusion problem - see
the Introduction) can be handled by means of the list τ given in input. In this
way, once the topics of interest of each node have been determined, it is possible
to state how much a node is important in the Information Diffusion process into
consideration.
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5 Handling Information Diffusion in a MSNS with ASP

The MSNS-IM problem described in the previous section is extremely complex.
The adoption of ASP has been a strategic choice to allow an easy modeling
and a fast set-up of the approach implementation. Interestingly, the elegant
modeling of the problem in ASP is associated with acceptable performances of
the implementation.

First, let us define the input format of the problem. Let starting node(V)

be the set of nodes from which initially activated nodes must be chosen. Let
edge(V1,V2,K) be the relation containing the edges from V1 to V2, where K

specifies the edge kind (i.e., me or friendship). Let edge topic(V1,V2,T,W) be
the set of topics/weights associated with the edge from v1 to v2. Let node(V,Sn)
represent the set of nodes in the social network Sn. Finally, let D(Sh,Ph,Ch)

identify the desiderata for coverage and priority and tau(T,W) the set of topics,
with the corresponding weights, of the information to spread.

The logic program designed to solve our problem is as follows

1. in(V) v out(V) :- starting node(V).

2. :- D(Sh,Ph,Ch), #count{V:active(V),node(V,Sh)}<=Ch.
3. active(V) :- in(V).

4. active(V) :- active(V1),edge(V,V1,me).

5. active(V) :- node(V,Sn), #sum{W: edge(V,V1,friendship), active(V1),

edge topic(V,V1,T,W), tau(T,Wb) }>=Tw
6. :∼ in(V). [1@4]

7. :∼ node(V,Sn), not active(V). [1@3]

8. :∼ D(S1,P1,C1), D(S2,P2,C2), P1<P2,

nactive(S1,N1), nactive(S2,N2), N1<N2. [1@2]

9. nactive(Sn,N) :- node(V,Sn), #count{W: active(W), node(W,Sn)}=N.
10. :∼ tau(Ta,Wa), tau(Tb,Wb), active(V1), active(V2), Wa>Wb,

edge topic(V1,V2,Ta,W1), edge topic(V1,V2,Tb,W2), W1<W2. [1@1]

where, rule 1. guesses a subset of starting nodes sufficient for the optimization
purposes. To discard non admissible solutions, constraint 2. is exploited. In order
to compute the nodes activated by the current choice, rules 3. to 5. are applied.
Rules 3. and 4. state that a node is active if either it is a starting one, or it
reaches an active node through a me edge. In rule 5., Tw is a fixed threshold
indicating the minimum weight that must be totalized through the topics of the
edges connected to V to activate it. In our experimental campaign we performed
some simplifications about this activation policy. In particular, we assumed that
all the topics of Ψ have the same weight.It follows that all the friendship edges
in Ψ have the same weight (we assign a weight equal to 1 to them). We also
assumed that me edges always propagate the information to spread. This means
assigning a weight equal to 1 to all me edges. Finally, we assumed also that a
node is activated when at least two edges, outgoing from it, are pointing to
already activated nodes. This corresponds to set the threshold Tw to 2. Under
these assumptions, rules 3.-5. can be simplified.

Returning to the examination of our approach, we point out that the opti-
mization step consisting of the choice of the best models among the consistent
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ones, is carried out by a number of weak constraints. Specifically, the weak con-
straint 6. imposes that the number of nodes in the consistent solutions must be
minimum. The weak constraint 7. imposes the minimization of non-active nodes,
whereas the weak constraint 8. states that the best solution must be such that
the order of Social Networks in terms of activated nodes must follow what spec-
ified in the desiderata or, at least, the number of violations of this order must
be minimized. Rule 9. is an auxiliary one, counting the number of active nodes
for each social network. Analogously, weak constraint 10. minimizes the number
of selected arcs whose list of topics does not comply with the topic classification
specified in tau. Observe that all the weak constraints have the same weight,
but different priorities. This guarantees that, for instance, the minimum sets of
nodes providing consistent solutions are identified first, and, among them, the
ones minimizing non-active nodes are selected.

6 Experimental Campaign

To test our Information Diffusion approach we performed an experimental cam-
paign on an MSNS consisting of four social networks, namely LiveJournal, Flickr,
Twitter and YouTube. We chose these networks because they are the ones al-
lowing an easier access to their own data. Our MSNS has 93177 nodes and
146957 edges. The dataset can be downloaded from: www.ursino.unirc.it/
DiffusionJELIA.html. The password the Reader must specify is “85749236”.

We performed a large number of runs of our ASP program using DLV [27].
In these runs we considered many configurations of the starting nodes. They
differed in the number of nodes (ranging from 25 to 100 with a step of 25),
the percentage of bridges (ranging from 0 to 100 with a step of 10), and the
number of the social networks to cover (ranging from 2 to 4). To reduce the
influence of possible outliers, for each configuration we considered four different
sets of starting nodes randomly constructed by following the guidelines discussed
in Section 4. For each set of starting nodes we considered 10 different network
coverage requirements (ranging from 10% to 100% of each social network with
a step of 10%). The whole number of runs we have performed was 5280. Due to
space limitations, in the following we report only some of obtained results.

As a first experiment we measured the average percentage of bridges in the
optimal solutions. For this purpose, we computed the variation of the average
percentage of bridges present in the optimal solutions against the variation of
the average percentage of bridges present in the sets of starting nodes. Obtained
results are shown in Figure 1. Observe that the percentage of bridges in the opti-
mal solutions is generally higher, or much higher, than the percentage of bridges
in the sets of starting nodes. This information is precious for drawing an iden-
tikit of the most influential nodes for Information Diffusion in an MSNS. Indeed,
it suggests that bridges certainly play a key role in Information Diffusion in an
MSNS. Therefore, a first feature of influential nodes is that they are generally
bridges. Observe that, while it is straightforward that bridges are important for
spreading information from a social network to another of an MSNS, it is not so

www.ursino.unirc.it/DiffusionJELIA.html
www.ursino.unirc.it/DiffusionJELIA.html
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Fig. 1. Average percentage of bridges in the optimal solutions

obvious that starting nodes are generally bridges. Indeed, in principle, it could
happen that starting nodes are non-bridges, and bridges are reached only in a
second time. The fact that starting nodes are generally bridges is an important
result of our paper and indicates that bridges allow the minimization of the set
of nodes necessary for spreading information in an MSNS.

As a second experiment we analyzed which kind of nodes generally compose
the optimal solutions. For this purpose, we computed the following statistics
(we first report the parameters and, then, in parentheses, the obtained value):
(i) average percentage of bridges (87%); (ii) average percentage of the direct
neighbors of bridges (13%); (iii) average percentage of power users (83%); (iv)
average percentage of the direct neighbors of power users (7%); (v) average
percentage of nodes being both bridges and power users (77%); (vi) average
percentage of nodes being bridges or power users (93%); (vii) average percentage
of nodes being bridges but not power users (6%); (viii) average percentage of
nodes being power users but not bridges (7%); (ix) average percentage of nodes
being neither bridges nor power users (10%); (x) average Jaccard coefficient1 of
bridges and power users (82%). From the analysis of these values we can observe
that 100% of the nodes in the optimal solutions are either bridges or direct
neighbors of bridges. Analogously, 90% of the nodes in the optimal solutions are
either power users or direct neighbors of power users. Furthermore, the majority
of the bridges involved in the optimal solutions are power users, and vice versa.
Finally, only a little fraction of the nodes present in the optimal solutions are
neither bridges nor power users. These results allow us to conclude that almost
all the bridges in the optimal solutions are power users. It tells also that if an
influential node is not a bridge, it is surely a direct neighbor of a bridge. We
think that the capability of our approach of finding solutions with a low number
of node, as emerged in the first test, is due to the double nature of influential
nodes: as bridges they can start the Information Diffusion process among the
social networks of our MSNS; as power users they can favor the in-depth diffusion
of the same information.

1 We recall that the Jaccard Coefficient J(A,B) between two sets A and B is defined
as J(A,B) = A∩B

A∪B
.
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30. Marek, V.W., Truszczyński, M.: Stable models and an alternative logic program-
ming paradigm. CoRR cs.LO/9809032 (1998)

31. Niemelä, I.: Logic Programs with Stable Model Semantics as a Constraint Program-
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