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Abstract. DL-Lite is a powerful and tractable family of description logics. One
of the fundamental issue in this area is the evolution or revision of knowledge
bases. To this end, many approaches are recently developed for revising flat DL-
Lite knowledge bases. This paper investigates “Prioritized Removed Sets Revi-
sion” (PRSR) in DL-Lite framework where the assertions or data are prioritized
(for instance in case where the data are provided by multiple sources having dif-
ferent reliability levels). PRSR approach is based on inconsistency minimization
in order to restore consistency where the minimality refers to the lexicographic
criterion and not to the set inclusion one. We study different forms of incorpo-
rated information: an assertion, a positive inclusion axiom or a negative inclusion
axiom. We show that under some conditions PRSR can be achieved in polynomial
time. We give logical properties of the proposed operators in terms of satisfaction
of Hansson’s postulates rephrased in DL-Lite framework. We finally show how to
use the notion of hitting sets for computing prioritized removed sets.

1 Introduction

In the last years, there has been an increasing use of ontologies in many application ar-
eas. Description Logics (DLs) have been recognized as a powerful formalism for both
representing and reasoning about ontologies. A DL knowledge base is built upon two
distinct components: A terminological base (called TBox), representing generic knowl-
edge about the application domain, and an assertional base (called ABox), containing
the assertional facts (i.e. individuals or constants) that instantiate terminological knowl-
edge. Recently, a lot of attention was given to DL-Lite [8], a family of lightweight
DLs specifically tailored for applications that use huge volumes of data, like Web ap-
plications, for which query answering is the most important reasoning task. DL-Lite
guarantees a very low computational complexity of the reasoning process.

DLs knowledge base evolution gave rise to an increasing interest (e.g. [10,17]) and
often concerns the situation where new information should be incorporated, while en-
suring the consistency of the result. Such problem is well-known as a belief revision
problem. It has been defined as knowledge change and has been characterized for in-
stance by the well-known AGM postulates [1] for the revision of belief sets, or by
the Hansson’s postulates [11,13] for the revision of belief bases. Several works have
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been proposed for the revision of DL-Lite knowledge bases (e.g. [21,9,12]), and espe-
cially for the revision of the ABox, since DL-Lite has witnessed a well suitability for
Ontology-Based Data Access applications (OBDA). In such setting a TBox acts as be-
ing a schema used to reformulate raised queries in order to offer a better access to the
set of data stored in an ABox.

Recently, an assertional-based "Removed Sets Revision" (RSR) approach has been
proposed in [4] to revise DL-Lite knowledge bases. This approach is inspired from
belief base revision in propositional logic framework [23,16]. It is based on incon-
sistency minimization, and consists in determining the smallest subsets of assertions
which should be dropped from the current base in order to accept the new information
and restore consistency. Note that in this approach, the minimality is understood with
respect to cardinality and not with respect to set inclusion. The computation of the set
of minimal assertions responsible of conflicts can be performed in polynomial time.

In real word applications, data is often provided by several and potentially conflicting
sources. Their concatenation leads to a prioritized or a stratified ABox. This stratifica-
tion generally results from two situations, as pointed out in [5]. The first one is when
each source provides its set of data without any priority between them, but there exists
a total pre-ordering between the sources, reflecting their reliability. The other situation
is when the sources are considered as equally reliable (i.e. having the same reliability
level), but there exists a preference ranking between the set of provided data according
to their level of certainty.

To illustrate this situation, let us give the following example, adapted from [9]. Let
K be a consistent knowledge base storing knowledge of an online newspaper collected
using RSS feeds or Web crawling. The terminological base of this newspapers is as
follows: wives are exactly those individuals who have husbands and some wives are
employed. The assertional base A comes from crawling three distinct Web sources A1,
A2 and A3 where A2 is more reliable than A1 and A1 is more reliable than A3. A1

says that Mary is a wife, A2 says that Mary is employed and A3 says that Mary’s
husband is John. It is clear that connecting information issued from A1, A2 and A3

gives a prioritized assertional base. Assume that we found out an information to be
incorporated into the knowledge base, which states that singles cannot be husbands.
One can easily check that this new information not conflicting with the old ones stored
in the knowledge base. Assume now that we found out another information saying that
John is now single. One can verifies that this new information conflicts with the previous
one. An important question addressed here is : "how one can we revise the knowledge
base, while taking into account priorities between the assertions?".

The role of priorities in belief revision is very important and it has been largely stud-
ied in the literature, in the case where knowledge bases are encoded in a propositional
logic setting (e.g. [6]). The notion of priorities in DLs is used in (e.g.[19]) to deal with
defaults terminology while assuming that the ABox is completely sure. In [18] priori-
ties are used to deal with inconsistencies in DL knowledge bases. In [17] the notion of
priority has been used for ontology matching. Note that in [17] priorities are used on
the set of concepts name and not on formulas. However, as far as we know, revising of
prioritized assertional-based in DL-Lite knowledge bases has not been addressed so far.
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This paper goes one step further in the definition of assertional-based RSR and in-
vestigates revision when priorities attached to assertions are available. This extension
is based on the notion of Prioritized Removed Sets proposed in [3] for revising a set of
prioritized propositional formulas. The minimality in revision with prioritized removed
set refers to the lexicographic criterion and not to the set inclusion one. In this paper,
we study revision for different forms of input: an ABox assertion or a TBox axiom. We
define prioritized removed sets in DL-Lite framework. The main contribution of this
work is to analyze the different scenarios of revision. In particular, we show that for
some form of conflicts and some kinds of inputs, the revision process can be achieved
in polynomial time. In the general case, we show that the number of prioritized removed
sets is bounded and we propose an algorithm for computing them using the notion of
hitting sets.

The rest of this paper is organized as follows. Section 2 gives brief preliminaries on
DL-Lite logic. Section 3 investigates prioritized assertional-based removed sets revi-
sion within the framework of DL-Lite and gives the logical properties of the proposed
operators. Section 4 provides algorithms for computing the prioritized removed sets
through the use of hitting sets. We show that in particular cases revision process can be
performed in a polynomial time. Section 5 concludes this paper.

2 Preliminaries

In this paper, we only considerDL-LiteR, which underlies OWL2-QL. However, results
of this work can be easily generalized for others DL-Lite logics (see [2] for more details
about the DL-Lite family).

Syntax A DL-Lite knowledge base K=〈T ,A〉 is built upon a set of atomic concepts (i.e.
unary predicates), a set of atomic roles (i.e. binary predicates) and a set of individuals
(i.e. constants). Complex concepts and roles are formed as follows:

B −→ A|∃R C −→ B|¬B
R −→ P |P− E −→ R|¬R

where A (resp. P) is an atomic concept (resp. role). B (resp. C) are called basic (resp.
complex) concepts and roles R (resp. E) are called basic (resp. complex) roles. The
TBox T consists of a finite set of inclusion axioms between concepts of the form: B �
C and inclusion axioms between roles of the form: R � E. The ABox A consists of a
finite set of membership assertions on atomic concepts and on atomic roles of the form:
A(ai), P (ai, aj), where ai and aj are individuals. For the sake of simplicity, in the rest
of this paper, when there is no ambiguity we simply use DL-Lite instead of DL-LiteR.

Semantics The DL-Lite semantics is given by an interpretation I = (Δ, .I) which con-
sists of a nonempty domain Δ and an interpretation function .I . The function .I assigns
to each individual a an element aI ∈ ΔI , to each concept C a subset CI ⊆ ΔI and
to each role R a binary relation RI ⊆ ΔI ×ΔI over ΔI . Moreover, the interpretation
function .I is extended for all constructs of DL-LiteR. For instance: (¬B)I=ΔI\BI ,
(∃R)I={x ∈ ΔI |∃y ∈ ΔI such that (x, y) ∈ RI} and (P−)I={(y, x) ∈ ΔI ×
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ΔI |(x, y) ∈ P I}. Concerning the TBox, we say that I satisfies a concept (resp. role)
inclusion axiom, denoted by I |= B � C (resp. I |= R � E), iff BI ⊆ CI (resp.
RI ⊆ EI ). Concerning the ABox, we say that I satisfies a concept (resp. role) mem-
bership assertion, denoted by I |= A(ai) (resp. I |= P (ai, aj)), iff aIi ∈ AI (resp.
(aIi , a

I
j ) ∈ P I ). Note that we only consider DL-Lite with unique name assumption.

Finally, an interpretation I is said to satisfy a knowledge base K=〈T ,A〉 iff I satisfies
every axiom in T and every axiom in A. Such interpretation is said to be a model of K.

Incoherence and inconsistency Two kinds of inconsistency can be distinguished in DL-
based knowledge bases: incoherence and inconsistency [4]. The former is considered as
a kind of inconsistency in the TBox, i.e. the terminological part, of a knowledge base.
The latter is the classical inconsistency for knowledge bases. Namely, a knowledge base
is said to be inconsistent iff it does not admit any model and it is said to be incoherent
if there exists at least a non-satisfiable concept, namely for each interpretation I which
is a model of T , we have CI=∅.

In DL-Lite a TBox T ={PIs,NIs} can be viewed as composed of positive inclusion
axioms, denoted by (PIs), and negative inclusion axioms, denoted by (NIs). PIs are of
the form B1 � B2 or R1 � R2 and NIs are of the form B1 � ¬B2 or R1 � ¬R2. The
negative closure of T , denoted by cln(T ), performs interaction between PIs and NIs.
It represents the propagation of the NIs using both PIs and NIs in the TBox. cln(T ) is
obtained by using the following rules repeatedly until reaching a fix point (see [8] for
more details):

– all NIs in T are in cln(T );
– if B1 � B2 is in T and B2 � ¬B3 or B3 � ¬B2 is in cln(T ), then B1 � ¬B3 is

in cln(T );
– if R1 � R2 is in T and ∃R2 � ¬B or B � ¬∃R2 is in cln(T ), then ∃R1 � ¬B is

in cln(T );
– if R1 � R2 is in T and ∃R−

2 � ¬B or B � ¬∃R−
2 is in cln(T ), then ∃R−

1 � ¬B
is in cln(T );

– if R1 � R2 is in T and R2 � ¬R3 or R3 � ¬R2 is in cln(T ), then R1 � ¬R3 is
in cln(T );

– if one of the assertions ∃R � ¬∃R, ∃R− � ¬∃R− or R � ¬R is in cln(T ) then
all three such assertions are in cln(T ).

An important property has been established in [8] for consistency checking in DL-Lite.
Formally, K is consistent if and only if 〈cln(T ),A〉 is consistent [8].

3 PRSR for DL-Lite Knowledge Bases

In this section, we investigate DL-Lite prioritized knowledge base revision using a lex-
icographical strategy based on inconsistency minimization, well-known as Prioritized
Removed Sets Revision (PRSR) [3], and previously defined in a classical logic setting.
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3.1 Conflict Sets

Let L be a DL-Lite description language, presented in section 2 and K=〈T ,A〉 be a DL-
Lite prioritized knowledge base expressed in L. We assume T is coherent and not strat-
ified. On contrast, the ABox is stratified i.e. partitioned into n strata, A=A1 ∪ · · · ∪An

such that the assertions in Ai have the same level of priority and have higher priority
than the ones in Aj where j > i. We assume that K is consistent and let us denote by
N a new consistent information to be accepted. The presence of this new information
may lead to inconsistency according to the content of the TBox and the nature of the
input information. Within the DL-LiteR language, N may be an assertions, a positive
inclusion axiom (PI) or a negative inclusion axiom (NI). In some cases N may have a
desirable interaction with K. Clearly, according to [8], every DL-Lite knowledge base K
with only PIs in its TBox is always satisfiable (consequence of Lemma 7 in [8]). How-
ever when the TBox T contains NI axioms then N may have an undesirable interaction
with K, which leads to inconsistency. In this case, a natural question for revising K is:
which of the TBox axioms or ABox assertions should be removed first with respect to
some ABox, since a TBox may be incoherent but never inconsistent. We remind the
Calvanese et al. result [9].

Lemma 1. Let K = 〈T ,A〉 be a DL-Lite knowledge base. If A = ∅ then K is consis-
tent. If K is inconsistent, then there exists a subset A′ ⊆ A with at most two elements,
such that T ∪ A′ is inconsistent.

In this paper, revision leads to ignoring some assertions, namely we give a priority
to the TBox over ABox. Furthermore we only focus on inconsistency and assume that
T is coherent and not stratified. This is not a restriction. This particular case can be
handled outside the revision problem considered in this paper. Recall that this choice
is motivated by the fact that DL-Lite framework was especially tailored for Ontology-
Based based Access setting, in which the TBox is needed to access to the data stored in
the ABox. Let K be an inconsistent knowledge base, we define the notion of conflict as
a minimal inconsistent subset of A, more formally:

Definition 1. Let K = 〈T ,A〉 be an inconsistent DL-Lite knowledge base. A conflict C
is a set of membership assertions such that: i) C ⊆ A, ii) 〈T , C〉 is inconsistent, iii)
∀C′, C′ ⊂ C, T ∪ C′ is consistent.

We denote by C(K) the collection of conflicts in K. Since K is assumed to be finite, if
K is inconsistent then C(K) = ∅ is also finite.

Within the DL-Lite framework, in order to restore consistency while keeping new
information, the Prioritized Removed Sets Revision strategy removes exactly one as-
sertion in each conflict, by choosing the minimum number of assertions from A1, then
the minimum number of assertions in A2, and so on. Using lexicographic criterion in-
stead of set inclusion one reduces the set of potential conflicts. Taking the stratification
of the ABox into account has not been considered before for revising or repairing DL-
Lite knowledge bases (e.g. [15,7]).

We first define a lexicographic preference relation between subsets of the ABox.
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Definition 2. Let X andX ′ be two subsets of A = A1∪. . .∪An. X is strictly preferred
to X ′, denoted by X <lex X ′ if and only if i) ∃i, 1 ≤ i ≤ n , |X ∩ Ai| < |X ′ ∩ Ai|,
ii) ∀j, 1 ≤ j < i, |X ∩ Aj | = |X ′ ∩ Aj |.

Example 1. Let A be a stratified ABox A=A1 ∪ A2 ∪ A3 where A1={B1(a)}, A2=
{B2(b)} and A3={B3(a), B3(b)}. Let X={B3(a), B3(b)} and X ′={B3(a), B2(b)} be
two subsets of A. We have X <lex X ′.

Definition 3. let X and X ′ be two subsets of A. X is at least equally preferred1 to X ′,
denoted by X ≤lex X ′ if and only if : i) ∃i, 1 ≤ i ≤ n , |X ∩ Ai| ≤ |X ′ ∩ Ai|, ii)
∀j, 1 ≤ j < i, |X ∩ Aj | = |X ′ ∩ Aj |.

We now more formally present PRSR according to the nature of the input informa-
tion.

3.2 Revision by a Membership Assertion

We first consider the case where N is a membership assertion. It corresponds to the re-
vision by a fact or by an observation. In what follows, K∪{N} denotes 〈T ,A ∪ {N}〉
where A is a prioritized ABox. The following definition introduces the concept of pri-
oritized removed set.

Definition 4. Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a
membership assertion. A prioritized removed set, denoted by X , is a set of membership
assertions such that i) X ⊆ A, ii) 〈T , (A\X) ∪ {N}〉 is consistent, iii) ∀X ′ ⊆ A, if
〈T , (A\X ′) ∪ {N}〉 is consistent then X ≤lex X ′.

We denote by PR(K ∪ {N}) the set of prioritized removed sets of K ∪ {N}. If
K ∪ {N} is consistent then PR(K ∪ {N}) = ∅.

Proposition 1. Let K be a consistent stratified knowledge base andN be a membership
assertion. If K ∪ {N} is inconsistent then |PR(K ∪ {N})| = 1.

Proof. Suppose that there are two prioritized removed sets X and X ′ such that X =
X ′. By Definition 4, X ⊆ A, X ′ ⊆ A, X =lex X ′ and ∀C ∈ C(K∪{N}), C ∩X = ∅
and C ∩ X ′ = ∅. Moreover C ∩ {N} = ∅, therefore |C ∩ A| = 3 which contradicts
lemma 1. ��

Definition 5. Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a
membership assertion. The revised knowledge base K◦PRSRN is defined by K◦PRSR

N = 〈T ,A ◦PRSR N〉 where A◦PRSRN = (A\X)∪{N} with X ∈ PR(K∪{N}).

When N is a membership assertion and the ABox is prioritized, PRSR gives the
same result as RSR[4] in the flat case (where all the assertions in the ABox have the
same priority). More formally:

Proposition 2. Let K be a consistent stratified knowledge base andN be a membership
assertion. K ◦PRSR N = K ◦RSR N .

1 X is equally preferred to X ′, denoted by X =lex X ′, iff X ≤lex X ′ and X ′ ≤lex X .
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Proof (Sketch of proof). The proof is immediate. It follows from Proposition 1, since
|PR(K ∪ {N})| = 1. ��

Example 2. Let K=〈T ,A〉 be a consistent stratified knowledge base such that T
={B1 � B2, B2 � ¬B3, B3 � ¬B4} and A = A1 ∪ A2 ∪ A3, where A1 = {B1(a)}
A2 = {B3(b)}, A3 = {B4(a)}. Let N=B3(a). Then K∪{N} is inconsistent. By Def-
inition 1, C(K ∪ {N}) = {{B1(a), B3(a)}, {B3(a), B4(a)}}. Hence, by Definition 4,
PR(K ∪ {N}) = {{B1(a), B4(a)}}. Therefore A ◦PRSR N = {B3(b), B3(a)}.

As detailed in [4], computing the set of conflicts is polynomial. Moreover when the
input is a membership assertion, as illustrated in the above example, Proposition 1 states
that there is only one prioritized removed set, which is computed in polynomial time as
shown in Section 4.

3.3 Revision by a Positive or a Negative Axiom

We now consider the case where the input N is a PI axiom or a NI axiom. In this case,
K ∪ {N} denotes 〈T ∪ {N},A〉.

Definition 6. Let K=〈T ,A〉 be a consistent stratified knowledge base, and N be a PI
or a NI axiom. A prioritized removed set, denoted by X , is a set of assertions such that i)
X ⊆ A, ii) 〈T ∪ {N}, (A\X)〉 is consistent and iii) ∀X ′ ⊆ A, if 〈T ∪ {N}, (A\X ′)〉
is consistent then X ≤lex X ′.

Let us point out that Definition 6 is similar to Definition 4, except that new infor-
mation is not added to the ABox but to the TBox. However, the revision process still
considers the TBox as a stable knowledge. Therefore, in order to restore consistency,
assertional elements should be removed. We denote again by PR(K ∪ {N}) the set of
prioritized removed sets of K ∪ {N}.

Example 3. LetK=〈T ,A〉 be a consistent stratified knowledge base such that T ={B1 �
B2, B3 � ¬B4} and A = A1 ∪A2 ∪A3, where A1 = {B1(a)} A2 = {B2(b)}, A3 =
{B3(a), B3(b)}. Let N=B2 � ¬B3. Then K ∪ {N} is inconsistent. C(K ∪ {N}) =
{{B1(a), B3(a)}, {B2(b), B3(b)}}, the removed sets [4] are X1 = {B1(a), B2(b)},
X2 = {B1(a), B3(b)}, X3 = {B3(a), B2(b)}, X4 = {B3(a), B3(b)} however there is
only one prioritized removed set X4 as illustrated in table 1.

Table 1. One prioritized removed set

Ai |X1 ∩Ai| |X2 ∩Ai| |X3 ∩Ai| |X4 ∩Ai|
A3 0 1 1 2
A2 1 0 1 0
A1 1 1 0 0

If the stratification of A is A1={B1(a), B3(a)}, A2={B2(b)} and A3 = {B3(b)},
then there are two prioritized removed sets X2 and X4 as illustrated in table 2.
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Table 2. Two prioritized removed sets

Ai |X1 ∩Ai| |X2 ∩ Ai| |X3 ∩ Ai| |X4 ∩ Ai|
A3 0 1 0 1
A2 1 0 1 0
A1 1 1 1 1

When the input is a membership assertion, then there exists exactly one prioritized
removed set. However, when the input information is a NI or a PI axiom there may
exist one or several prioritized removed sets, as illustrated in the previous example. The
following proposition provides the condition of the existence of exactly one prioritized
removed set.

Proposition 3. If for each C ∈ C(K ∪ {N}), there exists i and j, i = j, such that
C ∩Ai = ∅ and C ∩ Aj = ∅, then |PR(K ∪ {N})| = 1.

Proof. Suppose that there are two prioritized removed sets, X and X ′, with X = X ′.
By Definition 6 X ⊆ A, X ′ ⊆ A, X =lex X ′ and ∀C ∈ C(K∪ {N}), C ∩X = ∅ and
C ∩X ′ = ∅. If |C ∩X | = 2 (resp. |C ∩X ′| = 2), then X (resp. X ′) is not a prioritized
removed set. If |C ∩X | = 1 and |C∩X ′| = 1 then two cases hold. If C∩X = C∩X ′,
since there exists i and j, i = j, such that C∩Ai = ∅ and C∩Aj = ∅ which contradicts
X =lex X ′. If C ∩X = C ∩X ′ then X = X ′ which contradicts the hypothesis. ��

This situation holds when each stratum is consistent with T ∪ {N}, for example
when the stratification comes from several experts with different degrees of reliability.
In this case, as detailed in section 4, computing the unique prioritized removed set
is polynomial. The following proposition gives the condition of existence of several
prioritized removed sets.

Proposition 4. If there exists C ∈ C(K ∪ {N}) such that there exists i, C ∩ Ai = ∅
and for all j, j = i, C ∩ Aj = ∅, then |PR(K ∪ {N})| ≥ 2.

Proof. Suppose there is only one prioritized removed set X . By Definition 6, X ⊆ A
and C ∩X = ∅. If |C ∩X | = 2 then X is not a prioritized removed set. If |C ∩X |=1,
since there exists i, such that |C ∩ Ai|=2 therefore there exists X and X ′ such that
C ∩X = ∅ and C ∩X ′ = ∅ and X =lex X ′ which contradicts the hypothesis. ��

There are several prioritized removed sets as soon as there are conflicts included
in a stratum where each conflict may leads to two prioritized removed sets. Namely,
let NC be the number of conflicts such that each one is included in a stratum, the
number of prioritized removed sets is bounded by 2NC . In such case, each prioritized
removed set leads to a possible revised knowledge base: Ki=〈T ∪ {N}, (A\Xi)〉 with
Xi ∈ PR(K ∪ {N}). In the DL-Lite language, it is not possible to find a knowledge
base which represents the disjunction of such possible revised knowledge base. If we
want to keep the result of revision in DL-Lite, several options are possible. The first
one is to consider the intersection of all possible revised knowledge bases however this
option may be too cautious since it could remove too many assertions and contradicts
in some sense the minimal change principle. Another option is to define a selection
function, where the revised knowledge base is defined as follows.
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Definition 7. Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a PI
or a NI axiom. Let f be a selection function, the revised knowledge base K◦PRSRN is
such that K ◦PRSR N=〈T ∪ {N},A ◦PRSR N〉, where A◦PRSR N=(A\f(PR(K∪
{N}))).

When N is a NI or a PI axiom, PRSR generalizes RSR [4]. More formally:

Proposition 5. Let K=〈T ,A〉 be a consistent knowledge base, N be a PI or a NI ax-
iom. If A is not stratified then K ◦PRSR N = K ◦RSR N

Proof. If A is not stratified, i.e. there is only one stratum, conditions i) and ii) in Def-
inition 6 do not change and condition iii) becomes ∀ ⊆ A, if 〈T ∪ {N}, (A\X ′)〉
is consistent, then |X ∩ A| < |X ′ ∩ A| since X ⊆ A. It follows that ∀ ⊆ A if
〈T ∪ {N}, (A\X ′)〉 is consistent then |X | < |X ′|, which is the third condition in the
definition of a removed set [4]. ��

3.4 Logical Properties

Revision within the framework of Description logics, in particular DL-Lite, requires
belief bases, i.e. finite sets of formulas. Postulates have been proposed for characteriz-
ing belief bases revision in a propositional logic setting [11,13]. In [4] the Hansson’s
postulates are rephrased within DL-Lite framework.

Let K, K′ be DL-Lite knowledge bases, N and M be either membership assertions
or positive or negative axioms, ◦ be a revision operator. K+N denotes the non closing
expansion, i.e. K + N=K ∪ {N}. The postulates are: P1 (Success) N ∈ K ◦ N . P2
(Inclusion) K ◦ N ⊆ K + N . P3 (Consistency) K ◦ N is consistent. P4 (Vacuity) If
K∪{N} is consistent then K◦N=K+{N}. P5 (Pre-expansion) (K+N)◦N=K◦N .
P6 (Internal exchange) If N , M ∈ K then K ◦ N=K ◦M . P7 (Core retainment) If
M ∈ K and M ∈ K ◦ N then there is at least one K′ such that K′ ⊆ K + N , and K′

is consistent but K′ ∪ {M} is inconsistent. P8 (Relevance) If M ∈ K and M ∈ K ◦N
then there is at least one K′ such that K ◦N ⊆ K′ ⊆ K + N , and K′ is consistent but
K ′ ∪ {M} is inconsistent.

Proposition 6. Let K be a consistent stratified knowledge base. If N is a membership
assertion then the revision operator ◦PRSR satisfies the postulates P1- P8. If N is a PI
or a NI axiom then the revision operator ◦PRSR satisfies the postulates P1- P7.

Proof (Sketch of proof). For both revision operators P1-P6 follow from the definition
of PRSR and P7 follows from the existence of at least one prioritized removed set. On
contrast P8 requires the existence of only one prioritized removed set, which is the case
when N is a membership assertion, but this is not the case in general when N is a PI or
a NI axiom, except for the case stated in Proposition 3. ��

In the next section, we provide different algorithms for computing the prioritized re-
moved sets depending on the nature of the input.



A Prioritized Assertional-Based Revision for DL-Lite Knowledge Bases 451

4 Computing Revision Operation

As stated before, when trying to revise a DL-Lite knowledge base we want to withdraw
only ABox assertions in order to restore consistency, i.e. prioritized removed sets will
only contain elements from the ABox. From the computational point of view, we have
to distinguish several cases depending on the nature of the input N , the content of the
knowledge base and the form of the conflicts.

4.1 Result of Revision by an Assertion

When new information is an assertion, thanks to Proposition 1, there exists only one
prioritized removed set. The computation of this set amounts in picking in each con-
flict the assertion which is different from the input N . This operation follows from a
simple and non costly adaptation of the algorithm given in [8] for checking the consis-
tency of a DL-Lite knowledge base. The main difference is that in [8] the aim is only
to check whether a DL-Lite knowledge base is consistent or not. Here, we do one step
further, as we need to enumerate all assertional facts that conflict with the input. Com-
puting these conflicting assertions with N first requires the negative closure cln (T ),
computed using the rules given in Section 2 repetively until reaching a fixed point. We
suppose that this is performed by a NEGCLOSURE function. We provide the algorithm
COMPUTEPRSR1, which computes the prioritized removed set PR ∈ PR(K∪{N}).

Algorithm 1. COMPUTEPRSR1
1: function COMPUTEPRSR1 (K = 〈T ,A〉 , N )
2: PR← ∅
3: cln (T )← NEGCLOSURE(T )
4: for all X � ¬Y ∈ cln (T ) do
5: for all α ∈ A do
6: if 〈X � ¬Y, {α,N}〉 is inconsistent then
7: PR← PR ∪ {α}
8: Return PR

Generally, the computation of the conflicts proceeds with the evaluation over A of
each NI axiom in cln (T ) in order to exhibit whether A contains assertions which con-
tradict the NI axioms. Intuitively, for each X � ¬Y belonging to cln (T ), the eval-
uation of X � ¬Y over the A simply amounts to return all (X(x), Y (x)) such that
X(x) and Y (x) belongs to A. When N is an assertion, one can easily check that every
conflict which contradicts a NI axiom is of the form {α,N} where α ∈ A. This means
that there exists exactly one prioritized removed set. Hence, in this case the removed
set computation can be performed in polynomial time.

Note that the algorithm COMPUTEPRSR1 produces the same revision result as the
algorithm proposed in [9], since revision with an ABox assertion is uniquely defined
(theorem 13 in [9]).
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4.2 PRSR Computation : Revision by an Axiom

We now detail the case where N is a PI or a NI axiom. According to Definition 6,
computing PR(K ∪ {N}) starts with the computation of PR((T ∪ {N}) ∪ A1), then
continues with the computation PR((T ∪{N})∪ (A1 ∪A2)), and so on. A prioritized
removed set is formed by picking in each conflict the least priority element. However,
according to the form of conflicts, two situations hold as pointed out in Section 3.

The first one is when each conflict involves two elements having different levels of
priority. From Proposition 3, we have shown that there exists only one prioritized re-
moved set. We provide the algorithm COMPUTEPRSR2 which computes the prioritized
removed set PR ∈ PR(K ∪ {N}).

Algorithm 2. COMPUTEPRSR2
1: function COMPUTEPRSR2 (K = 〈T ,A〉 , N )
2: T ′ ← T ∪ {N}, K′ = 〈T ′,A〉
3: cln (T ′)← NEGCLOSURE(T ′)
4: PR← ∅
5: i← 1
6: while i ≤ n do
7: for all X � ¬Y ∈ cln (T ′) do
8: for all α ∈ Ai do
9: j ← i+ 1

10: while j ≤ n do
11: for all β ∈ Aj do
12: if 〈X � ¬Y, {α, β}〉 is inconsistent then
13: PR← PR ∪ {β}
14: Aj ← Aj \ {β}
15: j ← j + 1

16: i← i+ 1

17: Return PR

The algorithm COMPUTEPRSR2 proceeds from a current layer to all the other less
preferred layers and selects the assertions which conflict with the ones in the current
layer. We increment from a layer to another in order to ensure the minimality of the
prioritized removed set w.r.t. lexicographic ordering. Note that this algorithm is based
on inconsistency checking and its computational complexity is polynomial.

We now describe the second case, where there exists at least a conflict involving two
elements having the same priority level. In such situation there are several prioritized
removed sets to be computed, as pointed out in Proposition 4. In order to compute
them, we follow the idea proposed in [23], where removed sets in the flat case can be
computed using the hitting set notion [20]. A hitting set is a set which intersects each set
in a collection. A minimal hitting set, w.r.t. set inclusion, is called a kernel. Moreover,
kernels which are minimal w.r.t. cardinality correspond to the definition of a removed
set [23]. The same result has been established for the removed set revision of DL-Lite
knowledge bases [4] where the computation of the kernels of C(K∪{N}) is performed
using Reiter’s algorithm [20], modified in [22]. We recall this algorithm [4].
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Definition 8. A tree T is an HS-tree of C(K ∪ {N}) if and only if it is the smallest tree
having the following properties:

1. Its root is labeled by an element from C(K∪{N}). If C(K∪{N}) is empty, its root
labeled by ’

√
’.

2. If m is a node from T, let H(m) be the set of branch labels on the path going from
the root to T to m. If m is labeled by ’

√
’, it has no successor in T.

3. If m is labeled by a set C ∈ C(K ∪ {N}), then, for each c ∈ C, m has a successor
node mc in T, joined to m by a branch labeled by c. The label of mc is a set
C

′ ∈ C(K∪ {N}) such that C
′ ∩H(mc) = ∅, if such a set exist. Otherwise, mc is

labeled by ’
√

’.

The kernels correspond to the leaves labeled by
√

. For each such node m, H(m) is a
kernel of C(K ∪ {N}). We use the same pruning techniques as in [22].

Concerning prioritized removed sets, they are not necessarily minimal w.r.t. cardinality.
But they are minimal w.r.t. lexicographic ordering (≤lex for short). So, a naive algo-
rithm for computing PR(K ∪ {N}) is : (i) compute the kernels of C(K ∪ {N}). (ii)
keep only minimal ones w.r.t. ≤lex. However, we can improve the algorithm.

As we said before, a prioritized removed set is computed from one layer to another.
The idea of the enhancement of the algorithm is as follows: First, compute the conflicts
in the first layer, i.e. in (T ∪{N})∪A1, then build the hitting set tree on this collection
of conflicts. This tree allows for the computation of the kernels of (T ∪ {N}) ∪ A1

minimal w.r.t. ≤lex. From these kernels, continue the construction of the tree using
conflicts in (T ∪ {N}) ∪ ({A1 ∪ A2}) if they exist, and so on until reaching a fixed
point where no conflict will be generated. Now the kernels of the final hitting set tree
using conflicts in (T ∪ {N}) ∪ ({A1 ∪ A2 ∪ ... ∪ An}) which are minimal w.r.t. ≤lex

are the prioritized removed sets. The following algorithm COMPUTEPRSR3 computes
PR(K ∪ {N}) using hitting sets.

Algorithm 3. COMPUTEPRSR3
1: function COMPUTEPRSR3 (K=〈T ,A〉 , N )
2: T ′ ← T ∪ {N}, K′ = 〈T ′,A〉
3: cln (T ′)← NEGCLOSURE(T ′)
4: PR(K′)← ∅
5: C ← ∅, TREE← ∅, i← 1
6: while i ≤ n do
7: for all X � ¬Y ∈ cln (T ′) do
8: for all (α, β) s.t. α ∈ A1, β ∈ A1 ∪ . . . ∪Ai do
9: if 〈X � ¬Y, {α, β}〉 is inconsistent then

10: C ← C ∪ {α, β}
11: TREE← TREE.ADDFROMLEXKERNEL(HS(C))
12: C ← ∅,
13: i← i+ 1

14: PR(K′)← LEXKERNEL(TREE)
15: Return PR(K′)
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In this algorithm the function HS(C) takes as input the conflicts computed in each layer
(if they exist) and builds the corresponding hitting sets tree (TREE), using the algo-
rithm presented in Definition 8. From a layer to another, we resume the construction of
(TREE) from its current kernels minimal w.r.t. ≤lex. Namely, the function ADDFROM-
LEXKERNEL((HS(C)) builds the hitting set tree of a collection of conflicts C starting
from the kernels branches of the current TREE which are minimal w.r.t. ≤lex. Finally
PR(K ∪ {N}) corresponds to the kernels of TREE obtained using function LEXKER-
NEL(TREE)) which are minimal w.r.t. ≤lex. Note that COMPUTEPRSR3 is a general-
ization of COMPUTEPRSR2, since when all conflicts involve elements from distinct
layers, then the final tree will only contains one prioritized removed set. The following
example illustrates this algorithm.

Example 4. Consider K=〈T ,A〉, with T ={A � B,C � B} and A=A1∪A2∪A3∪A4

where A1={A(a), D(a)}, A2={C(a), B(b)}, A3={D(b)} and A4={D(c), C(c)}. We
want to revise K with N=B � ¬D. Then, We have cln(T ∪ {B � ¬D})={B �
¬D,A � ¬D,C � ¬D}. The conflicts obtained from cln(T ′)∪A1 are {A(a), D(a)}.
The constructed tree using HS({A(a), D(a)}) will contain two branches labeled re-
spectively by A(a) and D(a) which are kernels minimal w.r.t. ≤lex (≤lex kernel). We
continue with cln(T ′)∪A1∪A2 where {C(a), D(a)} is a conflict. We resume the con-
struction of the tree its current≤lex kernel (branches labeled by A(a) and D(a)) and we
obtain three HS-tree: {A(a), C(a)}, {A(a), D(a)} and D(a) where only D(a) is ≤lex

kernel. Now, we increment to cln(T ′)∪A1∪A2∪A3 where {B(b), D(b)} is a conflict
and we continue the construction of the Tree from D(a). We obtain {D(a), D(b)} and
{D(a), B(b)} as HS-tree where only {D(a), D(b)} is ≤lex kernel. Finally, We we have
{D(c), C(c)} as a conflict in cln(T ′)∪A1∪A2∪A3∪A4. We continue the construction
of the tree from branch labeled by {D(a), D(b)}. We obtain two other branches labeled
respectively by {D(a), D(b), C(c)} and {D(a), D(b), D(c)} which are two ≤lex ker-
nels. Hence, PR(K ∪ {N})={D(a), D(b), C(c)}, {D(a), D(b), D(c)}.

5 Conclusion

In this paper, we investigated Prioritized Removed Sets Revision of DL-Lite knowledge
bases. We studied the revision operation for three forms of input, namely, an ABox
assertion or a TBox axiom. We first defined the prioritized removed sets within the
framework of DL-Lite as a lexicographic approach. We showed that when the input is
an assertion then PRSR is computed in polynomial time. When the input is a PI or a
NI axiom we provided the condition for the computation of PRSR in polynomial time.
We showed that in the general case the number of prioritized removed sets is bounded
and we proposed an algorithm for computing these sets using the notion of hitting sets.
We finally gave logical properties of the proposed operators in terms of satisfaction of
Hansson’s postulates rephrased in our framework. In a near future we plan to investigate
the iterated revision of DL-Lite knowledge bases. We also want focus on the extension
of Removed Sets Fusion [14], defined in a propositional setting, to the merging of DL-
Lite knowledge bases.
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