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Abstract. We present some results of a computational study aimed at
investigating the relationship between the spatio-temporal data used in
the calibration phase and the consequent predictive ability of a Cellular
Automata (CA) model. Our experiments concern a CA model for the
simulation of urban dynamics which is typically used for predicting spa-
tial scenarios of land-use. Since the model depends on a large number
of parameters, we calibrate the CA using Cooperative Coevolutionary
Particle Swarms, which is an effective approach for large-scale optimiza-
tions. Moreover, to cope with the relevant computational cost related to
the high number of CA simulations required by our study, we exploits
the computing power of Graphics Processing Units.

Keywords: Cellular Automata, Urban Models, Cooperative Coevolu-
tion, GPU.

1 Introduction

Cellular Automata (CA) models for the simulation of urban dynamics can pro-
vide to decision-makers and urban planners accurate information on the growth
of cities, including the types, location and amount of land-use conversions . For
this reason, they have been used in several ways to support land use planning,
policy evaluation, and analysis of future scenarios of urban growth [1–3]

Among the open research challenges in the field of CA-based modelling of
urban systems, a recurrent issue is represented by calibration, which consists of
adapting the parameter-dependent transition rules to make the modelled urban
phenomena matching the reality. CA calibration is often challenging because it
involves high-dimensional search spaces. To cope with this problem, the current
research trend in the field suggests the use of automated optimisation procedures
[4–6]. The latter, are based on the availability of historical maps of the area under
study, which are used, together with an appropriate metric of agreement, to guide
the search of the values of model parameters. In this regard, an important issue
concerns the relationship between the predictive ability of the calibrated model
and the historical maps used in the optimization process. For example, for a CA
modeller is relevant to be aware of the possible calibration error, with the related
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loss of model accuracy, that can be expected when very few historical maps are
available to support the optimization process. To our knowledge, this issue was
not addressed by systematic studies in the literature.

In this paper we present some results of a broader computational study on the
calibration of a constrained CA for simulating urban dynamics. Our main ob-
jective was to investigate the extent to which the availability of historical maps
and the way in which they are used, may affect the quality of the calibration
process, as well as the predictive power of the resulting model. Our experiments
take advantage of a parallel CA model already presented in [7], which is based
on general-purpose computing on graphics processing units (GPGPU). This al-
lowed us to perform an empirical investigation based on the execution of several
millions of CA simulations in a reasonable time. Moreover, in order to cope with
the high number of parameters involved in the calibration, we use a state-of-
the-art metaheuristic, namely the Cooperative Coevolutionary Particle Swarm
optimization (CCPSO) [8], which is a variation of the standard Particle Swarm
Optimization (PSO) algorithm [9] specifically designed to deal with optimiza-
tions in spaces with a high number of dimensions.

2 The CA Urban Model and Its Calibration Problem

We use a CA representing the geographical space of interest and evolved in
order to mimic its land-use dynamics over time. The model was parallelized
for the GPGPU platform provided by nVidia, as explained in [7]. In order to
obtain high efficiency, we formulated the parallelization so as to avoid significant
memory transfers between the CPU and GPU during the simulation. As a result,
our GPGPU approach leads to speedups that can easily exceed the value of
100, compared to the corresponding sequential implementation on a standard
workstation [7]. This was key factor to allow the presented investigation.

In our CA model, the relevant component of the state of each cell represents
its land-use class (such as residential, industrial, commercial, agriculture). Cells
may also hold other information relevant to the simulation, such as their distance
from the main transportation networks, constraints related to zoning regulations
and cells’ physical features (slope, elevation, etc.). During the simulation of such
a CA, each cell can change its land use depending on its neighbouring cells and
its internal state. However, the cell’s state transition also depends on some global
constraints on the total amount of each land use that is allowed at each time
step. The model, as proposed in [1], includes three categories of land uses: (i)
static, which cannot change during the simulation (e.g. transportation network,
public services and facilities). A static land-use can however influence the other
uses within its neighbourhood by exerting attractive or repulsive effects on them;
(ii) active uses, for which there is an explicit demand (e.g. in terms of area) at
each time step; (iii) passive uses, representing land available to be transformed
into active uses during the simulation.

In the adopted model, the CA neighbourhood is defined as the square region
around the cell with a sufficient size to allow local-scale spatial processes to be
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captured in the CA transition rules. At the beginning of each CA step, the so-
called transition potentials Pj [1, 10] are computed for each cell and each active
land use. This is done with the following equation:

Pj = Ii + γ Sj Zj Nj (1)

where:

– i is the current cells land use and Ii ≥ 0 represents an inertia due to the
transformation costs of transition from the use i to a different use;

– γj = 1 + (− lnψ)αj , where ψ is a random number between 0 and 1 and αj

is a parameter that provides a degree of randomness;
– Sj ∈ [0, 1] is the suitability factor for the active land use j, which is expressed

as a logistic function of nf local predictors xk (e.g. the cell’s distance from
the street network or the terrain slope) as follows:

Sj =
exp(

∑nf

k=1 bkjxk)

1 + exp(
∑nf

k=1 bkjxk)
(2)

where the parameters bkj are estimated through the calibration process.
– Zj ∈ [0, 1] defines the degree of legal or planning permissibility of the j-th

land use (for example due to zoning regulations by the planning authority);
– Nj is the so called neighbourhood effect computed as:

Nj = ν +
∑

c∈V

φ(ai,j , bi,j , ci,j , di,j ; δc) (3)

where the summation is extended over all the cells of the cell’s neighbour-
hood V and: i denotes the current land use of the cell c ∈ V , δc is the
distance from the neighbouring cell c, and φ(ai,j , bi,j, ci,j , di,j ; δ) is a piece-
wise linear function, depending on the four scalar parameters, ai,j , bi,j , ci,j
and expressing the influence of the i-th land-use at the distance δ on the
potential land use j. The term ν is a constant value computed before the
beginning of the simulation so that Nj ≥ 0.

Once the cell’s Pj have been computed, the CA evolution is consists of trans-
forming each cell into the state with the highest potential, given the exogenous
constraint on the overall number of cells in each state imposed for that step [1].

The dynamics of the CA model described above depends on many scalar pa-
rameters that must be adapted to the specific application context. In particular,
if the model includes ns static land uses, np passive uses and na actively mod-
elled uses, it depends on: (i) na parameters Ii defining the inertial contribution
to the transition potentials; (ii) nf na parameters involved in the logistic suit-
ability defined by Eq. (2); (iii) 4 (ns + na + np)na parameters aij , bij , cij , dij
involved in the piecewise functions φi,j of Eq. (3); (iv) na parameters αj defining
the degree of randomness. All the above parameters can be collected in a vector
p belonging to a D-dimensional search space. With respect to p, the model can
be optimised to maximise the fitting between the simulated and real patterns.
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In the following we indicate with V̄ a training set collecting some maps ω̄(t),
which correspond to historical land-use data on the area under study. Starting
from a known configuration ω(0), and given a vector p of parameters, the CA
can be executed for the computation of a set V of automaton configurations ω(t)

corresponding to the training maps ω̄(t).
The agreement between the real spatio-temporal sequence and the simulated

one should be quantified through a suitable measures of fitness Θ
(V̄ , V), which

is computed for each value of p. Given the fitness function, in our view the au-
tomatic calibration consists of maximising Θ

(V̄ , V), with respect to p, through
a suitable search algorithm. To this purpose, we use a variation of the standard
Particle Swarm Optimization (PSO) algorithm [9], which was specifically de-
signed to deal with optimizations in spaces with a high number of dimensions,
namely the Cooperative Coevolutionary PSO (CCPSO) approach [8]. The lat-
ter was already successfully tested for urban CA calibrations in [11], where the
details on its formalization and implementation can be found.

3 Computational Study

3.1 Experimental Setup

We applied the model to the area of the city of Heraklion, Crete. The CA repre-
senting the urban area was composed of 277× 151 cells each with the side of 50
meters and the initial configuration was initialized with the urbanization map
of the year 1980, labelled as ω(0) in Fig. 1. In the model, we included seven land
uses, four of which actively modelled. The latter were residential dense, residen-
tial sparse, industrial areas, and commercial areas. The undeveloped land, which
essentially represents agricultural and natural land cover classes, was considered
as the only passive land use. The only static land use was green urban areas and
facilities. Also, we used a square neighbourhood with side of 20 cells. For de-
termining the suitabilities given by Eq. (2) we used six driving factors, namely:
distance from main roads, distance from secondary roads, terrain slope, altitude,
distance from the sea and distance from the city center. In order to reduce the
number of unknown model parameters, we adopted the value of 0.01 for all
the αi that define the simulation randomness. Given the above characteristics,
the model depends on D = 140 unknown parameters.

To measure the agreement between maps during calibration, we use a modified
version of the standard Kappa statistic, namely the so called Kappa Simulation
Ks [12]. The standard Kappa measures the agreement between two categorical
datasets relative to the expected agreement by chance (i.e. when the given sizes
of classes are reallocated randomly). In the modified Ks version, the agreement
between the two maps is corrected accounting for the sizes of class transitions,
which are computed taking as a reference the initial map. We defined the fitness
function as follows:

Θ
(V̄, V) = 1

|V̄ |
∑

V̄,V
Ks(ω

(0), ω̄(τi), ω(τi)) ω̄(τi) ∈ V̄, ω(τi) ∈ V (4)
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Fig. 1. Some CA configurations produced through the randomly drawn model param-
eters and used in the calibration study

where the τi indicates the time step in which the configurations are known. In
other words, we defined the fitness as the arithmetic mean of all theKs computed
on the corresponding training and simulated maps.

In a preliminary stage of our numerical experimentation, we produced a train-
ing set through the CA itself. This guaranteed the existence of a zero-error so-
lution of the calibration problem, thus allowing for an unbiased evaluation of
the results obtained through the calibration procedures. To such purpose, we
randomly generated the 140 unknown parameters of the model within plausible
ranges, trying to achieve a fairly realistic land-use dynamics. Using such parame-
ters, the CA simulation was then performed for 25 steps obtaining the dynamics
shown in Fig. 1 and a set of CA configurations

V̄ =
{
ω(t) | t = 1 . . . 25

}
(5)

It is important to note that for our purposes would not be useful to derive
a vector of parameters by means of a calibration process based on a real map.
Indeed, this would introduce a bias in the sense that new calibrations would tend
to provide vectors of parameters that better reproduce the configurations used
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for the original calibration. This does not apply if the parameters are randomly
drawn, though within predetermined intervals.

The computational experiments discussed in the following essentially consist
of using training sets composed of some of the maps in V̄ with the aim of repro-
ducing the correct dynamics after model calibration.

As for the constraints, for the 15th CA step we used the actual amount of
land for each land-use taken from a 2010 map of the area. Then, we adopted a
scenario of linear increment in land-use demand between steps 0 and 25.

We assigned to each calibration a budget of 20000 CA evaluations and we car-
ried out 10 independent runs for each experiment, averaging the results in terms
of achieved fitness. Moreover, we ran the optimization algorithms on a work-
station equipped with two different GPUs: the nVidia Tesla K40 and a nVidia
Geforce GTX 680 graphic card. In order to exploit both GPUs, we developed
a multi-GPU program using the C++/CUDA languages and a multi-threads
approach according to a master-slaves paradigm.

3.2 Results and Discussion

In the study we considered a number of different training sets composed of one
or more maps taken from the set V̄ defined in Eq. 5. However, due to space
limitations only some results will be discussed here. In the following, we indicate
with V̄i a training set including only ω̄(i), with V̄i,j a training set including
ω̄(i), ω̄(j) and so on. In Fig. 2 we show the averaged convergence plots of the
optimizations for some experiments. The statistics on the attained fitnesses are
shown in Table 1.

As expected, a calibration point after only five CA steps gave rise to a rela-
tively easy optimization problem. This is due to the small differences between
the two configurations ω(0) and ω̄(5). More in details, according to Table 1 in
this case the optimization algorithm was able to achieve the average fitness
Θ = 0.980. Note that because of the probabilistic nature of the optimization
algorithm, given a training set, a lower standard deviation implies a lower num-
ber of optimization runs that are needed to obtain a reliable calibration. As
shown by Fig. 2 and Table 1, including calibration points in more advanced time
steps, produced a reduction of the speed of convergence with decreased fitness
value and increase of the variability of the calibration results. In most calibra-
tion configurations a t-test on the results showed that the achieved fitness values
were essentially equivalent. Note however that such an equivalence only refers
to the achieved fitness considered as a casual variable given by a probabilistic
calibration process. As shown later, the used training sets can indeed lead to
very different simulation qualities.

Table 1 also shows the average computation time which was necessary for an
optimization: Thanks to the GPGPU acceleration, the average time took by a
25-steps CA simulation was 0.2 s.

Our experimental setup allows to examine the quality of calibration with re-
spect to all reference configurations included in V̄ (see Eq. 5). To this end, we
used the best parameter vectors obtained in the calibrations and we ran the
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Fig. 2. Convergence plots of the average fitness Θ and its standard deviation for some
calibration tests. The statistics were computed over 10 independent runs on each test.

Table 1. Statistics on the achieved fitness Θ and elapsed time in seconds over 10
independent runs for some calibration tests

Training set V̄5 V̄10 V̄25 V̄5,10 V̄10,15 V̄15,20 V̄5,10,15 V̄10,15,20 V̄5,15,25

Avg 0.980 0.969 0.963 0.975 0.970 0.962 0.979 0.965 0.967
Std. Dev. 0.004 0.006 0.012 0.003 0.003 0.005 0.005 0.007 0.009
Min 0.975 0.964 0.952 0.970 0.967 0.955 0.974 0.955 0.956
Max 0.983 0.977 0.975 0.977 0.973 0.966 0.984 0.972 0.976
Avg. Time 1171 2099 4647 2104 3305 3686 3007 3772 4763

corresponding CA simulation by calculating the adopted measure of agreement
Ks between ω̄

(t) and ω(t) at each step t. The objective was to obtain a quantifica-
tion of the accuracy that can be achieved along the simulation. Some validation
results are summarized in Table 2. It is also interesting to examine in details the
values of Ks along the simulation for the different training sets, which are de-
picted in Fig. 3. According to the results, the actual quality of calibrations in the
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Table 2. Validation results for some of the calibration tests. The statistics were com-
puted on the validation set (composed of 25 maps) in terms of Ks.

V̄5 V̄10 V̄15 V̄5,10 V̄5,15 V̄10,15 V̄15,20 V̄5,10,15 V̄10,15,20

Average Ks 0.958 0.971 0.960 0.970 0.983 0.971 0.967 0.983 0.972
Worst Ks 0.934 0.957 0.952 0.959 0.977 0.957 0.962 0.972 0.967

considered range of 25 CA steps, was significantly different for the used training
sets. In general, there was a goodKs in a neighbourhood of the calibration point
(note that in correspondence to the latter, for the single point calibration, the
Ks value corresponds to the fitness Θ achieved during calibration). However, the
deterioration of the simulation quality greatly depended on where the calibra-
tion occurred. For example, from Fig. 3 it is clear that the easiest calibration at
the step 5, in spite of the high value of the achieved fitness (i.e. Θ = 0.980), did
not provide a suitable vector of model parameters, leading to the low average
agreement of 0.958 in terms ofKs (see Table 2). This is not surprising, given that
the map produced by a single CA step does not contain enough information on
the system’s dynamics. Also, looking at the other extreme, the calibration at the
farthest point from the origin (i.e. using V̄25) produced a good agreement only in
the immediate vicinity of the initial and final configurations, with an average of
0.957. However, with a single calibration-point in an intermediate position (e.g.
for V̄10 and V̄15) the evolution of agreement during the simulation showed a low
variability and an average value quite close to that obtained in the calibration
phase. Interestingly, in our case study, we can achieve a reasonable quality of
the calibrated model using a single historical map, as long as it does not refer
to a point which is too close or too far from the beginning of the simulation.

Better results were obtained using more than one calibration point. In par-
ticular, using V̄5,15 led to a good agreement with the validation set along the
whole simulation, characterized by an average Ks of 0.983 with a minimum of
0.977. According to the results in Fig. 3, it seems that using only two calibra-
tion points, provided they are well spaced and not too close to the beginning of
the simulation, can lead to a suitable CA model optimization. The validation of
calibration based on the training set V̄5,10,15 showed a quite stable Ks during
the simulation, with an average value of 0.983 and a worst value of 0.972. How-
ever, these value are substantially equivalent to those obtained using the smaller
training set V̄5,15 (see Table 2). Therefore, increasing the training set V̄5,15 with
an intermediate map proved essentially useless. Clearly, this is because, in our
case study, the map ω̄(10) did not provide any supplementary informational con-
tribution. It is important to highlight that the insights that can be drawn from
the experiments described above refer to a case in which the rules that determine
the urban dynamics (i.e. the parameters) are constant over time. However, this
can be, at least approximately, the case for many historical periods and urban
areas in the world.
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Fig. 3. Agreement, in terms of Ks, with the validation set during the simulation.
Calibration points are highlighted.

The results can also be examined from a forecasting perspective. For exam-
ple, supposing that some maps corresponding to CA steps between 0 and 15
(i.e. the hypothetical current time) are available, we can estimate the influence
of calibration error in forecasting the CA configuration at the 25th step (the
hypothetical future time). As can be seen from Fig. 3, the best forecasting abil-
ity was achieved through a model calibrated using V̄5,15 (final Ks of 0.982 ) and
V̄5,10,15 (final Ks of 0.980). Using a single calibration point led to poor predictive
performance of the model: the values of Ks at the 25th CA step were, 0.956,
0.970 and 0.959 for V̄5, V̄10 and V̄15, respectively.

4 Conclusions and Future Work

Constrained CA for land use change simulations often depends on many pa-
rameters that must be determined through a calibration process. The latter
usually requires the availability of a training set containing an adequate number
of historical maps of the area under study. Using a suitable experimental setup



Training Cellular Automata to Simulate Urban Dynamics 309

and some advanced computational techniques, we investigated the influence of
the composition of the training set on the quality of the resulting calibration.
We presented and discussed in this paper only some experiments. However, the
whole study required the execution of more than 5 million simulations. In return,
it provided numerous insights and allowed us to quantify in various conditions
the calibration and validation errors, as well as their implications in the case of
land-use change forecasting. Future work will investigate the effect of the differ-
ent training sets using a multi-objective metaheuristics [13], in which the fitness
function is based on various landscape metrics.
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