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Preface

This book includes extended and revised versions of a set of selected papers from
the 3rd International Conference on Simulation and Modeling Methodologies,
Technologies and Applications (SIMULTECH 2013) which was coorganized by
the Reykjavík University (RU) and sponsored by the Institute for Systems and
Technologies of Information, Control and Communication (INSTICC). SIMUL-
TECH 2013 was held in cooperation with the ACM SIGSIM—Special Interest
Group (SIG) on SImulation and Modeling (SIM), Movimento Italiano Modellazi-
one e Simulazione (MIMOS) and AIS Special Interest Group on Modeling and
Simulation (AIS SIGMAS) and technically co-sponsored by the Society for
Modeling and Simulation International (SCS), Liophant Simulation, Simulation
Team, and International Federation for Information Processing (IFIP).

This conference brings together researchers, engineers, applied mathematicians,
and practitioners interested in the advances and applications in the field of system
simulation. We believe the papers here published, demonstrate new and innovative
solutions, and highlight technical problems that are challenging and worthwhile.

SIMULTECH 2013 received 142 paper submissions from 39 countries in all
continents. A double-blind paper review was performed by the International Pro-
gram Committee members, all of them recognized in at least one of the main
conference topic areas. After the reviewing process, 35 papers were selected to be
published as full papers and 58 papers were selected as short papers. The full paper
acceptance ratio was thus 25 %, and the total oral paper acceptance ratio was less
than 41 %.

The papers included in this book were selected from those with the best reviews
taking also into account the quality of their presentation at the conference, assessed
by the session chairs. Therefore, we hope that you find the papers included in this
book interesting, and we trust they may represent a helpful reference.

We wish to thank all those who supported and helped to organize the conference.
On behalf of the conference Organizing Committee, we would like to thank the
authors, whose work mostly contributed to a very successful conference and the
members of the Program Committee, whose expertise and diligence were instru-
mental to ensure the quality of final contributions. We also wish to thank all the

v



members of the Organizing Committee whose work and commitment were
invaluable. Thanks also are due to the organizations that technically cosponsored
the conference. Last but not least, we would like to thank INSTICC for sponsoring
and organizing the conference.

December 2013 Mohammad S. Obaidat
Slawomir Koziel
Janusz Kacprzyk
Leifur Leifsson

Tuncer Ören
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Context-Aware Decision Support
in Dynamic Environments: Theoretical
and Technological Foundations

Alexander Smirnov, Tatiana Levashova, Nikolay Shilov
and Alexey Kashevnik

Abstract The paper addresses the issue of context-aware operational decision
support in dynamic environments. The context model specifies conceptual
knowledge describing the situation and problems to be solved in this situation. This
model comprises knowledge captured from an application ontology, which is for-
malized by a set of constraints. The context aware decision support system (DSS)
developed within the research has a service-oriented architecture. The Web-services
constituting the architecture provide the DSS with the contextualized information
from information resources, solve problems specified in the context, and participate
in decision making. A decision making model overstepping the limits of the three-
phase Simon’s model is offered. The paper proposes a set of technologies that can
be used to implement the ideas behind the research. An application of these ideas is
illustrated by an example of usage of the developed DSS for planning fire response
actions.

Keywords Context-aware decision support � Context model � Decision making
model � Service-oriented architecture � Emergency response � Ridesharing
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1 Introduction

Operational decision support is required in situations happened in dynamic, rapidly
changing, and often unpredictable distributed environments. Such situations can be
characterized by highly decentralized, up-to-date data sets coming from various
resources. The goals of context-aware support to operational decision making are to
timely provide the decision makers with up-to-date information, to assess the rel-
evance of information and knowledge to the decision, and to gain insight in seeking
and evaluating possible decision alternatives.

The present research addresses theoretical and technological foundations of
context-aware operational decision support in dynamic environments. The theo-
retical foundations are built around ontologies. The ontologies are a widely
accepted means for context information modeling. They provide efficient facilities
to represent application knowledge and to enable the resources of the dynamic
environments to be context-aware and interoperable. The proposed fundamentals
are supported by advanced intelligent technologies with their application to the
Web.

The decision making model used in the research follows the three-phase model
proposed by Simon [14]. The used model oversteps the limits of the three-phase
model towards automatic search for an efficient workable decision and communi-
cations on the decision implementation.

The ideas behind the research are incorporated into a context-aware decision
support system (DSS). The developed DSS has service-oriented architecture. Such
architecture facilitates the interactions of service components and the integration of
new ones [1, 12, 19]. The system is intended to support decisions on involvement of
independent parties in the joint actions according to the current situation and
scheduling these actions.

The rest of the paper is structured as follows. Section 2 proposes theoretical
foundations to be followed when building context-aware DSSs. Section 3 presents
technologies supporting the proposed theoretical foundations and service-oriented
architecture of the developed DSS. Application of the presented ideas to the
emergency management domain is illustrated in Sect. 4. Main research results are
summarized in the conclusion.

2 Theoretical Foundations

Decision support in the dynamic environments has to take into account constant
environmental changes. In the present research, resources of the environment
provide information of any changes to the DSS. These resources are referred to as
information resources. The information resources perform the needed computations
and solve problems, as well. The collection of information resources comprises
various kinds of sensors, electronic devices, databases, services, etc. Besides

4 A. Smirnov et al.



information resources, the research distinguishes one more type of resources that is
acting resources. These resources include people and/or organizations that can be
involved in the joint actions.

The research follows the knowledge-based methodology to building DSSs. The
idea behind the research is to represent the application knowledge by means of
constraints. This knowledge is described using two independent sorts of reusable
components: domain ontology and task ontology. The domain ontology represents
conceptual knowledge about the application domain. The task ontology describes
problems occurring in the application domain and methods for achieving solutions
to these problems (problem-solving methods). The both components make up the
application ontology, which is represented as a set of constraints. This ontology
specifies non-instantiated knowledge.

The resources’ representations are supposed to be compatible with the ontology
representation. The application ontology and the resources’ representations are
aligned. The alignment indicates what information resource(s) instantiates the given
property of the given object specified in the ontology.

In the research, context model serves to represent the knowledge about a decision
situation (the settings in which decisions occur and the problems requiring solu-
tions). Context is suggested being modeled at two levels: abstract and operational.
These levels are represented by abstract and operational contexts, respectively
(Fig. 1).

Abstract context is an ontology-based model integrating information and
knowledge relevant to the current decision situation. The DSS’s user (the decision
maker) in his/her request to the DSS indicates the type of the current situation or
smart sensors provide this type to the system. The relevant information and
knowledge are extracted from the application ontology. As the two components
make up this ontology, the abstract context specifies domain knowledge describing
the current situation and problems to be solved in this situation.

The abstract context reduces the amount of knowledge represented in the
application ontology to the knowledge relevant to the decision situation. In the
application ontology this knowledge is related to the resources via the alignment,
therefore the abstract context allows the set of resources to be reduced to the

Application ontology Abstract context Operational context

Application
domain

Real situation
Ontology-based

situation
representation

Asetof
solutions

Decision

Fig. 1 Context-aware decision support
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resources needed to instantiate knowledge specified in the abstract context. The
reduced set of resources is referred to as contextual resources.

Operational context is an instantiation of the domain constituent of the abstract
context with data provided by the contextual resources. This context reflects any
changes in environmental information, in this way it is a near real-time picture of
the current situation. The operational context embeds the constraint-based specifi-
cations of the problems to be solved. Those input parameters of the problems,
which correspond to properties of the objects specified in the domain constituent,
are instantiated.

The embedded in the operational context problems are processed as a constraint
satisfaction problem in its enumeration form. As a result, a set of feasible alternative
‘satisfactory’ solutions in the current situation is produced. Each solution is a plan
of joint actions for the acting resources in the current situation. Decision making is
regarded as a choice between the alternatives.

If one or more efficiency criteria are applied to the set of feasible solutions an
efficient solution can be found. The efficient solution is considered as the workable
decision. The acting resources included in the efficient plan communicate with the
DSS in the person of the decision maker on acceptance/rejection of this plan, i.e. on
the plan implementation.

In order to enable capturing, monitoring, and analysis of the implemented
decisions and their effects the abstract and operational contexts with references to
the respective decisions are retained in an archive. As a result, the DSS is provided
with reusable models of decision situations. These models, for instance, are used to
reveal user preferences based on the analysis of the operational contexts in con-
junction with the implemented decisions.

Search for a ‘satisfactory’ decision is the main principle of the decision making
model proposed by Simon [14]. The main conclusions from the Simon’s investi-
gation of decision making process can be formulated as follows: the efforts of
decision makers to evaluate consequences of the possible alternatives and depen-
dence of the decision makers on the multiple factors influencing their choice should
be minimized. Simon proposed a ‘satisfactory’ decision as a result of decision
making. That is a decision that is neither efficient nor optimal, but the decision that
satisfies all the stakeholders interested in it.

The presented here constrained-based approach enables to express the multiple
influencing factors (e.g., the preferences of the stakeholders interested in the
decision, intervals of the resources’ availabilities, the resources’ costs, etc.) by
means of constraints. The constraints formalizing the multiple factors along with
the constraints specified in the operational context are processed as a constraint
satisfaction problem. A set of feasible (satisfactory) plans is the result of problem
solving. At that, these plans do not depend on decision makers’ attentions, infor-
mation they have, or stress. Moreover, the decision makers are saved from infor-
mation overload. The decision maker can choose any plan from the set or take
advantage of some predefined efficiency criteria.

The Simon’s model specifies decision making consisting of “intelligence”,
“design”, and “choice” phases. Table 1 shows the correspondences between the
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steps of the constrained-based approach and the phases of the Simon’s model. The
proposed approach exceeds the bounds of the Simon’s model proposing two more
steps: search for an efficient satisfactory decision and communications on the
implementation of this decision.

In the following Section, technologies supporting the proposed theoretical
foundations are presented.

3 Technological Foundations

According to the theoretical foundations, the application ontology should be repre-
sented by means of constraints. Knowledge specified in such a way can be treated as a
constraint satisfaction problem. The formalism of object-oriented constraint networks
(OOCN) [15] is proposed to be used for the ontology representation. This formalism
supports object-oriented knowledge representation (class-attribute-range modeling)
and allows specification of the following sets of constraints: (1) taxonomical (“is-a”)
relationships, (2) hierarchical (“part-of”) relationships, (3) class cardinality restric-
tions, (4) class compatibility relationships, (5) associative relationships, and
(6) functional relations.

DSSs intended for the dynamic environments become more efficient when they
take advantage of Web service technologies. Hence, it is proposed to implement the
DSS as a service-oriented system. Web services can support and simplify the
exchange of context information; they enable service-oriented systems to utilize
various types of context information to adapt their behaviors and operations to
dynamic changes. Service-oriented architecture can support integration and con-
solidation of activities of independent actors.

Table 1 Three-phase model

Phase Phase content Steps of Simon’s
model

Steps of
constraint-based
approach

Intelligence Finding, identifying,
and formulating the
problem or situation
that calls for a decision

Fixing goals Abstract context
creation

Setting goals Operational context
producing

Design Search for possible
decisions

Designing
possible
alternatives

Constraint-based
generation of feasible
alternative
satisfactory solutions

Choice Evaluation of
alternatives and
choosing one of them

Choice of a
satisfactory
decision

Choice of an efficient
satisfactory decision

Implementation Putting the decision
into action

– Communications of
the actors with the
DSS for their actions

Context-Aware Decision Support in Dynamic Environments … 7



In the research, capabilities of various resources (resource functionalities) and
their delivery constraints are made available through the Web-services [21]. These
capabilities and constraints are captured by a service profile [8]. A profile describes
the functional and non-functional service semantics. The functional service
semantics is described in terms of the input and output parameters of the service.
The non-functional service semantics is described with respect to service’s cost
model, availability, competence, and weight.

In the ontology-based service-oriented systems the idea of the alignment of the
resource representations against an ontology is implemented using methods of
semantic matching [8]. In the present research the Web-services’ descriptions in
WSDL [20] are aligned against the application ontology. As the result, the WSDL-
descriptions are complemented with appropriate SA-WSDL [13] annotations. The
alignment is based on semantic matching between the application ontology and the
WSDL-descriptions. An approach combining three classes of matching methods—
combined, linguistic, and contextual—is used for the matching [16]. The alignment
enables Web-services to be interoperable and facilitates Web-service composition.

The problem of relevant knowledge determination in the ontology-based sys-
tems is treated as slicing operation. The purpose of this operation is to extract pieces
of knowledge from one or more ontologies, which considered as relevant to the user
request. The implementation of the operation depends on the ontology represen-
tation formalism (see e.g., [3, 18]).

In the present research, the slicing operation is based on the determination in the
application ontology knowledge semantically similar to the user request. The
operation captures knowledge related to the semantically similar knowledge based
on attribute inheritance and constraints processing rules [11]. The captured
knowledge is extracted and integrated into the abstract context. In terms of OOCN
the abstract context is a set of constraints formalizing (1) the domain knowledge to
be instantiated to produce the picture of the current situation and (2) the situation’s
problems in general form. According to the alignment associations, the set of
Web-services is reduced to the contextual ones.

In the part of the abstract context instantiation by the resources, the research
follows the idea to integrate these resources based on the service composition [2, 7,
8]. Web-service composition is the act of taking several semantically annotated
component services, and bundling them together to meet the needs of a given
customer [9].

In the present research the customer needs are formalized in the abstract context.
This context specifies an abstract workflow of the required composite Web-service.
Contextual Web-services participate in the composition. They communicate in
terms of their inputs/outputs to create a service execution sequence. If alternative
services available a set of sequences is created. A specific alternative is chosen
based on the principles of maximum functionality, maximum access interval, and
minimum service weight [17].

The contextual Web-services produce an operational context. The used knowl-
edge representation by means of the OOCN-formalism is compatible with repre-
sentations supported by constraint solvers. Therefore, the operational context can be
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processed as a constraint satisfaction problem using such solvers. Some of these
solvers provide mechanisms to search for optimal or efficient solutions, e.g., ILOG
[5].

The acting resources communicate on the decision implementation using wire-
or wireless Internet-accessible devices.

Table 2 summarizes the technologies supporting the proposed here concept.
The service-oriented architecture of the DSS comprises three groups of services

(Fig. 2). The first group is made up of core services responsible for the registration
of the Web-services in the service register and producing the real-world model of

Table 2 Technological framework

Objectives in
the theoretical
foundations

Techniques Technology Result in terms of
OOCN

Application
ontology
building

Ontology building
from scratch, integra-
tion of existing
ontologies

Ontology engineering,
ontology management

OOCN with non-
instantiated variables

Resource
representation

Service-based
representation

Semantic Web-services OOCN with non-
instantiated variables

Overcoming
Web-services
heterogeneity

Alignment of ontol-
ogy and service
descriptions

Semantic matching OOCN with associa-
tive (alignment)
constraints

Abstract con-
text creation

Ontology slicing Ontology management OOCN with non-
instantiated variables

Determination
of contextual
resources

Ontology slicing Ontology management OOCN with associa-
tive (alignment)
constraints

Operational
context
producing

Service
communications

Web-service composi-
tion, context manage-
ment, constraint
satisfaction

OOCN with partly
instantiated variables

Generation of
alternative
action plans

Solving of constraint
satisfaction problem

Constraint satisfaction OOCN with fully
instantiated variables,
a set of feasible
solutions

Choice of a
specific plan

Optimization Constraint
programming

An efficient solution

Plan
implementation

Service
communications

Mobile applications,
collective decision
making

The efficient solution

Context
reusability

Context archiving Context management OOCN with partly
instantiated variables

Revealing user
preferences

Context-based deci-
sion archiving

Profiling, decision
mining

A set of user
constraints

DSS
implementation

Service-oriented
architecture

Web-services –

Context-Aware Decision Support in Dynamic Environments … 9



the decision situation, i.e. the creation of the abstract and operational contexts.
Services belonging to this group are as follows:

• registration service registers the Web-services in the service register;
• application ontology service provides access to the application ontology;
• abstract context service creates, stores, maintains, and reuses the abstract

contexts;
• operational context service produces the operational contexts.

Web-services comprising the second group are responsible for the generation of
alter-native plans for actions and the selection of an efficient plan. This group
contains:

• composition service coordinates the service composition process;
• constraint satisfaction service generates sets of feasible plans for actions;
• decision making service selects efficient plan(s) from the sets of feasible plans,

coordinates the communications between the acting resources and the plan
implementation.

The third group comprises sets of services responsible for the representation of
the resources and implementation of their functions. This group includes:

Fig. 2 Service-oriented architecture of DSS
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• information services provide data stored in the resources’ profiles and imple-
ment functions of the information resources;

• acting services provide data stored in the profiles of the acting resources; rep-
resent roles played by people or organizations; communicate on the plan
implementation.

4 Fire Response

The DSS to support decisions on planning joint actions of independent parties has
been developed based on the presented here foundations. The system is used to
support decisions in emergency scenarios. Emergencies are a good example of ever-
changing situations.

This Section illustrates the system usage in the simulated fire scenario. The
purposes of the DSS in the fire situation are to produce a fire response plan for
emergency responders, to offer an evacuation plan for potential victims, and to
support the communications on decision implementation between the parties
involved in the plans. Independent parties participating in the implementation of the
fire response plans organize the fire response community (Fig. 3).

Figure 4 presents the abstract context created to model the fire situation. This
context is created from the application ontology of the emergency management

Fig. 3 Organization of fire response community
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domain. The ontology has 7 taxonomy levels, contains more than 600 classes, 160
class attributes, and 120 constraints of different types. The abstract context has 4
taxonomy levels, contains 19 bottom-level classes to be instantiated, 38 class
attributes, and around 30 constraints.

The abstract context represents the following kinds of acting resources needed in
the response actions: fire brigades, emergency teams, hospitals, and car drivers. As
well, this context represents kinds of transportation devices the mobile acting
resources can go by. The context specifies (not shown by the taxonomy) that the
emergency teams can go by ambulances and rescue helicopters, the fire brigades
can go by fire engines and fire helicopters, and the car drivers go by cars.

Task knowledge is hidden in the class “emergency response”. This class spec-
ifies the following problems:

• select feasible hospitals, emergency teams, fire brigades, and car drivers;
• determine feasible transportation routes for ambulances and fire engines

depending on the transportation network and traffic situation;
• calculate the shortest routes for transportation of the emergency teams by

ambulances, fire brigades by fire engines, and evacuees by cars;

Fig. 4 Fire situation: abstract
context (a piece)
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• produce a set of feasible response plans for emergency teams, fire brigades, and
hospitals;

• produce a set of feasible ridesharing routes.

The execution sequence of Web-services composed to instantiate the abstract
context and solve the specified problems is shown in Fig. 5.

In the simulated scenario it is supposed that 9 injured people have to be trans-
ported to hospitals. In the territory adjacent to the fire place 7 available fire bri-
gades, 8 emergency teams, 5 hospitals having free capacities for 4, 4, 2, 3, and 3
patients are found; 6 fire trucks and 1 fire helicopter are allocated to the fire
brigades, 7 ambulances and 1 rescue helicopter are allocated to the emergency
teams; 1 fire brigade is calculated to be required to extinguish the fire. The plan for
actions designed for the emergency teams supposes that one vehicle can house one
injured person.

The set of feasible plans for actions is generated for the criteria of minimal time
and cost of transportation of all the victims to hospitals, and minimal number of
mobile emergency responders involved in the response actions. The set of plans
comprises 4 plans. The efficient plan is selected based on the key indicator of
minimal time of victim transportations.

Figure 6 presents the operational context and the efficient plan for actions for the
emergency teams, fire brigades, and hospitals, i.e. for professional emergency
responders. Such a plan is a set of emergency responders with transportation routes
for the mobile responders, required helping services, and schedules for the
responders’ activities. In Fig. 6 the big dot denotes the fire location; the dotted lines

Fig. 5 Execution sequence of information web-services
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designate the routes proposed for the transportations of the emergency teams and
fire brigades. One ambulance (encircled in the figure) and the rescue helicopter go
from the fire location to hospitals twice. The estimated time of the operation of
transportations of all the victims to hospitals is 1 h. 25 min.

The interaction sequence of the architectural Web-services for producing the
efficient plan for the professional emergency responders is shown in Fig. 7.

The efficient plan is presented to the emergency responders for their decision
making on the plan implementation. They can access the operational context using
any Internet-accessible devices (notebooks, PDAs, mobile phones, etc.). Figure 8
shows part of the plan displayed on the Tablet PC of the leader of an emergency
team going by ambulance. He/she can accept or reject this plan (a special option is
provided for this). The option of rejection is provided for due to the rapidly
changing emergency situations—something may happen between the moment
when the plan is selected and the time when the emergency responders receive this
plan.

The procedure of making decisions by the professional emergency responders is
as follows (Fig. 9). If the plan is approved by all the responders, this plan is
supposed to be the plan for actions. Otherwise, either this plan is adjusted (so that
the potential participant who refused to act according to the plan does not appear in
the adjusted plan) or another set of plans is produced.

The plan adjustment is a redistribution of the actions among emergency
responders that are contained in the set of feasible plans. If such a distribution does
not lead to a considerable loss of time (particularly, the estimated time of the

Fig. 6 Plan for actions for professional emergency responders
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transportation of the injured people to hospitals does not exceed “The Golden
Hour” [10]) then the adjusted plan is submitted to the renewed set of emergency
responders for approval. If a distribution is not possible or leads to loss of response
time a new set of plans is produced, from which a new efficient plan is selected and
submitted to approval. Simultaneously with planning the joint actions for profes-
sional emergency responders, the evacuation activities are planned. Features pro-
vided by the ridesharing technology are used to organize the evacuation of potential

Fig. 7 Service interactions for planning actions of professional emergency responders

Fig. 8 Plan for actions for an emergency team
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victims. Potential victims here are people who have been out of danger so far or
have got themselves out of the dangerous area. Success of the evacuation operation
heavily depends on the availability of volunteers as drivers of the passing cars.

Persons who need to be evacuated invoke a ridesharing service that is respon-
sible for the evacuation. Clients of this service are supposed to be installed on the
Internet-accessible devices of car drivers and other people involved in the fire
situation. The persons enter the locations they would like to be conveyed. The
ridesharing service determines the persons’ locations and searches for cars going to
or by the same or close destinations that the persons would like to be. It searches the
cars among the vehicles passing the persons’ locations. This service reads infor-
mation about the destinations that the car drivers are going to from the navigators
that the drivers use or from the drivers’ profiles. The profiles store periodic routes of
the drivers and cars’ properties as the number of passenger seats, the availabilities
of baby car seats, etc. (Fig. 10).

Based on the information about the locations and destinations of the person and
the found cars a set of feasible routes for the person transportations is generated. An
efficient route is determined based on the criterion of minimum transportation time.

The ridesharing service sends appropriate signals to the drivers included in the
ridesharing routes and displays on the drivers’ devices the routes each driver is
selected for. The points where the driver is expected to pick up the passenger(s) is
indicated in the routes. The ways the passengers have to walk to these points are
routed for them as well. Besides the routes, the passengers are informed of the
model, color, and license plate number of the car intended for their transportation.
The persons that cannot be evacuated by passing cars are informed that they can be
evacuated by taxi. If they agree, the ridesharing service makes orders for taxi.

Generally speaking, the destinations for the evacuated people do not matter. In
actual usage the evacuees can just run the ridesharing service and it will search for
passing cars.

Decision making on an evacuation plan is in making agreement between the
driver and the evacuee to go according to the scheduled ridesharing route (Fig. 11).
In case, when there is no agreement between a driver and an evacuee, another car

Fig. 9 Decision making by
professional emergency
responders
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for evacuation of this passenger is sought for. At that, the confirmed routes are not
revised.

In the considered scenario results of evacuation using the ridesharing technology
are as follows: 26 persons desire to be evacuated from the scene of fire; 22 persons
have been driven directly to the destinations by 16 cars whereas for 4 persons no
cars have been found. Examples of ways routed for a driver and a passenger are
given in Figs. 12 and 13. The encircled car in the figures shows the location where
the driver is offered to pick up the passenger.

The interaction sequence of Web-services for producing a ridesharing route is
shown in Fig. 14. The boxes “Evacuee” and “Car driver” mean Web-services
representing the evacuees and car drivers, respectively.

The Smart-M3 platform [4] was used in the execution of the fire response
scenario. Tablet PC Nokia N810 (Maemo4 OS), smart phone N900 (Maemo5 OS),

Fig. 10 Driver’s profile

Fig. 11 Decision making by car drivers and evacuees
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and different mobile phones served as the user devices. Personal PCs based on
Pentium IV processors and running under Ubuntu 10.04 and Windows XP were
used for hosting other services.

Ridesharing 
service 

Constraint 
satisfaction service

Evacuee 
Decision 

making service

Efficient 
ridesharing route 

Destination 

Evacuee location 
Evacuee destination 
Car location 
Car destination 

Operational 
context service

Operational context

A set of feasible 
routes 

Car driver 

Walking path 
Car characteristics 

Fig. 14 Service interactions for evacuation planning

Fig. 13 Ridesharing route: passenger’s view

Fig. 12 Ridesharing route: driver’s view
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5 Conclusions

Theoretical and technological foundations for building context-aware DSSs inten-
ded for the dynamic environments are proposed. The theoretical foundations offer a
concept of context-aware DSS. According to this concept the DSS uses ontology-
based context model formalized as a set of constraints. The technological foun-
dations propose a set of technologies enabling Web-based implementation of the
theoretical ideas.

The constraint-based context representation allows the DSS to process the prob-
lems specified in the context along with other constraints possibly influencing the
decision maker’s choice as a constraint satisfaction problem. As the result, the DSS
provides the decision maker with a workable satisfactory decision. Such a decision is
the main principle of the Simon’s decision making model. The presented approach
exceeds the bounds of this model towards the automatic search for an efficient
workable decision and the actors’ communications on the decision implementation. It
can be concluded that the constraint-based approach enables tominimize the efforts of
decisionmakers to evaluate consequences of the possible alternatives and dependence
of the decision makers on the multiple factors influencing their choice.

The main ideas behind the research are illustrated via the support of decisions on
planning fire response actions. The response actions are considered comprising two
simultaneous scenarios: (1) the response from the professional emergency
responders, which is purposed on transportation of the injured people to hospitals
and extinguishing the fire; and (2) the response from the volunteers agreeing to
evacuate the potential victims. The problem of planning actions of the professional
emergency responders is treated as a dynamic logistic problem. The problem of
planning volunteers’ actions is processed as a ridesharing problem. The constraint
satisfaction technology is used for problem solving. This technology enables
decision support systems to automatically provide decision makers with efficient
‘satisfactory’ solutions.
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Creating Hybrid Simulation Systems
Using a Flexible Meta Data Approach

Juergen Rossmann, Michael Schluse and Ralf Waspe

Abstract Our goal was to realize a truly hybrid simulation system, which allows
the simultaneous use of discreet event simulation and continuous 3D-simulation on
a unified database. The key component is an active real-time simulation database,
which is an object-oriented, self-reflecting graph database, with a powerful meta-
information system. We achieve this by using State Oriented Modeling, which
combines the ideas of object-oriented Petri-nets and supervisory control (using
discreet event simulation as a control component). The object-oriented Petri-nets
are formally described in the State Oriented Modeling Language, which is itself an
extension scheme of the simulation database.

Keywords Hybrid simulation � Meta data system � Supervisory control � State
oriented modeling language

1 Introduction

State Oriented Modeling [15] combines the ideas of supervisory control introduced
by [11] and object-oriented Petri-nets (OPN) [3]. It has already been used for a large
variety of different applications in the field of simulation (e.g. to simulate robot
programs as described in [2]), but also for the real-time control of physical systems
using simulation technology as described in [14]. To realize these applications,
Supervisory Control provides the methods necessary to link the control algorithms
with simulations or physical devices. To implement the controllers, Petri-nets are
known to be able to map almost all of the most important state oriented description
languages and even modern programming paradigms, to model complex scenarios.
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Figure 1 illustrates the integration of Supervisory Control concepts, Petri-Nets
and 3D simulation used so far. Here the simulation system and the supervisory
control are separate entities, working on disjoint sets of data. Communication
between these two sets has to be established via a mediator.

With this concept as a starting point, our goal was to realize a truly hybrid
simulation system, which allows the simultaneous use of discreet event simulation
and continuous 3D simulation on a unified database. It is then up to the simulation
developer how to use these paradigms in parallel to realize convincing
simulation applications in a wide range of application areas from “classical”
simulation applications (driving simulators, virtual production, etc.), to new
application areas like user interface design or Virtual Testbeds providing simula-
tion-based development frameworks for complex systems, a key technology in the
emerging field of eRobotics [12].

This contribution will detail the progress we have made in making State Ori-
ented Modeling not only an add-on to a 3D simulation system, but incorporating the
principles directly into our real time simulation system database.

The key component is an active real-time simulation database, which is an
object-oriented, self-reflecting graph database. To reach the integration goal out-
lined above, the database has to fulfill the following demands:

• The database must support the integration of data (e.g. 3D simulation data) and
algorithms (e.g. Petri Nets) in one single—now active simulation—database,
supporting interface definition and providing means for state oriented as well as
event based communication.

Supervisory Control3D Simulation
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Fig. 1 A scene graph based simulation system with an exterior supervisory control
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• The database must be able to flexibly adopt new data schemata (e.g. for the
representation of various kinds of OPN) for its internal database, without
additional alteration to the core programming.

• For the (real-time) simulation performance it is important how the data can be
accessed and manipulated by the simulation algorithms (e.g. to implement even
complex controllers using OPN). Ideally, database management itself should be
time efficient, thus leaving computing power available to the simulation
routines.

• In addition to this, it must be possible to easily add new simulation algorithms or
enhance existing methods, while guaranteeing stability and performance of the
overall system.

• The database itself must be independent from the type of simulation, to be able
to incorporate quasi continuous as well as discrete event simulation paradigms
into one single integrated simulation framework as depicted in Fig. 2.

2 The Real-Time Simulation Database

To fulfill the requirements mentioned in the introduction, and to eliminate
unnecessary dependencies and provide a sustainable basis for various and diverse
simulation applications, we developed a new architecture for 3D simulation
systems, which is based on a small (micro-) kernel. This kernel is the Versatile
Simulation Database (VSD), a real-time database containing all the data and
algorithms needed for simulation applications. Fully implemented in C++, it
provides the central building blocks for data management, meta-information,

3D Simulation

versatile simulation database
Fig. 2 A simulation system
based on an active database
with integrated supervisory
control
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communication, persistence and user interface. The design of the simulation system
as shown in on the left of Fig. 3 is inspired by the Object Management Group
(OMG) meta model hierarchy [8].

2.1 Meta Information

The uppermost layer (labeled M2 in Fig. 3) is the meta-information system. It is
essential for the flexibility, as well as the developer and end user friendliness of the
database and the simulation system. The meta-information system is the basis for
persistence, user interface, parallel and distributed simulation, scripting and com-
munication. It mainly consists of the following classes:

• MetaTypeVal. Describes all data types that can be used as values (e.g. int,
double, string, simple structs, enumerations, flags).

• MetaProperty. Describes a property (see Sect. 2.3) with its getter and setter
functions, its data type and a number of additional flags. These flags describe the
behavior of the property as exposed to the user (editable, savable, etc.) as well as
the properties ability to be used in parallel and distributed simulation.

• MetaMethod. Describes a method (member function) of an instance.
• MetaInstance. Describes an instance including its class hierarchy. Each non-

abstract meta-instance is able to create corresponding instances. Each meta-
instance holds a list of the corresponding meta-methods and meta-properties,
and furthermore provides a central entry point for executing member functions.

Fig. 3 The meta model hierarchy and the core database class hierarchy
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In addition to “build-in” classes, it is also possible to generate meta-instances
with the corresponding meta-properties and meta-methods during runtime (for
example for object oriented scripting or new data models). Such “run-time meta-
instances” are treated in exactly the same way as the build in meta-instances, with
no performance overhead in the data management.

2.2 Instances

The middle layer (labeled M1 in Fig. 3) describes the data model of the simulation.
In order to be able to retain semantic information and integrate data and algorithms
into one single database, the VSD data model is an object oriented graph database
[6], whose structure is detailed in this section. A simplified class hierarchy of the
VSD core is shown on the right of Fig. 3.

All nodes in the graph database, the database itself and even the simulation
environment are derived from a single base class called “Instance”. This base class
provides mechanisms for inter-instance communication, as well as access to the
meta-information system, which allows introspection of class hierarchy, properties
and methods (see Sect. 2.1).

The simulation model (labeled M0 in Fig. 3) is an instantiation of the data model.

2.3 Properties

Derived form the instance class is the “SimStateInstance”. Besides providing a
reference to its simulation state (see Sect. 2.4) it may contain so called “Properties”
and encapsulates the access to them. Properties are standardized getter and setter
functions that encapsulate the data itself. All data in the simulation system is stored
as properties. Properties can encapsulate any single value or value containers (lists,
vectors, etc.), whose data types are known to the meta-information system. Prop-
erties can also hold references or lists of references. References come in two different
varieties, composite aggregation (with reference counting as described in [9]), and
shared aggregation. All parent child relations within the database are implemented as
composite aggregation references. Shared aggregation references do not change the
reference counter of the instance, but are informed if the instance gets deleted.

2.4 Database Structure

As shown on the left of Fig. 3 all nodes in the graph database, as well as the
database itself are derived from the instance base class.

• Environment and Simulation States. The complete simulation is described by
an “Environment”, which contains at least one “Simulation State” (SimState).
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Simulation states provide mechanisms for copying content from one state to
another and are thus the basis for data partitioning in distributed or parallel
simulation. For this, a simulation state can keep a list of all transactions, which
can then be used to apply all bundled state changes to another simulation state
on the same or on other computers. For example, when streaming data from an
external database a separate thread with its own simulation state does handle the
database interface. When the data has been loaded it will be transferred into the
main simulation state.

• Container and Element Index. The database graph itself is kept by a “Con-
tainer” class, a collection of graph nodes. A special container is the “Database”
class, which acts as the spanning tree of the database. Other containers can be
constructed, offering a different “View” onto the database, by rearranging all
nodes or a subset thereof in different order. An example for this is the spatial
view, which shows nodes in their spatial arrangements and gets updated when
objects are grabbed or moved by other objects.
Furthermore the database offers convenience access to specific instance types
via the “ElementIndex” class, which for every meta-instance provides a list of
all instances of that type. By this mechanism it is possible to view the graph
database in a traditional table based manner without performance restrictions.

• NamedModelInstances. This derivation from SimStateInstance provides a
name property, as well as a list of extensions.

• Nodes. Most commonly used is the “Node” class, which adds a child reference
list property to the “NamedModelInstances” class.

• Extensions. “Extensions” are used to add data and functionality to a variety of
nodes. Extensions can not only be attached to nodes, but also to other
extensions.

2.5 Active Database

As mentioned above the VSD is not only a static data container but also contains the
simulation algorithms itself. The environment, as well as all containers and element
indexes actively inform interested listeners about new instance creation or deletion,
as well as property modifications. Furthermore each instance sends a signal when
one of its properties has been changed. Thus interested parts of the simulation
systems can be informed about state changes in the simulation, eliminating the need
to continuously poll the database content. With the active messaging system and the
availability of element index lists we have minimized the need for data polling and
tree traversal. By creating derived classes (like “Actuator”, “Sensor”, “Robot”, etc.)
from the Node or Extension base class, the simulation algorithms (actuator control,
sensor simulation, robot controller, etc.) itself are integrated into VSD. Simulation
algorithms that need a complete overview over the simulation state (like rigid body
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simulations) are integrated on the database level but still manage their data on the
node and extensions level as illustrated before.

That’s why we call the VSD active. To achieve a complete decoupling of the
different system components with well defined interfaces (introspectable using the
meta-information system), methods are provided for event and state based com-
munication. These methods can be used to let the components exchange informa-
tion as defined by the algorithm developer or the simulation expert.

2.6 3D Simulation

As already stated above, even the 3D simulation capabilities are an extension of the
core database. An excerpt of class hierarchy for these classes is shown in Fig. 4.

The data for 3D simulation may be interpreted by a collision detection system, a
kinematic animation system, the physics simulation, the renderer or other appli-
cation specific simulation algorithms. The most important classes are:

• 3D Node. A node which contains a frame property describing its position and
orientation relative to the parent node.

• Hull Node. A 3D node that holds a reference to geometry. It also has a reference
list of map nodes and an associated material node.

• Geometries. This instance holds all data necessary to describe a geometry.
Properties include vertex, facet and texture coordinate lists. It can be referenced
(shared) from many hulls.

Fig. 4 Add-ons to the core database: components for 3d simulation (light gray) and state oriented
modeling (dark gray)
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• Maps and Materials. A map is a node with an url to a texture. Furthermore the
function of the texture is given (for example: color map, normal map or diffuse
map). A material node describes physical properties of a geometry, like color or
electric conductivity. Maps and material are not only used for rendering. For
example it is possible to attach a radar reflection intensity map to a hull node, in
order to enable a more realistic radar simulation.

2.7 Simulation System

For real-world applications the database must be extended by new data schemes and
simulation algorithms like 3D simulation (VSD3D, see Sect. 2.6) or State Oriented
Modeling (VSDNet, see Sect. 3). Further functionality like rendering, data pro-
cessing, file loading, hardware interfaces or simulation scheduling, is handled by
plugins, which may also add database enhancements like kinematics, dynamics
(detailed in [7]), process simulation or GIS (Geo Information Systems, see [10]).

3 State Oriented Modeling Language

In this section we introduce the features of the “State Oriented Modeling language”
(SOML++) and show how object oriented Petri-nets are integrated into our simu-
lation system. As mentioned before, the goal was to make State Oriented Modeling
and Petri-nets an integral part of the simulation system.

3.1 Supervisory Control

This basic concept to integrate Petri-nets with 3D simulation systems is based on
the Supervisory Control approach. The idea of Supervisory Control describes a
technique to regard a control component (Supervisor) as a discrete-event simulation
(DES), with its own state space and transitions caused by events that reflect changes
at observed outputs of the controlled system (Plant). Figure 5 shows the basic
structure of Supervisory Control: selected, re-fed state transitions σ of the plant
generate events, which trigger further state transitions in the supervisor. Based on
those state transitions, the supervisor can react, in order to adjust the plant with
control commands γ.

With respect to the focus of this contribution, the integration of Petri-Nets and
3D Simulation, Petri Nets are used to implement the control component (Super-
visor) as a DES supervising and controlling the 3D simulation (Plant).
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3.2 Language Features

SOML++ is a language that describes objects that can contain Petri-nets (see [3]). In
an object-oriented fashion these objects can be derived from other objects and can
encapsulate data. In the global name-space all the language constructs described
below are allowed.

• Object-classes. An object-class must be instantiated as an object in order to be
used. It is possible to subclass any object-class, regardless whether it has been
defined in the SOML++ code or is a build-in class like VSD3D::Node.

• Objects. An object can be created from scratch or it can be derived from any
object-class. Objects can be constructed with arguments, which will get passed
to the constructor function.

An object or object-class may contain any number of further objects or object-
classes. Additional language elements and the building blocks of Petri-nets for use
within objects or object-classes are:

• Properties. A value of all data types, that are known to the meta-information
system of the simulation. Properties can also hold references to SOML++
objects.

• Functions. A block of code to be executed. Like in C++, a function has any
number of arguments and a defined return type. Functions can be called from
other functions or transitions anywhere within the SOML++ script.

• Places. A place as defined for a traditional Petri-net. Places and transitions are
special objects, thus it is possible to define properties or functions within them.

• Transitions. Transitions may contain conditions and actions. If the conditions
are met a marker may pass the transition and the actions are executed. Both,
conditions and actions, are defined by user defined code which may in turn call
other functions.

• Arrows. Link places to transitions and transitions to places.
• Start-place. Declares the object containing this statement to be a token, which

moves through the Petri-net as defined by places, arrows and transitions.

This short summary outlines only a few language elements. In addition to this,
the Petri-net implementation of State Oriented Modeling provides arrow conditions,
different arrow types (normal, inhibitor, communication), Petri-net substitution and
invocation hierarchy with arguments and return values, to name only the most
important features.

Fig. 5 The basic structure of supervisory control, where one DES (supervisor) commands another
DES (plant)
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3.3 Interpreting and Executing SOML++ Code

For the representation of the SOML++ code within the simulation database, a new
data schema “VSDNet” as described in Fig. 4 has been developed, providing
classes for all SOML++ language elements.

When a piece of SOML++ code is loaded by the simulation system, equivalent
VSDNet “SourceComponent”-instances are created for classes, objects, arrows, etc.
After that, the source representation in the simulation database is traversed and
meta-instances (see Sect. 2.1) are generated for each object-class and each object.
Properties are mirrored as meta-properties and functions as meta-methods. After-
wards new instances (see Sect. 2.2) are created from this meta-data and added to the
database. Contained places and transitions are sub nodes of the object nodes, arrows
are modeled as sub nodes of the originating place and transition nodes.

Since every SOML++ object has now become a “normal” database node, net
functions can use all the functionality provided by the database or the meta-
information system, respectively. Net functions can interact with the rest of the
database by creating new instances (using not only those defined in the SOML++
code, but all classes known to the simulation system), obtain references to other
database nodes and call functions of these nodes.

Of course other database nodes can interact in the same way with the net objects,
for example signals are sent when a net object is created or a property within this
object has changed. There is no additional interface layer between the core database
and the Petri-nets—the Petri-nets are an integral part of the simulation database.

3.4 Realizing Supervisory Control

At this point, all components necessary for realizing Supervisory Control with State
Oriented Modeling technique in 3D simulation systems are available. Using the
same concepts, Petri-nets can observe any simulation state. State changes cause
transitions to “fire” (representing events σ) which produce control commands γ.

4 Applications

The hybrid simulation approach presented in this contribution greatly simplifies the
realization of new 3D simulation applications. Nearly all the applications realized
so far benefit this approach. They use quasi continuous simulation technology to
simulate kinematics, physics, actuators, sensors, various processes, etc. and State
Oriented Modeling for supervisor and controller implementation, interfaces, user
interaction, and supervisory control of the overall simulation. In this section we will
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focus on two application areas illustrating the application range of the concept
presented above.1

4.1 Virtual Testbeds

Using the concepts illustrated above we are now able to simulate complex systems
with all relevant system components and their interdependencies. The result is a
comprehensive development and testing environment based on simulation tech-
nology, a Virtual Testbed (see Fig. 6).

The Virtual Testbed concept is a key technology in the emerging field of
eRobotics, because Virtual Testbeds can act as a central focal point in multi-
disciplinary development projects. For this reason, the first application areas of
Virtual Testbeds are in the field of robotics, i.e. for the development of exploration
robots, production plants or other complex systems.

4.2 Simulation Based Control

The use of supervisory control and state oriented modeling is not confined to the
virtual world. The very same concept can also be applied to control real hardware

Fig. 6 A virtual testbed. (spaceclimber model—copyright DFKI bremen)

1 More examples can be found at http://www.youtube.com/user/VEROSIMSimulations, all of
which are based on the VSD and most of them use supervisory control.
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with the same software. We are using simulation technology to directly control
physical systems, which we call “Simulation-Based Control” [13]. This way, the
same simulation and algorithms which were prototyped in a Virtual Testbed,
control the actual hardware afterwards. An example is the control system of the
multi-robot workcell consisting of two redundant 8-axis robots (linear axis plus a 7-
axis robot).

For robot control the database of our simulation system is extended with new
types of node extensions, able to model and control kinematic chains and kinematic
trees. The extension supports rotary and prismatic joints, as well as universal joints
and joints directly defined via their Denavit-Hartenberg parameters.

The control concept of the multi robot system is based on the Intelligent Robot
Control System (IRCS) structure, developed and introduced in the 1990s by [5].
The IRCS addresses the main aspects of multi robot control by breaking up given
tasks into smaller, manageable pieces in a “divide and conquer” fashion, delegating
control over several layers of abstraction and responsibility. Figure 7 shows a
simplified structure for the robot controller.

Here, the 3D simulation control (named “Multi Robot Control”) acts as a coor-
dinator of the vendor specific robot control units by implementing the simulation-
based control concept. To communicate with the physical devices, the Ethernet
based Fast-Research-Interface (FRI) is used for the KUKA Light-Weight-Robots
[4], while a Profibus-Interface is used for the linear axes. The user interaction via a
“User Interface” and the real-time robot coordination “Multi Robot Control” is
performed on different computers, both running the same simulation system, though
with different configurations on different operating systems (Windows and QNX).
Both simulations use the same model, which is kept in sync between the computers
by distribution methods provided by the core database.

Fig. 7 The intelligent robot control system
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The “Meta Control” layer (action generation and distributed planning using
algorithms from the field of artificial intelligence), as well as the “Multi Robot
Control” layer are Supervisory Controls implemented in SOML++.

5 Conclusions and Future Work

In this contribution we presented a new structure for an object oriented graph
database for versatile 3D simulation systems. Due to their meta-information man-
agement, such systems can adapt to new data schemes even at run-time of the
simulation, without the need for further programming. This approach allows us to
integrate Petri-net objects as modeled in the State Oriented Modeling language.
These Petri-net objects become an integral part of the simulation database and have
full access to the 3D simulation data and algorithms, which enables supervisory
control of quasi continuous simulation applications using discrete event simula-
tions. The result is a hybrid simulation system which has proven its applicability in
large variety of applications, “classical” simulation applications like driving or
production simulators, but also new fields of applications like GUI modeling or
Virtual Testbeds.

Although performance of the interpreted SOML++ code segments never was a
problem so far, we plan to introduce a compiler, which will transfer the generated
meta-instances into native C++ code. In addition to this we plan the integration of
further Petri-net approaches like hybrid and continuous petri nets [1] to widen the
methodical base of the overall concept.

References

1. Alla H, David R (1998) Continuous and hybrid petri nets. J Circuits Syst Comput 08:159–188
2. Baldini F, Bucci G, Vicario E (2005) A tool set for modeling and simulation of robotic

workcells. In: 2005 Workshop on techniques, methodologies and tools for performance
evaluation of complex systems (FIRB-Perf 2005)

3. Bastide R (1995) Approaches in unifying petri nets and the object-oriented approach. In:
Proceedings of the application and theory of petri nets (1995)

4. Bischoff R, Kurth J, Schreiber G, Koeppe R, Albu-Schäffer A, Beyer A, Eiberger O, Haddadin
S, Stemmer A, Grunwald G, et al (2010) The kuka-dlr lightweight robot arm—a new reference
platform for robotics research and manufacturing. In: International symposium on robotics
(ISR2010)

5. Freund E, Rossmann J (1995) Systems approach to robotics and automation. In: Proceedings
of 1995 IEEE international conference on robotics and automation

6. Gyssens M, Paredaens J, van den Bussche J, van Gucht D (1994) A graph-oriented object
database model. IEEE Trans Knowl Data Eng 6:572–586

7. Jung T (2011) Methoden der Mehrkrperdynamiksimulation als Grundlage realittsnaher
Virtueller Welten. Ph.D. thesis, Institue ForMan-Machine Interaction, RWTH Aachen
University, Germany

Creating Hybrid Simulation Systems … 35



8. Kurtev I, van den Berg K (2005) Mistral: a language for model transformations in the mof
meta-modeling architecture. In: European MDA workshops: foundations and applications,
MDAFA 2003 and MDAFA 2004, Twente, The Netherlands, June 26–27, 2003 and
Link¨oping, Sweden, June 10–11, 2004. Revised Selected Papers (2005)

9. Levanoni Y, Petrank E (2006) An on-the-fly reference-counting garbage collector for java.
ACM Trans Program Lang Syst 28:1–69

10. Longley PA, Goodchild MF, Maguire DJ, Rhind DW (2005) Geographical Information
Systems and Science. Wiley, Hoboken

11. Ramadge P, Wonham W (1984) Supervisory control of a class of discrete event processes. In:
Analysis and optimization of systems. Springer, Berlin/Heidelberg

12. Rossmann J, Schluse M (2011) Virtual robotic testbeds: a foundation for e-robotics in space,
in industry—and in the woods. In: Developments in e-systems engineering (DeSE)

13. Rossmann J, Schluse M, Schlette C, Waspe R (2012) Control by 3d simulation—a new
erobotics approach to control design in automation. In: Intelligent Robotics and Applications.
Springer, Berlin, Heidelberg

14. Rossmann J, Schluse M, Waspe R (2008) 3D discrete event systems: an efficient way to model
and supervise dynamic behavior in virtual environments. In: ASME 2008 international design
engineering technical conferences and computers and information in engineering conference
(IDETC/CIE2008), vol 2008, pp 1503–1511 (ASME)

15. Schluse M (2002) Zustandsorientierte Modellierung in Virtueller Realitt und
Kollisionsvermeidung. Ph.D. thesis, Institute of Robotics Research, University of Dortmund,
Germany

36 J. Rossmann et al.



Simulation of Real-Time Multiprocessor
Scheduling Using DES

Maxime Chéramy, Anne-Marie Déplanche
and Pierre-Emmanuel Hladik

Abstract The evaluation of the numerous real-time scheduling algorithms is
difficult without a real and complex implementation. Simulation allows to study the
schedulers with more flexibility. This paper presents a simulation tool that uses a
process-based discrete-event simulation engine. Compared to the other scheduling
simulators, it is able to take into account the impact of the caches through statistical
models and direct overheads such as context switches and scheduling decisions.
The last Section shows how this tool can be used on concrete examples.

Keywords Real-time � Scheduling � Simulation � DES � Multiprocessor �
Overheads � Cache

1 Introduction

The study of real-time scheduling has regained interest this last decade with the
continuous introduction of multiprocessor architectures. Multiple approaches have
been used to handle those architectures [10]. A first approach, called partitioning,
consists of splitting the task set into subsets. Each of these subsets is allocated to a
unique processor on which a uniprocessor scheduler is then run. In contrast, a
second approach, called global scheduling, allows tasks to migrate from processor
to processor. In that case, there is a single queue of ready tasks and a single
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scheduler for all the processors. Finally, as a compromise that aims to alleviate
limitations of partitioned (limited achievable processor utilization) and global (non-
negligible overheads) algorithms, hybrid policies such as semi-partitioned and
clustered scheduling have been proposed more recently [4].

By far the greatest focus on multiprocessor real-time scheduling has been put on
algorithmic and theoretical issues. Indeed, for the various scheduling policies, a lot
of attention has been paid to define analytical schedulability tests. However, those
results rely on general and simple models of the considered software and hardware
architectures quite far away from the practical ones. Such research must now address
implementation concerns as well. Actually, multiprocessor architectures bring more
complexity with shared caches and memory, new communication buses, inter-pro-
cessor interrupts, etc. They also raise new implementation issues at the operating
system level: which core should run the scheduler? what data should be locked? etc.

Thus, new scheduling policies that try to take benefits from the specificities of
the hardware architecture (such as the caches) must be designed and tools for
studying them must be made available. One way for this is to use a cycle-accurate
simulator or even a real multiprocessor platform, and to execute real tasks. In that
case, the results are very accurate, however it requires developing the scheduler in a
low-level language and integrating it into an operating system. This work can
potentially take a lot of time. Furthermore, the generation of various and realistic
tasks for a massive evaluation is laborious.

In consequence, it is preferable to use an “intermediate-grained” simulator able
to simulate with a certain level of accuracy the behavior of those (hardware and
software) elements that act upon the performances of the system. Such a simulator
allows fast prototyping and does not require a real implementation of the tasks nor
the operating system. Moreover, extensive experiments can be easily conducted and
various metrics be made available for analysis. Its intrinsic drawback is that it will
never reflect exactly how a scheduler behaves in details on a real system but it
should be enough to give good insights on general tendencies.

Our contribution is a simulation tool, called SimSo (“SImulation of Multiprocessor
Scheduling with Overheads”), that is designed to be easy to use and able to take into
account the specificities of the system, starting with LRU caches, context-save/load
overheads and scheduling overheads. SimSo1 is an open source tool, actively devel-
oped, designed to facilitate the study of the behavior of schedulers for a class of task
systems and a given hardware architecture. For that, we propose to extend the Liu and
Layland model [19] to bring enough information to characterize how the tasks access
the memory. This allows us to use statistical models to calculate the cache miss rates
and to deduce job execution times. Moreover, our simulator has been conceived as
flexible as possible to be able to integrate other task and architecture models.

This paper is organized as follows. First, we explain our motivation in Sect. 2. The
main principles of real-time scheduling are explained in Sect. 3. Then we describe how
the simulator has been implemented in Sect. 4. Section 5 presents the scheduler

1 Available at http://homepages.laas.fr/mcheramy/simso/.
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component andSect. 6 dealswith the integration of the hardwaremodels.Wepresent the
simulation software in Sect. 7 and we compare it to the existing similar tools in Sect. 8.
To conclude, we summarize our contribution and present our future works in Sect. 9.

2 Motivation

Most of the multiprocessor real-time scheduling strategies have been designed without
taking into account the presence of caches and their effects on the system behavior.
Though, interferences on the cache of preempted and preempting tasks allocated to the
same processor may cause additional delays [23]. In the same way, when a cache is
shared by multiple processors, the execution of a task can have a significant impact on
another task running on another processor. Furthermore, scheduling overheads and
context switch overheads are often regarded as negligible. However, on a multipro-
cessor system, schedulers tend to generatemore preemptions,moremigrations and even
more rescheduling points in order to achieve a high utilization of the processors [11].

Significant research effort has been focused on the problem of real-time multi-
processor scheduling since the late 1990s, in particular in the area of global
scheduling. It led to a number of optimal algorithms (PFair and its variants PD and
PD2, ERFair, SA, LLREF, LRE-TL, BF, RUN, U-EDF, etc.) that are very attractive
because theoretically able to correctly schedule all feasible task sets without pro-
cessing capacity unused [10]. However their practical use can be problematic due to
the potentially excessive overheads they cause by frequent scheduling decisions,
preemptions and migrations. Therefore, being able to take them into account helps
in the predictability analysis of such real-time systems for which the first require-
ment is to meet time constraints. Moreover, reducing the overall execution time of
the tasks can also bring significant benefits (for instance, better response times or
less power consumption). Following these observations, recent research has
emerged and new scheduling algorithms appeared which aim to reduce the over-
heads by bounding the amount of preemptions [4, 24]. Also, a few studies have
shown that avoiding co-scheduling tasks that heavily use a shared cache can reduce
the overall execution time [1, 14]. Finally, other researches focus on cache space
isolation techniques to avoid cache contention on shared caches [5, 15].

Our primary objective is the comparison of those numerous scheduling policies
and their associated variants. Currently, the only way to compare them is by far to try
to put in relation the properties exhibited by their authors: computational com-
plexity, number of scheduling points, utilization bound, number of task preemptions,
number of task migrations. Such a task is quite intractable since evaluations have
been made under separate conditions. Instead our intention is to make available a
framework allowing to study as precisely as possible the performance of a scheduler
and to establish relevant comparisons between different scheduling policies based on
the same benchmarks. For instance, given a system correctly schedulable with
multiple scheduling policies, we would like to pick the one that should be the most
efficient (less overhead). For that, we would aim to identify general trends for classes
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of tasks and hardware architectures. A typical result could be: scheduler A is better
than B in most cases, except when the shared cache is too small given the charac-
teristics of the tasks. We expect from these results to help the real-time community to
better understand the cache effects on scheduling, and bring new ideas that could
help to conceive schedulers which take benefits from the caches.

3 Context

In this part, we briefly present the context of real-time multiprocessor scheduling
and its relevant models in order to facilitate the understanding of the following. This
also precises a few assumptions made for the simulation.

A real-time application is composed of tasks, i.e. programs, to be run on a
hardware architecture made of a limited number of processors. Real-time means
that the computing of tasks has to meet time constraints (typically release times and
deadlines). The scheduler is a software system component whose purpose is to
decide at what time and on which processors tasks should execute.

Tasks The model most commonly used to describe the tasks is the Liu and Layland
one [19]. In this model, a great abstraction is made since a task is simply viewed as
a computation time. This means that its functional behavior is ignored as it will be
discussed in Sect. 6. In our simulation, when the caches are taken into consider-
ation, some extra parameters are necessary as explained in Sect. 6.2.

A task can be respectively periodic, sporadic, or aperiodic depending on its inter-
activation delay, respectively constant, minimum, or unknown. A task activation
gives rise to the release of a job (an instance of the task) that must complete before a
given deadline date.

The tasks neither share memory nor communicate between each other but pre-
cedence relations between tasks may be specified so that the activation of an
aperiodic task follows the end of another task.

Processors We consider symmetric multiprocessing hardware architectures (SMP)
which are the most commonmultiprocessor design nowadays. In such architecture, the
processors are identical and share a single main memory. Private and/or shared caches
are associated to them in a hierarchical way. The modeling of the cache hierarchy as
well as their time access costs are given in Sect. 6.2. Note that we focus our work on
architectures with less than a few dozen processors. Thus, Network On Chip (NoC)
architectures, which present an interest for many-core systems, are not considered.
Scheduler Among the various scheduling strategies, one distinguishes time- and
event-triggered ones depending on the conditions in which the scheduler is
invoked: a rescheduling has to be made either at specified instants, or when a job
completes or a new one is released. In addition, the scheduler may be preemptive
and decide to interrupt the execution of a job and to resume it later. In the same
way, schedulers may allow tasks and their jobs to partly or freely migrate and
execute on multiple processors.
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4 Implementation

4.1 Discrete-Event Simulation

The core of our simulator is implemented using SimPy [27], a process-based dis-
crete-event simulation library for Python. The advantage of a discrete-event sim-
ulation over a fixed-step one is that it is possible to handle short durations (such as a
context-switch overhead) as well as long durations (such as a job execution) with
the same computational cost. We have chosen SimPy because it can be easily
embedded as part of a software, it is well-documented and easy to use.

According to SimPy’s vocabulary, a Process is an entity that can wait for a
signal, a condition or a certain amount of time. When it is not waiting, a Process
can execute code, send signals or wake up other processes. This Process state is
called “active”, opposed to “passive”. A Process is activated by another Process or
by the simulation main class itself.

The simulation unit is the processor cycle to allow a great precision. However,
for user convenience, the attributes of the tasks, such as the period or the deadline,
are defined in milliseconds (floating-point numbers) and converted in cycles using a
parameter named cycles_per_ms.

4.2 Architecture

The main classes and their mutual interactions are represented in Fig. 1 and
described below:

• Model is the simulation entry point, it will instantiate and launch the processors
and the tasks as active Processes. It will also call the init method of the
scheduler so that it can initialize its data structures and launch timers if needed.

• A Task handles the activations of its jobs. The activations are either periodic or
triggered by an other task (aperiodic). Depending on a property of the task, the
jobs that exceed their deadline can be aborted.

• A Job simulates, from a time-related aspect only, the execution of the task code.
Its progression is computed by the execution time model (see Sect. 6). A signal is
sent to its running processor when it is ready and when its execution is finished.

• A Processor is the central part and simulates the behavior of the operating
system running on a physical processor. There is one Processor for each
physical processor. It controls the state of the jobs (running or waiting) in
accordance with the scheduler decisions. It also deals with the events: activation
or end of a job, timer timeout, schedule request, etc. The attribute “running” of a
processor points to the job that is running (if any). Figure 2 provides a very
simplified diagram representing what a processor does. Similarly, as a real
system, some actions can induce overheads (e.g. context switch or scheduling
decision) and only affect the concerned processor.
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• A Timer allows the execution of a method after a delay, periodically or not. On a
real system, this method would run on a physical processor, thereby inducing a
context switch overhead if a job was running on the same processor. This
behavior is reproduced by sending a “timer” event to the processor.

• The Scheduler is described in Sect. 5. Unlike the previous elements, the
scheduler is not a Process object, all its methods except the init method are
called by the Processor objects.

5 Scheduler Component

5.1 Scheduler Interface

In order to implement a scheduler, the user has to develop a class that inherits from
the abstract Scheduler class. The scheduler interface is partly inspired by what can
be found on real operating systems such as Linux but kept as simple as possible.

Fig. 1 Interactions between main class instances. Processor, Task, Job and Timer are Process
objects and can have multiple instances

Fig. 2 Simplified execution
workflow of a Processor. The
“terminated” event is a
particular event that will not
cause a context save overhead
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This interface allowed us to develop partitioned, global and hybrid schedulers. The
scheduler interface is shown in Fig. 1.

When the simulation is started, the init method is called. It is then possible to
initialize data structures and set timers if required. When the scheduler needs to make
a scheduling decision, it sends a “schedule” event to the processor that will execute
the schedule method. This event is sent as a consequence of a job activation, ter-
mination or through a timer. This lets the possibility to write schedulers that are
either time-driven, event-driven or both. The processor is in charge of applying the
scheduling decision (which includes an inter-processor interrupt if needed).

5.2 Handling Various Kinds of Scheduling

In order to deal with multiprocessor scheduling, various strategies are possible: a
global scheduler for all the processors, a scheduler for each processor, or even
intermediate solutions. The support of any kind of scheduler is done at a user level.

Take a partitioned scheduling as an illustration of this, we define a “virtual”
scheduler that will be instantiated by the simulation and called by the processors.
This scheduler will then instantiate one uniprocessor scheduler for each processor
and allocate each task to one scheduler. The links between the processors and the
schedulers as well as the links between the tasks and the schedulers are saved. Thus,
when a processor calls a method of the “virtual” scheduler, the latter retrieves the
concerned scheduler and forwards the method call to it.

By generalizing this example by allocating one scheduler to any number of
processors and by allowing a task to migrate from one scheduler to another, we see
that any kind of scheduling is feasible. Thus, this approach has the advantage of
being very flexible. Moreover, we provide a few examples in the user guide.

5.3 Lock

For global or hybrid strategies, some scheduler variables (such as the list of ready
tasks) are shared between the processors. As a consequence, a protection mecha-
nism can be required to avoid inconsistencies. Such protections form a bottleneck
which induces extra overheads.

A mechanism of lock is provided by the simulator in order to reproduce these
overheads. This lock is intended to prevent to run the scheduler at the same sim-
ulation time on two or more different processors. The developer of a scheduler can
decide to deactivate the lock by overriding the get_lock method.
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5.4 Example

In this section, we present what a user could develop to simulate a global EDF. The
source code is in Python.

A detailed explanation of this example is available in the documentation of the
tool. Instead we would like to draw the reader’s attention on the small number of
lines required. An actual implementation of this policy in an operating system
would require hundreds of lines.
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6 Job Computation Time

6.1 A Generic Approach

Generally, scheduling simulation tools consider only the worst-case execution time
(WCET) for the execution time of the jobs. Depending on the tool, the user may
also have the possibility to configure the simulator to use the average-case exe-
cution time (ACET) or a random duration between the best-case execution time
(BCET) and the WCET.

One of our objectives is to take into consideration the impact of the memory
accesses on the computation time in order to be as accurate as possible. A signif-
icant difference with the classical approach is that the total execution time of a job
can only be known when it finishes. Indeed, the execution time depends on the
scheduling decisions (which tasks were executing on the other processors, was it
preempted, etc.).

The components needed to compute the execution time are purposely isolated
from the rest of the simulator and implement a generic interface to interact with the
simulator. As shown in Fig. 3, the execution time model receives an event when the
state of a job is changed. The job uses the get_ret method to get a lower bound of its
remaining execution time. While this duration is strictly positive, the job is not
finished.

For example, a computation time model for an execution based on the WCET is
trivial. The get_ret method simply returns the WCET minus the duration already
spent to run the job. The remaining methods of the interface have nothing to do
because that duration is given and kept up-to-date by the job itself.

This design is sufficiently generic to easily swap the models used to compute the
execution time of the jobs. Hence, alternative models could be developed to sim-
ulate a different hardware or to adjust the accuracy of the results.

6.2 Modeling Memory Behaviors

In this section, we briefly present how the impact of the caches is implemented as
an execution time model as explained above.

Fig. 3 Interface of any execution time model
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Memory Behavior of a Task. In order to characterize the memory behavior of the
tasks, we extended the model of Liu-Layland with additional information. For each
task s, the user must provide:

• Number of instructions: the average number of instructions executed by a job of s.
• Base CPI: the average number of cycles required to execute an instruction

without considering the memory access penalties (base cpis).
• Memory access rate: mixs is defined as the proportion of instructions that access

the memory among all.
• Stack distance profile (SDP): the distribution of the stack distances for all the

memory accesses of a task s is the stack distance profile (sdps), where a stack
distance is by definition the number of unique cache lines accessed between two
consecutive accesses to a same line [22]. An illustration of this distance is
provided by Fig. 4. Such metric can be captured for both fully-associative and
N-way caches [2, 9].

These information can be automatically generated or retrieved from a real
application. The number of instructions, the memory access rate and the stack
distance profile can be generated using various tools [2, 12, 18]. The base CPI
requires a cycle accurate simulator. It is the computation time in cycles divided by
the number of instructions.

Cache HierarchyWe consider hierarchical cache architectures. A list of caches (e.g.
[L1, L2, L3]) can be associated to each processor. Caches can be shared between
several processors while it respects the inclusive2 property.

A cache is defined by a name, its associativity, its size, and the time needed to
reach it (in cycles).

For now, only data caches with Least Recently Used (LRU) as replacement
policy are considered, the generalization to instruction caches is left for future work.
Hence, a few modifications in the cache description are likely to occur in order to
make the distinctions between instruction caches, data caches and unified caches.

Cache Models Depending on which tasks are running in concurrency and the initial
state of the caches, the execution speed of the jobs varies.

3

1 0 1

t

A B C B B D A D

Fig. 4 Memory accesses sequence. A, B, C and D are cache lines and numbers indicate the stack
distances

2 Caches are inclusive if any data contained in a level of cache is contained on the upper level.
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The goal of the cache models is to determine, on a given time interval, the
average number of cycles per instructions (CPI) of a job, taking into consideration
the impact of the various tasks on the caches. Using the CPI, it is then possible to
determine the number of instructions executed by a job during that interval.

The duration returned by the get_ret method (see Fig. 3) is simply the time
required to execute the remaining number of instructions if the job was running
alone on the system without any interruption.

Cache sharing induces two kinds of extra cache misses:

• Following a preemption: a job may have lost its cache affinity when another job
is running on the same processor. Some of the evicted lines should then be
reloaded.

• Shared between multiple processors: two or more tasks that are simultaneously
running on different processors with a shared cache, do not tend to share this
cache equally.

For the first case, we have taken the simplifying assumption that the cache filling
follows an exponential distribution and we use the SDP of the task to determine the
number of lines that should be reloaded. However, other models exist [20] and we are
also currently working on better estimations of the cache loading usingMarkov chains.

For the second case, we used the FOA model [9] that has fast running times and
gives reasonable results according to the authors. Obviously, other models [2, 9, 13]
could be implemented as well.

The state of the caches (the number of lines for each task) is kept up-to-date at
each change in the system (start, interruption or end of a job).

Fig. 5 User interface of the
SimSo showing the
simulation of a global EDF
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7 Simulation Tool

7.1 Features

Open Source The source code, the documentation and the examples are freely
available at http://homepages.laas.fr/mcheramy/simso/.

Configuration The user interface of the simulator (Fig. 5) provides a straightforward
graphical interface to load the scheduler class and to define the tasks, the proces-
sors, the caches and their hierarchy, and the various parameters for the simulation.
The resulting configuration is saved into an XML file.
Scriptable The simulation can be run without the graphical user interface in order to
automate a simulation campaign.
Output When the configuration is completed and checked, the user can launch the
simulation and obtain a Gantt chart representing the result of the simulation or a
textual equivalent representation. Some metrics are provided to the user such as the
number of preemptions, migrations, the time spent in the scheduler, the computa-
tion time of each job, etc.
Speed and Limitations The simulation runs very fast, as an example, simulating a
global EDF with 4 processors, 10 tasks, 2 levels of caches for a duration of 100 ms
(108 cycles) takes less than one second on an Intel Core i5. There are no technical
limitations on the number of processors but the cache models implemented in the
present version have not been validated by their authors for a large number of
processors.

7.2 Use as an Educational Tool

The user interface of the simulator has been designed keeping in mind it could also
be used for an educational purpose. This is the main reason why all the inputs can
be set through a graphical user interface and the results displayed in a Gantt chart.

As shown in the previous example, it allows a fast prototyping of schedulers in
Python. This language is easy to learn and yet very powerful and effective [25].

Regarding the simulation, it is also possible to consider WCETs as effective task
computation times. Thus, the input is simpler and more usual.

This tool is already used by Master’s students in a real-time systems course at
INSA Toulouse. From an applicative real-time project, students have to model its
various tasks and then use the simulator to understand how the processors are
shared between the tasks using a fixed priority scheduler.
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7.3 Application Example

As a reminder, our primary goal is the study of scheduling policies. In the fol-
lowing, we present through a simple case study, how our tool could be used to
better understand the real behavior of a system.
Problem Description In this example, we would like to compare the scheduling of a
system using the Earliest Deadline First algorithm with a global (G-EDF) and a
partitioned (P-EDF) strategy. G-EDF is a generalization of EDF for multiprocessor
that uses a single ready task queue whereas P-EDF starts with a definitive allocation
of the tasks on the processors and then runs multiple uniprocessor EDF schedulers
for handling each processor.

Input The eight considered tasks are all periodic3 and synchronous with the start
of the simulation. Their SDP was taken from the MiBench benchmark [16], the first
five tasks are making more accesses to the memory than the last three (according to
their value of mix).

For the task partitioning phase (P-EDF only), a WCET for each task is man-
datory. WCET values were chosen by bounding with a safety gap the experimental
times given by the simulation. Table 1 synthesizes the period and WCET values of
the tasks. Task partitioning was done using the First Fit algorithm. The result of the
partitioning is: {T1, T2}, {T3, T4, T5}, {T6, T7}, {T8}.

The simulated hardware architecture, including four processors and a cache
hierarchy, is summarized in Fig. 6. Each L1-cache is an LRU fully-associative
cache of 2KiB (32 lines of 64 bytes). The L2 cache is an LRU fully-associative
cache of 16KiB (256 lines of 64 bytes). The second level of cache is relatively small
when compared to what can usually be found on modern architectures. This choice

Table 1 List of tasks (total utilization is 82.5 %)

T1 T2 T3 T4 T5 T6 T7 T8

Period (ms) 20 20 15 15 10 10 10 10

WCET (ms) 11 9 7 5 2 6 4 3

Fig. 6 Simulated hardware architecture. Numbers represent the access time in cycles (10�9 s)

3 A periodic task releases a job every period time units.
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is justified by the small memory footprint of the selected benchmarks and the will to
show the impact of cache contention through this example.

The scheduling overhead is set to 0.1 ms (100.000 cycles) and a context save or
load overhead to 0.0001 ms (100 cycles).

The duration of the simulation is 10 s.

Observations Table 2 shows the load using both strategies. The payload corre-
sponds to the time spent executing the tasks (including cache overheads) and the
system load is the time wasted in the system (scheduler and context-switch over-
heads). Because of the order of magnitude of a scheduling overhead compared to
the overhead of a context save or load, the system load is mostly the time spent
waiting for a scheduler decision. The number of scheduling decisions remains
similar in both cases, however, the global lock required for G-EDF adds an addi-
tional overhead. We can assume that this gap in system load between the two
strategies will increase with more processors. This is in accordance with the results
of Bastoni et al. stating that G-EDF is not a viable choice for hard real-time systems
with a large number of processors (24 in their study) [3].

The computation times of the jobs are shorter with P-EDF compared to G-EDF
as shown in Fig. 7. In proportion to G-EDF, the payload for P-EDF is 4.2 % lower
in this example. The first reason is that the tasks that use the more the memory are
merged in the first two processors, partly avoiding co-scheduling. The second
reason is the reduction of the number of preemptions (1501 for G-EDF against only
666 for P-EDF) and task migrations (3,500 against 0) which led to less cache
reloading.

This result seems compatible with the work done by Fedorova et al. that shows
in their case study an improvement of the system throughput up to 32 % for a non-
real-time system [14].

Table 2 Load for both schedulers

Total load (%) Payload (%) System load (%)

G-EDF 72.2 68.0 4.2

P-EDF 68.3 65.1 3.2
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Fig. 7 Effective task
computation times
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Obviously, in order to confirm these results, we shall conduct larger studies.
Because the duration of a simulation run is very short, it is then possible to run
thousands of experiments with different configurations. Such complete studies are
in progress but out of scope of this paper.

8 Related Work

Most of the work on real-time multiprocessor scheduling addresses the theory only.
Davis and Burns give a good insight of the current state of the researches in their
survey [10].

A first approach for considering real-world overheads in the study of such
scheduling policies is to use a cycle-accurate simulator or a real system. There are
two major simulator available. The first one, Gem5 is the merger of the M5 and
GEMS simulators [6]. It simulates a full system with various CPU models and a
flexible memory system that includes caches. The second one, Simics, is a com-
mercial product able to simulate full-systems but it is not cycle-accurate [21].

LITMUSRT [7], developed at the University of North Carolina (UNC), offers a
different approach. It is not a simulator but an extension of the Linux Kernel which
provides an experimental platform for applied real-time research and that supports a
large number of real-time multiprocessor schedulers.

With both kind of tools, a substantial investment in time is required to learn how
to use them and to write some new scheduler components.

There are also several tools emerging from the academic community and ded-
icated to the simulation of real-time systems such as Cheddar [28], MAST [17],
Storm [29] and others [8, 26]. Most of these tools are designed to validate, test and
analyze systems. Storm is probably the most advanced tool focusing on the study of
the scheduler itself. However it does not handle direct overheads such as context-
switches or scheduling overheads. Nor does it handle the impact of caches.

9 Conclusions

This paper presents a simulator dedicated to the study of real-time scheduling. It
was designed to be easy to use, fast and flexible. Our main contribution, when
compared to the existing scheduling simulators, is the integration of overheads
linked to the system (context-switching, scheduling decision) and the impact of the
caches.

We have shown in this paper that it is possible to take the impact of the caches
into consideration. However, the models we currently use could probably be
replaced by better ones. This replacement can easily be done as explained in Sect. 6.
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We are already thinking about new models but they have to be validated using cycle
accurate simulators.

Once our cache models will be validated and integrated into the simulator, we
will launch a large campaign of simulations. As a reminder, our long term goal is
the classification of the numerous scheduling policies with practical considerations.
We hope that it will also help the researchers to spot the weaknesses and the
strengths of the various strategies. We would be pleased if our simulation tool could
be the source of innovative ideas.
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Epidemics and Their Implications
in Urban Environments: A Case Study
on a National Scope

Robert Elsässer, Adrian Ogierman and Michael Meier

Abstract In times where urbanization becomes more important every day, epi-
demic outbreaks may be devastating. Powerful forecasting and analysis tools are of
high importance for both, small and large scale examinations. Such tools provide
valuable insight on different levels and help to establish and improve embankment
mechanisms. Here, we present an agent-based algorithmic framework to simulate
the spread of epidemic diseases on a national scope. Based on the population
structure of Germany, we investigate parameters such as the impact of the number
of agents, representing the population, on the quality of the simulation and evaluate
them using real world data provided by the Robert Koch Institute [4, 22]. Fur-
thermore, we empirically analyze the effects of certain non-pharmaceutical coun-
termeasures as applied in the USA against the Influenza Pandemic in 1918–1919
[18]. Our simulation and evaluation tool partially relies on the probabilistic
movement model presented in [8]. Our empirical tests show that the amount of
agents in use may be crucial. Depending on the existing knowledge about the
considered epidemic, this parameter alone may have a huge impact on the accuracy
of the achieved simulation results. However, with the right choice of parameters—
some of them being obtained from real world observations [10]—one can efficiently
approximate the course of a disease in real world.
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1 Introduction

In order to improve our chances to control an epidemic outbreak, we need proper
models which describe the spread of a disease. Institutes, governments, and sci-
entists all over the world work intensively on forecasting systems in order to be well
prepared if an unknown disease appears.

In recent years a huge amount of theoretical and experimental study has been
conducted on this topic. While theoretical analysis provides important and some-
times even counter intuitive insights into the behavior of an epidemic (e.g. [6, 8]), in
an experimental study one can take many different settings and parameters [16, 17]
into account. These usually cannot be considered simultaneously in a mathematical
framework. A specific topology, for example, may have its own attributes that are
completely different in other topological settings.

The goal of this paper is to present and empirically analyze a dynamic model for
the spread of epidemics in an extended manner. One of our objectives is to find the
right parameters, which lead to realistic settings. Therefore, we investigate a general
simulation environment, in which the different parameters can easily be adjusted to
real world observations. A second objective is to evaluate similarities between
countermeasure approaches in our model and the real world. We use empirical data
for the comparison. Our tool is agent-based, i.e., the individuals (or groups of such)
are modeled by agents interacting with each other. The environment approximates
the geography of Germany, in which agents may travel between cities. Within a city
the agents interact according to the probabilistic model presented in [8] in a dis-
tributed manner. For a detailed description of the algorithmic framework see
Sect. 2. In order to describe the problems and the related work, we often utilize the
style and wording of [8].

1.1 Related Work

There is plenty of work considering epidemiological processes in different scenarios
and on various networks. The simplest model of mathematical disease spreading is
the so called SIR model (see e.g. [14, 20]). The population is divided into three
categories: susceptible (S), i.e., all individuals which do not have the disease yet but
can become infected, infective (I), i.e., the individuals which have the disease and
can infect others, and recovered (R), i.e., all individuals that recovered and have
permanent immunity (or have been removed from the system). Most papers model
the spread of epidemics using a differential equation based on the assumption that
any susceptible individual has uniform probability b to become infected from any
infective individual. Furthermore, any infected player recovers at some stochasti-
cally constant rate c.

This traditional (fully mixed) model can easily be generalized to a network. It
has been observed that the corresponding process can be modeled by bond per-
colation on the underlying graph [13, 19]. Interestingly, for certain graphs with a
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power law degree distribution, there is no constant threshold for the epidemic
outbreak as long as the power law exponent is less than 3 [20] (which is the case in
most real world networks, e.g. [1, 3, 11, 21]). If the network is embedded into a low
dimensional space or has high transitivity, then there might exist a non-zero
threshold for certain types of correlations between vertices [19]. However, none of
the papers above considered the dynamic movement of individuals, which seems to
be the main source of the spread of diseases in urban areas [10].

In [10] the physical contact patterns are modeled by a dynamic bipartite graph,
which results from movement of individuals between specific locations. The graph is
partitioned into two parts. The first part contains the people who carry out their daily
activities moving between different locations. The other part represents the various
locations in a certain city. There is an edge between two nodes, if the corresponding
individual visits a certain location at a given time. Obviously, the graph changes
dynamically at every time step.

In [7, 10] the authors analyzed the corresponding network for Portland, Oregon.
According to their study, the degrees of the nodes describing different locations
follow a power law distribution with exponent around 2:8.1 For many epidemics,
transmission occurs between individuals being simultaneously at the same place,
and then people’s movement is mainly responsible for the spread of the disease.

The authors of [8] considered a dynamic epidemic process in a certain (ideal-
istic) urban environment incorporating the idea of attractiveness based distributed
locations. The epidemic is spread among n agents, which move from one location to
another. In each step, an agent is assigned to a location with probability propor-
tional to its attractiveness. The attractiveness’ of the locations follow a power law
distribution [10]. If two agents meet at some location, then a possible infection may
be transmitted from an infected agent to an uninfected one. The authors obtained
two results. First, if the exponent of the power law distribution is between 2 and 3,
then at least a small (but still polynomial) number of agents remains uninfected and
the epidemic is stopped after a logarithmic number of rounds. Secondly, if the
power law exponent is increased to some large constant, then the epidemic will only
affect a polylogarithmic number of agents and the disease is stopped after

ðlog log nÞOð1Þ steps. In this case each agent is allowed to spread the disease for a
number of time steps, which is bounded by some large constant.

In addition to the theoretical papers described above, plenty of simulation work
exists. Two of the most popular directions are the so called agent-based and struc-
tured meta-population-based approach, respectively (cf. [2, 15]). Both models have
their advantages and weaknesses. The main idea of the meta-population approach is
to model whole regions, e.g. georeferenced census areas around airport hubs [5], and
connect them by a mobility network. Then, within these regions the spread of
epidemics is analyzed by using the well known mean field theory. The agent-based
approach models individuals with agents in order to simulate their behavior. In this

1 In [10] the degree represents the number of individuals visiting these places over a time period
of 24 h.
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context, the agents may be defined very precisely, including e.g. race, gender, edu-
cational level, etc. [16, 17], and thus provide a huge amount of detailed data condi-
tioned on the agents setting. Furthermore, these kinds of models are also able to
integrate different locations like schools, theaters, and so on. Thus, an agent may or
may not be infected depending on his own choices and the ones made by agents in his
vicinity. The main issue of the agent-based approach is the huge amount of compu-
tational capacity needed to simulate huge cities, continents or even theworld itself [2].
This limitation can be attenuated by reducing the number of agents, which then entails
a decreasing accuracy of the simulation. In the meta-population approach the simu-
lation costs are lower, sacrificing accuracy and some kind of noncollectable data.

A specific field of application of such simulations is the investigation of the
impact of (non-)pharmaceutical countermeasures on the behavior of epidemics.
Germann et al. [12] investigated the spread of a pandemic strain of the influenza
virus through the U.S. population. They used publicly available 2000 U.S. Census
data to identify seven so-called mixing groups, in which each individual may
interact with any other member. Each class of mixing group is characterized by its
own set of age-dependent probabilities for person-to-person transmission of the
disease. They considered different combinations of socially targeted antiviral pro-
phylaxis, dynamic mass vaccination, closure of schools and social distancing as
countermeasures in use, and simulated them with different basic reproductive
numbers R0. It turned out that specific combinations of the countermeasures have a
different influence on the spreading process. For example, with R0 ¼ 1:6 social
distancing and travel restrictions did not really seem to help, while vaccination
limited the number of new symptomatic cases per 10,000 persons from *100 to
*1. With R0 ¼ 2:1, such a significant impact could only be achieved with the
combination of vaccination, school closure, social distancing and travel restrictions.

1.2 Our Results

The results of this paper are two-fold. First, we show that by increasing the number
of agents we are able to significantly improve the accuracy of our results in the
scenarios we have tested. This is due to different phenomena which are only visible
if the amount of agents in use is large enough. For example, if the number of agents
exceeds a certain value, then the epidemic manages to keep a specific (low) amount
of infected individuals over a long time period. Furthermore, the number of agents
has to be above some threshold to allow the epidemic to enter some specific areas/
cities in the environment we used. Obviously, a certain amount of agents is also
needed to avoid significant fluctuations in our results.

The second main result of this paper is that by setting the parameters properly,
one can approximate the effect of some non-pharmaceutical countermeasures, that
are usually adopted if an epidemic outbreak occurs. This observation is supported
by the empirical study of [18]. Interestingly, the right choices of parameters in our
experiments seem to be in line with previous observations in the real world (e.g. the
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right power law exponent seems to be in the range of 2:6–2:9, cf. [10]). To analyze
the effect of the countermeasures mentioned above, we integrate the corresponding
mechanisms on a smaller scale, and then verify their impact on a larger scale too.

2 Theoretical Models and Algorithmic Framework

In the following we provide an empirical analysis on a small as well as on a large
scale. Hereby, the cities are chosen from a list in descending order of their popu-
lation size. It is intuitively clear that large (and thus attractive) cities play a major
role for the epidemic pace since a higher population density entails a potentially
higher infection probability. Excluding such hotspots would of course slow down
the infection spread. The problem is, this could only be achieved by putting the
whole city into quarantine. However, isolating an entire city is not a trivial task. For
example, people living in the suburbs but working in the city might not be willing
to risk their job by obeying the quarantine. Therefore, we consider such strategies
only on a smaller scale.

In our model the agents may not only move between locations within a city but
between cities as well. Furthermore, due to simplicity, the agents are not catego-
rized (i.e., they do not provide further properties like gender etc.). Since we are not
interested in the evaluation of such details. In the following, we briefly introduce
the model. Due to readability we present our model with respect to the following
four categories: (1) The environment on a large scale (inter-city movement), (2) The
environment on a small scale (intra-city movement), (3) The epidemic model, and
(4) The countermeasure model.

2.1 The Environment on a Large Scale

Let GðdÞ ¼ ðV ;EÞ be a complete graph with m nodes V :¼ fc1; . . .; cmg and
parameter d :¼ fdc1 ; . . .; dcmg, whereas ci ¼ Gci (see below) represents the corre-
sponding city ci. Let further pci be the population size of ci and p :¼ fpci ; . . .; pcmg.
Then the attractiveness of ci is given by dci ¼ pciP

1� i�m
pci
. Consequently, G represents

the topology, which contains all cities, on a large scale. In other words, we model the
inter-city movement using the complete graph GðdÞ. In this graph, each ci 2 V
corresponds to a city of Germany. However, depending on the size, not every city
of Germany is represented by a node in V .2 The population is represented by

2 The amount of overall agents in use (n) determines how many cities are represented by
V . Therefore we sort the list of all cities of Germany in descending order of their population size.
Then, starting from the top, we include the currently considered city ci to V if and only if the
assigned amount of agents to said city is at least 1. The latter amount is given by n � dci .
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n ¼ P
1� i�m ndci agents, with ndci being the number of agents assigned to ci. Note

that said number is proportional to the cities real world population. Furthermore,
each city ci 2 V is assigned an attractiveness dci proportional to its population size
(w.r.t. the whole population). Let Ai;s;t be the event that agent i travels from city s to t.
Let further p0 be the probability that an agent decides to travel at all, and let distðs; tÞ
be the Euclidean distance between cities s and t. Then the probability that event Ai;s;t

occurs is given by

PrðAi;s;tÞ ¼ p0 � dt � dist�1ðs; tÞ
P

ðs;jÞ2E
dj � dist�1ðs; jÞ :

Thus, the probability for an agent entering a specific city depends on the distance
to said city, its population size as well as the current position of the considered
agent.

2.2 The Environment on a Small Scale

Let GciðdðvÞÞ ¼ fVci ;Ecig be a complete graph with mci ¼ jndcid e nodes (also
called cells), with dðciÞ :¼ fdv1 ; . . .; dvmc g. Here, j[ 0 is a constant, which will be
specified in the upcoming experiments. Further, note that j does not affect the
amount of agents but the amount of cells only. Then the attractiveness of cell
vi 2 Vci within a city ci is given by dvi . Said attractiveness is chosen randomly with
probability proportional to 1=ba for a value b[ 1, where a[ 2 is a constant
depending on the simulation run. In other words, each ci 2 V , representing city ci,
is a clique of cells on its own, thus incorporating intra-city movement into our
model. The cells represent locations within a city an agent can visit. Each cell may
contain agents (individuals), depending on the cells so-called attractiveness. If an
agent decides to stay within its current city, said agent moves to a randomly chosen
cell according to the distribution of the attractiveness’ among the cells. This also
holds for the first cell an agent is accommodated in after entering a city.

2.3 Epidemic Model

We use three different states to model the distributed spreading process. These
states partition the set of agents into three groups; IðjÞ contains the infected agents
in step j, UðjÞ contains the uninfected (susceptible) agents in step j, and RðjÞ
contains the resistant agents in step j. Whenever it is clear from the context, we
simply write I , U, and R, respectively. If an uninfected agent i visits a cell (within
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a city) which also contains agents of IðjÞ, then i becomes infected with probability

1� ð1� cÞjI 0ðjÞj, where I0ðjÞ represents the set of infected agents accommodated in
the same cell as i. We refer to the concrete value of c in the upcoming simulations.

2.4 Countermeasure Models

Our countermeasure models mainly take advantage of the parameters a and j. That
is, high values of these two parameters imply a high level of countermeasures and
vice versa. With countermeasures applied, individuals avoid places with a large
number of persons more often, waive needless tours, and are more careful when
meeting other people. While a is mostly responsible for a decreasing number of
visitors within a cell, and thus for the avoidance of crowded areas for example,
j determines the total space available for all individuals. As pointed out in [18],
a single countermeasure alone is most likely not sufficient to stop an epidemic.
Therefore, we assume a combination of them to be in place, which then would be
able to sufficiently influence the parameters a and j. Note, our countermeasure
models apply to each city ci 2 V individually.

We use two different types of countermeasure-models: a (multi-tier) level based
approach considering the amount of infected agents in the current step, and a ratio
based approach considering the amount of newly infected agents in the current step
compared to the one in the step before. In the following we use a0 and j0 as initial
values for a and j, respectively.

In the level based model we have one or more levels in which a certain pair of
parameters a and j is used. Let LMm stand for the level based model with m levels
L ¼ fl1; . . .; lmg [ l0. Further, let T ¼ fld0 ; lu0; ld1 ; lu1; . . .; ldm; lumg be the set of transi-
tion points for all levels, i.e., ldi defines the transition point from level i to i� 1
whereas lui defines the transition point from level i to iþ 1. Note that, lui ¼ ldiþ1 does
not necessarily hold. Additionally, a0; a1; . . .; am and j0; j1; . . .; jm define
the parameters a and j, which are applied in the corresponding levels l0; . . .; lm.
Figure 1a depicts an example situation.

In contrast, the ratio based model RM uses a non static approach. Let the set of
newly infected nodes of a city ci in step j be denoted by I�

ciðjÞ. Furthermore, let aj

and jj denote the corresponding parameters used in step j. If
jI�

ci
ðjÞj

jI�
ci
ðj�1Þj � a, for some

constant a, then we set ajþ1 ¼ aj þ z1 and jjþ1 ¼ jj þ z2, where z1; z2 are some
small constants which will be specified later. Consequently, we set ajþ1 ¼
maxfa0; aj � z1g and jjþ1 ¼ maxfj0; jj � z2g whenever

jI�
ci
ðjÞj

jI�
ci
ðj�1Þj � 1=a. The val-

ues applied in the various models are specified in Sect. 3.3. Figure 1b depicts an
example situation.
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3 Experimental Analysis

The environment in our simulations approximates the geography of Germany uti-
lizing 10 million agents and more. Note that, the obtained results remain similar
utilizing up to 100 million agents. Depending on the number of agents, our sim-
ulations incorporate several hundred cities as visitable areas spread all over the
country. Only cities with an initial agent amount of at least one are included in the
simulation. Each city is assumed to be reachable from any other city. However, an
agent may travel at most 1,000 km within a single round. Each round represents a
whole day in the real world. Consequently, an agent moving from one city to
another has to wait until its destination is reached before it can interact with other
agents at said destination.

3.1 Simulations

In the upcoming sections we present and evaluate our results with the focus on: (1)
the impact of the number of agents on the characteristics of the simulated epidemic
compared to real world data, and (2) the impact of non-pharmaceutical counter-
measures on the behavior of the epidemic (e.g. social distancing, school closures,
and isolation [18]).

Furthermore, we also analyze our parameter settings. Although this is only a
short part, our settings seem to coincide with the real world observations of [10],
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Fig. 1 Basic examples for the two countermeasure models. a An example demonstrating a
possible configuration of LM2. The broken line depicts the amount of total infections in the city
while the scope of activity of the countermeasure levels is represented by the rectangles. b An
example demonstrating a possible configuration of RM. The broken line depicts the amount of total
infections in the city (on a logarithmic scale) while the scope of activity of the countermeasure
levels is represented by the rectangles
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and thus provide an additional valuable insight. Note that the figures presented in
this section show values based on the real world population size and not on the
number of agents.

3.2 Relevance of the Chosen Parameters

Based on real world observations (e.g. [10]), we chose a ¼ 2:8 and j ¼ 1 as a
starting point for a series of simulations concerning a and j, respectively. Each plot
represents the average value of 50 different simulation runs for each parameter
constellation utilizing 10 million agents. The parameter notation is as follows: c is
the probability for an agent v 2 U to become infected independently by each w 2 I
occupying the same cell at the same time, n is the amount of rounds an agent v 2 I
is infectious, thus being able to infect others, Cityinit is the initial amount of cities
the infection is being placed in, Agentinit is the amount of initially infected agents
which are placed in Cityinit different cities, a is the power law exponent used to
individually compute the attractiveness of the cells within each city, and j is a
multiplicative factor to increase/decrease the amount of cells proportional to the
initially assigned amount of agents.

Figure 2a and b show the impact of a and j on the behavior of the epidemic, and
compare the results to the characteristics of a typical Influenza case reported by the
RKI.3 To increase the readability, we omit to add the RKI-plot as the 6th one.
Instead we refer the reader to Fig. 3. Among all five a-values a ¼ 2:8, which has
also been obtained in [10] in a different context, represents the best tradeoff between
curve similarity and amount of infections. All remaining parameters were set to
identical values as in Case 1 (cf. Sect. 3.3). For j a similar phenomenon can be
observed. With increasing j (including fractional values), the characteristics of the
curve (i.e., the amount of infected individuals at the peak vs. total number of
infections and total duration of the outbreak) become less and less accurate. Even if
we increase the value to 2, the obtained curve does not follow the characteristics of
the real world observations reported by the RKI [see footnote 3] anymore.

In terms of the probability of infection c we simply chose a reasonable value low
enough to model an Influenza epidemic, but high enough to provoke an outbreak.
This seemed reasonable due to the (at least to our knowledge) lack of concrete
values deduced from real world observations.

3 The Robert Koch Institute (RKI) is the central federal institution in Germany responsible for
disease control and prevention and is therefore the central federal reference institution for both,
applied and response-orientated research. (Source http://www.rki.de/EN/Home/homepage_node.
html).
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Fig. 2 A composition of multiple simulation runs concerning varying a (a) and j (b) only. All
other parameters are identical to Case 1 (cf. Sect. 3.3). Each result represents the average of
50 different simulation runs with 10 million agents for the topology of Germany. a 2.4 ≤ α ≤ 3.2.
b 1 ≤ κ ≤ 5
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Fig. 3 Simulation results for Case 1a) (green) in comparison to real world data (red) provided by
the RKI for a varying amount of agents. The abbreviation NII stands for Newly Infected
Inhabitants. All results up to and including 10 million agents represent the average values of
50 different simulation runs, whereas the result for 100 million agents averages over 20 different
simulation runs. The reliability of the averaged value is indicated by the corresponding confidence
interval. a 10.000 agents. b 500.000 agents. c 10.000.000 agents. d 100.000.000 agents
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3.3 Case 1—Number of Agents

Before we present the results for this case, we first introduce the relevant sources for
comparison. Here we compare our results to real world data provided by the RKI
[22] SurvStat system for the year 2007. The parameter values were taken from
reference data provided by the RKI [4] where possible, or set to reasonable ones
otherwise (cf. Sect. 3.2 for more details).

3.3.1 RKI: Basis of Comparison

In the following we compare our results to the real world data provided by the RKI
[see footnote 3]. For this purpose we use two different data sources: the official
report of the Influenza epidemiology of Germany for 2010/2011 [4] and an online
database containing obligatory reports called SurvStat [22].

Relevance. The data for the SurvStat database and the report of 2010/2011 itself
were obtained from more than 1 % of all primary care doctors spread all over
Germany. This indicates the significance according to international standards.
Unfortunately, there are some drawbacks resulting from the type of data ascer-
tainment itself. Note that not every infected person consults a doctor, which implies
that the data of the SurvStat system contains only the serious courses of the disease.
Nonetheless, these sources provide a valuable tool to obtain insight into the spread
and persistence of the Influenza virus in Germany. Further, due to the data’s sig-
nificance, it is possible to estimate the number of infections within certain areas as
well. Since the spread of infections in the real world is influenced by factors like
seasonal fluctuations or the virus’ aggressiveness, the number of total infections
may significantly differ from year to year, cf. [22] for different years. However, the
course of the curve usually does not change. Consequently, we do not focus on
absolute values in our simulations, but on the characteristics of our results. These
characteristics remain, up to some scaling factor, identical over the whole data set
provided by the RKI.

3.3.2 Case 1

The parameters for this subcase are as follows. We set c ¼ 7%, n to 5 days, the
amount of initially infected cities Cityinit to 1 (namely Berlin), and the amount of
initially infected agents Agentinit to 0.0015 % of the overall agents used for these
simulations. Furthermore, a ¼ 2:8 and j ¼ 1.

Figure 3 shows the results for this case. Here the green curve represents the real-
world data provided by the RKI for the year 2007 while the red curve represents our
simulation results. Note that both curves vary significantly in terms of absolute
numbers. However, this is not our focus here. Due to the level of abstraction in our
model and since the RKI data only contains reported cases (see above), the absolute
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numbers do not coincide. Additionally, as stated above, the data provided by the
RKI also differs significantly (in terms of absolute numbers but not the disease
characteristics) from year to year (cf. [22]). Therefore, we focus on the course of the
disease and the resulting characteristics of the plotted curves.

It is easy to see that the more agents are used, beginning from Fig. 3a up to 3d,
the more the curve characteristics converge. Moreover, the accuracy of each sim-
ulation run increases as well (cf. the confidence intervals in Fig. 3). With at least
500; 000 agents in use, both curves become similar.

To obtain a more formal evaluation, we define three measures, which are used to
compare our results to the data provided by the RKI. These are: the time to peak
(TTP), the epidemic duration (ED), and the area of the curve (AC). The time to
peak describes the week with the maximum amount of newly infected agents of the
corresponding curve. The area of the curve is simply the summation of the area
between the origin and the endpoint EP (defined by the epidemic duration). Finally,
the endpoint of the epidemic duration is the week in which only a minor amount of
new infections occur, and no significant new infections are observed anymore.
Minor infections are defined to start in a round i and last till the last round j of the
simulation while for all rounds i� i0 � j it holds that the amount of newly infected
agents does not exceed 9 % of the maximum value.

In the following we consider the relative values of these measurements compared
to the RKI data. That is, the numbers represent the ratio between the value obtained in
our simulations and the value provided by the RKI. For example, a value of 4:00 for
TTP in the case of 10; 000 agents implies that the time to peak in our case divided by
the time to peak in the real world data is 4. Using the individual deviation measure-
ments, we define a global deviation value by the formula 1

3 � TTPþ 1
3 � ACþ 1

3 � ED.
For simplicity we consider each individual measurement uniformly weighted. The
results, which confirm our previous observations, are shown in Fig. 4. All obtained
results and previous statements imply a fragile balance between the accuracy, the
parameter setting, and the amount of agents in use.
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Fig. 4 A visual representation of the data computed using the deviation measurements for the
experiments conducted in Case 1
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3.3.3 Case 2—Non-pharmaceutical Countermeasures

Nowwe extend our analysis to incorporate non-pharmaceutical countermeasures such
as school closures and social distancing. Here we stick to a fictional epidemic simply
because it simplifies the presentation, i.e., due to the increase of c to 12%, a faster
spread is achieved and the impact of the used countermeasures is amplified. Similar to
Case 1, we set n to 5 days, the amount of initially infected cities Cityinit to 1 (namely
Berlin), and the amount of initially infected agentsAgentinit to 0:00075% of the overall
agents (to compensate the higher c in the beginning). All relevant parameters
regarding the countermeasure models can be found in the original paper [9].

We assume that non-pharmaceutical countermeasures basically affect the
parameters a and j, since the individuals will most likely avoid places with a large
number of persons, waive needless tours, and be more careful when meeting other
people. For obvious reasons, we cannot compare our simulation results to current
real-world data containing results for different epidemics with varying (or no)
countermeasures in use. Therefore, we use the work of Markel et al. [18] for this
purpose. Especially Fig. 5 is of particular interest. There, the direct correlation
between establishing countermeasures and a decreasing amount of new infections
(and vice versa) is well highlighted. We observed an identical effect in our simu-
lations (cf. Fig. 6). Note that different combinations of countermeasures used in [18]
entail different kinds of impacts on the death rates. In contrast, we do not focus on
specific combinations but on sufficient ones to actually achieve an immediate
impact on the epidemic.

As already described in Sect. 2, we use two different countermeasure approa-
ches: the level based (LM1; LM2 and LM3), and the ratio based (RM), respectively.
Both use different mechanisms and parameters to achieve the embankment of the
epidemic. Recall that all transition points in the level based model are chosen w.r.t.

Fig. 5 Weekly excess death rates from September 8, 1918, through February 22, 1919 [18, Fig. 3]
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the ratio between the amount of currently infected individuals and the population
size of the city. Figure 7 compares all models to each other on the national level.

Although the level based approach is completely different compared to the ratio
based approach, the achieved results are similar. However, the overall increase of a
and j by the ratio based approach may be noticeably higher, especially if a large
number of agents is used. That is, while all LM-models use a� 3:3, the RM-model
goes above 4. This implies that the LM-models are more cost efficient, since both a
and j are kept lower and therefore less effort is needed to achieve and maintain said
values.

Additionally, to be able to compare our results to the findings in [18], we
examine the following city in more detail: Berlin (BER) with a population size of
� 3:5 million. Figure 6 represents a composition of some interesting results. Note
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Fig. 6 Example results for BER for Case 2. The green curve represents the amount of infected
inhabitants in the corresponding city while the red curve indicates the activated countermeasure level
with respect to the countermeasure model in use. The number of agents refers to the total amount of
agents used for the simulation. a Model LM3, 100 million agents. b Model RM, 10 million agent
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Fig. 7 Comparison of different countermeasure models on a large scale, i.e., each value represents
the situation for the corresponding countermeasure model in all cities combined. a 10.000 agents.
b 100.000.000 agents
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that the green curve in these figures represents the countermeasure level for the LM
models at the corresponding time, and indicates the number of times z1; z2 have
increased a; j in the RM model. Recall that, in the RM-model level j implies
ai ¼ a0 þ

P j
k¼1 z1 and ji ¼ j0 þ

P j
k¼1 z2 for a step i.

Our results confirm the impact of different countermeasures observed in the real
world [18]. Compared to Fig. 5, our simulations show a similar behavior (i.e., more
than one peak during the epidemic). It is easy to see that the countermeasures
presented in [18] directly influence the course of the epidemic. The same property
can be observed in our results (cf. Fig. 5). One can see that depending on the
countermeasure level (indicated by the activated/used level), the number of infec-
tions increases or decreases. Note that although our figures show the number of
infected individuals and not the death rate as shown in Fig. 5, a comparison is still
possible, since this deviation can be normalized using a scaling factor.

Furthermore, we observe that small adjustments of the two parameters a and j
entail a significant impact on the number of overall infections. Among others we
already proved that if the power law exponent (and j as well) is assumed to be
some large constant, then even a very aggressive epidemic with c ¼ 100% will
affect no more than a polylogarithmic number of the population. Our findings now
back up these observations.

In conclusion, we showed the impact of different countermeasures on the
behavior of a population w.r.t. our model. Although some complexity of the real
world is lacking, the similarities to real-world observations are still present. Starting
with settings for the environment, and therefore implicitly the individuals’ behavior,
based on real-world observations, relatively low level countermeasures were suf-
ficient to embank or at least significantly suppress an outbreak. Essentially the same
properties were already observed in reality (cf. [18]). This underlines the impor-
tance of behavioral and environmental models based on power law distributions.

4 Conclusions

Agent based simulators offer various possibilities to perform very detailed exper-
iments. However, the parameters used in these experiments highly influence the
results one might obtain. As we have seen, even the number of agents has a
significant impact on the quality of the results. This includes the reliability of
different simulation runs with an identical parameter setting. By using the right
parameter settings and a proper number of agents, it is possible to approximate the
course of a disease as observed in the real world. Furthermore, our experiments
indicate that the algorithmic framework presented in this paper is able to describe,
to some extent, the impact of certain non-pharmaceutical countermeasures on the
behavior of an epidemic.
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Hybrid Multilinear Modeling
and Applications

Georg Pangalos, Annika Eichler and Gerwald Lichtenberg

Abstract Tensor systems are a framework for modeling of multilinear hybrid
systems with discrete and continuous valued signals. Two examples from building
services engineering and multi-agent systems show applications of this framework.
A tensor model of a heating system is derived and approximated by tensor
decomposition methods first. Second, a tensor model of a multi-agent system with a
structure already given in a decomposed form is reduced further by the same
decomposition methods.

Keywords Multilinear systems � Hybrid systems � Tensor decomposition �
Heating systems � Multi-agent systems

1 Introduction

Multilinear models are a subclass of nonlinear models which is interesting for
engineering applications because several systems behave multilinear, as shown by
the examples. In most applications the processes are driven by some automation
device with fixed sampling time. Thus, only discrete time models are investigated
here.
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The class of multilinear models obviously includes linear continuous valued
models but moreover, all discrete valued models are inherently multilinear, see [6].
As multilinearity is mathematically closely related to tensor calculus, there are
tensor representations of multilinear systems. Of special interest are discrete time
hybrid systems consisting of a multilinear continuous valued subsystem and an
arbitrary discrete valued subsystem connected by a quantizer and an injector. These
can be represented by so-called Hybrid Tensor Systems defined in [7]. This mod-
eling approach was first applied to the identification problem of discrete valued
models from continuous data [8].

Over the last years simulation of building and heating systems has attracted a lot
of interest, see e.g. [10] or [16]. In these approaches nonlinear models are derived
and simulated, mostly for performance evaluation. Heating systems are application
examples for hybrid tensor systems because of their physical structure, see [12]. A
multilinear one zone model of a large scale building is used in this paper.

Another field of applications are distributed network systems like Multi-Agent
Systems (MAS), which have received considerable attention over the past 10 years,
because of their broad variety of applications, see [13, 14]. To perform tasks like
Decision-Making or Policy Formulation, hybrid MASs are required [15]. These can
be represented by the same class of hybrid tensor systems.

Numerical tensor calculus with special interest on decomposition methods is an
active research field in applied mathematics, see e.g. [3, 4]. Tensor models can be
approximated by standard tensor decomposition techniques—similar to model
reduction techniques for linear systems. Most of the latter techniques like PCA use
singular value decomposition (SVD) of matrices as workhorse for the reduction
process. For tensor systems, so-called higher-order SVD decomposition algorithms
are appropriate reduction methods, see [5].

The paper is organized as follows. After this introduction the class of hybrid
tensor systems is described in Sect. 2. The model of a complex heating system is
represented by a hybrid tensor model and decomposed in Sect. 3. In Sect. 4 mul-
tilinear modeling and transformation to a tensor system is shown for a hybrid MAS.
Final conclusions are drawn in Sect. 5.

2 Hybrid Tensor Systems

Tensor representations of multilinear systems are introduced in [7] and reviewed in
this section. All linear systems can be represented by this class, which on the other
hand is a subset of the class of polynomial systems.

Definition 1 A Tensor

X 2 D
I1�I2�����In

of order n is an n -way array where elements xi1i2���in indexed by ij 2 f1; 2; . . .Ijg for
j ¼ 1; . . .; n can take values from some domain D.

72 G. Pangalos et al.



Definition 2 A Canonical Polyadic (CP) tensor

K ¼ X1;X2; . . .;Xn½ � � k 2 D
r1�r2�����rn

is a tensor of dimension r1; . . .; rnð Þ, with elements given by

Kjk...p ¼
Xr
i¼1

ki ðX1Þji ðX2Þki . . .ðXnÞpi ;

i.e. sums of outer products of the column vectors of so-called factor matrices
Xi 2 D

ri�r, weighted by the elements of the so-called weighting vector k. A
weighting vector of ones can be omitted.

Definition 3 The tensors Y 2 D
I1�...�In and X 2 D

I1�...�In�Inþ1�...�Inþm have a con-
tracted product

X Yjh iðk1; . . .; kmÞ ¼
XI1
i1

� � �
XIn
in

xi1;...;in;k1;...;kmyi1;...;in ; ð1Þ

which is a tensor of dimension Inþ1 � � � � � Inþm.

With the monomial CP tensor (weighting vector k ¼ 1 is omitted)

Mðx ; uÞ ¼ 1
um

� �
; . . .;

1
u1

� �
;

1
xn

� �
; . . .;

1
x1

� �� �
;

the state transition equation of a multilinear state space model

UðxÞ ¼ F Mð x ; u Þjh i ð2Þ

can be written in terms of a contracted tensor product, where UðxÞ denotes the next
state vector. The transition tensor F 2 D

�ðnþmÞ2�n contains all parameters of the

model while the structure is given by the monomial tensor M(x ; uÞ 2 D
�ðnþmÞ2,

where the following notation for tensor spaces is used

D
�ðnþmÞ2 :¼ D

2�...�2
zfflffl}|fflffl{nþm

:

The transition tensor can be represented either element wise or in CP form

F ¼ Fum ; . . .;Fu1 ;Fxn ; . . .;Fx1 ;FU½ � � kf : ð3Þ

The latter usually has important advantages for engineering applications with
sparse structure of the transition tensor where most of the n2nþm elements are zero.
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Moreover, contracted products can be efficiently computed if both tensors are given
in CP form, like for the next state equation

F Mðx ; u Þjh i ¼ FT
U k f~ FT

um

1
um

� �� �
~. . .~ FT

x1

1
x1

� �� �� �
ð4Þ

holds, where ~ denotes the (element-wise) Hadamard product.
So long, no assumptions have been made for the domains of states, inputs and

parameters. Tensors can be defined for the domain R of real values but the approach
works similarly for the domain B of Boolean values. The state transition function of
a Boolean tensor state space model

UðxÞ¼ F Lðx; uÞjh i ð5Þ

uses the binary state x 2 B
N and input u 2 B

M and defines a Boolean transition

tensor F 2 B
�ðNþMÞ2�N . It can describe any binary dynamical system by a contracted

product with the Boolean literal tensor

Lðx; uÞ ¼ um
um

� �
; . . . ;

u1
u1

� �
;

xn
xn

� �
; . . . ;

x1
x1

� �� �
2 B

�ðNþMÞ2: ð6Þ

given that x denotes negation of x.

The Literal Tensor can also be defined over the real domain R
�ðNþMÞ2 as

L� x� ; u�

� �
¼ 1� u�

mu�
m

 !
; . . .;

1� u�
1u�

1

 !
;

1� x�
nx�

n

 !
; . . .;

1� x�
1x�

1

 !" #
;

which uses the undertilde symbol to indicate variables with continuous domain R. It
is easy to see that the basic properties of (6) still hold by mapping the Boolean
FALSE to real zero and Boolean TRUE to real one.

If this mapping is done inside a contracted product (1), this is denoted by
� �jh iþ and the state transition of an algebraic Boolean tensor state space model

Uðx�Þ ¼ F Lð
�
x� ; u�Þ

				

 �þ

; ð7Þ

can be defined. Its state and input are from continuous domains, the transition tensor
is Boolean, and the resulting next state is a continuous vector. If all initial states and
inputs are Boolean the state trajectories only take values (0) and (1) and thus, show
a behavior of the binary system.

Hybrid systems connect continuous-valued subsystems with discrete-valued
subsystems in a predefined way. Without loss of generality, it is assumed that all
discrete-valued signals are encoded Boolean. The hybrid state and input vectors
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x ¼ x�
x

� �
2 R

n � B
N ; u ¼ u�

u

� �
2 R

m � B
M ð8Þ

are given by appending the Boolean signal vectors to the continuous ones forming
hybrid domains H.

Note, that any discrete-valued subsystem has an inherent multilinear structure,
because any Boolean dynamics can be represented by a Tensor model (5). Com-
bining this Boolean discrete-valued subsystem with a multilinear continuous-valued
subsystem needs interfaces between the subsystems as shown by the block diagram
in Fig. 1.

The continuous- and discrete-valued subsystems are connected via a quantizer
and an injector given in the next definitions, see [7].

Definition 4 The injector a : HI1�����IN ! R
I1�����IN is a function which is given for

all elements with index vector i 2 N
N by

ðaðxÞÞi ¼
1 2 R if xi ¼ TRUE ;
0 2 R if xi ¼ FALSE ;
xi if xi 2 R :

8<
: ð9Þ

Definition 5 The quantizer b : RI1�����IN ! B
I1�����IN is a function which is given

for all elements with index vector i 2 N
N by

ðbðxÞÞi ¼ rðxi � 1
2
Þ ; ð10Þ

where the Heaviside function is given as

rðxÞ ¼ 1 if x� 0 ;
0 otherwise :

�
ð11Þ

Multilinear System〈
F˜

∣∣M˜
〉

Quantizer
β

Binary System
〈F | L 〉

Injector
α

x˜

x

u

u˜Fig. 1 Block diagram of a
multilinear hybrid system
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As both subsystems of the hybrid system are multilinear, a common represen-
tation can be found which leads to a hybrid tensor state space model

UðxÞ ¼ F Mðx; uÞjh i�: ð12Þ

The hybrid contracted tensor product denoted by � �jh i� is a short notion for
the application of injectors a and standard quantizers b in a contracted tensor
product such that all values are mapped to the correct domain of UðxÞ. This will be
illustrated by two application examples in the following sections.

3 Heating Systems Example

The heating system mentioned in the introduction will now be modeled as a hybrid
tensor system. This is possible because of the inherit multilinear nature of heating
systems. The heating system consists of a boiler with burner, a consumer, where a
building temperature can be measured and a pump, which is controlled (see Fig. 2).

For each of the elements of the heating system, the time-discrete state space
equations, which are based on thermal balances are stated. For the derivation of
these equations see [11]. The factor matrices and the parameter vector of the model
are given such that the system can be represented as a tensor system.

The continuous valued states of the system are the supply temperature Ts, the
return temperature Tr and the buildings temperature Tb. Day oscillation and year
oscillation of the ambient temperature are modeled by four continuous valued states
Ta1. . .Ta4, two for each oscillation. Two Boolean states Xl and Xu determine
whether or not the buildings temperature is in the interval where the thermostatic
valves act linear, in the lower or in the upper saturation. Two further Boolean states
Hl and Hu determine a supply temperature above an upper limit or below a lower
limit and a Boolean state U that states if the boiler is running or not. The state
vector is given by

x ¼ ½Ts Tr Tb Ta1 Ta2 Ta3 Ta4 Xl Xu Hl Hu U�T 2 R
7 � B

5: ð13Þ

Boiler

Burner

Consumer
Pump

Fig. 2 Heating system
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3.1 Controlled Pump

The flow rate _V is a consequence of the room temperature Tb and the reference
temperature for the room Tbr. The relationship is shown in Fig. 3, where _Vm is the
mean flow rate for Tb ¼ Tbr and _Va is the amplitude from the mean flow rate at
reference room temperature to its extrema. The extrema in the flow rate are reached at
a room temperature that is at least DTb different from the reference room temperature.

To state the flow rate _V in terms of the discrete states and the room temperature,
the discrete states

Xl ¼ 1 if Tb [ Tbr � DTb
0 else

�
; Xu ¼ 1 if Tb [ Tbr þ DTb

0 else

�
ð14Þ

are introduced. Thus the flow rate _V is given as

_V ¼ _Vm þ _Va þ Tbr _Va

DTb
� _Va

� �
Xl � Tbr _Va

DTb
þ _Va

� �
Xu �

_Va

DTb
TbXl þ

_Va

DTb
TbXu :

ð15Þ

3.2 Boiler

The state equation of the supply temperature is

Tsðk þ 1Þ ¼ TsðkÞ � ts
Vb

TsðkÞ _VðkÞ þ ts
Vb

TrðkÞ _VðkÞ þ ts
Vbqc

PmaxUðkÞ : ð16Þ

Dropping the time index, denoting the next state by the operator U and
substituting (15) for the flow rate leads to

Tb − Tbr

V̇

−ΔTb ΔTb

V̇m

}
V̇a

V̇a

{

Fig. 3 Flow rate over control
error of the room temperature

Hybrid Multilinear Modeling and Applications 77



UðTsÞ ¼Ts 1� tsð _Va þ _VmÞ
Vb

� �
þ Tr

tsð _Va þ _VmÞ
Vb

þ TsXl

_VatsðDTb � TbrÞ
DTbVb

. . .

� TrXl

_VatsðDTb � TbrÞ
DTbVb

þ TbTsXl

_Vats
DTbVb

� TbTrXl

_Vats
DTbVb

þ TsXu

_VatsðDTb þ TbrÞ
DTbVb

. . .

� TrXu

_VatsðDTb þ TbrÞ
DTbVb

� TbTsXu

_Vats
DTbVb

þ TbTrXu

_Vats
DTbVb

þ PmaxU
ts

Vbcq
:

ð17Þ

3.3 Ambient Temperature

The ambient temperature is modeled as an oscillator with two frequencies. One for
the temperature oscillation over the day and one for the oscillation of the year. The
sinusoidal curves estimate the ambient temperature roughly.

The state equation in discrete time with sampling time ts is given by

U

Ta1
Ta2
Ta3
Ta4

0
BB@

1
CCA

0
BB@

1
CCA ¼

1 ts 0 0
�x2

d 1 0 0
0 0 1 ts
0 0 �x2

y 1

0
BB@

1
CCA

Ta1
Ta2
Ta3
Ta4

0
BB@

1
CCA; Ta

¼ 1 0 1 0ð Þ
Ta1
Ta2
Ta3
Ta4

0
BB@

1
CCAþ Ta;m :

Note that a multilinear state space model allows a constant term, here Ta;m.

3.4 Building

The temperature of the building Tb is introduced as the average temperature of all
rooms. The state equation of the building temperature can be given as

UðTbÞ ¼ Tb 1� tsðkr;b þ kb;aÞ
kb

� �
þ Tr

tskr;b
kb

þ Ta1
tskb;a
kb

þ Ta3
tskb;a
kb

þ tskb;aTa;m
kb

;

where kb is the capacity of the building, kr;b the heat transfer coefficient from the
radiators to the building and kb;a the heat transfer coefficient from the building to the
outside.
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3.5 Consumer

The heat demand _Qd can be calculated in terms of the return temperature and the
building temperature as

_Qd ¼ Tr � Tbð Þkr;b : ð18Þ

Using (18) and (15) the state equation of the return temperature reads

UðTrÞ ¼ Ts
tsð _Va þ _VmÞ

Vc
þ Tr 1� tsðkr;b þ c _Vaqþ c _VmqÞ

Vccq

� �
. . .

þ Tb
kr;bts
Vccq

� TsXl

_VatsðDTb � TbrÞ
DTbVc

þ TrXl

_VatsðDTb � TbrÞ
DTbVc

. . .

� TbTsXl

_Vats
DTbVc

þ TbTrXl

_Vats
DTbVc

� TsXu

_VatsðDTb þ TbrÞ
DTbVc

. . .

þ TrXu

_VatsðDTb þ TbrÞ
DTbVc

þ TbTsXu

_Vats
DTbVc

� TbTrXu

_Vats
DTbVc

:

ð19Þ

3.6 Bang Bang Controller

The discrete states Hl and Hu are used to determine whether or not the supply
temperature Ts is below a lower limit, here: 75 °C or above an upper limit, here:
95 °C. The signal U steering the boiler is then computed by

UðUÞ ¼
U if 75 �C\Ts\95 �C
1 if Ts 	 75 �C
0 if Ts � 95 �C

8<
: : ð20Þ

The model of the building has been validated, see [11]. Also, there are given all
parameters of the model. With these difference equations it is now straight forward
to construct the system tensor. Here just the first entries of the system tensors factor
matrices, that correspond to the next state of the supply temperature Ts are given.
The factor matrices, in order of the states (13) are
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Note, that the factor matrices are not complete but just given for the first five
summands of the first next state. The corresponding part of the matrix FU and the
parameter vector kf are given by

FU ¼
1
0
..
.

1
0
..
.

1
0
..
.

1
0
..
.

1
0
..
.

. . .
� � �
. .
.

0
@

1
A; kf ¼

1� tsð _Vaþ _VmÞ
Vb

tsð _Vaþ _VmÞ
Vb

_VatsðDTb�TbrÞ
DTbVb

� _VatsðDTb�TbrÞ
DTbVb

_Vats
DTbVb

..

.

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

: ð21Þ

The matrix FU has dimension 12� 46 to assign the 46 summands of the system
to the corresponding next state. Since all entries that were looked at correspond to
the first next state, the first five entries of the first row of FU are 1.

In the following a reduction of the tensor rank is performed using tensor
decomposition techniques. With the derived factor matrices and the parameter
vector a state transition tensor

F ¼ FTs ;FTr ;FTb ;FTa1 ;FTa2 ;FTa3 ;FTa4 ;FXl ;FXu ;FHl ;FHu ;FU ;FU½ � � kf

is constructed. The Tensor Toolbox [1] and the command cp_als is used to
reduce the rank of the tensor F, which was constructed to have a tensor rank of 46.
Using the Toolbox, the rank of the system tensor is reduced to 23, which has a fit of
over 99 %. The first five entries of the first two factor matrices are

F1 ¼ �0:999 0:999 1:000 1:000 1:000 . . .
0:045 �0:054 0:009 0:007 0:000 . . .

� �
;

F2 ¼ 0:988 0:984 0:999 1:000 1:000 . . .
�0:152 �0:179 0:040 0:031 0:000 . . .

� �
: ð22Þ
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The corresponding entries in the parameter vector are

k ¼ 10:443 6:967 4:322 2:598 2:587 . . .ð ÞT : ð23Þ

The results of the simulation with the original and the decomposed state tran-
sition tensor are given in Fig. 4. One can see, that the main system dynamics are
captured with the decomposed system. The supply temperature drops to 75 �C if
95 �C is reached and rises again. Also the offset and the dynamics of the return
temperature show similar behavior for both state transition functions.

Note that for numerical reasons, the states have been transformed to be in the
interval 0 ; 0:5½ �, see [11] for details.

4 Multi-agent Systems Example

A MAS consists of a group of agents (e.g. vehicles with their computing entities)
that exchange information and share knowledge to solve a common task [2]. The
demand of autonomous MAS’s with the ability to perform tasks as Decision-
Making or Policy Formulation leads to hybrid MAS’s. There are various different
applications of hybrid MAS’s and many different ways to describe them, e.g. [15].
How a hybrid MAS is modeled as tensor system is shown in the following.

A directed Graph GðV; EÞ consists of a set of N vertices, representing the single
agents, and a set of edges E 
 V � V, describing the communication topology of a
MAS, see [9]. If agent i receives information from agent k, there is an edge
ðk; iÞ 2 E. The normalized Laplacian of a graph is [13]
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Lik :¼
1 if i ¼ k and jNij 6¼ 0
� 1

jNij if k 2 Ni

0 otherwise:

8<
: ð24Þ

Here Ni is the set of neighbors of agent i, that is defined as Ni ¼ fkjðk; iÞ 2 Eg,
and jNij is its cardinality. Consider a MAS of N equal agents, where each agent
i ¼ 1. . .N is described by the switched system

UðxiÞ ¼ axi þ ui if U�1ðxiÞ� 0:5

UðxiÞ ¼ bxi þ ui if U�1ðxiÞ\0:5 ; ð25Þ

with xi; ui 2 R being continuous signals and U�1ðxiÞ ¼ xiðk � 1Þ denoting the
previous state. By introducing the discrete signal zi ¼ bðU�1ðxiÞÞ, being the
quantized state variable, system (25) can be written as the multilinear system

UðxiÞ ¼ ða� bÞzixi þ bxi þ ui : ð26Þ

This can be described as a tensor system for one agent i by

UðxiÞ ¼ Fi Mðx; z; uÞj � ¼ Fi
u;F

i
z;F

i
x

� �
Mðx; z; uÞj � ð27Þ

with Fi
u ¼

1 0
0 1

� �
; Fi

z ¼
b 1
a� b 0

� �
;Fi

x ¼
0 1
1 0

� �
:

The control input is determined by the communication topology as u ¼ �Lx
like simple consensus algorithms propose [9] with x ¼ x1. . .xNð ÞT , u and z defined
respectively. The discrete system is described by

UðzÞ ¼ bðxÞ: ð28Þ

The continuous part can be described as a continuous tensor system of the form
U xð Þ ¼ FM x; zð Þh iþ. It is obvious that the continuous system only contains mul-
tilinear terms of the form xizi introduced by the system equations of the single
agents in (26), whereas the control input is linear in x. Thus the standard monomial

tensor of dimension R
�ð2NÞ2 is very sparse. A special formation monomial tensor is

introduced here as

MFðx; zÞ ¼ 1 . . . 1
z1 zN

� �
;

1 . . . 1
x1 xN

� �
; IN

� �
2 H

2�2�N : ð29Þ

With (29) a state transition function of a hybrid tensor system for the overall
system, with state vector h ¼ ðx; zÞT is defined as

82 G. Pangalos et al.



UðhÞ¼ FF MFðx; zÞ		 �� ð30Þ

with FF ¼ FF
z ;F

F
x ;F

F
I ;F

F
U

� � 2 R
2�2�N�2N having the factor matrices consisting of

2N factors

FF
U ¼ IN IN 0

0 0 IN

� �
; FF

I ¼ IN � LINð Þ ;

FF
x ¼ 1T3N

0

1

� �� �
; FF

z ¼ 1TN
b

a� b

� �
1T2N

1

0

� �� �
:

ð31Þ

First the continuous state vector x is considered. Due to the identity matrices in
FF
U and FF

I , the first N columns of the factor matrices describes the internal
dynamics of the agents. This can easily be seen by comparing the first N columns of
FF
x and FF

z with Fi
x and Fi

z in (27). The Laplacian in FF
I describes the communi-

cation between the different agents. The fact, that the communication is linear in the
states xi, explains the second N vectors in FF

x and FF
z since

0
1

� �
;

1
0

� �� �
;

1
zi

� �
;

1
xi

� �� �
 �
¼ xi :

The discrete signal z is simply calculated by UðzÞ ¼ bðxÞ, which explains the
choice of the last N columns in FF

x and FF
z .

Next, a hybrid tensor system with N ¼ 100 agents is modeled. The considered
connected graph is directed and contains 473 random edges. The internal dynamics
of the single agents is described by (26) with a ¼ 0:5 and b ¼ 1. The number of
factors of the exact system tensor is 300 ¼ 3N. CP decompositions of the system
tensor from rank 1 to 299 have been calculated with cp_als. The Frobenius error
between the exact and approximated hybrid tensor model is shown for tensor
approximations of different rank in Fig. 5. A tensor of rank 200 ¼ 2N describes the
system dynamics almost exactly. The Frobenius error for graphs of every tested
different size shows qualitatively the same shape. Thus it can be supposed that the
system is in fact not a tensor system of rank 3N but of 2N. In Fig. 6, continuous
state trajectories of the rank 200 approximation are shown. The maximal mean
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squared error between the original and approximated trajectories for a rank 200
approximation is with <10−17 negligible and thus approximation and original
system match exactly. For comparison the rank 150 approximation is shown on
Fig. 7. Here the same consensus value of approximately 0.2 is reached with the
same convergence shape. However, the states does not exactly converge to the real
consensus value but reach an envelope around it, which gets small for higher order
approximations. For approximations with smaller order instability of the conver-
gence process may occur.

5 Conclusions

Hybrid tensor systems are an adequate framework for modeling discrete time
multilinear systems with continuous and discrete valued states and inputs. A hybrid
tensor model of a complex heating system is derived as a real-world example. All
parameters are stored in a state transition tensor which in a second step is reduced to
a low rank CP tensor using standard decomposition techniques. As simulations
show, this decomposed tensor is still capable to capture the main dynamics of the
heating system.

As a second application example from a quite different application domain, a
hybrid tensor model of a Multi-Agent System (MAS) is derived. Structural con-
straints are imposed in an easy way, a reduced rank state transition tensor of the
system is again computed by tensor decomposition algorithms and simulations are
carried out based on the decomposed model. The reduced rank model converges to
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the same final values as the original one. Moreover, the original N -agents system
can be modeled exactly by a hybrid tensor system with a small rank of 2N.

Further research will be done to investigate the stability behaviour of hybrid
tensor systems. Another focus will be the derivation of tensor representations for
nonlinear normal forms—as well for general nonlinear as for multilinear systems.
Tensor decomposition techniques will play an important role in these fields and
extensions of the continuous algorithms to hybrid spaces would be essential tools
for analysis and design of multilinear hybrid systems.

Acknowledgments This work was partly supported by the project ModQS of the Federal Min-
istry of Economics and Technology, Germany.

References

1. Bader B, Kolda T (2012) MATLAB tensor toolbox version 2.5. Available online
2. Balaji P, Srinivasan D (2010) An introduction to multi-agent systems, vol 310 of Studies in

computational intelligence, Chapter 1, pp 1–27. Springer
3. Cichocki A, Zdunek R, Phan A, Amari S (2009) Nonnegative matrix and tensor factorizations.

Wiley, Chichester
4. Hackbusch W (2012) Tensor spaces and numerical tensor calculus, vol 42 of Springer series in

computational mathematics. Springer, Berlin Heidelberg
5. Kolda T, Bader B (2009) Tensor decompositions and applications. SIAM Rev 51(3):455–500
6. Lichtenberg G (2010) Tensor representation of boolean functions and Zhegalkin polynomials.

In: International workshop on tensor decompositions
7. Lichtenberg G (2011) Hybrid tensor systems. Hamburg University of Technology,

Habilitation
8. Lichtenberg G, Eichler A (2011) Multilinear algebraic boolean modelling with tensor

decompositions techniques. In: 18th IFAC world congress, p TuC01.2
9. Mesbahi M, Egerstedt M (2010) Graph theoretic methods for multiagent networks. Princeton

University Press, Princeton
10. Nouidui TS, Zuo KPW, Wetter M (2012) Validation and application of the room model of the

Modelica buildings library. In: 9th international Modelica conference, pp 727–736
11. Pangalos G, Eichler A, Lichtenberg G (2013) Tensor systems: multilinear modeling and

applications. In: 3rd international conference on simulation and modeling methodologies,
technologies and applications

12. Pangalos G, Lichtenberg G (2012) Approach to boolean controller design by Algebraic
Relaxation for heating systems. In: 4th IFAC conference on analysis and design of hybrid
systems

13. Ren W, Beard R (2007) Distributed consensus in multi-vehicle cooperative control—theory
and applications. Communications and control engineering. Springer Publishing Company,
Incorporated, New York

14. Ren W, Cao Y (2011) Distributed coordination of multi-agent networks. Springer, London
Limited

15. Srinivasan D, Choy M (2010) Hybrid multi-agent systems, vol 310 of Studies in
computational intelligence, Chapter 2, pp 29–42. Springer

16. Wetter M (2006) Multizone building model for thermal building simulation in Modelica. In:
5th international Modelica conference, pp 517–526

Hybrid Multilinear Modeling and Applications 85



Modeling Interdependent Socio-technical
Networks: The Smart Grid—An
Agent-Based Modeling Approach

Daniël Worm, David Langley and Julianna Becker

Abstract The aim of this paper is to improve scientific modeling of interdependent
socio-technical networks. In these networks the interplay between technical or
infrastructural elements on the one hand and social and behavioral aspects on the
other hand, plays an important role. Examples include electricity networks, financial
networks, residential choice networks. We propose an Agent-Based Modeling
approach to simulate interdependent technical and social network behavior, the
effects of potential policy measures and the societal impact when disturbances occur,
where we focus on a specific use case: the smart grid, an intelligent system for
matching supply and demand of electricity.

Keywords Agent based modeling � Interdependent socio-technical networks �
Smart grid

1 Introduction

Rapidly increasing computer processing power means that computer modeling
techniques now enable scientists to attempt to couple different models together and
investigate the effects of their interdependency. The objective of this paper is to
improve scientific modeling of interdependent socio-technical networks. This is
important in the field of designing critical infrastructures. Failures in these systems
are rare events which may have catastrophic consequences. Society requires resilient
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infrastructure which can cope with a wide variety of threats. Examples of failures
include natural disasters like Hurricane Sandy, and technical failures like cable
burnout in the energy network in Germany which has a highly distributed renewable
energy production. According to the German Federal Network Agency, at the end of
March 2013 the electricity network threatened to collapse: “The security of the
network can no longer be guaranteed. […] We have had to intervene more than forty
times to prevent surges in wind and solar power from compromising the entire
electricity system. The stress generated by these situations is becoming increasingly
difficult to handle.”

Since Holling’s [15] seminal work on the resilience of systems, engineering
scientists have endeavored to design critical infrastructures capable of coping with
disturbances [6, 22]. However, social components are often missing in models of
critical infrastructure. This is a problem for two reasons. First, human behavior can
influence the system, and thus the likelihood of failure. Second, effects of distur-
bances have human dimensions, whereby strategic decisions can best take account
of the disruption that people experience (and the perceived effect thereof) rather
than use solely technical parameters. This provides our motivation for this research
into interdependent socio-technical modeling.

In this study we propose an Agent-Based Model (ABM) approach to simulate
interdependent technical and social network behavior, the effects of potential policy
measures and the societal impact when disturbances occur. The use of individual or
agent based approaches are common in the study of complex adaptive systems,
especially where the interactions between the agents are complex, nonlinear, dis-
continuous, or discrete, where the population is heterogeneous and where the
topology of the interactions is heterogeneous and complex [7]. This applies
increasingly to networks, whether physical or social. Using ABM, its structure and
behavior have potential to resemble reality better than simple mathematical models,
especially when the underlying real relationships are complex [29].

In order to obtain our objective, we focus on a specific use case: the smart grid, a
future intelligent system that helps to match demand and supply of electricity in a
sustainable and secure manner. In such a system, both social and technical aspects
play an important role. The model we obtain for this use case, and that we will
describe in this paper, helps to give insight in certain effects arising from the
interplay between these aspects. Furthermore, from it we obtain generic insights
into interdependent socio-technical network modeling, contributing to our main
objective.

2 Related Work

The topic of simulation models for interdependent socio-technical networks is
receiving attention in a wide range of scientific domains. This development is based
on the enormous amount of data related to social, economic, technology and bio-
logical networks, which is increasingly available for research, as well as readily
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accessible computing power for carrying out the necessary computations [16, 18,
19, 26]. We briefly address a number of the most relevant streams of literature.

In the field of resilience engineering a main focus is on the effects of natural
disasters on a range of infrastructural networks. There is a general recognition that
interdependencies between networks are both an important driver of cascading
failures and a significant modeling challenge [27]. Recent work is including the
‘human factor’ as one of the interdependent networks, in recognition of the
importance of modeling the socio-technical system as a whole, e.g. Johnsen and
Veen’s assessment [17] of the key communication infrastructure used in emergency
communication in railways in Norway, although this is not yet widespread practice.

A second relevant scientific domain is the sociology of the housing market,
where methods are developed for analyzing housing price dynamics [11], urban
sprawl and individual choices about where to live, and the implications of these
choices for residential patterns [10]. Individual choices respond to the relative
attractiveness of residential areas, but they also change that attractiveness [8]. ABM
have been used to model these choices [5, 21] including the interdependencies of
different market segments, such as racial residential segregation [34].

Finally, in direct relation to the case study we address in this paper is the smart
electricity grid. Much literature on this topic which implements ABM is focused on
multi-agent systems to control distributed smart grid technology, rather than sim-
ulate the socio-technical networks including household choices. Studies which do
include human behavior include simulating load profiles for households equipped
with smart appliances under conditions of real-time variable-price tariffs [13], and
micro-level models of household capacity adaptation allowing for occupants to vary
their achieved comfort by foregoing electricity when the price is too high [14].
Whether such behavior is realistic in the real world has yet to be demonstrated.
ABMs of the smart grid demonstrate herding behavior where many agents inde-
pendently converge their loads the time intervals they expect to have lower prices,
thus leading to undesirable load peaks which can cause network failure [25]. To
prevent such herding behavior developing, simulations have shown that introducing
inertia can help, for example by imposing penalties for deviation from past behavior
[32] or more complex algorithms for spreading load across a number of expected
future low-price time intervals [28].

The model we present in this paper builds on the work from these scientific
domains, adding particularly to the theoretical grounding of the social model from
psychology as a way of improving the combined socio-technical approach.

3 Objectives

Our aim is to model, in a quantitative manner, interdependent socio-technical
networks and the effects that failure cascades can have. Of key importance is the
link between infrastructural, (technical) networks and human behavior. In this paper
we focus on the smart grid case and in future research we consider other cases and
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attempt to uncover generic elements one should take into account when modeling
socio-technical interdependent networks and their societal impact.

These models need not be highly accurate at this stage, but they should be able
to generate the types of network behaviors arising from the interdependency
between the social and technical systems based on the characteristics of the different
networks and on potential policy interventions.

Our research questions read:

• How can we model cascading effects between a technical and a social network
model, whereby changes and disturbances in a technical network affect human
behavior and vice versa?

• How can we model the societal impact of these mutually interacting networks,
both in hard, financial terms and in a soft, reputational sense?

In the long term our objectives are twofold. First, to examine to what extent (re)
routing /steering /consolidating human behavior is possible when a disturbance in a
network occurs. Second, to examine how policy interventions can influence failure
cascades between interdependent networks so as to minimize negative societal
impact.

4 Socio-technical Smart Grid Model

In this use case we model a future residential-level electricity network, including
smart grid elements. A smart grid is an electricity network that intelligently reacts to
the behavior of different stakeholders, such as generators, consumers and those that
do both, with the aim of efficiently supplying sustainable, economic and secure
electricity and coping with disruptions [9]. An important element in achieving this
is flexible pricing, triggering adaptive consumer behavior.

This use case is relevant in relation to our objectives described in Sect. 3,
because of the strong interdependency between the technical and the human ele-
ment in this socio-technical system. The behavior of consumers plays a key role in
the performance of the future electricity network, since this behavior directly
determines electricity demand and decentralized supply, which then affects the
pressures placed on the physical electricity network.

We choose to model this human element at the individual level, rather than the
aggregated level, so that we can include heterogeneous effects per household, such
as the price each pays, the comfort (i.e. the fulfilled demand) and power failures
each experiences, as well as the peer influence working via the social network.
Therefore, the electricity network at the residential level (low voltage) is relevant to
our purposes, although the results can be extrapolated to the neighborhood and
regional level.
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4.1 Description of Model Framework

To model the interaction between a residential-level electricity network and human
behavior, we made three separate models. These models interact with each other as
shown by Fig. 1. The behavioral model is split up into two models:

1. Short Term Choice Model This model covers the short term choices consumers
make based on their electricity needs and fluctuating electricity prices. We
assume a power-management application adapts demand real-time and that the
consumers can choose one of three profiles: maximum comfort (electricity is
used irrespective of the price), medium comfort (a price cap is selected but only
for a limited time) and minimum comfort (a price cap is selected and usage is
halted above that price). Besides this, consumers can choose two other one-off
measures: to install a solar panel and to insulate their home. Time steps in this
model are intervals of 15 min and the model calculates how much electricity
each household demands (or supplies) per time step.

2. Long Term Behavioral Model This model determines the attitudes and behav-
ioral. Intentions of the consumers, which in turn influence their behavioral
choices in the short term model. We model five attitudes which are influenced
by both that household’s own experiences and by the attitudes of others in their
social network.

The five attitudes are: Attitude about price paid for electricity, attitude about
personal comfort (i.e. the willingness to forego electricity), attitude about personal
energy efficiency, attitude about renewable energy production, and attitude about
confidence in the electricity supply. These attitudes are continuous variables with
value between 0 and 1. Time steps in this model are days, weeks, or months (set by
an adjustable parameter) and the model calculates the five attitudes per household
and what this means for their behavioral intention.

This model is based on the psychological Theory of Reasoned Action [1, 2, 4, 12]
which states that behavioral intention is driven by attitude and social influence.
Social influence is the person’s perception that most people who are important to him
think he should or should not perform the behavior in question. Later theories of

Fig. 1 Graphical overview of
the relationships between the
three models
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social influence go beyond this normative pressure to include other forms of influ-
ence, such as imitation [20]. As for the link between behavioral intention and actual
behavior, in a meta-analysis of 87 studies, [30] reports an average correlation
between intention and behavior to be 0.53, which means that on average consumers’
answers to questions about their intentions account for only 28 % of the variance in
their actual behavior. For low-involvement products, such as electricity, this link
may be even weaker [24]. Therefore, we introduce a probability for linking
behavioral intention in the long term model to choice behavior in the short term
model.

We do not include the extended Theory of Planned Behavior, which includes the
role of perceived behavioral control, as the behaviors in our model are well within
the behavioral control of the agents [1].

Finally we have a technical network model:

3. Electrical Network Model This model computes power flows in a residential-
level. (Low voltage) network, based on demand and supply. It also determines if
and where disruptions occur in the electrical network, for example if the supply
in a given part of the electricity network exceeds the demand whereby a physical
cable burns through. Time steps in this model are intervals of 15 min.

These models are connected as follows: Each 15 min interval, the short term
choice model is executed, computing the demand (or supply) of each consumer,
based on the price at that moment (which in turn is influenced by total demand and
supply), their comfort profile, their devices needing electricity, their insulation level
and the production of their solar panel, if applicable. The output is passed to the
electrical network model, that determines how the demand is met and if any dis-
ruptions in the network occur. This is communicated back to the short term choice
model, because disruptions affect the remaining demand of each consumer.

This process continues until one time step of the long term model has been
reached. Then the long term behavioral model is executed, taking into account
output from both the short term behavioral model as well as the electrical network
model over the past time.

4.2 Model Specifics

4.2.1 Agents with Their Social Network

The agents in our model are 208 households in a fictional residential area, divided
into 13 streets. Each household has a number of electrical devices that require
different amounts of energy and have different time windows within a day in which
the demand of the device should be fulfilled.

The agents are linked with each other via a social network (‘friends’), which is
randomly drawn via the following principles: The number of friends of each
household is Poisson distributed with mean λ, and distributed in such a way that
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two households in the same street (‘neighbors’) are n times more likely to be friends
than two households in different streets. (We chose λ = 8 and n = 4) This social
network will influence the agents’ attitudes. We randomly divide the agents into
three different types, which fixes initial attitudes of the agents: Comfort (willing to
pay for high comfort), Budget (wants to pay as little as possible), Eco (aims towards
sustainable energy).

4.2.2 Technical Network

The electricity model consists of a network with 14 nodes, taken from an actual
low-voltage network. One of the nodes is the main generator that connects the low-
voltage network to the medium-voltage network and thus supplies all demanded
electricity which the households do not produce themselves via solar panels. The
model computes the power flows over each link needed to fulfill the demands,
based on DC power flow methods [33]. Each link is endowed with a maximum
capacity which, if crossed, will cause the link to break, leading to rerouted power
flows which may cause new failures in turn and possibly derive households of
electricity.

The behavioral and technical models connect via the electricity demands of the
agents. The demand and supply within a street (16 households per street, 13 streets
in total) are aggregated and communicated as input to one of the nodes in the
electrical network. In turn, failures in the electrical network influence the behavioral
model, by changing attitudes due to unfulfilled electricity demands.

4.2.3 Implementation and Verification

The two behavioral models were implemented in Repast Simphony 2.0 Beta, a
java-based toolkit for agent-based modeling and simulation [23]. For the technical
electricity network model, an existing load balancing low-voltage model is used,
which has been implemented in a MATLAB package called MATPOWER [35].
The Java package MatlabControl enables the connection between the different
models.

In order to verify if the implemented models correspond with our conceptual
design and work in the desired way, we have followed the verification process
proposed by Rand and Rust [26], which includes documentation, programmatic
testing, and test cases. This process was essential and helped in identifying
incorrectly implemented components, which have a higher risk of occurring in these
complex interdependent networks. One issue which we experienced in the verifi-
cation process is interesting to note: that some of the proposed verification steps are
more challenging to carry out in the case of modeling interdependent networks. For
example, one of the test case approaches these authors recommend is the use of
corner cases, whereby extreme values are used as inputs and the behavior of the
model is examined for unexpected output. However, due to the interdependencies
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incorporated into our model, interpreting the output of corner cases is non-trivial. A
suggestion to deal with this is to take not only output variables, but also internal
variables (that are not directly visible in the output of the model) to check in relation
with the input parameters or other internal variables. The main reason for this is that
in these complex socio-technical models it may not always be straightforward to see
what the intended effect between one input and one output variable should be, given
that relations may be very complex. Cutting this ‘problem’ into manageable pieces
by considering a sequence of internal variables where intended effect of one on the
other is known, may simplify the procedure.

4.3 Scenario Analysis

In order to address our research questions we ran a number of scenario’s whereby
different conditions were assessed. We highlight a number of the most interesting
results here.

4.3.1 Crossover Effects

We ran the model in a ‘default’ setting (Fig. 2) and in a setting where network
cables are more likely to fail (Fig. 3), in order to investigate crossover effects from
the technical model into the behavioral model.

Fig. 2 Comfort profiles in the default scenario

94 D. Worm et al.



The figures show the dynamics in the behavioral model regarding agents choices
for the different power-management comfort profiles. We see a clear distinction
between these two cases: in the more fragile network setting, the minimum comfort
profile is less popular than in the default setting, and there is an increase in the
maximum comfort profiles. A reason for this is that disruptions lead to less fulfilled
electricity demands than usual, causing more people to wish higher comfort. This in
turn may cause even more disruptions in the network, due to increased demand,
which shows a crossover effect from the behavioral model back into the social
model.

4.3.2 Policy Interventions

We can use the smart grid model to investigate the effects of policy interventions.
For instance, by increasing solar panel subsidies, making it easier for agents to
install their own energy producing devices. Using our model it is possible to
investigate the effects of different levels of subsidy. To begin with we see an
increase in agents selecting the intermediate comfort profile. The increase in solar
panels means that the agents’ energy needs are more easily fulfilled (so their
comfort is sufficient enough), and energy prices for them will drop also due to solar
panels (so the price is cheap enough). However, after some time the level of solar
power production reaches a level where it begins to have a negative effect on the
stability of the network. On sunny days, a concentrated area with many solar panels

Fig. 3 Comfort profiles in the scenario with a more fragile electricity network
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can add to the network load and thereby cause more power failures. When solar
panel installation reaches very high levels, this disruption can lead to many con-
sumers’ energy demand not being fulfilled (see Fig. 4).

Therefore we see that well-intentioned policy can also have an unwanted effect
on the electrical network: more disruptions occur in the network compared to the
default scenario (where hardly any disruptions occur), throughout the timeline.

Fig. 4 Effects of increasing subsidy for solar panels on the level of comfort that agents achieve.
Subsidy is five (a) and ten (b) times higher than the default scenario. (note when subsidy levels
increase to a high level, network overloads lead to many power outages, thereby reducing the
amount of demand which is satisfied)
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4.3.3 Societal Effects

Another crucial aspect in the smart grid case is the impact that disruptions have on
society, in ‘hard’ financial terms as well as a ‘soft’ reputational sense, like trust.
There are several ways to look at financial impact. In [3] several formulas are
derived for financial impact for individual households and companies based on both
frequency and duration of disruptions. Both of these may differ per agent in our
model, so applying the formulas give insight in e.g. the variability of financial
impact in a residential area, which turns out to be quite high in a scenario with many
disruptions.

Trust (in the electricity system) is more difficult to measure in real life. Surveys
can help to give an estimation for trust. In our model, we use the variable attitude
about confidence in the electricity supply as a measure for trust. We use this to
assess the relationship between fraction of disturbances and trust levels, in partic-
ular the impact trust has on the operation of the network. The nature of the model
will reflect a level of distrust in the network when there are more failures due to the
behavioral aspects built into the modeling. Therefore the impact looks at the
relationship between the two in terms of what happens to the fraction of disruptions
as distrust increases and how do agents adapt to this.

For this analysis a conditional probability was used focusing on the probability
of failure given that there is high distrust in the network, P(F|D > 0.5), compared to
the overall probability of failure, P(F). Looking at a run with many failures we
found that the probability of failure is higher when there are high levels of distrust
in the network, as would be expected. However, this also suggests something on the
behavioral impact of these failures: When there is lower trust in the network agents
are more likely to demand energy whenever they have access to it, as if there were a
sense of urgency to use the energy before it goes out again as opposed to behaving
in an energy efficient way to safeguard their energy levels (for instance by adapting
a maximum comfort profile). The relationship between trust and behavior in this
model implies a more irrational actor when trust is lost, increasing the probability of
a network failure which would only perpetuate the cycle as represented in the
Fig. 5.

However, we also encounter other scenarios where a loss of trust in the network
occurs at a certain point in time, but where the system was able to overcome that to
provide stable energy supply. These types of scenarios are interesting to model in
terms of exploring alternative scenarios to restore or redirect trust.

Overall, the societal impact of the smart grid can be modeled to show how
disruptions affect agents under various scenarios, and, in turn, to see how this
influences the behavior of agents. This provides a foundation for further exploration
into these interactions.

Modeling Interdependent Socio-technical Networks … 97



5 Conclusions and Future Research

Some observations can be made in the smart grid setting:

• A consumer’s individual actions, e.g. to compensate for a fragile network, may
cause a worsening effect on system level, in the end causing more damage for
the individual.

• Policies with good intentions (e.g. subsidizing increased solar production) may
lead to unwanted effects (disruptions in the network).

• Possibly, other pricing strategies might enable policy makers to better obtain the
effect they want (e.g., a stable network).

Sensitivity analysis can be applied to gain more insight in the effects of (com-
binations of) parameters on the outcome.

The ABM approach seems suitable to investigate interdependency between
social and technical networks. It allows to observe unforeseen (possibly unwanted)
effects arising from this interdependency and certain policy interventions. It also
allows to investigate impact on society. The java-based toolkit Repast Simphony is
flexible for this purpose, and allows for connections with other programming lan-
guages, which is useful for embedding a specific technical model into a social/
behavioral ABM.

Our case highlights the need for a multi-disciplinary approach to using ABM for
socio-technical networks. Each research domain has its own ontology which typ-
ically does not readily combine with that from other [31]. For example, the concepts
and entities generally included in system models of technical electricity grids are
incompatible with social psychological models of human behavior. And yet we
attempt to combine both ontologies in a single ABM.

Fig. 5 Fraction of disruptions per day in extreme case with many disruptions
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An essential next step to take is validation of a socio-technical network. Because
we need to make many simplifications (compared to reality) in both the social and
the technical network model, the question is whether the combined model actually
fits reality reasonably well. If unforeseen events arise from the socio-technical
model, one would like to know if these events are plausible in reality or come from
an oversimplification or wrong specification of the model. It should be stressed that
our aim is not to create perfect accurate predictive models at this phase; instead we
would like to use our models to generate the types of network behaviors arising
from the interdependency between the social and technical systems based on the
characteristics of the different networks and on potential policy interventions. In the
smart grid case, the setting is futuristic, therefore we had to use fictional data and
could not directly validate the complete system, though we need to take further
steps in this direction.

Another relevant research direction is balancing the level of required detail or
complexity in both the social and the technical network models, in order to make
them fit together best.

For both themes our future research focuses on obtaining guidelines that are as
generic as possible, i.e. that should be applicable also to other socio-technical
networks. We aim to obtain these goals through the study of different use cases, like
residential choice models and financial networks.
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A Heuristic Bidding Price Decision
Algorithm Based on Cost Estimation
Accuracy Under Limited Engineering
Man-Hours in EPC Projects

Nobuaki Ishii, Yuichi Takano and Masaaki Muraki

Abstract In this paper, we develop a heuristic bidding price decision algorithm in
consideration of cost estimation accuracy under limited engineering Man-Hours
(MH) in Engineering, Procurement, Construction (EPC) projects. It allocates
engineering MH for cost estimation, which determines the cost estimation accuracy,
to each order under the limited volume of MH, and then determines the bidding
price for maximizing the expected profit based on cost estimation accuracy under
the deficit order probability constraint. Numerical examples show that the bidding
price decision in consideration of cost estimation accuracy and deficit order prob-
ability is essential for the contractor in making a stable profit in EPC projects, and
that the developed algorithm is effective for making such bidding price decision.

Keywords Competitive bidding � Cost estimation accuracy � EPC contract �
Project management

1 Introduction

Among various types of project contracts, the importance of Engineering, Pro-
curement, Construction (EPC) projects [14], where contractors design and build
unique products or services based on the client requirements, is widely recognized
in practice [15] in the field of construction, civil engineering, plant engineering, and
so on. In EPC projects, the contractor has a single responsibility for project cost,
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quality, and schedule under a fixed-price that is determined before the start of the
project as a lump-sum contract. Thus, a reduced project cost and shorter schedule
are expected [8].

Although several shortcomings, for instance, decisions on relatively detailed
issues have to be made early on in the project delivery process, have been pointed
out e.g., in Elfving et al. [3], competitive bidding is widely used for selecting a
contractor who carries out the project. In the competitive bidding, the client usually
evaluates contractors on the basis of the multi-attribute bid evaluation criteria, such
as bidding price, past experience, past performance, company reputation, and the
proposed method of delivery and technical solutions [21]. Then, the client basically
selects the contractor who proposes the lowest price if there is not much difference
in other criteria.

In EPC projects, accordingly, it is necessary for any contractor to determine the
bidding price based on precise cost estimation. If the contractor’s bidding price,
which is obtained as a sum of the estimated cost and the target profit, is higher than
that of the competitor due to cost estimation error, then the contractor could not
accept the order and hence obtain no profit. In contrast, the contractor would
increase the chance of accepting the order if the estimated cost is low due to cost
estimation error. In this case, however, the profit could be below the contractor’s
expectation because of being over-budget, and he possibly suffers a loss on this
order.

Namely, for stable profit from EPC projects, the contractor must determine the
bidding price in consideration of cost estimation accuracy and deficit order prob-
ability. Cost estimation, however, is a highly intellectual task of predicting the costs
of products or services to be provided in the future based on the analysis of the
client’s requirements and his tacit knowledge. Thus, experienced and skilled human
resources, represented as engineering Man-Hours (hereafter referred to as MH), are
required for accurate cost estimation. Those resources, however, are limited for any
contractor. For these reasons, it is important to realize appropriate allocation of MH
for cost estimation to each order to maximize the profits under the constraints on the
volume of total MH. In addition, contractors should consider the possibility of
realizing a loss due to cost estimation error and a competitive relationship with
bidders. For example, the bidding price needs to be cut to some extent to accept the
order successfully under a severe competitive environment; however, a low bidding
price would reduce profit, or even worse, would create a large loss. Moreover, just a
few deficit orders would result in the significant reduction of realized profits when
the number of accepted orders is limited. (Note, in this paper, that we refer to the
order creating an eventual loss as a deficit order).

In this paper, we develop a heuristic bidding price decision algorithm in con-
sideration of cost estimation accuracy and deficit order probability under limited
MH in EPC projects. The algorithm assumes that the costs are estimated at the same
time for all orders. At the first step, the algorithm allocates MH for cost estimation
to each order according to the ranking of orders under the constraints on the volume
of total MH. The MH allocation determines the cost estimation accuracy of each
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order. At the second step, it determines the bidding price for maximizing the
expected profit based on cost estimation accuracy under the deficit order probability
constraint.

We develop a mathematical model for simulating competitive bidding. Through
the numerical results obtained by using this model, we show that the bidding price
decision in consideration of cost estimation accuracy and deficit order probability is
essential for the contractor in making a stable profit in EPC projects, and that our
heuristic bidding price decision algorithm is effective for making such bidding price
decisions.

2 Related Work

A variety of studies, such as bidding theory, bidding model, and auction design,
have been conducted on competitive bidding [1]. In particular, a number of papers
regarding the competitive bidding strategy date back to Friedman [4], who pre-
sented a method to determine an optimal bidding price based on the distribution of
the ratio of the bidding price to cost estimate. However, little attention has been
paid to profit volatility risk, which cannot be ignored in EPC projects. When, for
instance, the number of accepted orders is limited, the realized total profit from the
projects might be sharply lower than expected because the profit is significantly
affected by a few deficit orders. Accordingly, the deficit order probability should be
considered in the bidding price decision.

In addition to the profit volatility risk, we consider the allocation of MH for cost
estimation to each order when making a decision on the bidding because certain
MH is necessary to estimate cost accurately in EPC projects. Several papers have
analysed the problem of allocating scarce resources in competitive bidding (see
Rothkopf and Harstad [16] for detailed references). Among them, Kortanek et al.
[10] considered sequential bidding models where the obtained contracts require the
use of restricted resources, such as production capacity, at the time of actual pro-
duction. Ishii et al. [7] developed an order acceptance strategy under limited MH.
Takano et al. [18] considered the sequential bidding models where the obtained
contracts require the use of restricted MH. However, the allocation of limited MH
for cost estimation to each order, which affects the expected profits from orders
significantly, has not been investigated in those studies.

Regarding cost estimation accuracy, various types of research have been per-
formed. Oberlender and Trost [13] studied determinants of cost estimation accuracy
and developed a system for predicting cost estimation accuracy. Bertisen and Davis
[2] analysed costs of 63 projects and evaluated the accuracy of capital cost esti-
mation statistically. In addition, several researchers have studied cost estimation
methods and their accuracy. For example, Towler and Sinnott [19] studied relations
among cost estimation methods, cost estimation data, and their accuracy in the field
of plant engineering. More crucially, they suggested that the cost estimation
accuracy is positively correlated with the volume of MH for cost estimation.
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In EPC projects, the bidding price decision affects the expected profit and the
deficit order probability. Since the bidding price is determined based on the project
cost estimated before starting the project, cost estimation accuracy is clearly a major
factor to lead an EPC project to a successful conclusion. Nevertheless, as stated
above, few studies have ever attempted to analyse the bidding price decision
problem in terms of cost estimation accuracy and deficit order probability under
limited MH in EPC projects.

3 Features of the Bidding Price Decision Problem
in EPC Project

There are several ways to select a contractor from bidders in competitive bidding
[3, 5, 17, 20]. In a generic competitive bidding process [6], the client prepares a
Request For Proposal (RFP) and invites several potential contractors to the bidding.
The contractor first carries out the preliminary evaluation followed by the bid or no-
bid decision. In the preliminary evaluation, the contractor evaluates the RFP and
estimates the preliminary cost based on limited information, such as the order
information provided by the RFP and the past project data of the contractor. In the
bid or no-bid decision, the contractor evaluates the order from the viewpoints of
profitability, technical feasibility and so on, and makes a decision whether to bid or
not. If the contractor decides to place the bid, he then starts the bidding price
decision process, that is, he estimates the cost more accurately and determines the
bidding price. At the end of the competitive bidding, the client assesses the pro-
posals offered by contractors and selects one contractor as a successful bidder.

The bidding price decision, for which this paper develops an algorithm in
Sect. 4, is made based on order information, such as estimated cost, target profit
rate, and competitive environment, so that the contractor can accept profit-making
orders successfully. Since the contractor must determine the bidding price using the
limited information above, he should consider the following features of the com-
petitive bidding.

The first feature is relevant to the accuracy of cost estimation. The bidding price
is basically determined by adding the target profit to the estimated cost. However,
the contractor cannot estimate the precise cost in the process of determining the
bidding price because of limited information and restricted time. Thus the bidding
price, which is affected by estimation errors, has a probability distribution. We
define the cost estimation accuracy as the standard deviation of the estimated cost or
the bidding price depending on the context. A lower deviation indicates a higher
accuracy.

The bidding price with the lower cost estimation accuracy is likely to be
accepted as the deficit order, from which the contractor suffers an eventual loss. The
bidding price with the low accuracy also has a tendency to be very high compared
to the other; however, the chance of the order being accepted becomes smaller as
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the bidding price increases under a competitive environment where many com-
petitors would offer low bidding prices. Based on these observations, it can be seen
that consideration of cost estimation accuracy and deficit order probability is
essential for the contractor in making a stable profit in EPC projects, and the
bidding price decision process needs to include all these factors.

The second feature is the MH allocation for cost estimation. Cost estimation is a
series of activities where experienced engineers analyse the client’s requirements,
propose solutions, make a preliminary design, and estimate the required volume of
works and quantities of materials needed to carry out the project based on the
design. Thus, the substantial volume of MH for cost estimation is required to
estimate the cost accurately [6]. However, the contractor often has more than one
order at the same time, and the volume of MH of experienced engineers is limited.
Namely, the contractor needs to allocate MH to each order appropriately for cost
estimation. Since the bidding conditions are different in each order, the contractor
needs to prioritize orders and allocate more MH to the potential orders to improve
the total expected profit from orders.

The third feature is the effectiveness of adjusting the bidding price. Figure 1
shows bidding price distribution of a contractor and that of a competitor. As shown
in Fig. 1, the contractor’s profit (= BP-AC) increases as the bidding price rises. On
the other hand, the probability of accepting the order, shown as dashed lines,
increases as the bidding price goes down. This is because the contractor can
basically accept the order when the contractor’s bidding price (BP) is lower than
that of the competitor’s. However, the contractor would accept the deficit order
when the bidding price is very low. Namely, we can see that there is a bidding price
that maximizes the contractor’s expected profit under a competitive environment.
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Fig. 1 An example of bidding price distributions at competitive bidding. (The contractor’s own
company: average bidding price (AC + Profit (10 % of AC)): 110 [MM$], cost estimation
accuracy: 5 [%]; Competitor: Average bidding price: 115 [MM$], cost estimation accuracy: 5 [%])
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Based on the above observations, we introduce a parameter for adjusting the bid-
ding price in view of the cost estimation accuracy of one’s own company and that
of a competitor’s, as well as the deficit order probability.

4 A Bidding Price Decision Process Model

Figure 2 shows a bidding price decision process model, which represents funda-
mental factors and their interactive processes, to determine the bidding price in EPC
projects based on the observations in the previous section. The model consists of
three kinds of factors, i.e., decision processes, constraints, and given conditions.

The model enables us to evaluate the expected orders, the expected profits, and
the deficit order probability, based on the bidding price, the cost estimation accu-
racy, and the information on competitive environment. The bidding price is
determined based on the estimated cost, the target profit rate, and the risk parameter
for adjusting the bidding price. The estimated cost and the cost estimation accuracy
are both determined depending on the MH allocated to each order for cost esti-
mation. The MH allocation is determined according to the ranking of orders pro-
vided by the pre-evaluation of orders processed under the total MH constraint as
shown in Fig. 2.
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Fig. 2 A bidding price decision process model in EPC projects
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4.1 A Mathematical Model on Bidding Price Decision

Evaluation of Cost Estimation Accuracy. Since cost estimation requires a
detailed analysis conducted by experienced engineers, it can be seen that the MH
for cost estimation significantly affects the cost estimation accuracy. In fact, Towler
and Sinnott [19] suggest that the cost estimation accuracy is positively correlated
with the volume of MH for cost estimation. It is also clear that the marginal rate of
cost estimation accuracy approaches zero according to the increase of the volume of
MH. Thus, in this paper, we define the cost estimation accuracy (σ) as the function
of the MH for cost estimation per order (PMH) based on the logistic curve [6] as
follows:

rðPMHÞ ¼ rmin � rmax=frmax þ ðrmin � rmaxÞ � e�C�PMHg PMH[ 0:0ð Þ ð1Þ

where σmin and σmax are the minimum and the maximum value of the standard
deviation of the bidding price, and C is a parameter of the logistic curve. In practice,
the contractor could determine these parameters from past project data.

Evaluation of Bidding Price. In the model, we consider n contractors (k = 1,2,
…,n) and the bidding for L orders (i = 1,2,…,L). Particularly, k = 1 represents one’s
own company, and k ≥ 2 are its competitors. In the model, based on standard order
cost (STD), each contractor (k) sets a tentative bidding price (TBP) of the order (i) in
consideration of the relative cost difference from STD (RC) and target profit rate
(e_profit) as follows:

TBPi
k ¼ STDi � ð1þ RCi

kÞ � ð1þ e profitikÞ � rpik ð2Þ

where TBP can be adjusted by changing the value of risk parameter (rp). If there is
no difference in cost-competitiveness among contractors, RC is set to 0.

The expected volume of order (i) in one’s own company (k = 1) is as follows:

Z þ1

0
xi1 � p1 xi1; TBP

i
k; r

i
1

� � �Y
n

k¼2

Z þ1

xi1

pk xik; TBP
i
k; r

i
k

� �
dxik � dxi1 ð3Þ

where pkðxik ; TBPi
k; r

i
k
Þ is the probability density function of the bidding price (xi

k
) of

the contractor (k) for order (i), and its average value and standard deviation are
TBPi

k and ri
k
, respectively. As shown in Eq. (3), the expected order is the average

value of one’s own bidding price falling below those of all other contractors (k ≥ 2).
As shown in Eq. (4), the expected profit is the average excess of the bidding

price over the standard order cost with the relative cost difference (STDR) as defined
in Eq. (5).
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Z þ1

0
xi1 � STDRi

1
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� �
dxix:dx

i
1 ð4Þ

STDRi
k ¼ STDi � ð1þ RCi

kÞ ð5Þ

In addition, as shown in Eq. (6), the deficit order probability is the probability of
accepting the order whose bidding price is lower than STDR.

Z STDRi
1

0
p1ðxi1; TBPi

1; r
i
1Þ �

Yn
k¼2

Z þ1

xi1

pkðxik; TBPi
k; r

i
kÞdxik � dxi1 ð6Þ

We also assume that the data used in the above equations, such as the number of
competitors (n–1), standard order cost (STD), relative cost difference over STD
(RC), probability density function of bidding price (pk), and so on, can be provided
from RFP, past project data, several departments of the contractor, and published
data. For example, STD can be specified in reference to the preliminary cost, which
is estimated by scaling it from the cost data of past projects, which used similar
technology [9]. Although a project is a temporary endeavor undertaken to create a
unique product, similar parts can be found in functional units of past projects.
Accordingly, even if the cost data of similar projects are not available, the pre-
liminary cost estimate can be made by breaking down the project into functional
units, and adding up the cost data of similar functional units in past projects. The
cost data, the number of competitors, and so on, can also be estimated based on
published data in many industries. For example, magazines related to the EPC
business, such as Chemical Engineering, Hydrocarbon Processing, publish plant
cost indexes, cost engineering data, EPC project news and surveys, periodically.

4.2 A Heuristic Bidding Price Decision Algorithm

In this section, we develop a heuristic algorithm for bidding price decision. As
shown in Fig. 2, this algorithm determines the allocation of MH for cost estimation
according to the ranking of orders at the first step, and searches the value of rp for
maximizing the expected profit of each order under the deficit order probability
constraint at the second step.

Step One: Ranking of Orders and MH Allocation. There are several procedures
to rank orders. For example, pair-wise comparisons, scoring models, and analytical
hierarchy process (AHP) are commonly used [11].

In this paper, we shall rank orders based only on the expected profit so as to
assess the effectiveness of our algorithm from the perspective of profits. Specifi-
cally, we define the ranking score (Score) of the order (i) as the expected profit
based on the tentative bidding price (TBPF) estimated for the ranking at rp = 1 as
follows:
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Scorei ¼ TBPFi
1 � STDRi

1

� � �Y
n

k¼2

Z þ1

TBPFi
1

pkðxik; TBPFi
k; r

i
kÞdxik ð7Þ

TBPFi
k ¼ STDi � ð1þ RCi

kÞ � ð1þ e profitikÞ ð8Þ

Note that we can modify the ranking score in consideration of multiple criteria
besides the expected profit, such as technical feasibility, relationship with clients,
and so on.

In the following MH allocation procedure, the order with the high Score is
ranked high because such an order is expected to generate a large profit.

As described in the procedure below, we consider three grades of accuracy, A
(high accuracy), B (average), and C (low accuracy), and we assign one of them to
each order. The expected profit increases according to the increase of cost esti-
mation accuracy, and hence, the following procedure results in the grade of high
accuracy to high-ranking orders, and the grade of low accuracy to low-ranking
orders in view of the allowable total MH.

MH Allocation Procedure

Step 0 [Parameter Setting]: Set the range of allowable total MH for cost estimation, and set the
accuracy level from (rmin; rmax) to each grade; A (high accuracy), B (average), and C (low
accuracy)

Step 1 [Initial MH Allocation]: Set all the orders to grade B, and allocate the corresponding MH
for cost estimation to each order based on Eq. (1)

Step 2 [Termination Condition]: Calculate the total MH required (TMR) by summing up all the
MH allocated to each order. If TMR is within the range of allowable total MH, stop the procedure
with the current MH allocation. If TMR is above the allowable range, go to Step 3. If TMR is
below the allowable range, go to Step 4

Step 3 [Downgrading]: Choose the lowest-ranked one from grade B orders, and set it to grade C.
If the grades of orders are all C, stop the procedure with the current MH allocation. Otherwise, go
to Step 5

Step 4 [Upgrading]: Choose the highest-ranked one from grade B orders, and set it to grade A. If
the grades of orders are all A, stop the procedure with the current MH allocation. Otherwise, go
to Step 5

Step 5 [MH Reallocation]: According to the given grades, reallocate the MH for cost estimation
to each order based on Eq. (1). Return to Step 2

Step Two: Searching Risk Parameter Value for Profit Maximization. Given the
MH allocation determined by the procedure described above, we search the value of
rp by solving the following optimization problem:

Maximize

XL
i¼1

Z þ1

0
ðxi1 � STDRi

1Þ � p1ðxi1; TBPi
1; r

i
1Þ �

Yn
k¼2

Z þ1

xi1

pkðxik; TBPi
k; r

i
kÞdxik � dxi1

ð9Þ
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subject to

TBPi
k ¼ STDi � ð1þ RCi

kÞ � ð1þ e profitikÞ � rpik i ¼ 1; 2; . . .; L; k ¼ 1; 2; . . .; nð Þ
ð10Þ

Z STDRi
1

0
p1 xi1; TBP

i
1; r

i
1

� �

�
Yn
k¼2

Z þ1

xi1

pk xik;TBP
i
k; r

i
k

� �
dxik � dxi1 � rprobi i ¼ 1; 2. . .:Lð Þ ð11Þ

where rprobi is the upper limit of the deficit order probability of the order (i).
In the above optimization problem, the objective is to maximize the total

expected profit from orders. Equation (10) defines TBP, and Eq. (11) is the upper
limit constraint of the deficit order probability. Note that Eq. (10) can be eliminated
from the problem by substituting Eq. (10) into Eqs. (9) and (11). Moreover, the
problem can be separated into L problems (i = 1,2,…,L). As a result, rp of one’s
own company (k = 1) is the single decision variable of each problem. In this paper,
we use a simple iterative algorithm to search for a solution by gradually eliminating
search space.

Given the MH allocation for cost estimation and the value of rp, the final bidding
price is determined as follows:

NETi � ð1þ e profiti1Þ � rpi1 ð12Þ

where NET, as shown in Fig. 2, is the estimated cost that is calculated by the
allocated MH after the bid or no-bid decision.

5 Numerical Examples

In this section, we analyse and discuss the performance of the developed bidding
price decision algorithm in EPC projects based on the numerical examples from the
following perspectives: relations between cost estimation accuracy and expected
profit, effectiveness of bidding price adjustment, and effect of the upper limit
constraint of the deficit order probability.

5.1 Problem Setting

Setting of Cases. In this paper, we use the cases shown in Table 1 for numerical
examples. Cases 0 and 1 are set to show the effectiveness of bidding price
adjustment by the risk parameter. Cases 2 and 3 are set to show the effects of the
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competitors’ cost estimation accuracy on the expected profit and deficit order
probability of one’s own company. The competitors’ cost estimation accuracy rik
(k ≥ 2) in Table 1 are set based on the expected accuracy for bidding [12].

We set other parameter values through all the cases as follows: rpik ¼ 1:0 (k ≥ 2),
RCi

k ¼ 0:0 (k ≥ 1), rprobi = 1.0, and e profitik ¼ 0:1. We set rprobi to 1.0 (100 %)
to maximize the expected profit without the upper limit constraint of deficit order
probability. The effect of the constraint is shown in Fig. 6.

Note that the value of ri1 is determined by Eq. (1) and the allocated MH. We
suppose that the bidding price follows a normal distribution. Furthermore, we
consider four conditions for the range of allowable total MH for cost estimation, i.
e., (A) 70–80, (B) 80–90, (C) 90–100, and (D) 100–110 [M MH].

Setting of Orders. In this paper, we assume a mid-size EPC contractor in the
chemical plant engineering business, and consider the conditions of 16 orders in
each case as shown in Table 2.

Regarding the cost estimation accuracy of one’s own company (see Eq. (1)), we
set C to 0.25*100/STDi, and σmin and σmax to 0.5 % and 30 % of STDi, respectively.
In addition, we set the cost estimation accuracy level to 5 % of STDi for grade A,
8 % of STDi for grade B, and 15 % of STDi for grade C when performing the MH
allocation procedure.

5.2 Results of Numerical Calculations

Cost Estimation Accuracy and Expected Profit. As shown in Table 3, the sig-
nificant difference in the total expected profits is caused by the total MH for cost

Table 1 Cases for numerical examples

Case rpi1 rik (k ≥ 2)

Case 0 1.0 8 % of STDi

Case 1 To be searched 8 % of STDi

Case 2 To be searched 6 % of STDi

Case 3 To be searched 10 % of STDi

Table 2 Conditions of orders

Order id (i) 1 2 3 4 5 6 7 8

STDi 100 200 300

NBR (n) 2 3 4 2 3 4 2 3

Order id (i) 9 10 11 12 13 14 15 16

STDi 400 500 600

NBR (n) 4 2 3 4 3 4 3 4

NBR: number of bidders
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estimation for all the cases. For example, the expected profits in Case 0.A (70–80
[M MH]), Case 0.B (80–90 [M MH]), Case 0.C (90–100 [M MH]), and Case 0.D
(100–110 [M MH]) are 28.6, 46.3, 51.7, and 61.5 [MM$], respectively.

Since the cost estimation accuracy depends on the MH for cost estimation as
shown in Eq. (1), the results indicate that the cost estimation accuracy affects the
expected profit significantly. Namely, the contractor can expect a higher profit by
increasing the cost estimation accuracy in EPC projects. However, there is usually a
limit to the available MH for cost estimation. Thus we can conclude that an
effective mechanism to allocate the MH for cost estimation to each order under the
constraint of the volume of total MH is necessary in the bidding price decision
process.

Effectiveness of Bidding Price Adjustment by Risk Parameter. Based on the
results of Case 0 and Case 1, we analyse the effect of the bidding price adjustment
on the expected profit. The bidding price is adjusted by rp to attain the maximum
expected profits in Case 1, and the value of rp is fixed in Case 0.

As shown in Table 3, there is a significant difference in the expected profits
between Case 0 and Case 1. For example, the total expected profits in Case 0.A and
Case 1.A are 28.6 and 53.3 [MM$], respectively. The bidding price adjustment also
affects the expected orders and profit rate. In Case 0.A, for instance, the expected
orders and profits are 1858.2 and 28.6; therefore the expected profit rate is 1.54 %.
In contrast, in Case 1.A, the expected orders and profits are 1141.6 and 53.3;
therefore the expected profit rate is 4.67 %, which is about three times as high as
that in Case 0.A.

The deficit order probability is significantly decreased by the adjustment of the
bidding price as shown in Table 4. For example, the range of deficit order proba-
bility in the orders is between 11.0 and 25.8 % in Case 0.A, and between 0.777 and
5.81 % in Case 1.A. In Case 0.A, the MH allocation procedure results in the low

Table 3 Expected orders (EO; Eq. (3)) and expected profits (EP; Eq. (4))

[MM$] The range of allowable total MH for cost estimation [M MH]

70–80 80–90 90–100 100–110

Case 0 Case 0.A Case 0.B Case 0.C Case 0.D

EO 1858.2 1817.9 1823.3 1809.0

EP 28.6 46.3 51.7 61.5

Case 1 Case 1.A Case 1.B Case 1.C Case 1.D

EO 1141.6 1238.1 1269.5 1357.2

EP 53.3 56.4 60.9 69.1

Case 2 Case 2.A Case 2.B Case 2.C Case 2.D

EO 1275.2 1395.2 1437.6 1547.3

EP 48.0 51.3 56.3 65.5

Case 3 Case 3.A Case 3.B Case 3.C Case 3.D

EO 1061.6 1143.7 1168.1 1236.6

EP 60.2 63.5 67.5 74.8
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cost estimation accuracy level (grade C) to the orders 2, 3, 6, and 9, and these orders
result in negative earnings as shown in Table 5. However, in Case 1.A, the bidding
price adjustment decreases the deficit order probabilities of these orders and
improves the expected profits.

Table 6 shows the effects of the competitors’ cost estimation accuracy on the
value of rp, the expected profit, and the deficit order probability of each order. Note
that the competitors’ cost estimation accuracy of Case 2.B, Case 1.B, and Case 3.B
is 6, 8, and 10 % of STDi, respectively. As shown in Table 6, as the competitors’
cost estimation accuracy increases, the value of rp searched for by the algorithm
decreases and the deficit order probability of each order increases. This is because
the high accuracy of the competitors’ cost estimation reduces the chance of
accepting the orders at high prices, and consequently, a small rp is chosen to accept
such orders.

Figure 3 depicts the relation of the expected order and profit of the order id 10
with the value of rp in Case 1.B. In addition, Fig. 4 depicts the relation of the
expected profits of the order id 10 with the value of rp in Case 1.B and Case 1.C,
each of which corresponds to a different range of allowable total MH. Figure 3
shows that the expected order decreases as the value of rp increases. However, it is
found from Figs. 3 and 4 that there is a value of rp that attains the maximum
expected profit. Furthermore, Fig. 4 tells us the higher cost estimation accuracy, i.e.,
more MH for cost estimation, makes the maximum expected profit higher.

We can see that the higher cost estimation accuracy reduces the chance of
accepting orders at very low price and thus increases the expected profit. However,
the higher cost estimation accuracy also reduces chance of accepting profitable

Table 4 Range of deficit order probability (Eq. (6)) [%]

The range of allowable total MH for cost estimation [M MH]

70–80 80–90 90–100 100–110

Case 0 Case 0.A Case 0.B Case 0.C Case 0.D

11.0–25.8 11.0–12.1 3.20–12.1 2.98–12.1

Case 1 Case 1.A Case 1.B Case 1.C Case 1.D

0.777–5.81 4.33–5.81 1.77–5.81 1.77–5.81

Table 5 Effectiveness of bidding price adjustment by risk parameter

Order id (i) Case 0.A Case 1.A

rpi1 EP
[MM$]

DP
[%]

rpi1 EP
[MM$]

DP
[%]

2 1.0 −1.92 25.8 1.20 0.155 2.32

3 1.0 −2.25 25.2 1.26 0.0290 0.777

6 1.0 −4.50 25.2 1.26 0.0581 0.777

9 1.0 −6.75 25.2 1.26 0.0871 0.777

EP: Expected profit, DP: Deficit order probability
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Table 6 Bidding price adjustment with different competitors’ accuracy (80–90 [M MH])

Order
id (i)

Case 2.B Case 1.B Case 3.B

rpi1 EP
[MM$]

DP
[%]

rpi1 EP
[MM$]

DP
[%]

rpi1 EP
[MM$]

DP
[%]

1 1.026 2.27 7.12 1.035 2.70 5.44 1.045 3.14 4.09

2 1.026 0.916 6.99 1.030 0.983 5.81 1.035 1.09 4.73

3 1.035 0.444 5.44 1.040 0.418 4.32 1.042 0.436 3.63

4 1.026 4.54 7.12 1.035 5.40 5.44 1.045 6.29 4.09

5 1.026 1.83 6.99 1.030 1.97 5.81 1.035 2.18 4.73

6 1.035 0.888 5.44 1.040 0.836 4.32 1.042 0.872 3.63

7 1.026 6.81 7.12 1.035 8.11 5.44 1.045 9.43 4.09

8 1.026 2.75 6.99 1.030 2.95 5.81 1.035 3.27 4.73

9 1.035 1.33 5.44 1.040 1.25 4.32 1.042 1.31 3.63

10 1.026 9.08 7.06 1.035 10.8 5.54 1.044 12.6 4.13

11 1.026 3.67 6.99 1.030 3.93 5.81 1.035 4.36 4.73

12 1.035 1.78 5.44 1.040 1.67 4.32 1.042 1.74 3.63

13 1.026 4.58 6.99 1.030 4.91 5.81 1.035 5.45 4.73

14 1.035 2.22 5.44 1.040 2.09 4.32 1.042 2.18 3.63

15 1.026 5.50 6.99 1.030 5.90 5.81 1.035 6.54 4.73

16 1.035 2.66 5.44 1.040 2.51 4.32 1.042 2.62 3.63

EP: Expected profit, DP: Deficit order probability
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Fig. 3 Relations among expected order, expected profit, and risk parameter. (Case 1.B; Order
id = 10)
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orders when the value of rp is high. In Fig. 4, for instance, the expected profit in
Case 1.C is lower than that in Case 1.B when rp is 1.15 or more.

Effect of the Number of Bidders. Figure 5 depicts the relation of the expected
profit and the deficit order probability of the order id 1, 2 and 3 in Cases 2.B, 1.B,
and 3.B. Note that the number of bidders is set to two, three, and four for the order
id 1, 2 and 3, respectively. Also, in Cases 2.B, 1.B, and 3.B, the competitors’ cost
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estimation accuracy is set to 6, 8, and 10 % of STDi. As shown in Fig. 5, the effect
of the competitors’ cost estimation accuracy on the expected profit and the deficit
order probability becomes smaller as the number of bidders increases.

For instance, in Order id 1, i.e., when the number of bidders is two, the dif-
ference of the expected profit between Case 3.B and Case 2.B is 0.87 [MM$]. In
contrast, in Order id 3, i.e., when the number of bidders is four, the difference of the
expected profit between Case 3.B and Case 2.B is 0.008 [MM$]. The difference in
the deficit order probability between Case 3.B and Case 2.B is also reduced from
3.03 (in the case of Order id 1) to 1.81 [%] (in the case of Order id 3).

High degree of competition significantly reduces the chance of accepting orders
at high prices as well as at low prices regardless of the competitors’ cost estimation
accuracy. Consequently, it reduces the effect of the competitors’ cost estimation
accuracy on the expected profit and the deficit order probability.

Effect of Upper Limit Constraint of the Deficit Order Probability. We
examine how the upper limit constraint of the deficit order probability shown in
Eq. (11) affects the expected profit. Figure 6 depicts the relation of the upper limit
of the deficit order probability and the total expected profit in Case 1. As explained
in Sects. 2 and 3, the risk of unexpected loss from the deficit orders should be
avoided especially when only a small number of orders can be accepted. As shown
in Fig. 6, the small upper limit of the deficit order probability decreases the total
expected profit; however, it is found that the deficit order probability can be reduced
from 5.0 to 1.0 % at the expense of the total expected profits of 10–15 [MM$].

Bidding for a large-scale EPC project involves a substantial risk. Our framework
developed for EPC projects will certainly be helpful for any contractor to avoid
large deficit from accepted orders.

Total MH for cost estimation: 100-110 [M MH]

Total MH for cost estimation: 90-100 [M MH]

Total MH for cost estimation: 80-90 [M MH]

Total MH for cost estimation: 70-80 [M MH]

30.0

40.0

50.0

60.0

70.0

80.0

1.0% 2.0% 3.0% 4.0% 5.0% 6.0% 7.0% 8.0% 9.0% 10.0%

E
xp

ec
te

d 
pr

of
it

 [
M

M
$]

Upper limit of deficit order probability

Fig. 6 Relations among expected profits, total MH for cost estimation, and upper limit of deficit
order probability (Case 1)
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6 Conclusions

In this paper, we develop a heuristic bidding price decision algorithm based on the
cost estimation accuracy under limited engineering MH in EPC projects. The
algorithm allocates MH for cost estimation to each order under the limited volume
of MH, and then determines the bidding price to maximize the expected profit under
the deficit order probability constraint.

We develop a mathematical model for simulating competitive bidding. Through
the numerical results obtained by using the model, we show that the bidding price
decision in consideration of cost estimation accuracy and deficit order probability is
essential for the contractor in making a stable profit in EPC projects, and that the
heuristic bidding price decision algorithm developed in this paper is effective for
making such bidding price decisions.

There are several issues that require further research. For example, the procedure
for modifying the MH allocation and adjusting the bidding price dynamically in
response to each order arrival is required for practical application. In addition, our
heuristic algorithm does not consider the duration for estimating cost and for car-
rying out the project. The MH allocation procedure should consider the time cost-
trade-off and its implication on the cost estimation accuracy and profit. It is also
necessary to compare the performance of our procedure with other project sched-
uling methods dealing with the optimum allocation of resources for multiple
projects.
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Abstract Goal of the present paper is providing support to operations planning and
management in complex scenarios. The authors are mainly focused on South Asia
region, which is subject of experimental analysis by running an Intelligent Agents—
driven HLA Federation. Simulation of investments and operations over an asym-
metric mission environment with several parties, insurgents, terrorists and dynamic
social framework is the aim. The scenario has various degrees of freedom and M&S
enables evaluation of human behavior evolution and socio-psychological aspects.
The presented models include Computer Generated Forces (CGF) driven by
Intelligent Agents (IAs) that represents not only units on the battlefield, but also
people and interest groups (i.e. Middle Class, Nomads, Clans). The study is focused
on Civil Military Co-operations (CIMIC) and Psychological Operations (PSYOPs).
The simulation is based on specific architecture that involves various federates
playing different roles. Verification, Validation and Accreditation (VV&A) has been
applied along the whole life cycle of the research, in order to determine the cor-
rectness and effectiveness of the results. The paper proposes experimental results
obtained during the dynamic test of the federations.

Keywords Intelligent agents � Human behavior modeling � Simulation of
operations � Country reconstruction � CIMIC � PSYOPS
A.G. Bruzzone (&) � M. Massei
Simulation Team, DIME University of Genoa, via Opera Pia 15, 16145 Genoa, Italy
e-mail: agostino@itim.unige.it

M. Massei
e-mail: massei@itim.unige.it

S. Poggi � A. Ferrando
MAST Srl, Corso Podestà 8, 16128 Genoa, Italy
e-mail: simonluca.poggi@mastsrl.eu

A. Ferrando
e-mail: angelo.ferrando@mastsrl.eu

C. Bartolucci
Simulation Team, Via Molinero 1, 17100 Savona, Italy
e-mail: christian.bartolucci@simulationteam.com

© Springer International Publishing Switzerland 2015
M.S. Obaidat et al. (eds.), Simulation and Modeling Methodologies, Technologies
and Applications, Advances in Intelligent Systems and Computing 319,
DOI 10.1007/978-3-319-11457-6_8

119



1 Introduction

The human factors are a critical element when investments and operations are
planned over a region; indeed the impact of population point of view and the
interests of related social layers is often affecting effectiveness and efficiency of
operations, it could introduce risks and/or provide opportunities; these elements are
obviously pretty difficult to be investigated therefore they strongly affect the overall
success; normally it is fundamental to identify all the stakeholders and to consider
their interests and their attitude, this require to consider for instance economic,
religious, ethnic groups as well towns, villages, local leaders as key factor to be
consider in planning.

In several geo-political areas it is required to plan new investments and activities
devoted to stabilize or normalize the situation respect previous critical conditions (i.e.
civil war, insurgency, terrorism, etc.); in these case it is common to develop initiatives
devoted to get support of the local population as well as to improve the quality of life
from several point of view (i.e. economy, health, civil rights, security, education,
etc.); in order to achieve these results Civil Military Co-operations (CIMIC), Infor-
mation Operations (INFOPS) and Psychological Operations (PSYOPs) need to be
prepared and carried out properly [4].

So it is evident the interest in being able to model these activities as well as the
dynamic interaction with the population over a specific framework; indeed such
interactions could be pretty complex involving many interest groups representing
the different social layers of the population as well as their distribution over the
terrain; obviously these elements need to be considered even in reference to the
existing situation of the area from many point of view: infrastructures (i.e. roads,
hospitals, schools), environmental conditions (i.e. weather), specific actions (i.e.
strikes, demonstrations, intimidation activities).

The authors currently have developed models for these context by creating a new
generation of intelligent agents [19] representing population and interest groups to
drive complex simulation [20] related to these mission environments; therefore it is
important to state that these models and the previous considerations could be
effectively tailored and applied also in relation to civil scenarios where new
investment (i.e. industries and infrastructures) have to be plan over a domestic
region or a district as well as during promotional campaign in marketing initiatives.

2 Simulation Objectives

Therefore the international context in unstable areas introduce a good motivation to
investigate these population models (i.e. country reconstruction operations); cur-
rently there it is expected that these models could be very useful for evaluating
alternative planning considering risk, opportunities, times, resources costs over a
complex and stochastic framework, vice versa the predictive capability of these
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simulators is still pretty limited due to the high degree of uncertainty affecting
human elements and the high influence of specific spot events [5]. Due to these
considerations, the proposed agent-driven simulations are devoted to conduct
experimental analysis and decision support by providing reliable estimations and
useful risk analysis, but not the of the exact time and location of a new riot; indeed
these events are generated usually by an ignition factor that is highly unpredictable
(i.e. a single phrase or shot in a specific moment).

Considering the proposed context it is evident that nowadays military mission
environments, especially within countries characterized by different cultures,
society organization and changeable political situations, require a new approach to
tactical and strategic operations which not only appreciates military engagements,
but also relationship between civil population, military forces as well as community
evolution and interest groups.

The problem of this analysis is that there are not universally accepted simulation
models and that the human behavior modifiers (HBM) are very difficult to be
represented; in addition it is even necessary to create models of specific operations
that are currently not covered by the existing simulators in order to take of Civil-
Military Cooperation, INFOPS, PSYOPS as well as of psychological consequences
over population during mission execution; therefore some existing model/simulator
is currently taking into account these not-kinetic operations, but usually it is just a
qualitative on/off parameters or a manual script affecting the scenario evolution; this
obviously don’t allow to consider the complex dynamic of the interaction among
different interest groups that is the basis for situation evolution.

3 Application Framework and Proposed Approach

The simulator should consider for instance that digging a well within an area could
generate positive effects on some part of population (i.e. people hired to carried out
the work, owner of the land) as well as negative effects on other ones (i.e. opposite
clan respect well owner, opposite political party respect that one involved); these
actions generated direct impact on element of the population living in the area as
well as on the their related interest group and in addition produce a cascade effect
on all the social networks among people and interest groups. In addition if due to
weather conditions and/or lack of resource the well constructions result to be
affected by delays this could produce negative impact on the people that expect the
completion to get benefits of this asset.

All these elements as well as the cascade of effects could result positive or
negative with a strong influence due to the dynamically evolving relationships
among people and interest groups and also due to the importance of the specific
actions, the cultural background and the communications [15].

Indeed the diffusion in the region and among the people and interest groups of
the effects of the actions is modeled based on communications over different
supports (face to face, media, phones) and considering specific factors; therefore
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these communications introduces attenuation factors and delays; due to the com-
putational workload (i.e. in our case 300,000 people and 60 interest groups) the
cascade effect could slow down simulation on single workstations, for this reason it
is possible to run the simulation with correct diffusion models or by considering that
the diffusion happen with fixed stochastic delays along each single operation phase
(this reduces of drastically the events to be considered); considering multiple
actions on going concurrently and the main interest to measure final effects this
simplification resulted acceptable, therefore if computation power is available it is
possible to run the simulator using more correct models.

In the proposed models it was required to model these elements and to create a
simulation able to reproduce a scenario where CIMIC and PSYOPS were con-
ducted; the interest group and populations were modeled based on a multilayer
approach that consider both population elements deployed over the terrain and
interest groups; in addition these entities interact with the units of the different
parties (i.e. coalition forces and insurgents) (Fig. 1).

Due to the fact that the intelligent agents reproduce population behavior within
operations, the model allows the users to correctly evaluate the reaction of the
civilians not only to military actions, but also during peace keeping and recon-
struction phases.

The research has been developed and tested through the involvement of Subject
Matter Experts (SME) from different countries; in particular the proposed scenarios
was developed as demonstration for a R&D (Research and Development) project
named CIMIC and Planning Research in Complex Operational Realistic Network
(CAPRICORN).

4 Intelligent Agents and Simulation Development

These models have been created in order to support operational planning decisions
and to be integrated with other systems previously developed; it is able to work as
single user or within a federation architecture (HLA standard) [12]; this was
motivated not only by the needs of respecting existing standards, but even for the
opportunity provided by developing an open architecture to be further integrated

Fig. 1 Multilayer model including population, interest groups and units
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with other simulations in order to cover complex problems. Due to these reason
interoperability requirements are pretty important and represent a strategic advan-
tage of the proposed approach [1, 2, 4–18]. In fact IAs (Intelligent Agents) [10];
have a big potential in addressing these kind of problems [17].

The most important feature of the models is represented by the intelligent agents
that are able to simulate human behavior of people modeling their characteristics;
this not only in term of their party side (neutral forces, friends, enemies and civ-
ilians), but even in reference to their liaisons to different interest groups and social
networks. The capability to use this approach it is an important support for appli-
cations involving federations of simulation to address complex scenarios and
multiple threats for training and it is pretty interesting to investigate their use for
supporting operational planning.

In the past the authors set up libraries of innovative models able to simulate
different society attributes represented by riots, agitators and terrorists (RATS) and
IA-CGF modules [1, 6]; in some case it was possible to simulate the whole pop-
ulation of a large area reacting to a natural disasters [3] of a big town respect
humanitarian activities [7] or in relation to health care issues [9]; therefore in this
case the intelligent agents were extended to cover, not only entities and units
operating on the field as well as single individuals/families within the population,
but even social objects such as interest groups.

In order to succeed in this process it becomes necessary to properly design, tailor
and experiment the scenario considering the very large quantity of elements,
variables and parameters; due to these reasons the M&S (Modeling and Simulation)
process is formulated over three phases: simulation development, specific mission
environment tailoring and simulation experimentation over the specific mission
environment. The authors decided to develop an innovative model of a whole
country, taking into account the features that involve agents able to correctly
interact in the agent based environment; obviously considering the very broad
spectrum of applications and elements affecting these operations it is critical to
restrict the range of validity and the components to model based on a detailed
analysis to be carried out among trans-disciplinary teams involving scientists and
operative people [9]. Indeed considering the possibility to use these agents in order
to support decision makers on the field for planning operations in overseas sce-
narios it could be very important to develop a simulator able to be used by people
with no strong scientific background and using limited computing capability.
Therefore it is necessary to develop models and simulators able to run correctly
based on an installation and configuration that should be operated and maintained
on field with the kind of resources that are expected to be available on that context;
users should be able to configure and create a mission environment; therefore
considering the complexity of these applications it is expected that a team of experts
and analysts will proceed to create a configuration of the simulator for a specific
region and timeframe (i.e. Kapisa District in Afghanistan 2010) to be used as
reference by final users eventually deployed on site.

More in detail, the first step approached by the scientists consist of Modeling
phenomena, actions and elements that are specific for a socio-political-cultural
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framework. During the conceptual model creation, simulation expert contributions
are essential to building a proper and effective set of models and to properly
approach the problem thanks to their knowledge of specific operations and sce-
narios; for instance for a region could emerge the necessity to include nomad
behaviors among the possible alternative occupation of the population.

The second phase regards precisely the knowledge management: info sources are
used in order to achieve the knowledge basis in order to tailor parameters and
entities of a specific region or context; indeed to the necessity to determine a
reference scenario a specific mission environment has to be defined; for instance it
is necessary to collect information about the different political and economic groups
as well as to tailor the importance of religion and clan factors in term of their
influence in creating a family respect the specific cultural area. Obviously along the
entire M&S process the VV&A has been performed to ascertain their formal cor-
rectness and their usability effectiveness according to the imagined use; therefore
during the simulation experimentation is the critical moment to dynamically test the
validity of the models as well as the functionality of the simulator. A set of mission
environment hypothesis are defined by planners and/or analysts in order to choose
alternative friend course of action (F-COA) and opposite course of action (O-COA);
by this approach it is possible to plan investments and operations; a COA could
involve CIMIC or PSYOPS targeting different interest groups over a specific zone,
affecting people in the area as well as social layers; in addition the decision maker
could define the operation time plan of the investment, the assigned resource in
term of money as well as equipment and people; obviously during the simulation
multiple operations could be planned and carried out concurrently or sequentially
and the simulator allow to consider availability of resources, influence of opposite
force actions as well as weather condition influence (i.e. weather working days for
external constructions).

Each CIMIC or PSYOPS evolves based on different phases (i.e. for a CIMIC
planning, engineering, acquisition of resources, erection, commissioning) each one
affected by specific needs in term of money, resources, boundary conditions (i.e.
weather).

The agents are currently driving the behavior of population and interest groups
respect their perception of the general situation and their “feelings” respect on-
going activities; the models use fuzzy rules to estimate the effect of the different
operations respect their nature and their attitude respect the actors.

Relationships among entities are usually defined usually by two functions
(impact and influence) that could be defined in term of ownership to membership
functions respect the following classes (low, medium, high and negative, indifferent
and positive) as proposed in the following graph (Fig. 2). By this approach it is
possible to express quantitative estimations about the effectiveness of the actions
conducted; for instance it is possible to apply de-fuzzification in order to transform
the relationships among different critical interest groups or people over an area in
order to estimate their trustiness respect specific players; for instance the Overall
Trustiness of the Population respect the Coalition could be estimated or that one of
a specific religious group, village and/or district. For each mission environment the
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simulation parameters have to be set according to the initial conditions and
hypothesis; then predefined settings represent the base for the execution of the
simulator, which outputs has to be analyzed.

The simulation execution could run in different operative modes according to the
context and user requirements: stand alone, federated with other simulators, mul-
tiple replicated runs etc.; at the end the outputs are collected for each single run and
statistically analyzed; these results are evaluated during the simulation experi-
mentation [16]; a classic and simple approach for analyzing the results it is based on
what if analysis consists of the simulation of different hypothesis previously for-
mulated. Another possibility that is allowed by simulator is to compare the Desired
Final Effect (DFE) of a scenario with the Simulated Course of Action (COA).

The user can also first define Key Performance Indexes (KPIs) and then compare
final results of different planning alternatives basing evaluation on them; an
effective approach to perform a ranking of different alternatives consists of creating
a target function which has to be able to appreciate and involve all these Key
Performance Indexes. The latter also represent the reference in order to develop the
cost-benefits analysis, which, together with risk analysis, gives to the user all the
elements for choosing the best planning alternative. Considering the complexity of
the mission environment usually Design of Experiments (DOE) is used in order to
complete analysis and produce synthetic reports [11].

Through the feedback from military users with operational experiences and
subject matter experts on the specific disciplines, it was possible to develop the
models as well as to define the specific user needs; by this approach to develop and
validate the conceptual models, to perform the definition of the specific mission
environment created for CAPRICORN Demonstrator and to validate the functions;
during the last phase related to use the Demonstrator for testing and analyzing
simulation results it was possible to complete the dynamic VV&A of the proposed
approach over a specific case study. In particular the involvement of the users for

Negative Indifferent Positive

Influence

Low Medium High 

Impact

 

Fig. 2 Fuzzy membership for
evaluating mutual
relationships between two
groups of interest
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VV&A was based on different phases; during the first one the focus was to review
of key concepts and operational planning requirements; this allowed to generate a
common synthesis about CIMIC and PSYOPS, decision making processes, sce-
nario analysis methodologies, training and risk analysis requirements; most of the
activities carried out in this phase was organized mostly by desk-top review and
face validation performed through organization of meetings and workshops;
therefore in this phase some preliminary simplified model was presented and even
executed to share concepts and to validate and verify model assumptions and IA
basic behaviors. In the following phases the work was based on running of the
simulation in front of the users and on analyzing experimental results: during this
phase operational planning was carried out through the cooperation of users, ana-
lysts, subject matter experts, development team and operational planners (Fig. 3).

5 Population Model

For a tactic scenario, such as the real recently warfare where Northern Atlantic
countries are involved, is necessary to model civil status and characteristics like:

• Ethnic and Clan
• Religion;
• Cultural/educational level;
• Social and Economic Status
• Geographic location of object;
• Gender;
• Age;
• Health care status;
• Political party;
• Psychological status;

Fig. 3 Simulation interface
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And especially are considered particular modifiers of person features, such as:

• Stress;
• Fear;
• Aggressiveness;
• Fatigue;
• Trustiness.

People relationships, friendships and social relationships are also considered in
agents algorithms and distributed in a stochastic manner using Monte Carlo tech-
niques based on consistency algorithms able to aggregate people respect the socio-
cultural-economic background (Table 1).

People have their social networks interconnecting the population elements based
on familiar and friendship relationships; while each people object is connected to
multiple interest groups based on his nature with dynamic links representing his
affiliation and the related strength; in addition groups and interconnected by mutual
hostility and friendship over the social layer, obviously also these connections
evolve dynamically during the simulation due the actions carried out; in addition
the terrain and Entities affect the behavior of people and social layers, while the
Intelligent Agents are in charge of directing the objects during the simulation for
completing tasks and for reacting to stimuli and to their own situation awareness.

6 Demonstrator Results

The Capricorn Demonstrator consists of a Simulator including the Mission Envi-
ronment Generator based on Monte Carlo technique applied on statistical database
of the population; by this approach the whole people objects representing popu-
lation and all related interest groups are created and interconnected by the reference
relationships over the different layers.

It is proposed an example specific to a CIMIC/PSYOPS mission environment in
the Kapisa Afghan region, considering the related COA and parameters concerning
population, social networks and groups. The simulation paradigm is based on sto-
chastic discrete-events simulation and it is federated within an HLA Federation
(High Level Architecture) both referring to original and IEEE1516 standards; models
were implemented in Java with different RTI (Run Time Infrastructures) were tested

Table 1 Classes included in the layers

Classes Description

Terrain Infrastructure Layers (i.e. Roads), Terrain Elements, Weather Conditions

People The Population Entities on the Terrain (i.e. Mrs. Baran and/or Sakhi Family)

Groups Interest Groups (i.e. Sunnis, Honey Producers, Hotaki Clan, Tajik Ethnic Group,
Hamnazar Political Party)

Entities Units on the Terrain (i.e. Coalition Platoon, Insurgent Group, Riot)
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including Portico, Pitch, VT Mäk. During the test federation integrated CAPRI-
CORN Simulator and IA-CGF E&U (Intelligent Agent Computer Generated Forces
Entities and Units) developed by Simulation Team for modeling units on the bat-
tlefield; the simulation were carried out over Kapisa Region in South Asia consid-
ering presence of several companies of Coalition Forces, several units of Insurgents
able to carried out O-COA (i.e. Intimidation), Demonstrations and Riots generated
based on the population behaviors and simulated within IA-CGF E&U; the opera-
tions (i.e. CIMIC and PSYOPS) as well as the Interest Groups and Population were
simulated by CAPRICORN Demonstrator over a timeframe corresponding to 1 year.
ANOVA (Analysis of Variance) was applied in order to measure the confidence band
on the controlled variables and the optimal duration time [14]. As anticipated the
population and social networks, within the simulation, are generated by CAPRI-
CORN Demonstrator basing on Monte-Carlo techniques; Groups and people so
generated relate with entities and units as well as with PSYOPS/CIMIC operations;
the actions and events are affected by stochastic factors considering time, cost and
effectiveness elements as well as all human behavior factors.

The outputs of CAPRICORN are related to performances in term of times, costs
and involved resources during the planned operations as well as a KPI concerning
the evolution of the mutual behavior between the critical groups represented in the
chosen scenario (i.e. trustiness of the target groups of the operation respect coalition
forces, or overall trustiness of the population versus coalition forces).

A sensitivity analysis based on DOE was carried out respect different inde-
pendent variables such as:

• A: Budget Allocated to the main Operation
• B: Staff and Resources Assigned to the main Operation

In the Fig. 4 the effect represents the influence expressed as ratio between
contrast and the square pure error of trustiness scalar of the target function “overall
trustiness”; the analysis propose the effect of single independent variables and of
their combination respect this output.

Effects

A B

AB
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Fig. 4 Estimation of the effect of planner degrees of freedom (budget and resources) on the
trustiness between the two critical Groups of Interest (Coalition and Target Group)
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At the end of the simulation process the user knows the effective schedule of the
different operation phases (i.e. planning, preparation, supplying, erection/execution,
commissioning/follow-up) and the overall duration as well as costs, cash flow,
impact on the population.

Figure 5 shows the evolution of trustiness during the simulation of the CIMIC
action well digging COA; it is evident that the deliverables of the different phases
introduce major changes; in fact the simulation in this case was executed with the
simplified algorithm for diffusing of positive/negative reinforcement due to the
action among the population the cascade.

The model allow simulating multiple CIMIC and PSYOPs actions within dif-
ferent zones and affecting different groups; these could be planned and studied over
a single simulation run: in this case report concerns information about their
changing along the time and their effect on the population. So for example the
solution which determines the best impact on civilians could be identified and
quantified as well as risk estimation could be used to support decision making.

The authors provide the experimental analysis carried out through the final
reports of CAPRICORN simulation; in effect it is possible to evaluate and test
different courses of actions by planning and simulating different CIMIC/PSYOPs in
term of type, location, target group, promoting group, duration, budget, resources.
Concerning with the experimental analysis, the authors applied Mean Square pure
Error and Sensitivity Analysis for different CIMIC & PSYOP actions by consid-
ering a 2-level factorial design respect to the trustiness level as target function.

The figure below represents the mean square pure error diagram for a CIMIC
action Digging Well from COA in term of variance of the trustiness respect the
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replicated runs carried out by changing the random seeds of the statistical distri-
butions; it is evident with 25 replications it is possible to obtain results stable with
acceptable confidence in term of trustiness (*15 %). For instance, considering a
CIMIC action Digging Well from COA pro Sunni in Zone 0 the MSpE (Mean
Square pure Error) was the following:

The Experimental Error is stable between the 26th and the 30th run. So it is
possible to state that 26 run are needed for a correct evaluation of the experimental
error. By considering the sensitivity analysis related to the independent variables
Resources and Budget, both are significant and have positive effects on the pop-
ulation trustiness level (Fig. 6).

In Fig. 7 the contrast represent the influence of factor expressed respect the target
function “Trustiness among Coalition and Sunni Interest Group”. The model is
available to be used for several different kind of investments and infrastructures
such as school construction, police station installation and digging wells and it
could be extended easily to irrigation infrastructures, buildings and apartment
constructions, roads; in addition in term of INFOPS and PSYOPS it is already
possible to simulate use of Radio and TV Media as well as leaflet campaign over a
region.
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Fig. 6 Mean square pure error diagram for a CIMIC action digging well from COA pro Sunni in
Zone 0 (Run expresses the pure number of replications; MspE express the trustiness variance;
Trustiness [−100 to 100])
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7 Conclusions

This paper propose an approach to model operations devoted to create infrastruc-
tures and actions on a area to improve the social economic situation; the authors
developed innovative models for the population and the interest groups devoted to
reproduce their behavior and to estimate the impact of the new actions the context is
referring to the case of CIMIC, INFOPS and PSYOPS conducted in South Asia and
consider both economic and operational aspects as well as weather conditions and
possible hostile actions by insurgents.

The research proposed by the authors represents a modeling approach for
reproducing complex behavior among population and interest groups during spe-
cific operations. The experimental analysis provided interesting results and con-
firmed the potential of this approach; currently the authors are working for further
extend the current models for different applications including industrial and civil
cases over domestic scenarios.

Acknowledgments The authors are very glad to thank EDA—European Defence Agency, the
Italian MoD (Ministry of Defence) and French MoD that sponsored CAPRICORN Project. For
further information please visit www.liophant.org/projects/capricorn.

Fig. 7 Contrasts diagram related to trustiness target function respect of budget and resources
(Contrast represent the influence of a factor expressed respect trustiness as scalar [−100 to 100];
Budget [Euro] and Resource [people])
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Alternative to Multifractal Analysis
of Scalable Random Variables Applied
to Measured and Estimated Soil Properties
at an Arizona Field Site

Alberto Guadagnini, Shlomo P. Neuman, Marcel G. Schaap
and Monica Riva

Abstract Many earth, environmental, ecological, biological, physical, astrophys-
ical and financial variables exhibit random space-time fluctuations; symmetric, non-
Gaussian frequency distributions of increments characterized by heavy tails that
often decay with separation distance or lag; nonlinear power-law scaling of sample
structure functions (moments of absolute increments) in a midrange of lags, with
breakdown in such scaling at small and large lags; extended power-law scaling at
all lags; nonlinear scaling of power-law exponent with order of sample structure
function; and pronounced statistical anisotropy. The literature has traditionally
considered such variables to be multifractal. Previously we proposed a simpler and
more comprehensive interpretation that views them as samples from stationary,
anisotropic sub-Gaussian random fields or processes subordinated to truncated
fractional Brownian motion or truncated fractional Gaussian noise. The variables
thus represent mixtures of Gaussian components having random variances. We
apply our novel approach to soil data collected at an Arizona field site and to
corresponding hydraulic properties obtained by means of a neural network model
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and estimate their statistical scaling parameters by maximum likelihood. Our
approach allows upscaling or downscaling statistical moments of such variables to
fit diverse measurement or resolution and sampling domain scales.

Keywords Scaling � Multifractals � Sub-Gaussian � Soil properties � Neural
network

1 Introduction

Many earth, environmental, ecological, biological, physical, astrophysical and
financial variables exhibit intermittent space-time fluctuations; symmetric, non-
Gaussian frequency distributions of increments characterized by heavy tails that
often decay with separation distance or lag; nonlinear power-law scaling of sample
structure functions (moments of absolute increments) in a midrange of lags, with
breakdown in such scaling at small and large lags; extended power-law scaling at
all lags; nonlinear scaling of power-law exponent with order of sample structure
function; and pronounced statistical anisotropy. The literature has traditionally
interpreted this to imply that the variables are multifractal. We propose a simpler
and more comprehensive interpretation that views them as samples from stationary,
anisotropic sub-Gaussian random fields or processes subordinated to truncated
fractional Brownian motion (tfBm) or truncated fractional Gaussian noise (tfGn).
The data thus represent mixtures of Gaussian components having random variances.
This allows one to obtain maximum likelihood estimates of all statistical parameters
characterizing these fields or processes and to upscale or downscale their statistical
moments to fit diverse measurement or resolution and sampling domain scales. Our
approach is described in Neuman et al. [4] and references therein.

In this paper we illustrate our novel method of analysis on soil data collected at
an Arizona field site and on neural network estimates of soil hydraulic properties at
the site. Hydraulic properties (such as volumetric water content, permeability and
their functional relations to capillary pressure) required for subsurface flow and
transport analyses can be measured in the field and/or the laboratory at a consid-
erable investment of time and money. One alternative is to estimate these properties
indirectly by means of pedotransfer functions (PTFs, for a review see [5]) on the
basis of pedological indicators such as soil particle size distribution, bulk density
and organic matter content that are much simpler and less costly to determine. One
of the most powerful and increasingly popular tools of this kind is the nonlinear
Rosetta neural network code of Schaap et al. [10], which comprises a set of five
hierarchical PTFs tailored to varied circumstances ranging from data-poor to data-
rich. Inputs may be limited to soil composition data such as per cent sand, silt and
clay or include additional information about soil bulk density and one or two
measured pairs of water content and capillary pressure data. Output consists of
parameters defining the van Genuchten [13]–Mualem [3] constitutive relationships
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between water content, hydraulic conductivity and capillary pressure. The code has
been calibrated against pedological and hydraulic data obtained from laboratory
analyses of 2,134 soil samples from across the United States. The calibration was
combined with the non-parametric bootstrap method [1] to allow assessing
Rosetta’s predictive uncertainty. Assuming that the calibration data set of 2,134
samples represents correctly the underlying soil population, multiple random sub-
sets (or replicas) of the original dataset were created through sampling with
replacement: 100 replicates of saturated hydraulic conductivity and 50 replicates of
van Genuchten–Mualem constitutive parameters [9]. Rosetta was calibrated sepa-
rately against each replicate data set, each calibrated version was used to predict
hydraulic parameters on the basis of the original 2,134 input data, and the results
summarized in terms of sample mean and standard deviation of each predicted
parameter [10]. The latter two statistics are taken to represent the mean and the
uncertainty of the corresponding neural network outputs, which vary with each
individual set of input data.

Due to their reliance on diverse data bases obtained using varied measurement
techniques, it is not uncommon for different PTFs to produce mutually inconsistent
outcomes [9]. Most PTFs have a modest accuracy when estimated hydraulic
parameters are compared with experimental values [11]. In the case of Rosetta,
correlation coefficients between experimental and estimated constitutive parameters
of the van Genuchten water retention model range between 0.3 and 0.9 [10]. The
root-mean square error between measured and estimated water contents range from
0.04 to 0.08 cm3/cm3, depending on model used. Correcting for capillary pressure-
dependent bias reduces this error only slightly [11].

In this paper we use our novel approach of data interpretation to analyze the
statistical scaling properties of Rosetta inputs and outputs using soil data from an
experimental site near Maricopa, Arizona, USA [8].

2 Statistical Scaling of Neural Network Inputs

We start by analyzing the statistical scaling behavior of soil texture data measured
to a depth of 15 m over an area of 3,600 m2 at the Maricopa experimental site,
operated by the University of Arizona (headquartered in Tucson). These data
constitute inputs into the Rosetta neural network model. The sampling network,
depicted in Fig. 1, comprises 1,029 measurement locations distributed along several
vertical wells and a horizontal transect. A more complete description of the site and
the network is given by Schaap [8].

Our texture data consist of relative fractions fi, 0 ≤ fi ≤ 1, of three texture
categories i = sa, si and cl representing sand, silt and clay, respectively. In addition
to the original measurements, fi, we also consider two corresponding principal
components, PC1 and PC2, as defined by Schaap [8]. Here we focus on statistical
scaling of vertical increments in these variables.
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Figure 2 concatenates sequences of vertical increments in PC1 and PC2 computed
along the various sampling boreholes in Fig. 1, at vertical separation distances (lags)
sv = 0.4, 2.0 and 5.0 m. Increments for a given lag in Fig. 2 are computed from top to
bottom along each sampling borehole in Fig. 1 and arranged in sequence by placing
values associated with all sampled boreholes next to each other. The increments are
seen to vary randomly.

Frequency distributions of vertical increments, like those of the principal com-
ponents PC1 and PC2 in Fig. 3, tend to be symmetric and exhibit heavy tails. As
illustrated in Fig. 3, they can be fitted quite well by the maximum likelihood (ML)
method to α-stable probability density functions (pdfs) with stability indices α ≤ 2,
where α = 2 corresponds to the normal (Gaussian) pdf. ML fits of normal pdfs to the
empirical distributions are included in Fig. 3 for reference. Whereas the tails of
α-stable pdfs with α < 2 fall off as a power law, those of the normal pdf decay
exponentially. ML estimates of α associated with vertical increments of PC1 and
PC2 increase from 1.85 at a lag of 0.4 m to 2 at lags exceeding 2 m. Kolmogo-
rov–Smirnov and Shapiro–Wilk tests at significance level of 0.05 do not, in most
cases, support a hypothesis that increments associated with estimates of α > 1.9
derive from a normal pdf.

y [m] x [m]

% Silt

0
-4
-8

-12

0

30

50 50

30

0
-20

z [m]

0

20

40

100

Fig. 1 Spatial distribution of soil sampling network at Maricopa experimental site. Colour scale
represents measured relative silt fraction, fsi
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Next we compute structure functions SqN defined as qth order sample statistical
moments of absolute vertical increments in a sample of size N. Figure 4 plots
sample structure functions of orders 1, 2 and 3 associated with vertical increments
of PC1 and PC2 as functions of vertical lag on logarithmic scale. In each case there
is a mid-range of lags within which the data can be fitted by regression to straight
lines at high levels of confidence as indicated by coefficients of determination, R2,
close to 1. This implies that, in a midrange of lags, each structure function scales as
a power of lag; Fig. 4 lists corresponding power exponents, which we designate by
ξ(q), ranging from 0.34 to 0.74 in the case of PC1 and from 0.21 to 0.49 in the case
of PC2. We refer to this way of determining power scaling exponents for various
orders q of a structure function as method of moments (M).

Figure 5 shows how the power-law scaling exponent, ξ(q), determined for PC1
and PC2 by the method of moments, varies with the order q of their structure
functions up to q = 6. The exponent ξ(q) is seen to scale in a nonlinear fashion with
q, delineating a convex curve. Included in Fig. 5 are straight lines passing through
ξ(1) and the origin.

Power-law scaling of α-stable increments such as those illustrated in Figs. 4 and
5, including breakdown in power-law scaling at small and large lags and nonlinear
variation of the power-law scaling exponent ξ(q) with q, have been shown by us
elsewhere to be typical of samples from sub-Gaussian random fields or processes
subordinated to truncated fractional Brownian motion (tfBm) and/or truncated
fractional Gaussian noise (tfGn); for up-to-date descriptions consult Guadagnini
et al. [2], Neuman et al. [4], Riva et al. [6, 7] and, Siena et al. [12]. Whereas
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nonlinear variation of ξ(q) with q had previously been attributed in the literature to
multifractals and/or fractional Laplace motions, we note that fBm and/or fGn are
monofractal self-affine.

Like fBm and fGn, their truncated tfBm and tfGn versions are characterized by a
single power-law scaling exponent, H, known as the Hurst coefficient. One way to
estimate H is from the slope of a straight line that passes through ξ(1) and ξ(0). The
two straight lines in Fig. 5 thus imply that PC1 is characterized approximately by a
Hurst exponent H = 0.34 and PC2 by H = 0.21. Both estimates are smaller than
corresponding estimates of 1/α, implying that PC1 and PC2 are anti-persistent in the
vertical direction, varying in a rough rather than in a smooth manner as indeed do
the underlying textural indicators (not shown here), consistent with Fig. 2.

Similar statistical scaling behaviors are exhibited by other Rosetta input
variables.

3 Statistical Scaling of Neural Network Outputs

Having characterized statistical scaling of Rosetta inputs, we now perform a corre-
sponding analysis of selected outputs generated by the neural network model. Rosetta
generates output hydraulic soil properties at all sampling locations at the Maricopa
experimental site (Fig. 1). Here we focus on statistical scaling of vertical increments
of log hydraulic conductivity, Y = log10K, at full soil saturation. Figure 6 concatenates
sequences of such increments computed by Rosetta along the various sampling
boreholes in Fig. 1, at vertical separation distances (lags) sv = 0.4, 2.0 and 5.0 m.

The increments are seen to vary randomly, as did the corresponding Rosetta
inputs and their principal components in Fig. 2.

Frequency distributions of vertical Y = log10K increments in Fig. 7 tend to be
symmetric and exhibit heavy tails, as did those of Rosetta input variables and PC1
and PC2 in Fig. 3. Like the latter, frequency distributions of Rosetta output esti-
mates in Fig. 7 can be fitted reasonably well by ML to α-stable pdfs with stability
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indices α ≤ 2. ML fits of normal pdfs to the empirical distributions are included in
Fig. 7 for reference. ML estimates of α associated with vertical Y = log10K incre-
ments increase from 1.68 at a lag of 0.2 m to 2.0 at lags exceeding 0.8 m. Kol-
mogorov–Smirnov and Shapiro–Wilk tests at significance level of 0.05 yield
ambiguous results, neither overwhelmingly supporting nor clearly rejecting a
hypothesis that increments associated with estimates of α > 1.9 derive from a
normal pdf.

Figure 8 plots sample structure functions of integer orders q = 2, 4, 6 associated
with vertical Y = log10K increments as functions of vertical lag on logarithmic scale.
As in the case of Rosetta inputs and PC1 and PC2 (Fig. 4), here again each sample
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structure function exhibits a mid-range of lags within which it can be fitted by
regression to a straight line at a high level of confidence as indicated by coefficients
of determination, R2, close to 1. In this midrange of lags, each structure function
scales as a power of lag; Fig. 8 lists corresponding power exponents ξ(q) ranging
from 0.68 to 1.30.

Figure 9 shows how the power-law scaling exponent, ξ(q), determined for
Rosetta output log saturated hydraulic conductivities by the method of moments,
varies with the order q of its structure function up to q = 6. As in the case of Rosetta
inputs and PC1 and PC2 in Fig. 5, ξ(q) delineates a convex curve. Included in Fig. 9
are straight lines passing through ξ(1) and the origin. The latter yields an estimated
Hurst exponent H = 0.39 which, like in the Rosetta input case, is smaller than
corresponding estimates of 1/α and thus imply that Y = log10K is anti-persistent in
the vertical direction, varying in a rough rather than in a smooth manner as do the
Rosetta input variables.

Similar statistical scaling behaviors are exhibited by other Rosetta output
variables.

4 Conclusions

We have analyzed, and presented selected examples of, the statistical scaling
behaviors of soil pedological indicators at an experimental site in southern Arizona
that have served as inputs into a neural network model of soil properties at the site.
We have conducted a similar analysis on soil hydraulic property predictions by the
same neural network model and illustrated them on log saturated hydraulic con-
ductivity model outputs. We found that, like the neural network inputs (and many
other earth, environmental as well as other variables), our neural network output
predictions exhibited the following statistical scaling behaviours:
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its structure function obtained by the method of moments. Straight lines pass through ξ(1) and the
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1. Symmetric frequency distributions of spatial increments (illustrated in vertical
but observed also in horizontal directions) tending to possess heavy tails.

2. Good maximum likelihood fits of increment frequency distributions to α-stable
probability density functions with power-law tails.

3. Structure functions scaling as powers of separation distance, or lag, in inter-
mediate ranges of lags.

4. Breakdown in such power-law scaling at small and large lags.
5. Nonlinear convex scaling of power-law exponents with order of the corre-

sponding structure functions.
6. Highly irregular, anti-persistent spatial variability characterized by relatively

small Hurst exponent estimates.

Such behavior has been shown by us elsewhere to be characteristic of samples
from sub-Gaussian random fields or processes subordinated to truncated fractional
Brownian motion (tfBm) and/or truncated fractional Gaussian noise (tfGn).
Whereas nonlinear scaling of power-law exponents with structure function order
had previously been attributed in the literature to multifractals and/or fractional
Laplace motions, we note that fBm and/or fGn are monofractal self-affine.

Future work will focus on ways to condition sub-Gaussian random fields or
processes on multiscale, space-time distributed earth and environmental measure-
ments and on the statistical scaling of corresponding extreme values and/or events.
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Adaptive Neuro Fuzzy Inference System
Used to Build Models with Uncertain
Data: Study Case for Rainfed Maize
in the State of Puebla (Mexico)

Anäis Vermonden, Carlos Gay-García and Iván Paz-Ortiz

Abstract A model was built using Adaptive Neuro Fuzzy Inference System
(ANFIS) to determine the relationship between the natural suitability index of
rainfed maize and yield per hectare and percentage of production area lost for the
state of Puebla. The data used to build the model presented inconsistencies. The
data of the INEGIs land use map presented more municipalities without rainfed
maize agriculture than the database of SAGARPA. Also the SAGARPA data, in
terms of the percentage of production area lost, do not mark any distinctions of the
loss. Even with data inconsistencies ANFIS produced a coherent output reviewed
by experts and local studies. The model shows that higher the percentage of pro-
duction area lost and high yields, the higher the suitability index is. According to
local studies this is due to the high degradation of the soils and confirmed with the
second model built adding soil degradation information.

Keywords Fuzzy logic � Agriculture � Adaptive neuro fuzzy inference system �
ANFIS � Uncertain data � Mexico

1 Introduction

The municipality of Tehuacan in the state of Puebla, is considered to be one of the
places where maize originated, since archaeologists have found some of the oldest
maize fossil dating 5,500 y.b.p. [9]. This case of study for the state of Puebla was
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developed to understand the relationship between the natural suitability index for
rain-fed maize, the yield per hectare and the percentage of the area lost. Today 62 %
of the cultivated land in the state of Puebla is destined to grow maize, 70 % is
rainfed, and up to 80 % are varieties of native maize [15].

The natural suitability index for rainfed maize was calculated using the mean
temperature, mean precipitation, soil depth and slope. According to the experts, for
an area to be suitable the four variables must be suitable, even if one of the variables
is in another class then the index will belong to that class. The index of suitability for
rainfed maize was calculated with a fuzzy model based on expert knowledge [14]
and on the previous work of Monterroso [11]. The Index had a resolution of 1 km by
1 km. The natural suitability index helps determine which lands are best to practice
rainfed agriculture. These can also be projected under different climate change
scenarios to determine areas that will be more vulnerable as the suitability index
changes. How is the natural suitability index related to other variables, and could
these also be projected into a future made more uncertain due to climate change?

At state level the information was provided by two sources, the Secretaría de
Agricultura, Ganadería, Desarrollo Social, Pesca y Alimentación (SAGARPA) and
the Instituto Nacional de Estadística y Geografía (INEGI). The information from
both government bodies came at different scales: SAGARPAs is at municipality
level; INEGIs was obtained at 1 km × 1 km, making it coincide with the calculated
natural suitability index for rainfed maize.

When examining the data from INEGI and SAGARPA, inconsistencies started
to show. According to the data from SAGARPA [12] only three municipalities in
the state of Puebla have no rainfed maize agriculture, Altepexi, Atzala and Zina-
catepec, while the map of land use from INEGI [6] shows 16 other municipalities
laking rainfed agriculture, see Fig. 2. Due to the scale these small areas do not show
on the map.

The data record available from SAGARPA at municipality level goes from 2003
to 2012. In previous years the municipalities were grouped in Rural Development
Districts, but how they are grouped is not published.

In the study developed with only two variables, soon it became apparent a third
variable was needed to explain the results, as higher suitability index had higher
yields and higher percentage in area lost. Further research claimed soil degradation
was a big factor in loss of rainfed maize production in the state. As it can be
observed in Fig. 7, in the state of Puebla nearly 60 % of the land used for rainfed
agriculture shows soil degradation.

2 Method

Adaptive Neuro Fuzzy Inference System (ANFIS), represents a Sugeno-type neuro-
fuzzy system. By integrating both neural networks and fuzzy logic principles, it has
the potential to capture the benefits of both in a single framework. It has the ability
to construct sets of fuzzy if-then rules to approximate nonlinear functions. ANFIS
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can also build appropriate membership functions to generate the stipulated input-
output pairs to be used in the model [8]. The Neuro-adaptive learning techniques
provide a method for building a fuzzy model from the information contained in a
data set. The fuzzy system enables flexibility in the variables and the representation
of incomplete data, as membership to a fuzzy set is denoted by the degree of
membership to the set. Since the ANFIS can deduce relations between the inputs/
outputs, ANFIS forms an input output mapping based both on human knowledge
(based on fuzzy if-then rules) and generated input/output data pairs by using a
hybrid algorithm that is the combination of the gradient descent and least square
estimates [7]. The main characteristic of the Sugeno inference system is that the
consequent, or output of the fuzzy rules is a function, as shown in Eq. 1.

R1 : If A is A1 and B is B1 the f 1 ¼ p1 � aþ q1 � bþ r1

R2 : If A is A2 and B is B2 the f 2 ¼ p2 � aþ q2 � bþ r2 ð1Þ

Figure 1 graphically describes the inference process of a Sugeno model com-
posed by the two rules described in Eq. 1.

The first step combines a given input tuple (Fig. 1), x and y, through antecedent
rules by determining the degree to which each input belongs to the corresponding
fuzzy set. Themin operator is used to obtain theweight of each rule, which is later used
in the final output computation, f . Sugeno has two differentiated set of parameters, the
first set corresponds to the input variable and the second to the output function of each
rule, i.e. pi, qi, and ri. ANFIS uses two optimization algorithms to automatically adjust
the two sets of parameters. Back-propagation (gradient descendent) to learn the
parameters of the antecedents (membership functions) and least square estimation is
used to determine the coefficients of the linear combinations in the rules’ consequents.

3 Data

The examination of the data obtained from SAGARPA and the INEGI showed
inconsistencies. According to the data from SAGARPA only three municipalities in
the state of Puebla have no rainfed maize agriculture, Altepexi, Atzala and

Fig. 1 Diagram of a Sugeno model (evaluation of two fuzzy rules with two input variables, i.e.
A and B)
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Fig. 2 Map of the state of Puebla showing the municipalities division and in green land use for
rainfed agriculture

Fig. 3 Input and output data for the first model. Input data on top, percentage of area lost (blue)
and yield (green). Output data on the bottom natural suitability index (red)
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Zinacatepec, while the map of land use from INEGI [6] show another 16 munici-
palities without rainfed agriculture, see Fig. 2. Another assumption made for the
land use map for rainfed agriculture is that in all the area presented maize is being
cultivated. Maize is the most important cereal in the Mexican diet and 92 % of the
farmers in Mexico that own between 0 and 5 ha produce 56.4 % of the countrys
maize by the rainfed farming practice. In the state of Puebla 60 % of the land used
for rainfed agriculture is used to cultivate maize; but how much of the land used for
this crop varies between areas, in some of them, for example the municipality of
Cohetzala, it is as high as 95 %. Therefore the assumption is: the areas presented as
rainfed agriculture are rainfed maize agriculture.

Since the data from SAGARPA is at the municipality level for the period of
2003–2012, the map of land uses published by INEGI was used as a mask to extract
the data of the suitability index, since it would correspond to the area marked where
rainfed maize agriculture was being produced. An average was calculated to obtain
the natural suitability index for rainfed maize to an equivalent scale of the following
two variables. Figure 3 shows the values of percentage of production area lost and
yield per hectare as well as the natural suitability index for rainfed maize. The land
degradation map was obtained from INEGI, published in 2002. The mask from the
land use map was once again used to calculate an average to obtain data at the same
scale. In Fig. 6 a graphic representation of the values for the input data in addition
the level of soil degradation is shown.

4 Results

To determine the relationship between the three variables, a subtractive clustering
algorithm [1] was used to generate a fuzzy system. This algorithm allows to esti-
mate the number of clusters and their centers, to later build the membership
functions and the relations between the variables. First, the centers are established
through subtractive clustering methods [2], once the centers are calculated their
radius of influence are determined. For each data of the set a potential measure is
calculated to check the center of the cluster using the density of surrounding data.
This is done to identify natural groupings of data from a large set, allowing concise
representation of embedded relationships. In this case four clusters were calculated,
thus reducing the complexity of the sets and the analysis of the relationship between
the variables. The clusters calculated were used in the training of the model.

The clusters were used to generate the if-then rules and membership functions.
The information was added to the genfis2 function [10] and 75 % of the data set
was used to train and generate a fuzzy inference system (FIS) Sugeno type [13].
First, with the information obtained from the subclustering method, it determines
the number rules, antecedent membership functions and uses the least square
estimation to determine each rules consequent equations; then returning a FIS
structure that contains a set of fuzzy rules to cover the featured space.
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The remaining 25 % of the data set is then used to verify the model. To verify the
model the root mean square error of the system generated by the training data was
calculated to be 0.0766. The root mean square error of the system used for both
checking and testing the FIS parameters was 0.0953. Both very close to zero.

ANFIS is used to improve the capacity of the FIS to model data. Again 75 % of
the data is used to train the neuro-adaptive network. In this case the hybrid opti-
mization method was used, which combines gradient descent and the least squares
method. The gradient descent is used on the premise parameters that define the
membership functions; for the consequent parameters that define the coefficients of
each output equations the least squares method is used. A hundred Epochs were
used and the training error tolerance was set to zero. Stability of the training was
achieved before Epoch 30. To verify the model the root mean square error of the
system generated by the training data was calculated to be 0.0745. The root mean
square error of the system used for both checking and testing the FIS parameters
was 0.0937, improving the previous FIS generated by genfis2. See Fig. 4.

The fuzzy surface of the rules generated with the data (Fig. 5) show that the areas
with the highest suitability index have the highest percentage of production area lost
(Fig. 6).

A study of the municipality of Molcaxac [3], which has a high suitability index
for the period of 2002–2003, informed that 35 % of the total production of the
cereal was lost due to soil degradation. A third variable would further explain the

Fig. 4 Graph showing the 25 % of the data used to verify the model, in green circles the original
data, in blue circles the data generated by the first model with genfis2 and in red circles the data
generated with ANFIS
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Fig. 5 Graph of the surface created by the rules of the FIS, using two variables: yields and
percentage of area lost

Fig. 6 Input and output data for the second model. Input data on top, percentage of area lost
(blue), yield (green) and level of soil degradation (red). Output data on the bottom natural
suitability index (red)
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Fig. 7 Map of the state of Puebla showing level of degradation on land use for rainfed agriculture.
With data from [5]

Fig. 8 Graph of the surface generated by the rules using three variables: yields, percentage of area
lost and soil degradation
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results obtained. Figure 7 shows how 60 % of the land used for rainfed agriculture
presents some level of soil degradation. The two major types affecting these areas
are chemical degradation and soil erosion. Both are directly linked to poor agri-
cultural practices.

Repeating the procedures described above, but this time adding the soil degra-
dation variable, confirmed that the areas of higher suitability, high yields and higher
percentage of area lost were affected by soil degradation, as shown in Fig. 8. The
signal of degradation was set to the max, showing the behavior obtained with the
model with only two variables.

This model was also improved with the use of ANFIS since the root mean square
error of the system generated by the training data was calculated to be 0.0757, and
became 0.0752. The root mean square error of the system used for both checking
and testing the FIS parameters was 0.0868, it improved slightly to 0.0814. The
improvements can be seen on the graph in Fig. 9.

This model shows the importance of tackling soil degradation as a measure of
adaptation to climate change, since today the most suitable areas are losing their
productive capacity.

Fig. 9 Graph showing the 25 % of the data used to verify the model with the three variables, in
green circles the original data, in blue circles the data generated by the first model with genfis2 and
in red circles the data generated with ANFIS
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5 Conclusions

The state of Puebla is known for the origin of cultivated maize. The methodology
used was the subtractive clustering analysis and ANFIS, to establish the relation-
ships between the suitability index for rainfed maize and the other variables. This
preliminary model shows that where suitability is higher the area lost is higher, soil
degradation being one of the reasons. This has a very logic explanation as the most
suitable areas have been used over the years to produce rainfed maize under poor
agricultural practices. This can be verified, one of the major degradation types
found over these lands is chemical degradation, which reduces or eliminates the
biological productivity of the soil. The methodology used allows users to build
models even when the data presents uncertainties. These models can always be
improved with better information, expert knowledge and field validation. This first
approach presents an important advance for case studies in regions were there is
little information and with obvious restrictions. In this case the first restriction was
the scale at which the two sources presented the data. It was important to use both to
obtain an average of the suitability index at municipality level. If the land use mask
had not been used the suitability index would have become insignificant. The other
source of uncertainty was to assume that all the areas marked on the land use map
for rainfed agriculture were maize. But the municipalities marked on the land use
map had rainfed maize production according to the data obtained from SAGARPA,
as many of the subsistence farmers in Mexico will grow maize in association with
other crops, mainly beans and zuchinis.

SAGARPA data had other restrictions. The earliest data published at municipality
level is from the year 2003. Older data are presented as Rural Development Districts,
which groups together municipalities, but how they are grouped is unknown as this
information is not published. The data used for this study is from 2003 to 2012. Also,
the lost production area has no distinctions on why this happened; it could be
climate, pests, even that farmers did not plant the area they had first declared or did
not harvest all the area planted (which occurs when maize prices fall and no longer
compensate the harvesting cost, this way they can claim insurance).

A case study at the municipality of Cohetzala, in the south west part of the state
of Puebla [4], showed 98.5 % of the 1,308 ha were destined to grow maize and
95 % is under rainfed method. This municipality has a high suitability index and
low degradation. This study found that most of the farmers in this municipality used
traditional practices to grow maize: native seeds, association and crop rotation,
water and soil conservation techniques, and use of manure as fertilizer (as they are
more cost effective), instead of the recommendations made by the Instituto Nac-
ional de Investigaciones Forestales, Agrícolas y Pecuarias (INIFAP) a subdivision
of SAGARPA that promotes the use of fertilizers, pesticides, herbicides and hybrid
seeds. The yields per hectare are low, but Huato et al. argue that what marked the
biggest difference in yield was the use of irrigation (one of the reasons can be that
the area has regosols soils), and the comparison between the farmers using tradi-
tional practices to the ones using INIFAP recommendations indicate that the
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differences are insignificant. This kind of information could be added to the model
and create distinctions between traditional practices and more modern practices to
determine how it affects the yields, degradation and the percentage of area lost.

These models show that agriculture is a complex human system, but this first
approach is showing there is an alarming trend in the state of Puebla due to soil
degradation. Degradation must be a a priority in the adaptation policies to climate
change, since, in the present day scenario, it causes very high losses.

This kind of models facilitate decision making processes even in situations with
uncertain data.
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Separation of Carbon Dioxide
from Synthesis Gas Containing Steam
by Pressure Swing Adsorption at Mid-high
Temperature

Cheng-tung Chou, Yu-Hau Shih, Yu-Jie Huang and Hong-sung Yang

Abstract This study aimed to utilize a pressure swing adsorption (PSA) process to
capture CO2 from synthesis gas, which is the effluent stream of water-gas-shift
reactor. The PSA process studied is a single-bed four-step process at mid-high
temperature using K2CO3-promoted hydrotalcite as adsorbent. The breakthrough
curve and desorption curve were verified against the simulation program which our
group developed. It uses the method of lines combined with upwind differences,
cubic spline approximation and LSODE of ODEPACK software to solve the
equations. The optimal operating condition is obtained by varying the operating
variables, such as feed pressure, bed length, etc. Furthermore, single-bed four-step
process could achieve 98.49 % recovery of H2 as the top product and 96.42 %
purity and 96.57 % recovery of CO2 as the bottom product.

Keywords Pressure swing adsorption � CO2 capture � Synthesis gas

1 Introduction

Carbon dioxide is considered to be one of the major greenhouse gases that is
directly influencing the global climate changes. The United Nations Intergovern-
mental Panel on Climate Change (IPCC) has studied these problems and a general
conclusion has been achieved between researchers, industry leaders, and politicians
that dramatic reduction in greenhouse gas emissions must be achieved in order to
stop climatic changes [1, 4]. So using coal more efficiently and turning it into a
clean energy source is an important issue for the whole world. An integrated
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gasification combined cycle (IGCC) is a potential electric power technology that
turns coal into synthesis gas, which can be burned to generate power.

The CO composition in syngas reacts with steam to generate CO2 and H2 via the
water-gas-shift reaction, CO + H2O → CO2 + H2. In this study, pressure swing
adsorption (PSA) is utilized to capture CO2 from the effluent stream of water-gas-
shift reaction at mid-high temperature, and the purified H2 can be sent to gas turbine
for generating electrical power or can be used for other energy source. This tech-
nology consists of gas adsorption at high pressure and desorption at low pressure to
produce high-purity products. Conventionally, PSA is used to separate CO2 and H2

at ambient temperature. For traditional physical adsorbent, such as zeolite and
activated carbon, the adsorbed amount of CO2 is too low to separate CO2/H2 at
mid-high temperature. Because the outlet stream from water-gas-shift reactor is
already at nearly 400 °C, in order to avoid separating CO2 and H2 at ambient
temperature, and later raise the temperature of H2 for power generation, which will
cause energy waste, in this study PSA processes with K2CO3-promoted hydrotalcite
adsorbent are studied to capture CO2 from the outlet stream of water-gas-shift
reactor at 400 °C. According to literature [6], K2CO3-promoted hydrotalcite is a
chemisorbent that adsorbs CO2 at mid-high temperature and it does not adsorb other
gases, such as CO, H2 and H2O. As required by the U.S. Department of Energy, it is
important to be able to concentrate the captured CO2 into >90 % concentration that
is suitable for underground storage.

The feed gas entering the PSA process consists of CO, CO2, H2 and H2O
according to National Energy Technology Laboratory report [8].

Most PSA papers assume that steam is removed before entering CO2-capture
PSA process. In this study we intend to consider the steam composition in feed gas
into PSA process for real-case study.

2 Methodology

2.1 Mathematical Modelling

In the non-isothermal dynamic model, the following assumptions are made:

1. The linear driving force model is used because mass transfer resistance between
the gas phase and solid phase exists.

2. Only CO2 is adsorbed in K2CO3-promoted hydrotalcite.
3. The ideal gas law is applicable.
4. Adiabatic system.
5. Only axial concentration and temperature gradient are considered.
6. The pressure drop along the bed can be neglected due to large particle size.

These assumptions are used in the following equations:
Overall mass balance:
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Axial dispersion coefficient [9]:
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e

for 0.008 < Re < 400 and 0.25 < Sc < 2.2
Dm,i can be obtained by Chapman-Enskog equation [2]:
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where Dm,i
0 is at P0 and T0

The adiabatic system means that there is no heat transfer between bed and
surrounding so that h = 0 in Eq. (3).

Boundary conditions can be assumed as follows:
At the inlet end:

c t; 0ð Þ ¼ cin tð Þ; T t; 0ð Þ ¼ TinðtÞ ð7Þ

At the outlet end:
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The flow rates at the two ends of the bed are estimated by using the valve
equation recommended by Fluid Controls Institute Inc.:

q0 ¼ 16:05Cv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðP2

1 � P2
2Þ

SG� T

r
for P2 [ 0:53P1 ð9Þ

q0 ¼ 13:61CvP1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

SG� T

r
for P2 � 0:53P1 ð10Þ

Twenty-one basic grid points are marked in the bed to set up the initial con-
centration, initial temperature, and initial pressure. The partial differential equations
are converted to ordinary differential equations by the method of lines. The spatial
derivatives of the concentration and the gas temperature are evaluated by upwind
differences at every grid point. The cubic spline approximation is used to estimate
the flow rates in the adsorptive bed. The concentration, temperature, and adsorption
quantity in the bed are integrated with respect to time by LSODE of ODEPACK
software with a time step of 0.1 s. The simulation is stopped by using Eq. 11 when
the system reaches a cyclic steady state.

X�
1� Yðlast cycleÞ

Y this cycleð Þ
�2

\1� 10�4 ð11Þ

where Y is the value of the mole fraction of each component and the amount of
every flow stream.

2.2 PSA Process

The PSA process studied is a single-bed four-step process at mid-high temperature
using K2CO3-promoted hydrotalcite. The feed gas is from the effluent stream in the
water-gas-shift reactor which is cited in the report of National Energy Technology
Laboratory [8]. The feed gas entering the PSA process consists of 27 % H2O,
5 % CO, 28 % CO2 and 40 % H2. The process is described as follows: feed
pressurization (I), high pressure adsorption (II), cocurrent depressurization (III),
vacuum desorption (IV). During step (I), the bed pressure increases from atmo-
spheric pressure to high pressure, and less-adsorbed products are produced.
Strongly adsorptive carbon dioxide is produced during step (IV) when the bed
pressure decreases from high pressure to low pressure (0.1 atm). The procedure of
the sing-bed four-step process is shown in Fig. 1. The step time and the physical
parameters of adsorption bed are shown in Tables 1 and 2.
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Isotherm of K2CO3-promoted hydrotalcite was measured at 400 °C in the
pressure range of 0–3 atm by Lee et al. [6] and shown in Fig. 2. The figure also
shows the best fit of the CO2 chemisorption isotherms using the following Eq. (12).
The parameters of model for sorption of CO2 are given in Table 3.

n�i ðP; TÞ ¼
mKCP 1þ aþ 1ð ÞKRPa½ �
½1þ KCPþ KCKRPðaþ1Þ� ð12Þ

Feed Feed 

Feed Feed 

Step 1 

Step 3 

Step 2 

Step 4 

CO2

CO2 

Less-adsorbed product Less-adsorbed product 

Less-adsorbed product Less-adsorbed product

pro

Fig. 1 Procedure of single-
bed four-step PSA process

Table 1 Step time for single-
bed four-step process

(I) 10 s

(II) 39 s

(III) 10 s

(IV) 39 s

Table 2 Physical parameters
of bed

Bed length(cm) 100

Bed diameter(cm) 100

Adsorbent density(g/cm3) 1.563a

Adsorbent heat capacity(J/g.K) 0.85a

Bed void 0.37

Operating temperature(K) 673.14

Feed pressure(atm) 25

Vacuum pressure(atm) 0.1
a [3]
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3 Results and Discussion

3.1 Simulation Verification

The breakthrough curve studied by [6] was used to verify the simulation program.
A single-bed adsorption instrument was constructed to measure CO2 chemisorption
isotherm and CO2 sorption breakthrough curves at temperature of 673.14 K on the
K2CO3-promoted hydrotalcite. The single-bed was surrounded by heating elements,
gas heating, cooling exchangers and flow measuring devices. A thick layer of
insulation was surrounding around the column. Three thermocouples were used to
measure the single-bed temperature. The exit end of column was equipped with
CO2 analyzers which was used to measure carbon dioxide concentration with time.
The column was fully packed with the K2CO3-promoted hydrotalcite for mea-
surement of CO2 sorption dynamics. The sorbent was cleaned by flowing pure N2.
At the same time the column was preheated to temperature at 673.14 K, pressure at
1 atm until no impurity flowed out in the effluent gas. Different compositions of
CO2 + N2 mixtures were used as the feed gas. The operating conditions used are
given in Table 4. The results are shown in Figs. 3, 4, 5. It shows that the simulation
results are very close to experiment data. Therefore, the simulation program can be
trusted.

Fig. 2 CO2 chemisorption
isotherm on K2CO3-promoted
hydrotalcite at 400 °C [6]

Table 3 Parameters of model
for sorption of CO2 on
K2CO3-promoted hydrotalcite

m(mole/kg) 0.25

a 2.5

qc(J/mole) 2.098 × 104

ΔHR(J/mole) 4.210 × 104

kc(atm
−1) 37.4

kR(atm
−a) 2.5
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Table 4 Operating
parameters of breakthrough
curve simulation

Operating pressure (atm) 1

Operating temperature (K) 673.14

Feed flow rate (L/min) 5.0 × 10−3

Bed length (cm) 101.6

Bed diameter (cm) 1.73

Bed volume (L) 0.238

Bulk density (g/cm3) 0.82

Adsorption Time Constant (min−1) 3.0

Feed composition (40 % CO2, 60 % N2)

(50 % CO2, 50 % N2)

(60 % CO2, 40 % N2)

simulation (this study) 
experimental data [6] 
simulation [6] 

Fig. 3 Simulation of
breakthrough curve (inlet
CO2 mol fraction = 0.4)

simulation (this study) 
experimental data [6] 
simulation [6] 

Fig. 4 Simulation of
breakthrough curve (inlet
CO2 mol fraction = 0.5)
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The desorption curve studied by [7] was also compared to our simulation.
Figure 6 shows the column dynamic data (fraction of CO2 desorbed as a function of
inlet N2 purge gas quantity) for desorption of 40 % CO2 + N2 by N2 purge. The
operating conditions used are given in Table 5. The agreement between our sim-
ulation and the experimental data is pretty good.

3.2 Single-Bed Four-Step PSA Process Simulation

In this study, the optimal operating conditions are discussed by varying the oper-
ating variables, such as feed pressure, bed length, vacuum pressure, feed flow rate,
high pressure adsorption time and vacuum desorption time.

simulation (this study) 
experimental data [6] 

simulation [6] 

Fig. 5 Simulation of
breakthrough curve (inlet
CO2 mol fraction = 0.6)

simulation (this study) 
experimental data [6] 
simulation [6]

Fig. 6 Simulation of
desorption curve
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Definition of the recovery is:

Recovery ¼ product flow per cycle� product concentration feed
flow per cycle� feed concentration

Feed Pressure. All the operating variables such as vacuum pressure, bed length,
feed rate and step time are fixed, except feed pressure. Because the amount of gas
adsorbed on K2CO3-promoted hydrotalcite increases as feed pressure increases, the
flow of the strong adsorptive component to the bottom of the bed during desorption
increases. Figure 7 shows that as feed pressure increases, the CO2 purity and
recovery in bottom product increases because CO2 adsorption quantity becomes
larger.

Bed Length. All the operating variables are fixed except bed length. With
increasing bed length, the amount of adsorbent and the amount of adsorbed gas
increase. Figure 8 shows that as bed length decreases, the CO2 purity increases due

Table 5 Operating
parameters of desorption
curve simulation

Operating pressure(atm) 1

Operating temperature(K) 793.14

Feed flow rate(L/min) 6.667 × 10−3

Bed length(cm) 100

Bed diameter(cm) 1.73

Bulk density(g/cm3) 0.82

Initial gas phase concentration 40 %CO2/N2
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Fig. 7 Effect of feed pressure on CO2 in bottom product
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to that the amount of CO2 flow to the top product increases. At the same feed flow
rate CO2 recovery decreases due to that the amount of CO2 flow to the top product
increases.

Vacuum Pressure. All the operating variables are fixed except vacuum pres-
sure. As the vacuum pressure increases, the amount of desorption gas at desorption
step decreases. Figure 9 shows that as the vacuum pressure increases, the CO2

recovery decreases due to that the amount of adsorbed gas flow to the bottom
product at desorption step decreases.

Feed Flow Rate. All the operating variables are fixed except feed flow rate. As
the feed flow rate increases, the amount of CO2 increases at high pressure
adsorption step. Figure 10 shows that as the feed flow rate increases, the CO2

recovery decreases due to that the amount of adsorption/desorption are approxi-
mately fixed. The CO2 purity increases as the amount of adsorbed gas increases.

High Pressure Adsorption Time and Vacuum Desorption Time. All the
operating variables are fixed except high pressure adsorption time/vacuum
desorption time. The amount of CO2 increases in the column as the pressure
adsorption time increases. Therefore, Fig. 11 shows that CO2 recovery decreases
with the decreasing 2nd/4th step time.

The best operating conditions for the single-bed four-step PSA process at mid-
high temperature is shown in Fig. 12. The results of best operating condition for the
single-bed four-step process at mid-high temperature are 96.42 % purity and
96.57 % recovery of CO2 as bottom product as shown in Fig. 12.
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Fig. 8 Effect of bed length on CO2 in bottom product
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4 Conclusions

A single-bed four-step pressure swing adsorption process is explored in this sim-
ulation study. The adsorbent K2CO3-promoted hydrotalcite was used [6]. The
accuracy of the simulation program is verified by comparing our simulation results
with the experimental data of breakthrough curve and desorption curve from Lee
et al. [6, 7] and the single-bed five-step PSA results of Kim et al. [5]. The optimal
operating condition is obtained by varying the operating variables, such as feed
pressure, bed length, feed flow rate, etc. Furthermore, the optimal operating con-
dition for inlet (27 % H2O, 5 % CO, 28 % CO2 and 40 % H2) at mid-high
temperature 673 K and bed diameter 100 cm is bed length 200 cm, feed pressure
25 atm, vacuum pressure 0.1 atm and step times at 10, 30, 10 and 30 s. The best
results and the optimal operating condition for the single-bed four-step PSA process

Fig. 11 Effect of 2nd/4th step time on CO2 in bottom product

28% CO2

5% CO 
40% H2 

40% H2O 
feed flow rate:  
22025 
L(STP)/min

CO2 purity:98.96% recovery:97.2% 
bottom flow rate: 6057L(STP)/min

H2: purity:54.95% recovery:99.56% 
top flow rate: 15961L(STP)/min

Single-bed 
Four-step PSA 
(673.14K) 

Fig. 12 Results of the single-
bed four-step PSA process at
mid-high temperature
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at mid-high temperature are shown in Fig. 12 and Table 6. In the future, our
research will proceed with dealing the top stream from CO2-PSA by a second stage
H2-PSA to improve H2 purity.
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Fuzzy Climate Scenarios for Temperature
Indicate that Things Could Be Worse
Than Previously Thought

Carlos Gay García and Oscar Sánchez Meneses

Abstract Linear evolving emission scenarios are used instead of those of IPCC.
They preserve, indeed they cover, the ranges of the corresponding IPCC values for
the concentrations, forcings and global temperatures. Then, through fuzzy rules
among concentrations, climate sensitivity and global temperature change, a fuzzy
model has been conformed and used to explore uncertainties due to: not knowing
what the emissions are going to be in the future, the one related to the climate
sensitivity of the models (this has to do with different parameterizations of pro-
cesses used in the models) and the uncertainties in the temperature maps produced
by the models. Furthermore we show maps corresponding to 1, 2, etc., degrees
centigrade of global and regional temperature increase and discuss the timing of
exceeding them. Instead of talk about the uncertainty in temperature at a certain
date we talk about the uncertainty in the date certain temperature is reached.

Keywords Temperature climate change scenarios � Uncertainty � Greenhouse gas
emissions � Climate sensitivity

1 Introduction

In a recent publication, Gay et al. [2] simplified the emission scenarios developed
by the Intergovernmental Panel on Climate Change (IPCC) using linear functions of
time that after being fed to the Magicc model [6], produced the same wide range of
concentrations of greenhouse gases (GHG) and aerosols, and the corresponding
range of temperatures in 2100. These results show very clearly that higher
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temperature increases correspond to higher emission of GHG and higher atmo-
spheric concentrations. This fact can be transformed into linguistic rules that in turn
are used to build a fuzzy model, which uses concentration values of GHG as input
variables and gives, as output, the temperature increase projected for year 2100.
Based on the same principles a second fuzzy model is presented that includes a
second source of uncertainty: climate sensitivity.

It is our intention to extend these results and produce maps of temperature. It has
been customary to ask what the temperature is going to be in 2030 or in 2050 and
proceed to estimate the impacts that the changed temperature would have on social
or economic sectors and activities that either may improve or most probably would
be affected in a negative way. But in 2030 or in 2050 different models say different
things so, what do we do? Use ensembles? Use the averages? Consider the standard
deviation? Is the physics consistent? Here we propose to show temperature maps
corresponding to global increases of 1, 2, 3, etc., degrees centigrade, give an idea of
the uncertainty in timing, in contrast to the uncertainty in temperature for a certain
date. This means that depending on the emissions, concentrations etc., the larger
these variables, the sooner 1, 2, etc., degrees will be reached and considering other
sources of uncertainty like the sensitivity, the pace of change may increase con-
siderably. When we display the information in two dimensions produced by dif-
ferent models then the uncertainty due to different modeling strategies has to be
considered.

We think that it is easier to consider a degree by degree strategy than one based
on dates. The question of what to do if the temperature increases one degree or what
should we be doing right now because the temperature is reaching one degree by
2021 (in the worst of cases) and if we do nothing we will be two degrees warmer by
2039 with grave consequences for all.

2 Method

By using linear and non-intersecting emission trajectories, concentrations of GHG
and global mean temperatures increases can be directly related as illustrated in
Figs. 1 and 2 of Gay et al. [2].

With the linear emission pathways shown in Fig. 1 left panel, used as input for
the Magicc model, Gay et al. [2] calculated the resulting concentrations (Fig. 1,
right panel); radiative forcings (Fig. 2, left panel) and global mean temperature
increments (Fig. 2, right panel) that we repeat here for clarity.

We would like to remark a statement made before (that can be directly observed
in Fig. 2, right panel): if we want to keep temperatures at two degrees or less by the
year 2100, we should have concentrations in 2100 consistent with the −2CO2,
−1CO2 and 0CO2 trajectories. The latter is a trajectory of decreasing emissions
from the emissions in 1990 (5.9 Gt C) to 0 Gt C that gives us a temperature change
of two degrees by year 2100. For a trajectory of constant emissions equal to the
emissions in 1990 we obtain 2.63 °C.
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From the linear representation, it is easily deduced (as mentioned earlier) that
very high emissions correspond to very large concentrations, large radiative forc-
ings and large increases of temperature.

These simple observations are basic for the formulation of the fuzzy model,
based on linguistic rules of the IF-THEN form, capable of estimating increases of
temperature. The fuzzy model was built using the results of the Magicc model [6] as
crisp mathematical model, and Zadeh’s extension principle [7].

For illustrative purposes (the full rules are reported in Gay et al. [3]) we repeat
here the first two rules of the 18 that were developed previously (see Fig. 3):

Fig. 1 Emissions scenarios CO2, illustrative SRES [5] and linear pathways (left panel) and
corresponding concentrations (right panel). (−2) CO2 means −2 times the emission (fossil + defor-
estation) of CO2 of 1990 by 2100 and so for −1, 0, 1, to 5 CO2. All the linear pathways contain the
emission of non CO2 GHG as those of the A1FI. 4scen20-30 scenario follows the pathway of
4×CO2 but at 2030 all gases drop to 0 emissions or minimum value in CH4, N2O and SO2 cases [2]

Fig. 2 Left panel: Radiative forcings (all GHG included) for linear emission pathways and A1FI
SRES illustrative, the 4scen20-30 SO2 only include SO2. Right panel: Global temperature
increments for linear emission pathways, 4scen20-30 SO2 and A1FI as calculated using Magicc V.
5.3 with a fixed sensitivity of 3.0 °C/W/m2 (Gay et al. [2])
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1. If (concentration is (−2)CO2) and (sensitivity is low)
then (deltaT is T1) (1)

2. If (concentration is (−1)CO2) and (sensitivity is low)
then (deltaT is T2) (1)

where the triangular fuzzy sets corresponding to T1 and T2 are (0.07, 0.07, 1.23)
and (0.07, 0.61, 1.98) respectively.

The 18 rules were obtained from the combination of 6 concentrations, projected
to 2100 and consistent with 6 linear emission trajectories, and 3 fuzzy values for the
sensitivity of climate which are 1.5, 3.0 and 6.0 °C/W/m2, all the values were taken
from the data previously generated by successive runs of Magicc software.

Once we have the global temperatures and an idea of the associated uncertainty
due to different emission paths and sensitivities, we would like to convert this
information to a two dimensional display of temperatures. The way to accomplish
this is using the same idea for scaling employed in the Magicc/Scengen system [6].
This consists of scaling the value that results from running for a Global Circulation
Model (GCM) option (one of 20 possible), for example with double CO2 at a
certain grid point in the following way:

Fig. 3 On left panel, the 18 rules of the fuzzy model for the estimation of global mean
temperature increase ΔT, for a concentration of CO2 of 220 ppmv and sensitivity of 3.0 °C/W/m2.
The uncertainty interval is (0.08, 2.17) or (0.08, 3.27) °C considering the elongated part. On right
panel, the estimation of global mean temperature increase ΔT and its uncertainty intervals (from
the feet of the triangular fuzzy sets) for concentrations of CO2 of: 350 ppmv (upper) with 2.01 °C
(0.08–3.27); 526 ppmv (middle) with 3 °C (1.07–5.02) or (1.07–5.75) considering the elongated
part and 762 ppmv (lower) with 3.98 °C (1.82–6.41). Data calculated with MATLAB only the last
3 rules are shown for simplicity

174 C. Gay García and O. Sánchez Meneses



Tnew ¼ Tgrid=Tmap � Tmagicc ð1Þ

where Tnew is the scaled temperature, Tgrid is the value of the temperature given by
the GCM at a certain position, Tmap is the average temperature (global) of the map
and Tmagicc is the temperature given by the simple model.

However, emissions and sensitivity introduce uncertainties in the temperature
that in turn must be reflected in the scaled temperature.

If we denote the uncertainty by a D then we propose:

DTnew ¼ Tgrid=Tmap � DTmagicc ð2Þ

where DTmagicc, is in fact a fuzzy number and consequently DTnew also is.
We have to mention that another source of uncertainty is which GCM we use.

We will try to illustrate this point too.
From the application of the Magicc/Scengen to the emission trajectories

developed in the previous paper [2] we can extract the years in which the 1–4 °C
thresholds are reached.

According to the IPCCs Fourth Assessment Report [4] the best estimate for the
sensitivity is 3.0 however this parameter varies from 1.5 to 6, as mentioned before,
so there is a source of uncertainty associated with this parameter. This is shown by
the different values in the Tables 1 and 2. Dates for emission scenarios B1-IMA and
A1FI-MI [5] are shown for reference.

For a threshold of 5 °C, there are only 5 emission trajectories achieving dates
within 21st century, they are: 2CO2 (2100), 3CO2 (2088), 4CO2 (2080), 5CO2

Table 1 Dates to achieve the 1 and 2 °C thresholds following linear emission trajectories from
−2CO2 to 5CO2 for climate sensitivities of 1.5, 3.0 and 6.0 °C/W/m2

Emission trajectory 1 °C threshold 2 °C threshold

Sensitivity

1.5 3.0 6.0 1.5 3.0 6.0

−2CO2 2049

−1CO2 2057 2039 2073

0CO2 2079 2048 2033 2100 (1.98 °C) 2059

1CO2 2063 2042 2029 2072 2052

2CO2 2056 2038 2027 2064 2048

3CO2 2051 2035 2024 2093 2058 2045

4CO2 2047 2032 2023 2081 2054 2042

5CO2 2044 2030 2021 2053 2051 2039

B1-IMA 2090 2043 2027 2057

A1FI-MI 2046 2033 2024 2076 2053 2042
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(2075) and the “pessimistic” SRES scenario A1FI (2077) all of them corresponding
to the 6.0 climate sensitivity level.

Taking into account the opinion of the IPCC that the best estimate for the
sensitivity is 3, it can be said that we would be exceeding the one degree threshold
by 2030 (sensitivity of 3 and emission trajectory of 5CO2). However due to the
values that this parameter may assume (1.5–6) this threshold may be delayed to
2044 if the sensitivity is 1.5 or may be advanced to 2021 if the sensitivity is 6.
These values for the threshold correspond to our worst emissions scenario 5CO2. If
we continue mounted in the same scenario we could be reaching 6 °C by 2087 and
almost 7 °C by 2100.

Again for the 3 °C threshold we could be surpassing it as early as 2052 and the
“best estimate” would be 2069; if the sensitivity were 1.5 the 3 °C temperature
would not be reached.

From these tables we can also learn that if the sensitivity is 6 there is no way of
staying at two degrees unless the concentrations of CO2 had followed the −2CO2

trajectory: negative emissions that means very strong subtraction of CO2 from the
atmosphere.

If we were lucky and the climate sensitivity had a value of three the concen-
tration would have to be equivalent to the 0CO2 path in 2100 this is about
300 ppmv.

There are obvious messages from the tables: the smaller the emissions the later
the thresholds are exceeded, if we want small increases of temperature then we need
to impose small emissions or more precisely small concentrations of CO2.

Two sources of uncertainty are illustrated in the tables, the first coming from the
emissions: large emissions large temperature changes and the second due to our
imprecise knowledge of the climate sensitivity of the models. One uncertainty is for

Table 2 Dates to achieve the 3 and 4 °C thresholds following linear emission trajectories from
−2CO2 to 5CO2 for climate sensitivities of 1.5, 3.0 and 6.0 °C/W/m2

Emission trajectory 3 °C threshold 4 °C threshold

Sensitivity

1.5 3.0 6.0 1.5 3.0 6.0

−2CO2

−1CO2

0CO2 2087

1CO2 2071 2095

2CO2 2093 2064 2080

3CO2 2081 2059 2073

4CO2 2074 2055 2097 2068

5CO2 2069 2052 2088 2064

B1-IMA 2095

A1FI-MI 2070 2054 2090 2065
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the politicians because emissions depend on policy and the second for the scientists
who may narrow the gap in the estimations of climate sensitivity.

3 Results

The results of the fuzzy model that combines six levels of concentrations of CO2,
from −2CO2 to 3CO2 in year 2100 (where 1CO2 identifies the concentration asso-
ciated to the emissions in 1990), and 3 levels of sensitivity: 1.5, 3 and 6 are presented
here. The model, that incorporates the uncertainties mentioned above, consisting of
18 fuzzy rules [3], is run to obtain global temperatures increases in year 2100 and
their corresponding uncertainty intervals. This information is then used to produce
two-dimensional maps depicting physically consistent geographical distributions of
temperatures which in turn are consistent with global temperatures obtained from
our fuzzy model. That the temperatures are physically consistent can be justified by
using the results of a physically consistent model, in the same way the Magicc/
Scengen does: using the results of runs of different GCMs.

The fuzzy model with the best estimate for the sensitivity is used to get the
uncertainty intervals for 1–4 °C.

In the fuzzy model the value of the sensitivity is fixed at the best estimate of 3
and varying the concentration we try to get 1, 2, 3, etc. degrees. The temperature is
a function of the concentration. In this way we obtain:

For an increase of one degree the concentration of CO2 required is 220 ppmv
and the uncertainty interval is from 0.08 to 2.17 degrees, based on the fuzzy sets
feet presented in Gay et al. [3] and reproduced here as a graph (see Fig. 3, left
panel). Therefore for a one degree global increase the uncertainty extends to more
than two degrees, consequently for a 1 °C global increase, maps for one and two
degrees (see ahead, Figs. 4, 5, 6 and 7) are to be considered.

Fig. 4 Spatial distribution of ΔT = 1.01 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 0CO2 emission trajectory (SCEN1990 in map). Maps were obtained using
Magicc/Scengen V. 5.3
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Fig. 5 Spatial distribution of ΔT = 1.01 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 5CO2 emission trajectory. Maps were obtained using Magicc/Scengen V. 5.3

Fig. 6 Spatial distribution of ΔT = 1.98 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 0CO2 emission trajectory (SCEN1990 in map). Maps were obtained using
Magicc/Scengen V. 5.3

Fig. 7 Spatial distribution of ΔT = 2.02 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 5CO2 emission trajectory. Maps were obtained using Magicc/Scengen V. 5.3
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If ΔT is 2 degrees the interval is from 0.08 to 3.27 °C; for 3 and 4 degrees the
uncertainty intervals are from 1.07 to 5.02 °C and from 1.82 to 6.41 °C respectively
(see Fig. 3, right panel). Therefore for a 3 °C global increase the uncertainty extends
to 5 °C so, maps corresponding to 3–5 degrees should be considered.

Now that we have the temperatures and the uncertainty intervals we use the
Magicc/Scengen to obtain the maps for the temperatures referred above. This is
done next.

As an example the results for the GCMs: (Geophysical Fluid Dynamics Labo-
ratory Coupled Model, version 2.0) GFDL 2.0 and (Hadley Centre Global Envi-
ronmental Model version 1) HADGEM1 for 1, 2, 3 and 4 °C are shown (Figs. 4, 5,
6, 7, 8 and 9).

The maps obtained with Magicc/Scengen for the HADGEM1 model for an
increase of 1.01 °C (and for ΔT * 2 °C) with 5 and 0 CO2, are almost identical, as
expected; the same for the GFDL2.0, i.e., they are independent from the emission
trajectories.

Fig. 8 Spatial distribution of ΔT = 3.0 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 5CO2 emission trajectory. Maps were obtained using Magicc/Scengen V. 5.3

Fig. 9 Spatial distribution of ΔT = 4.02 °C according to GFDL 2.0 (left panel) and HADGEM1
(right panel) for 5CO2 emission trajectory. Maps obtained using Magicc/Scengen V. 5.3
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Once we have temperatures, uncertainty intervals and two dimensional maps we
can go back to the original question, but put in different terms. When is the tem-
perature going to be one degree warmer than today? The answer: as soon as 2021
but there is the possibility of a larger increase. A picture of the warming can be
imagined between maps of left and right panels shown in Fig. 4 or 5. Now if the
temperature is 2 degrees? The answer is that all the maps shown in the figures
would become possible.

4 A Regional Perspective of ΔT Thresholds

From a regional point of view, it can be made a similar analysis on the maps.
Because of the size of the grid in data obtained from Magicc/Scengen, that is
relatively big (2.5° × 2.5°), we proceed to reduce it by means of an interpolation
algorithm, using splines. Afterwards, the size is reduced to a size of 0.5′ × 0.5′
(about 10 km × 10 km). This methodology has been applied to propose regional
climate scenarios for Mexico [1].

For purposes of comparison, maps for the same conditions as the ones shown in
Figs. 4, 5, 6, 7, 8 and 9 are presented here in Figs. 10, 11, 12, 13, 14 and 15.

In these map is more evident that the maps are independent of the emission
trajectory and, even, the structure of contour lines for each of the GCMs is the
same, independently of the temperature threshold. Therefore, the uncertainty
between GCMs has certain uniformity.

To regional scale decision makers and climate researchers it would be more
adequate, for purposes of planning, to consider maps based on estimations of the
thresholds of changes of climatic variables than effects projected to future time
horizons as 2030, 2050 or 2100.

Fig. 10 Regional scenario for Mexico for ΔTglobal = 1.01 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 0CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3 data and MATLAB routine
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Fig. 11 Regional scenario for Mexico for ΔTglobal = 1.01 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 5CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3 data and MATLAB routine

Fig. 12 Regional scenario for Mexico for ΔTglobal = 1.98 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 0CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3 data and MATLAB routine

Fig. 13 Regional scenario for Mexico for ΔTglobal = 2.02 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 5CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3 data and MATLAB routine
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5 Discussion and Conclusions

Based on the fuzzy model presented by Gay et al. [3] and the simple climate model
contained in Magicc/Scengen we show how the global mean temperature increase is
distributed on the globe for the significant thresholds of 1–4 °C. The linear emission
pathways include all the possibilities mentioned in successive reports of IPCC.

In this work we considered the possibility of analysing the impacts of temper-
ature increase from the perspective of the year in which some temperature is
reached. Two sources of uncertainty are taken into account, the emissions of GHG
and the climate sensitivity.

The larger concentration and sensitivity the sooner the successive thresholds of
temperature will be reached. If the sensitivity is 6 there is no way of staying at two

Fig. 14 Regional scenario for Mexico for ΔTglobal = 3.0 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 5CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3 data and MATLAB routine

Fig. 15 Regional scenario for Mexico for ΔTglobal = 4.02 °C according to GFDL 2.0 (left panel)
and HADGEM1 (right panel) for 5CO2 emission trajectory. Maps obtained using Magicc/Scengen
V. 5.3. data and MATLAB routine
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degrees unless the concentrations of CO2 had followed the −2CO2 trajectory:
negative emissions that means very strong subtraction of CO2 from the atmosphere.
We think that it is easier to consider a degree by degree strategy than one based on
dates. For a one degree global increase the uncertainty extends to more than two
degrees, then for a 1 °C global increase, maps for one and two degrees are to be
considered. For 4 °C and sensitivity 3, uncertainty can extend to 6.41 °C.

We construct maps for 2 GCM’s (as an example) with the necessary concen-
tration to reach 1–4 °C limits to 2100. The maps show the spatial distribution of the
temperature increase over the globe.

Emissions and sensitivity introduce uncertainties in the temperature that in turn
must be reflected in the scaled temperature displayed in a map. Other source of
uncertainty considered is the GCM. As expected, the map for any limit of tem-
perature depends on the GCM but not on the emission trajectory. The maps con-
structed for different GCM’s illustrate all possibilities for a region of the globe.

Additionally, we present maps on regional scale for Mexico, corresponding to
the global maps mentioned above. It is evident that maps constructed from Magicc/
Scengen for each GCM are independent of emission trajectory and the structure of
its contour lines is independent of the temperature threshold.

Future work can be done to show how the GCM’s introduce uncertainty in the
estimates of precipitation change in global and regional scales, and to include a
wider and complete selection of GCM’s according to some regional criteria.
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Efficient Design of Inline E-Plane
Waveguide Extracted Pole Filters
Through Enhanced Equivalent Circuits
and Space Mapping

Oleksandr Glubokov, Slawomir Koziel and Leifur Leifsson

Abstract A design procedure for inline waveguide extracted pole filters with all-
metal E-plane inserts is presented. To achieve acceptable modeling accuracy for this
class of filters, an enhanced schematic-circuit-based surrogate model is developed,
accounting for parasitic effects between the neighboring elements of the structure.
The proposed circuit representation is used as a coarse model in a surrogate-based
optimization of the filter structure with the space mapping technique as the main
engine in the optimization process. Feasibility of the modeling approach is dem-
onstrated by two filter design examples. The examples show that a low computa-
tional cost (corresponding to a few evaluations of the high-fidelity EM simulations
of the filter structure) is required to obtain an optimized design.

Keywords Inline filters � E-plane filters � Extracted pole filters � Waveguide �
Modeling � Surrogate optimization

1 Introduction

Filters based on rectangular waveguide structures have been one of the most
popular solutions for frequency selection in microwave and millimeter-wave sys-
tems in the past decades. However, massive housings, typically used for imple-
mentation of the waveguide structures, make them less attractive for specific
applications such as satellite communications. It is, therefore, highly desirable to
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miniaturize the components. This can be achieved by using an extracted pole filters
concept. Inline E-plane extracted pole filters, which are cheap and easy-to-fabricate,
allow for designing the devices with the required compactness, as well as pre-
serving their filtering properties. Miniaturized inline E-plane extracted pole filters
with high stopband performance using standard and enhanced extracted pole sec-
tions have been previously reported in [7, 8]. In [7], a generalized coupling coef-
ficients extraction procedure is developed, allowing one to obtain a good initial
design for this type of filters. However, further optimization of the filter structures is
usually time consuming, as numerous analyses of densely meshed objects in full
wave simulators are required. Surrogate-based optimization (SBO) offers a way to
reduce the number of the required high-fidelity EM simulations [10].

The inline E-plane filters consist of several extracted pole sections containing
touching and non-touching axial and transversal strips arranged within a rectangular
waveguide, as shown in Fig. 1. Chang and Khan [3] have proposed equation-based
surrogate models for these elements. Unfortunately, the model of the non-touching
strip is not available in commonly used circuit simulators (e.g., Agilent ADS, [1])
as a component. At the same time, an explicit equation is only available for the
transversally coupled strips [4], while couplings between the elements have a
significant impact on the performance of the entire filter.

This chapter describes equation-based surrogate models for the touching and
non-touching strips placed in the rectangular waveguide’s E-plane. A surrogate
circuit model of the filter is composed of the models where the coupling between
adjacent strips are accounted for by tuning elements. The circuit model is subse-
quently used in an SBO scheme where space mapping [2, 9] is used as the opti-
mization algorithm with a suitably corrected circuit model utilized as the surrogate.
We demonstrate that the SBO approach allows us to achieve the optimal design at a
low computation cost corresponding to a few high-fidelity EM simulations of the
structures of interest using 2nd- and 4th-order EPS filter examples.

Fig. 1 Configuration of an
inline E-plane waveguide
extracted pole filter
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2 Extracted Pole Section’s Model

A single extracted pole section (EPS) can be implemented by an insert (here, all-
metal) placed within the E-plane of a rectangular waveguide. The insert, shown in
Fig. 2, consists of two strips connecting top and bottom ground planes (input/output
septa) and a strip connected to the top ground plane with the other end left open
(resonating fin); the septa and the fin are connected in series through uniform
waveguide sections.

The EPS is capable of producing a single transmission zero at the fin’s resonant
frequency and up to two poles depending on the lengths of the waveguide sections
Lwg. If Lwg < λg/2, the transmission zero appears above a single pole. In this case
inductive and capacitive couplings between the fin and the septa are non-negligible
and strongly affect the positions of the pole and zero, especially for small Lwg. The
couplings may be neglected in the case of Lwg ≈ λg/2, when two closely located
poles can be obtained with the transmission zero located on either side of them, or
even between the poles.

In order to create a surrogate model, the EPS is decomposed into septa, fin and
waveguide sections. The septa and the fin are represented as circuit models; next,
we compose the EPS of the developed models, and add tuning elements to the
obtained circuit in order to take into account the couplings between the septa and
the fin. The details are provided in the following subsections.

2.1 Septum Model

The circuit model of the septum is shown in Fig. 3. It contains four parameters: two
inductances Ls1 and Ls2, a capacitance Cs and a coupling coefficient ks. It is implied
for all the modeled structures in this paper that the waveguide is air-filled and its
parameters, height and width, are kept constant for the design; therefore the sep-
tum’s model parameters depend on the design parameter Lsept only.

Fig. 2 E-plane waveguide insert with a resonating fin implementing an extracted pole section
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Initial experiments indicate that the following set of equations is suitable to
approximate the dependence of the model parameters on Lsept (denoted here as x in
the interest of better readability):

Ls1 ¼ aLs1e
�bLs1x þ cLs1e

�dLs1x ð1aÞ

Ls2 ¼ aLs2x
2 þ bLs2xþ cLs2 ð1bÞ

Cs ¼ aCse
�bCsx þ cCse

�dCsx ð1cÞ

Ks ¼ aKsx
2 þ bKsxþ cKs ð1dÞ

In order to extract the model parameters, high-fidelity models of the septa are
built and analyzed in CST Microwave Studio™ for Lsept = 1…11 mm. The real and
imaginary parts of the S-parameters of the proposed circuit model are subsequently
fitted to the ones obtained from simulations using the least squares criterion within
the frequency range 8…14 GHz. The extraction is illustrated in Fig. 4, where one of
the model parameters Ls1 is plotted against the design parameter Lsept.

Fig. 3 Circuit model of the septum
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2.2 Resonating Fin Model

Figure 5 presents a circuit model of the resonating fin. Similarly to the previously
considered model of the septum, this one also contains four model parameters: two
inductances Lr1 and Lr2, and two capacitances Cr1 and Cr2. The resonating fin has
two design parameters: height H and width W. The range of variation of the design
parameters is determined based on the assumption that the transmission zeros are
located within the frequency range of 8…14 GHz; this condition is sufficient for all
the variety of filter design problems that can be solved by the structures under
consideration. Consequently, the resonating fin model is created for H = 4.5…
9.5 mm and W = 1…6 mm.

Following the investigation of the relationship between the design and model
parameters, it has been determined that the best fit can be obtained by using the set
of equations:

Lr1 ¼ eaLr1H þ ebLr1W
� �

cLr1
H
W

� �2

þdLr1
H
W

þ fLr1

" #
ð2aÞ

Lr2 ¼ aLr2HW þ bLr2H þ cLr2W þ dLr2 ð2bÞ

Cr1 ¼ eaCr1H þ ebCr1W
� �

cLr1
H
W

þ dLr1

� �
ð2cÞ

Cr2 ¼ aCr2H
2 þ bCr2HW þ cCr2H þ dCr2W þ fCr2 ð2dÞ

Extraction of the fin model parameters has also been carried out by fitting the
real and imaginary parts of the S-parameters of the circuit model to the ones
simulated in CST Microwave Studio™. Typical results of the fin modeling pro-
cedure are demonstrated in Figs. 6 and 7.

Fig. 5 Circuit model of the resonating fin
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2.3 Couplings Model

In order to achieve better upper stopband performance of the filter one needs to
place transmission zeros as close as possible to the filter’s passband. In the inline
E-plane waveguide filter this can be made by decreasing the lengths of the wave-
guide sections Lwg. On this condition, parasitic inductive and capacitive couplings
between the adjacent elements significantly affect the frequency responses: poles
and zeros drift to the new positions. Therefore, coupling effects between the septa
and the resonating fins should be taken into account in the circuit model. In the
model, we arrange the inductive coupling by the magnetic coupling coefficient Ksr

introduced between the inductors Ls1 and Lr1. At the same time, we take the
capacitive coupling into consideration by adding three capacitors C1, C2 and C3, as
shown in Fig. 8.

Ksr;i � kiHi=Lwg;i ð3aÞ

C1;i � c1iLsept;i=Lwg;i ð3bÞ

C2i � c2iHi=Lwg;i ð3cÞ

C3i � c3iLsept;iþ1=Lwg;i ð3dÞ

3 Filter Optimization

The optimization procedure adopts the implicit space mapping technique [5]. Let us
denote the response vector of the surrogate model by Rs (x, t) and the response vector
of the fine model by Rf (x). The mode response vectors represent S-parameters of
the filter structure as a function of frequency. Here, x is the design parameters vector
and t is the tuning parameters vector. In our case, the design parameters are geometry
dimensions of the filter structure, whereas tuning variables are certain parameters of
the surrogate model that are adjusted in order to reduce misalignment between the
surrogate and the fine model.

Fig. 8 Model of the capacitive coupling between septa and a fin
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The overall goal is to find

xopt ¼ argmin
x

UðRf ðxÞÞ ð4Þ

where U is an objective function that encodes the design specifications. Here, we
use minimax objective function [2] that determines the maximum violation of the
design requirements imposed on S-parameters over frequency bands of interest.

3.1 Algorithm

The optimization algorithm is illustrated by a diagram in Fig. 9, and can be
described as follows:

1. Set i = 0 and the initial point x ið Þ ¼ xinit;
2. Evaluate Rf xðiÞ

� �
;

3. Calibrate the surrogate model by adjusting the tuning parameters t(i) = arg
min t : Rf xðiÞ

� ��Rs xðiÞ; t
� ��� ��	 


;

4. Obtain the new design by optimizing the surrogate model x(i+1) = arg

min x; x�xðiÞ
�� ���� ��� d ið Þ : U Rs x; tðiÞ

� �� �n o
;

5. Evaluate the fine model Rf xðiþ1Þ� �
;

6. If the termination conditions are not satisfied, set i = i + 1 and go to step 3; else
END.

In Step 3, the parameter extraction procedure is executed that identifies the
values of the tuning parameters t so that the surrogate model becomes as good
representation of the fine model at the current iteration point x(i). As indicated in
Step 4, the surrogate model optimization is embedded in the trust region (TR)
framework [6] to improve convergence properties of the algorithm; δ(i) is the TR
radius updated in each iteration using conventional rules [6]. The procedure is
terminated if the goals are satisfied or if the predefined number of iteration
exceeded.

4 Illustration Examples

In this section, we illustrate the design methodology introduced in this Sect. 3 using
two examples of E-plane filters of the second- and the fourth order.
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4.1 Example 1: 2nd-Order Filter with Two EPS

The models and the optimization algorithm were tested on a 2nd-order inline
extracted pole bandpass filter with two symmetric EPS connected in series through
a septum. Figure 10 presents the configuration of the E-plane insert for the filter.
The design parameters are x = [H1 H2 Lsept1 Lsept2 Lsept3 Lwg1 Lwg2]

T. Width of the
fins is fixed to W = 2 mm. The waveguide parameters are: width Wwg = 22.86 mm,
height Hwg = 10.16 mm and εr = 1.00059; they remain constant throughout the
entire optimization procedure. The corresponding specifications of the filter are
given as follows: |S11| ≤ –20 dB for 9.92 GHz ≤ f ≤ 10.08 GHz, and |S21| ≤ –40 dB
for 10.9 GHz ≤ f ≤ 12.2 GHz.

Fig. 9 Optimization flow
diagram
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The initial design parameters xinit = [6 5.5 1.5 6.5 2 1.5 3]T mm are found by the
generalized coupling coefficients extraction technique [7], which is helpful at
attaining a good initial design.

The tuning parameters t = [k1 k2 k3 k4 c1 c2 c3 c4 c5 c6]
T are obtained by fitting

absolute values of the S-parameters by the least square criterion. Quality of
extraction of the tuning parameters is crucial for the success of the procedure, as
discrepancy between Rs (xinit, t(0)) and Rs (xinit, 0) is rather considerable, as illus-
trated in Fig. 11. On the other hand, the response Rs (xinit, t(0)) of the corrected
surrogate is virtually indistinguishable from Rf (xinit), which indicates that the
circuit model developed in Sect. 2 is a suitable tool to conduct space mapping
optimization of the extracted pole filter.

Fig. 10 Configuration of the
E-plane insert for the 2nd-
order filter
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Figure 12 shows the optimal response Rf (xopt) compared to the initial Rf (xinit),
where xopt = [6.09 5.45 1.71 6.42 2.09 1.42 2.77]T mm. The optimum has been
obtained for 6 iterations and 9 evaluations of the fine model.

4.2 Example 2: 4th-Order Filter with Three EPS

A 4th-order inline extracted pole bandpass filters with three EPS, one of which
produces two poles and a zero [8], is chosen as another test example. Configuration
of the E-plane waveguide insert implementing the filter is shown in Fig. 13. The filter
contains three symmetric EPS: the two standard ones, as considered in Sect. 4.1, are
directly coupled to input and output through a septum, while the dual-mode EPS is
located between them. All the EPS are connected in series by means of septa.

The design parameters are x = [H1 H2 H3 Lsept1 Lsept2 Lsept3 Lsept4 Lwg1 Lwg2 Lwg3
W2]

T. Widths of the first and third fins are fixed to W1 = W3 = 1.2 mm. The
waveguide parameters are: width Wwg = 22.86 mm, height Hwg = 10.16 mm and
εr = 1.00059, and they remain unchanged throughout the optimization.

The corresponding specifications of the filter are given as follows:

• |S11| ≤ –20 dB for 10.925 GHz ≤ f ≤ 11.075 GHz;
• |S21| ≤ –60 dB for 10.58 GHz ≤ f ≤ 10.62 GHz;
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Fig. 12 Initial and optimized responses of the 2nd-order filter
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• |S21| ≤ –60 dB for 11.38 GHz ≤ f ≤ 11.42 GHz;
• |S21| ≤ –70 dB for 11.68 GHz ≤ f ≤ 11.72 GHz.

The initial design parameters xinit = [6.1 7.9 5.85 1.1 10.5 10.2 1.4 0.8 12.5 1.1
3.5]T mm are found by the generalized coupling coefficients extraction technique
[7] and further tuning.

The tuning parameters t = [k1 k2 k3 k4 k5 k6 c1 c2 c3 c4 c5 c6 c7 c8 c9 Ladd]
T are

obtained by fitting absolute values of the S-parameters by the least square criterion.
Here, an additional waveguide section Ladd has been added in series to Lwg2 as a
tuning parameter in order to improve the coarse model Rs (xinit, t(0)) and enable
fitting of the fine model response Rf (xinit) with sufficient accuracy.

Fig. 13 Configuration of the E-plane insert for the 4th-order filter
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The optimized design has been obtained in 9 space mapping iterations with 14
evaluations of the fine model. The optimal response Rf (xopt) compared to the initial
Rf (xinit), where xopt = [6.05 7.89 5.80 1.19 10.31 10.39 1.29 0.74 12.30 1.26 3.60]T

mm, is shown in Fig. 14.

5 Conclusions

A design procedure for inline E-plane waveguide extracted pole filters that includes
surrogate modeling technique of this type of structures has been presented. The
solution contains novel circuit models for septa, resonating fins and coupling effects
between them, and enables use of surrogate-based optimization for this class of
filters. Two design examples of a 2nd-order filter with 2 EPS and a 4th-order filter
with 3 EPS connected in series have been demonstrated using implicit space
mapping as an optimization engine. The optimum designs have been obtained at the
cost of a few EM simulations of the filter structure.
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Decomposition and Space Mapping
for Reduced-Cost Modeling
of Waveguide Filters

Slawomir Koziel, Stanislav Ogurtsov and Leifur Leifsson

Abstract In this work, we present a technique for low-cost surrogate modeling of
waveguide filters. The proposed methodology is based on the decomposition of the
filter structure. Some of the decomposed parts are modeled using response surface
approximations (RSAs). The RSA models are subsequently combined with ana-
lytical models of the waveguide sections to form an initial filter surrogate. As a result
of electromagnetic couplings between the decomposed parts, which are not
accounted for by the initial surrogate, its accuracy is limited. This misalignment is
reduced by applying space mapping at the level of the complete filter structure.
Decomposition approach allows us to greatly reduce the computational cost of
creating the surrogate because the time required to simulate the structure in parts is
much lower than the time for simulating the entire filter. Moreover, the number of
parameters describing each part is lower than for the entire filter. The presented
technique is demonstrated using two test cases. Application examples are also given.

Keywords Computer-aided design � Electromagnetic simulation � Surrogate
modeling � Waveguide filters � Decomposition � Space mapping

1 Introduction

High-fidelity electromagnetic (EM) simulation offers an accurate but—at the same
time—a computationally intensive way of evaluating microwave structures. It is
often advantageous to replace EM models by computationally cheap surrogates
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in situations that require numerous evaluations of a structure of interest, such as
parametric design optimization or yield-driven design.

A number of distinct methodologies allowing for building low-cost surrogates
have been proposed in the literature. These include function approximation models
such as artificial neural networks (ANNs) [6, 13], fuzzy systems [10], multidi-
mensional Cauchy approximation [14], radial basis function interpolation [12],
kriging [12], or support vector regression (SVR) [15]. All of these methods,
unfortunately, require large amounts of training data obtained through numerous
EM simulations and suffer from the so-called curse of dimensionality, i.e., the
number of training samples necessary to ensure given accuracy grows exponentially
with the number of designable parameters. This is a problem when the surrogate is
to be created for a one-time design of a given structure.

More recent approaches exploit physics-based models. Methods such as space
mapping (SM) [1, 2] or shape-preserving response prediction (SPRP) [7], construct
the surrogate by aligning the underlying low-fidelity model (e.g., a circuit equivalent
or a coarse-mesh EM simulation) to the high-fidelity EM-simulation data at a limited
number of training points. By utilizing the knowledge embedded in the low-fidelity
model, physics-based surrogates can be more efficient. The low-fidelity model itself
has to be sufficiently reliable and fast to ensure accuracy and computational efficiency.

In the particular case of waveguide filters, a possible modeling approach is by
using decomposition [3], where the structure is split into smaller sections, each one
modeled separately, and then combined into a surrogate using wave transfer
matrices of each section computed from S-parameters evaluated with the dominant
mode excitation. One of the problems here is that this straightforward decompo-
sition neglects possible EM interactions between the sections through the higher
order modes, which might result in reduced accuracy of the surrogate. Taking into
account interactions though the higher order modes [11] slows down the evaluation
of the filter response. Furthermore, accuracy of S-parameters below cut-off evalu-
ated with a coarse discretization at different points of the modeling space needs a
special investigation.

In this work, we develop a decomposition-based modeling procedure that uses
space mapping as a way of correcting the initial surrogate model. The decomposed
parts are modeled by kriging interpolation [8] (iris discontinuities) as well as ana-
lytical formulas (waveguide sections). The resulting surrogate model is very fast,
reliable, and created at a low computational cost. We demonstrate the accuracy of the
proposed technique, as well as emphasize the importance of space mapping correc-
tion, using two filter examples. Applications for filter optimization are also discussed.

2 Modeling Using Decomposition and Space Mapping

We describe the proposed modeling procedure in this section. The main compo-
nents are: (i) structure decomposition, (ii) local response surface approximation
models, and (iii) space mapping correction.
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2.1 Formulation of the Surrogate Modeling Problem

Let Rf : X → Rm, X ⊆ Rn denote the response vector of the microwave device under
consideration (fine model). For example, Rf (x) may represent |S21| at m chosen
frequencies, ω1 to ωm. The task is to build a surrogate model Rs of Rf so that the
matching between the two models is as good as possible in the region of interest
XR ⊆ X. Typically, XR is an n-dimensional interval in Rn with center at the reference
point x0 = [x0.1 … x0.n]

T∈ Rn and size δ = [δ1 … δn] [1].

2.2 Filter Modeling Using Decomposition

Our modeling technique exploits decomposition and kriging surrogates. It is
explained here with a waveguide band-pass filter example [5], shown in Fig. 1a,
with 11 design parameters, x = [z1 ux1 ux2 uy1 uy2 sx1 sx2 sy1 sy2 zt1 zt2]

T.
The first step of the procedure is to decompose the filter into smaller parts as

shown in Fig. 1b through 1d. It is assumed that interactions via the dominant mode
of the waveguide have a major contribution on the filter response. This assumption
can be verified by comparing the reconstructed response with the response com-
puted for the whole filter at test points of the modeling space. In the case of
misalignment of the two responses, e.g., due to interactions via the higher order
modes, a correction described in Sect. 2.3 is applied. For every part, a separate RSA
model is created using kriging interpolation [8]. Because each subpart of the filter in
Fig. 1 has up to five parameters, the number of training points necessary to set up
the RSA surrogate is substantially smaller than for the entire filter. Also, the total
simulation time of all the subparts, Fig. 1b and d is lower than the simulation time
of the entire structure, Fig. 1a. Furthermore, the evaluation of the waveguide section
of Fig. 1c described analytically is negligible even for the all simulation bandwidth.
The initial RSA surrogate of the entire structure Rsd is obtained by combining all
models of the parts as shown in Fig. 1e by cascading the wave-amplitude trans-
mission matrices.

2.3 Space Mapping Correction

The initial surrogate model Rsd created as described in Sect. 2.2 has to be corrected
because EM interactions between the decomposed parts are not taken into account.
Here, we use space mapping (SM) [2] as a correction method. SM aims at reducing
the misalignment between Rsd and the high-fidelity model at selected designs. Let
XSM = {xsm

1 , xsm
2 , …, xsm

K } be the base set, such that the high-fidelity model response
is known at all points xsm

j , j = 1, 2, …, K. The final surrogate Rs is defined as
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Fig. 1 Modeling with decomposition and kriging interpolation: a example filter and decompo-
sition boundaries; b EM models of the first and fifth sections and their kriging models; c analytical
model of the second and fourth sections (uniform waveguides); d EM model of the third section
and its kriging model; e complete initial surrogate Rsd
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Rs xð Þ ¼ Rsd:f B � xþ cð Þ ð1Þ

where

½B; c� ¼ argmin
½b;c�

XK

k¼1
jjRf ðxksmÞ � Rsd:f ðb � xksm þ cÞjj ð2Þ

and Rsd.f is a frequency-scaled Rs.
Frequency scaling is implemented in the following way. As Rs is an evaluation of

the filter structure at a discrete set of frequencies (e.g., S-parameters vs. frequency),
we use the notation Rsd (x) = [Rsd(x,ω1) … Rsd (x,ωm)]

T. A frequency scaling of the
form F(ω) = f0 + f1·ω is utilized here, where the parameters f0 and f1 are obtained in
the parameter extraction process similar to (2). The Rsd data at frequencies f0 + f1·ωk,
k = 1, …, m, is obtained by interpolating the data pairs {ωj,Rsd.j}.

3 Verification Examples

In this section, we apply the procedure described in Sect. 2 to create the surrogate
models of two examples of waveguide filters, a coupled-iris filter and a fifth-order
Chebyshev bandpass filter.

3.1 Coupled Iris Waveguide Filter (Filter 1)

Consider the coupled iris filter [5] shown in Fig. 1a. The modeling/design variables
are x = [z1 ux1 ux2 uy1 uy2 sx1 sx2 sy1 sy2 zt1 zt2]

T, where z1 is for the length of the
waveguide sections; ux1 ux2 uy1 uy2 are the aperture dimensions; sx1 sx2 sy1 sy2 are
the offsets of the apertures, namely, from the walls for the first three as shown in
Fig. 1 and the fourth one is the offset from the half height of the central iris; zt1 zt2
are the iris thicknesses. Apertures of the first and last irises, Fig. 1b are symmet-
rically located.

All EM models are evaluated using the CST MWS frequency domain solver with
adaptive frequency sweep over the simulation bandwidth [4]. Response of the EM
model of the first iris (4,600 tetrahedrons on a nominal design after adaptive meshing)
is simulated in 18 s. The central section (6,250 tetrahedrons) is simulated in 20 s. The
high-fidelity model of the whole filter (60,880 tetrahedrons) is simulated in 5 min.

The RSA surrogate of the filter is created with the procedure described in Sect. 2.
Responses of the surrogate at selected test point are shown in Fig. 2. The impact of
the higher order modes is visible in Fig. 2 as a discrepancy between the surrogate
and the high-fidelity model. Notice that this discrepancy is removed from the
surrogate using the SM correction as illustrated in Fig. 3. The total CPU cost of
creating the surrogate (only *51 × Rf) is given with Table 1.
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The use of the corrected surrogate for filter optimization is shown with appli-
cation examples in Sect. 4.

3.2 Fifth-Order Chebyshev Bandpass Waveguide Filter
(Filter 2)

Consider an X-band waveguide filter with nonsymmetrical irises [9] which shown
in Fig. 4. The modeling/design variables are x = [z1 z2 z3 d1 d2 d3 t1 t2 t3]

T. Notice
the symmetry of the filter so that only one EM model is needed to build the iris
surrogates. Responses at selected test points are shown in Fig. 5 for the initial
surrogate and in Fig. 6 for the corrected one. The cost of creating the surro-
gate, * 20 × Rf, is given in Table 2. The EM models are simulated using the CST
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Fig. 2 Filter 1: responses of
the high-fidelity model (—)
and the decomposition
surrogate (before SM
correction) (o) at the selected
test points: a |S11|, b |S21|
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MWS frequency domain solver [4]. The EM model of the single iris (3,711 tet-
rahedrons on a nominal design after adaptive meshing) is simulated in 5 s. The
high-fidelity model of the entire filter (136,984 tetrahedrons) is simulated in 8 min.
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Fig. 3 Filter 1: responses of
the high-fidelity model (—)
and the decomposition
surrogate (after SM
correction) (o) at the selected
test points: a |S11|, b |S21|

Table 1 Filter 1: modeling cost

Modeling stage Number of model
evaluations

CPU cost

Absolute
(min)

Relative to Rf
a

RSA model of Section I 256 × Rc1 76.8 15.4

RSA model of Section II 256 × Rc1 85.3 17.1

Space mapping
correction

19 × Rf 95.0 19.0

Total cost N/A 257.1 51.5
a Equivalent number of Rf evaluations
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4 Application Examples

In this section, we present applications of the decomposition-based surrogate
models for filter optimization.

4.1 Optimization of Filter 1

The filter is optimized for the following set of design specifications:

• |S11| ≤ –20 dB for 14.85 GHz to 15.15 GHz,
• |S11| ≥ –1 dB for 13.0 GHz to 14.4 GHz,
• |S11| ≥ –1 dB for 15.6 GHz to 16.5 GHz, and
• |S21| ≥ –1 dB for 14.85 GHz to 15.15 GHz.

Initial design is the center of the region of validity x(0) = [12 4.65 5 1.5 2 0.375
0.6 0.25 0.25]T mm. Final design obtained by optimizing the surrogate model
obtained in Sect. 3.1 is x* = [11.2 5.23 6.106 2.500 1.014 0.298 0.151 0.358
0.234]T mm. The responses of the high-fidelity model at the initial and at the final
designs are shown in Fig. 7. The optimized response indicates that the surrogate
model is sufficiently accurate to be used for optimizing the filter geometry
parameters.
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Fig. 4 Fifth order waveguide band-pass filter (Filter 2)
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4.2 Optimization of Filter 2

The filter is optimized for the following set of design specifications:

• |S11| ≤ –24 dB for 10.6 GHz to 11.4 GHz,
• |S11| ≥ –1 dB for 9.5 GHz to 10.3 GHz,
• |S11| ≥ –1 dB and for 11.7 GHz to 12.5 GHz,
• |S21| ≥ –1 dB for 10.6 GHz to 11.4 GHz.

Initial design is the center of the region of validity x(0) = [14.25 14.25 14.25 11.5
11.5 11.5 3 3 3]T mm. Final design obtained by optimizing the surrogate is
x* = [12.11 14.36 14.87 14.01 11.55 10.58 1.686 3.036 2.317]T mm. The responses
of the high-fidelity model at the initial and at the final designs are shown in Fig. 8.
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Fig. 5 Filter 2: responses of
the high-fidelity model (—)
and the decomposition
surrogate (before SM
correction) (o) at the selected
test points: a |S11|, b |S21|
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Fig. 6 Filter 2: responses of
the high-fidelity model (—)
and the decomposition
surrogate (after SM
correction) (o) at the selected
test points: a |S11|, b |S21|

Table 2 Filter 2: modeling cost

Modeling stage Number of model
evaluations

CPU cost

Absolute
(min)

Relative to Rf
a

RSA model of Section I 100 × Rc1 8.3 1.0

Space mapping correction 19 × Rf 152 19.0

Total cost N/A 160 20
a Equivalent number of Rf evaluations
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5 Conclusions

Surrogate modeling of microwave filters using decomposition, response surface
approximations and space mapping has been presented. The proposed approach
allows for accurate modeling of filter S-parameters at a low computational cost. As
demonstrated through examples, the space-mapped decomposition surrogates can
be successfully used for filter design.
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Quasi-Monte Carlo and RBF
Metamodeling for Quantile Estimation
in River Bed Morphodynamics

Tanja Clees, Igor Nikitin, Lialia Nikitina and Sabine Pott

Abstract Four generic methods for quantile estimation have been compared:
Monte Carlo (MC), Monte Carlo with Harrel-Davis weighting (WMC), quasi-
Monte Carlo with Sobol sequence (QMC) and quasi-random splines (QRS). The
methods are combined with RBF metamodel and applied to the analysis of mor-
phodynamic—hydrodynamic simulations of the river bed evolution. The following
results have been obtained. Harrel-Davis weighting gives a moderate 10–20 %
improvement of precision at small number of samples N * 100. Quasi-Monte
Carlo methods provide significant improvement of quantile precision, e.g. the
number of function evaluations necessary to achieve rms * 10−4 precision is
reduced from 1,000,000 for MC to 100,000 for QMC and to 6,000 for QRS. On the
other hand, RBF metamodeling of bulky data allows to speed up the computation of
one complete result in the considered problem from 45 min (on 32CPU) to 20 s (on
1CPU), providing rapid quantile estimation for the whole set of bulky data.

Keywords Stochastic analysis � Response surfaces � Fluid dynamics simulation

1 Introduction

The large impact of civil water engineering to nature and society imposes high
requirements for the precision of numerical simulations used in planning and
evaluation of river engineering concepts. In particular, coupled morphodynamic—
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hydrodynamic simulation uses models of river bed evolution possessing uncertain
parameters. The sources of uncertainty can be the natural variability, the deficient
description of the physical processes in the model and the imprecision of the model
parameters. The propagation of these uncertainties to the variance of the model
result can be quantified with the aid of stochastic analysis. Precise evaluation of
stochastic characteristics normally requires a huge amount of samples, which can be
provided by surrogate-based modeling of simulation results. In this paper we
present our advances in quantile estimation of morphodynamic simulations of river
bed evolution. We use metamodeling of bulky simulation results with radial
basis functions (RBF), quasi-Monte Carlo sampling (QMC) and efficient quantile
estimator (QE). Four different quantile estimators have been tested. A realistic
application case is used to demonstrate the efficiency of the approach.

Numerical simulations define a mapping y = f(x): Rn → Rm from an n-
dimensional space of simulation parameters to an m-dimensional space of simu-
lation results. In morphodynamic simulation the dimensionality of simulation
parameters x is moderate (n * 10–30), while simulation results y are dynamical
fields sampled on a large grid, typically containing *105 nodes and *10 time
steps, resulting in values of m * 106. High computational complexity of mor-
phodynamic models restricts the number of simulations available for analysis
(typically Nexp < 103), and this number shall be as small as possible. Metamod-
eling is an approximation technique allowing efficient representation of these large
datasets for the purpose of data analysis, robust optimization and real time visu-
alization. The metamodeling naturally involves in the analysis the uncertainties in
optimization variables and other control parameters influencing the simulation.

Metamodeling with radial basis functions (RBF) is a representation of the form

f xð Þ ¼
X

i¼1...Nexp
ciU x� xij jð Þ; ð1Þ

where xi are the points with known function values yi = f(xi). A suitable choice for
the RBF is the multi-quadric function Φ(r) = (b2 + r2)1/2, which provides non-
degeneracy of interpolation matrix Φij = Φ(|xi−xj|) for all finite datasets of distinct
points and all dimensions n [1]. The result can be written in a form of weighted sum
f(x) = ∑iwi(x)yi, with the weights

wi xð Þ ¼
X
j

U�1
ij U jx� xjj

� �
: ð2Þ

RBF interpolation can be extended by adding polynomial terms to (1), allowing
reconstructing exactly polynomial (including linear) dependencies and generally
improving precision of interpolation. Adaptive sampling and hierarchy of meta-
models with appropriate transition rules are used for further precision improvement
[16]. RBF metamodel is directly applicable for interpolation of high dimensional
bulky data, e.g. complete simulation results can be interpolated at a rate linear in the
size of data, and even faster in combination with PCA-based dimensional reduction
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techniques [2]. The precision can be controlled via the cross-validation procedure:
the data point is removed, data are interpolated to this point and compared with the
actual value at this point, which for an RBF metamodel leads to a direct formula [9]:

erri ¼ f interpol xið Þ � factual xið Þ ¼ �ci=ðU�1Þii: ð3Þ

Metamodeling performed at controlled precision can replace simulation results
in computationally intensive procedures, such as optimization and quantile deter-
mination. Various quantile estimators are known [5, 7, 13], all they can profit from
the combination with metamodels. The other approach has been used in [15], where
Monte Carlo method has been combined with Kriging metamodel for setting up
additional simulations, used for corrections of the result. All the above methods
show theoretical convergence rate O(N−1/2) with increasing number of metamodel
evaluations N, making them hardly applicable for analysis of bulky data. The
convergence can be improved by means of quasi-Monte Carlo integration schemes
[11]. The behavior of such quantile estimators at high dimension has not been
studied yet. In this paper we present our recent results in comparing different
quantile estimators and developing their efficient combination with RBF
metamodel.

2 Quantile Estimation

Quantile estimation is determination of quantiles Qp for simulation results: P
(y < Qp) = p, where P is the probability measure and p is a user specified threshold
value. For example, the median corresponds to 50 % of distribution, i.e. P
(y < med) = 0.5; 68 % of distribution is located in the interval [Q0.16,Q0.84], etc.
Several approaches for quantile estimation have been developed. In our previous
paper [3] we have tested sensitivity based methods and Monte Carlo methods
combined with RBF metamodeling. They are briefly described here in Sects. 2.1,
2.2. In Sects. 2.3–2.5 we present further improvements of the methods.

2.1 Sensitivity Based

1st order approximation, applicable for a linear mapping y = f(x) and a normal
distribution of simulation parameters, with x0 = <x > a mean value of x and
(covx)ij = <dxidxj> a covariance matrix of x and dx = x−x0. In this case, y is also
normally distributed with mean value y0 = <y>=med(y) = f(x0) and covariance
matrix covy = J covx JT, where Jij = ∂fi/∂xj is the Jacobian matrix of f(x). The
diagonal part of covy gives standard deviations σy

2 directly defining Qp(y), e.g.
Qp(68 %) = <y> ±σy, Qp(99.7 %) = <y> ±3σy. A finite difference scheme used to
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compute the Jacobian matrix of f(x) requires Nexp = O(n) simulations, e.g. 2n for
central difference scheme plus one experiment at x0, Nexp = 2n + 1. The algorithm
has a computational complexity O(nm) and can be implemented efficiently since
data from Nexp open data streams can be read and processed simultaneously for
writing quantiles to a single output data stream. In this way, memory requirements
can be minimized, and parallelization can be done in a straightforward manner.

2nd order approximation applies correction associated with Hesse matrix Hi
jk ¼

o2f i=oxjoxk: In particular, the average of this correction <Hjkdxjdxk>=Tr(Hcovx)
can be directly used e.g. as robustness measure in optimization, distinguishing
sensitive maximum (large H) from a wide one (small H) being viewed in com-
parison with the size of scatter (measured by covx). Also higher order moments as <
(ymax−y)

2> can be directly computed, as well as cumulative distribution function
CDF(f) = P(y < f) and all quantiles. The method requires the full Hesse matrix,
which needs Nexp = O(n2) simulations. Practically, the usability of 2nd order
method is limited, because strongly non-linear functions can involve higher order
terms and because distributions of simulation parameters can strongly deviate from
normal ones.

2.2 Monte Carlo

Monte Carlo methods can be applied for generic non-linear mapping f(x) and
arbitrary distribution ρ(x), to estimate the probability PN(y < Qp) = num.of
(yn < Qp)/N for a finite sample {y1,…,yN}. By the central limit theorem, the error of
such estimation errN = FN−F at large N is distributed normally with zero mean and
standard deviation σ * (F(1−F)/N)1/2. The algorithm of quantile estimation per-
forms sorting of m samples {y1,…,yN} in ascending order and selecting of k-th item
in every sample with k = [(N−1)p + 1] as a representative for Qp. The algorithm
possesses a computational complexity of O(mN log N) and can be efficiently
implemented using data stream operations similar to the sensitivity based methods.

The standard lower/upper quantiles are defined from a condition that a given
portion α of the distribution is located in the interval [Qmin,Qmax):

P y\Qminð Þ ¼ ð1� aÞ=2; Pðy�QmaxÞ ¼ ð1� aÞ=2; PðQmin� y\QmaxÞ ¼ a

ð4Þ

For interpretation of the results it is convenient to define deviations subtracting
from the upper/lower quantiles the median value:

dQmin ¼ med� Qmin; dQmax ¼ Qmax �med ð5Þ

The choice of median as a central value has an advantage that in this definition
both deviations are positive: dQmin > 0, dQmax > 0. In other definitions, e.g.
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subtracting a mean value, for strongly distorted distributions one of two deviations
can become negative.

RBF metamodel can represent the mapping f(x) in this method, reducing the
number of required simulations. While the metamodel can be constructed with a
moderate number of simulations, e.g. Nexp*100, determination of Qp can be done
with N � Nexp. Algorithmically, it consists in precomputation of RBF weight
matrix wik = wi(xsk) and its multiplication with the data matrix ydi, comprising O
(m N Nexp) operations. Effort for the latter usually prevails over O(m N log N)
operations needed for sorting the interpolated samples. Here xsk, k = 1…N are
sample points, xj, j = 1..Nexp are simulation points, and the data matrix ydi stores
the whole simulation result of size m per every experiment i = 1..Nexp, d = 1..m.

2.3 Weighted Monte Carlo

Harell and Davis [5] propose to use a weighted sum of order statistics to improve
the precision of quantile estimation: Qp = ∑i=1

N ωi y(i). Here y(i) denote i-th point in
sample sorted in ascending order and the weights ωi are defined in terms of
incomplete beta function Ix(a,b):

xi ¼ Ii=N p Nþ 1ð Þ; 1� pð Þ Nþ 1ð Þð Þ� I i�1ð Þ=N p Nþ 1ð Þ; 1� pð Þ Nþ 1ð Þð Þ: ð6Þ

2.4 Quasi-Monte Carlo

Low-discrepancy sequences, such as [14, 4] etc., can be used to improve the
precision of quantile estimation. It is well known [10] that numerical integration of
smooth functions by Monte Carlo method can profit essentially from the usage of
low-discrepancy sequences, providing an approximation error of O(N−1 logn N).
Here N is the number of points in sample and n is the dimension of parameter
space. The problem of quantile determination is related with integration of non-
smooth functions. Indeed, quantile can be found by inverting cumulative distri-
bution function, which can be expressed as

CDF yð Þ ¼
Z

dnxq xð Þh y� f xð Þð Þ: ð7Þ

Here θ(t) = {1,t ≥ 0; 0,t < 0} is Heaviside step function. For discontinuous
functions quasi-Monte Carlo has a weaker performance [10]. In particular, the error
of integration of theta-function can be estimated as O(N−1/2−1/(2n)).
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2.5 Quasi-Random Splines

Here we propose a version of QMC integration method, where n−1 variables are
generated as quasi-random points, while the dependence of the function f(x) on the
remaining 1 variable is represented by a cubic spline. In this paper we will con-
centrate on practically important special case, when the dependence on the
remaining variable is monotonous and can be unambiguously inverted. In this case
an isosurface f(x1, x2…xn) = y can be represented as a graph of a function
x1 = f−1(y, x2…xn). In practically relevant cases this function turns out to be
sufficiently smooth and integration over x2…xn variables by QMC method provides
the desired convergence O(N−1 logn−1 N).

In details, the following construction is used. At first, a transformation x → u to
new variables possessing uniform probability distribution ρ(u) = 1 is performed. In
the case of independent random variables, i.e. when the original distribution is
composed as a product ρ(x) = ρ1(x1)…ρn(xn), the cumulative distribution functions
of the input variables give the desired transformation: ui = CDFi(xi). The integral is
now transformed to

CDF yð Þ ¼
Z

dnuh y� f uð Þð Þ: ð8Þ

In the case when the function f(u) is monotonous w.r.t. one variable, say u1, a
surface f(u) = y can be re-expressed as a graph of a function u1 = f−1(y, u2…un) and
integration over u1 leads to

CDF yð Þ ¼
Z

du2. . .dunf�1 y; u2. . .unð Þ: ð9Þ

Here the integrand is the function f(u1), inverted at fixed u2…un and extended as
follows: u1 = f−1(y) for f(0) ≤ y≤f(1), 0 for y < f(0), 1 for y > f(1). For definiteness,
we consider the case of monotonously increasing function f(u1), while for
monotonously decreasing function similar formulae can be derived.

The function y = f(u1) can be represented by a cubic spline to speed up the
inversion, avoiding too many computationally intensive function evaluations. For
this purpose u1 is sampled regularly in [0,1] with K points, fk = f(u1k) are evaluated
by call to the metamodel and a sequence (u1k,fk) is interpolated with a cubic spline.
For the monotonous functions one can revert the pairs and use the sequence (fk,u1k)
directly for spline representation of inverse function u1 = f−1(y).

Finally, one introduces a regular sampling yp, p = 1..K in [ymin,ymax], uses the
above constructed splines to find f−1(yp) and QMC averaging to obtain CDF(yp).

The QRS algorithm requires NK evaluations of the metamodel, where N is the
number of quasi-random samples. This effort O(NKNexp) prevails over the own
computational complexity of the algorithm O(NK). Processing of bulky data with
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this algorithm can be done straightforwardly by the data stream operations
described above.

The precision of the algorithm is balanced between the quality of spline inter-
polation O(K−4) and the quality of QMC integration, where for sufficiently smooth
integrand O(N−1 logn−1 N) precision is expected.

3 Application Test Case

The methods above have been applied for the analysis of morphodynamic simu-
lations of river bed evolution. A 10 km long stretch of the river Danube including a
270° bend (see Fig. 1) is modeled with the open source software telemac (www.
opentelemacs.org) including the morphodynamic module Sisyphe [17] coupled
with the hydrodynamic module Telemac2D [6]. Nearly 100,000 grid elements were
used for the discretization with mean node distances of about 6 m in the river
channel and up to 30 m at the flood planes. A synthetic hydrograph of 9 days was
simulated including two high flood events. Using 32 processors one simulation run
needed about 45 min. For the analysis 13 simulation parameters have been con-
sidered to be uncertain, from which five most influencing parameters have been
detected. Probability distribution of distorted normal type has been used for mod-
eling (Figs. 2 and 3):

Fig. 1 River Danube model
area in morphodynamic
simulation application case
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q xð Þ � expð� x� x0ð Þ2=2r�Þ; x\x0; q xð Þ � expð� x� x0ð Þ2=2rþÞ; x� x0

ð10Þ

Detailed description of simulation parameters can be found in [3, 8, 12].
For the application of quantile estimators, RBF metamodel has been constructed

on 151 experiments for variation of five most influencing parameters (n = 5). The
typical result of determined quantiles is shown on Fig. 4. The asymmetry of the
distribution is clearly visible at the closeups. In particular, for a probe point indi-
cated by a white circle at the closeups: dQmin = 0.48 m, dQmax = 0.25 m. Figure 5
shows the cumulative distribution function (CDF) and probability distribution
function (PDF) for the probe point. These plots also show significant asymmetry of
the distribution. The asymmetry of the output distribution is related with the
asymmetry of the input distribution, as well as with non-linear effects, which
deform symmetric input distributions to asymmetric ones. The central limit theorem
acts in opposite direction, trying to combine a set of input distributions, indepen-
dently on their shape, to a normal one.

On Fig. 6 different methods for quantile determination are compared: MC—
Monte Carlo based on a standard pseudo-random sequence, WMC—Monte Carlo
with Harrel-Davis weights, QMC—quasi-Monte Carlo based on Sobol sequence,
WQMC—quasi-Monte Carlo with Harrel-Davis weights. For this comparison the
quantiles are estimated for the evolution criterion at the last timestep in the probe
point. The estimation on Figs. 6, 7 is done for the median (p = 0.5), while the other

Fig. 2 Quantile estimation (QE) by means of Monte Carlo method. Either evaluation of
simulation runs directly (sim) or of a constructed metamodel (MM) is used for quantile
computation. For its construction, the metamodel requires a restricted set (*150) of simulations.
Employing a metamodel allows significant speedup over a direct Monte Carlo method

Fig. 3 Examples of random sequences in dimension n = 2, standard pseudo-random on the left,
Sobol quasi-random on the right. Quasi-random sequences provide more regular, gap-free
sampling of design space
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quantiles show similar behavior. The root mean square error (rms) of the
determined quantile is computed on 100 trials. The dependence on the sample
length N is tracked in the range N = 10…100,000. Harrel-Davis weighting gives
an improvement at small N, particularly near N * 100 the improvement is 10 %
for MC and 20 % for QMC. For comparison, [5] report improvements of 5–10 %
for MC, obtained in the tests on model functions at N = 60 [11] show the
improvements of 10–40 % for MC achieved at N = 100 for other model functions.
Further, with increasing N, the effect of Harrel-Davis weighting becomes smaller.
The observed asymptotic performance of the methods rms(MC) * N−0.5, rms
(QMC) * N−0.6 coincides with their estimations from Sect. 2: rms(MC) * N−1/2,
rms(QMC) * N−1/2−1/(2n) at n = 5.

Fig. 4 Quantiles of the resulting distribution for the river bed evolution, ranging from 0 m (blue)
to 0.5 m (red), at the last time step. Left dQmin(99.7 %), right dQmax(99.7 %), bottom
corresponding closeups, white circle indicates location of probe point

Fig. 5 Asymmetry of the resulting distribution for the river bed evolution in the probe point. Left
CDF, right PDF
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For the application of QRS method we have tested that criterion “evolution” is a
monotonously decreasing function of parameter x2 “coefficient for slope effect”.
The test has been done by numerical evaluation of derivative ∂f/∂x2 in 107 ran-
domly selected points.

Figure 7 compares the convergence of QMC and QRS methods. As expected,
QRS method provides the asymptotic performance rms(QRS) * N−1 logn−1 N, in
particular, rms(QRS) can be well fitted by the dependence c1N

−1log4N + c2N
−1.

The tests of QRS method with three different K = 5,11,21 have been performed.
Smaller K require less metamodel evaluations, larger K correspond to better pre-
cision of spline interpolation. Figure 8 shows the bias between the median com-
puted by the current and the best method (QRS K = 21 N = 105). Saturation of the
dependence corresponds to the quality balance between spline interpolation and
QMC integration.

Fig. 6 Convergence of
different methods for quantile
estimation

Fig. 7 Convergence of
different methods for quantile
estimation (cont’d)
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4 Conclusions

Four generic methods for quantile estimation have been presented: Monte Carlo
(MC), Monte Carlo with Harrel-Davis weighting (WMC), quasi-Monte Carlo with
Sobol sequence (QMC) and quasi-random splines (QRS). The methods are com-
bined with RBF metamodel and applied to the analysis of morphodynamic—
hydrodynamic simulations of the river bed evolution. The comparison of the
methods shows the following. Harrel-Davis weighting gives a moderate 10–20 %
improvement of precision at small number of samples N*100. Quasi-Monte Carlo
methods provide significant improvement of quantile precision, e.g. the number of
function evaluations necessary to achieve rms*10−4 precision is reduced from
1,000,000 for MC to 100,000 for QMC and to 6,000 for QRS. On the other hand,
RBF metamodeling of bulky data allows to speed up the computation of one
complete result in the considered problem from 45 min (on 32CPU) to 20 s (on
1CPU), providing rapid quantile estimation for the whole set of bulky data.

Our further plans include the extension of QRS method for non-monotonous
functions. In particular, a reconstruction of probability distribution in terms of
moments possesses smooth integrands more suitable for QMC method.
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Fig. 8 Bias of median for
QRS method
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Multi-objective Optimization by Using
Modified PSO Algorithm for Axial Flow
Pump Impeller

H.S. Park and Fu-qing Miao

Abstract Axial flow pumps are one type of blade pump with great flux, lower
head, highly fluids flow. This type of pump can be used in agriculture, irrigation
and massive water project widely. Impellers are the main and highly sensitive part
of the pumps which performs the function by transferring energy to the fluid there
by increasing pressure and velocity. In axial flow pump design process, in order to
get high performance pump, designers usually try to increase the efficiency (η) and
decrease the required net positive suction head (NPSHr) simultaneously. In this
paper, multi-objective optimization of axial flow pump based on modified Particle
Swarm Optimization (MPSO) is performed. At first, the NPSHr and η in a set of
axial flow pump are numerically investigated using commercial software ANSYS
with the design variables concerning hub angle βh, chord angle βc, cascade solidity
of chord σc, maximum thickness of blade H. And then, using the Group Method of
Data Handling (GMDH) type neural networks in commercial software DTREG, the
corresponding polynomial representation for NPSHr and η with respect to design
variables are obtained. Finally, multi objective optimization based on modified
Particle Swarm Optimization (MPSO) approach is used for Pareto based optimi-
zation. The result shows that an optimal solution of the axial flow pump impeller
was obtained: NPSHr was decreased by 11.68 % and efficiency was increased by
4.24 % simultaneously. It means by using this method, better performance pump
with higher efficiency and lower NPSHr can be got and this optimization is feasible.
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1 Introduction

Axial flow pumps are huge consumers of energy in various industries. This kind of
blade pumps has characters of great flux, lower head, and high fluids flow. Because
of its broad use in agriculture, irrigation and massive water project, so many
researchers pay attention to the area of axial flow pump design [1]. So it is essential
to improve the efficiency of such equipment through the design optimization.
Optimization of axial flow pump is a multi-objective optimization problem rather
than a single objective optimization problem that has been considered so far in the
literature. Luo et al. [14] investigated an multi-object optimum design for hydraulic
turbine guide vane based on NSGA-II algorithm. They tried to minimize the loss of
total pressure and maximize the minimal pressure in guide vane. Finally, for the
optimized guide vanes, the loss was reduced, and the cavitations performance was
improved. Zhang et al. [20] presented a multi-objective shape optimization of
helico-axial multiphase pump impeller based on NSGA-II and ANN. They tried to
maximum the pressure rise and pump efficiency. After the optimization using
NSGA-II multi-objective genetic algorithm, the five stages of optimized compres-
sion cells were manufactured and applied in experiment test. The result shows that
the pump pressure rise and the pump efficiency have increased which indicated that
the method is feasible.

NPSHr and efficiency in axial flow pumps are important objective functions to
be optimized simultaneously in a real world complex multi-objective optimization
problem. These objective functions are either obtained from experiments or com-
puted using very timely and high cost CFD approaches, which cannot be used in an
iterative optimization task unless a simple but effective meta-model is constructed
over the response surface from numerical or experimental data [18]. Therefore,
modelling and optimization of the parameters is applied in this paper by using
GMDH-type neural networks and modified multi-objective Particle Swarm Opti-
mization in order to minimize the NPSHr and maximize the efficiency of the pumps
simultaneously.

In this paper, pump NPSHr and efficiency are numerically investigated using
commercial software ANSYS. Then based on the numerical results of geometrical
parameters and pump two objective functions, GMDH neural networks are applied
in commercial software DTREG in order to obtain polynomial models of NPSHr
and efficiency. The obtained simple polynomial models are then used in a Pareto
based modified multi-objective PSO optimization approach to find the best possible
combinations of NPSHr and efficiency, known as Pareto front.
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2 Definition of Variables and CFD Simulation of Axial
Flow Pump

2.1 Definition of Objective Functions

As present in Sect. 1, both the NPSHr and efficiency in axial flow pump are
important objective functions to be optimized simultaneously. The efficiency of a
axial flow pump is defined by

g ¼ Pe
P

ð1Þ

where Pe is the useful power transferred from pump to the liquid. Pe can be given by

Pe ¼ qgQH ð2Þ

where P is shaft power.
NPSHr means the required net positive suction head which defines the cavitation

characteristic of axial flow pump. It is the energy in the liquid required to overcome
the friction losses the suction nozzle to the eye of the impeller without causing
vaporization [15]. NPSHr varies with design, size, and the operating conditions [2].
It will lead to reduction or stop of the fluid flow and damage the pump with the
increasing of the NPSHr. In the handbook of pump design, the NPSHr can be
calculated with the following formula:

NPSHr ¼ Pin � Pmin

qg
þ v20
2g

ð3Þ

where Pin is the pressure at inlet, Pmin is the minimum pressure at the whole blade
surface which can be obtained from the post processing of ANSYS Fluent software
simulation [6]. q is the density of fluid and v0 is the inlet velocity.

2.2 Definition of Design Variables

The design variables in this paper are hub angle βh, chord angle βc, cascade solidity
of chord σc (σc = l/t), maximum thickness of blade H. There are two sections are
defined in the blades, one on hub and another on shroud as shown in Fig. 1.

So there are four design variables namely: βh, βc, σc and H. The various designs
can be generated and evaluated in ANSYS Fluent by changing the geometrical
independent parameters as shown in Table 1. Consequently, some meta-models can
be optimally constructed using the GMDH type neural networks in commercial
software DTREG, which will be further used in multi-objective Pareto based design
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of axial flow pump using modified PSO method. In this way, 81 various CFD
analyses have been performed.

2.3 Flow Analysis

Because of the incompressible fluid flow, the equations of continuity and balance of
momentum are given as

oVi

oxi
¼ 0 ð4Þ

DVi

Dt
¼ � 1

q
op
oxi

þ m
o2Vi

oxjoxj
� o
oxj

uiuj ð5Þ

Fig. 1 Design variables of
impeller blades

Table 1 Design variables and their range

Design variables Range from Range to Selected values

βh 36° 54° 36°, 45°, 54°

βc 21° 25° 21°, 23°, 25°

σc 0.75 0.85 0.75, 0.80, 0.85

H 7 mm 11 mm 7 mm,9 mm,11 mm
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The physical model that used in the solver is the Reynlds-Averaged Navier-
Stokes equations and the k-ε turbulence models is used [17]. The k-ε equations are
given as

Dk
Dt

¼ o
oxj

Ck

k2

e
þ m

� �
ok
oxi

� �
� uiuj

oVi

oxj
ð6Þ

De
Dt

¼ o
oxj

Ck

k2

e
þ m

� �
oe
oxj

� �
� Ce1

e
k
uiuj

oVi

oxj
� Ce2

e2

k
ð7Þ

For the grid generation, tetragonal, hexagonal mesh type was used in software
ANSYS Gambit 2.4.6. Pump and around of impeller areas used tetragonal mesh,
the other areas were filled with hexagonal mesh [9].

Boundary conditions are as follows: non-slip conditions was applied all around
the walls, mass flow rate at the pumps inlet, static boundary condition is used at the
outlet. The simulation is continued until the solution converged with a total residual
of less than 0.0001 [8].

Operating conditions are shown in the Table 2.
The results of numerical simulation using ANSYS Fluent are shown in Table 3,

moreover a path line and total pressure contour of the simulation are shown in
Figs. 2 and 3. Total 81 CFD simulation results can be used to build the response
surface of both the efficiency and the NPSHr using GMDH type neural networks.
Such meta models can be used for the Pareto based multi-objective optimization of
the axial flow pump using modified PSO method.

3 Meta-models Building Using GMDH-Type Neural
Network

Group Method of Data Handling (GMDH) polynomial neural network are self-
organizing approach by which gradually complicated models are generated based
on the evaluation of their performances on a set of multi input-single output data

Table 2 Operating
conditions in simulation

Parameter Value

Number of blades 4

Fluid temperature 20°C

Liquid density 998 kg/m3

Rotation speed 530 rmp

Mass flow rate 2 m3/s

Pump head 2.3 m
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pairs [12]. GMDH networks were originated in 1968 by Prof Alexey G. Ivakhnenko
who was working at that time on a better prediction of fish population in rivers at
the Institute of Cybernetics in Kyiv (Ukraine). This algorithm can be used to model
complex system without having specific knowledge of the system. The main idea of
GMDH is to build an analytical function in a feed forward network based on a

Table 3 Numerical results of CFD simulation

No. Design Variables Objective

βh (°) βc (°) σc (°) H (mm) NPSHr (m) η (%)

1 36 21 0.75 7 6.5 61.2

2 54 23 0.75 9 7 80.6

3 45 25 0.85 11 7.2 79.4

4 54 21 0.8 11 8.2 78.1

5 36 23 0.75 9 6.2 83.4

6 36 25 0.85 7 7.1 86.4

7 45 21 0.8 9 6.7 80.6

8 45 23 0.85 11 8.4 79.1

9 54 25 0.75 7 8.5 83.4

– – – – – – –

80 54 25 0.85 11 6.5 64.3

81 45 23 0.75 9 7.7 74.1

Fig. 2 Path line of CFD
simulation
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quadratic node transfer function [5] whose coefficients are obtained using regres-
sion technique.

3.1 Structure of a GMDH Network

The meaning of self-organizing means the connections between neurons in the
network are not fixed but rather are selected during training to optimize the net-
work. The number of layer in the network also is selected automatically to produce
maximum accuracy without over fitting.

As shown in Fig. 4, the first layer (at the left) presents one input for each
predictor variable. Every neuron in the second layer draws its inputs from two of
the input variables. The neurons in the third layer draw their inputs from two of the
neurons in the previous layer and this progress through each layer. The final layer
(at the right) draws its two inputs from the previous layer and produces a single
value which is the output of the network [16].

The formal definition of identification problem is to find a function ƒ that can be
approximately used instead of the actual one ƒa. In order to predict output y for a
given input vector X = (x1, x2, x3,…., xn) as close as possible to its actual output ya.
For the given M observation of multi input-single output data pairs, there have

yai ¼ faðxi1; xi2; xi3; . . .; xinÞ ði ¼ 1; 2; . . .;MÞ ð8Þ

For any given input vector X = (x1, x2, x3, …., xn), there have

Fig. 3 Total pressure contour
of CFD simulation
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yi ¼ fðxi1; xi2; xi3; . . .; xinÞ ði ¼ 1; 2; . . .;MÞ ð9Þ

In order to determine the GMDH neural network, the square of difference
between the actual output and the predicted one is minimized, there have

XM
i¼1

f xi1;xi2;xi3; . . .; xin
� �� yai

� 	2 ! min ð10Þ

The most popular base function used in GMDH is the Volterra functional series
in the form of

ya ¼ a0 þ
Xn
i¼1

aixi þ
Xn
i¼1

Xn
j¼1

aijxixj þ
Xn
i¼1

Xn
j¼1

Xn
k¼1

aijkxixjxk þ . . . ð11Þ

where ya is the Kolmogorov-Gabor polynomial [5]. It is use complete quadratic
polynomials of two variables as transfer functions in the neurons. These polyno-
mials can be represented by the form as show below:

y ¼ a0 þ a1xi þ a2xj þ a3xixj þ a4x2i þ a5x2j ð12Þ

3.2 Meta-models Building in DTREG

The input and output data used in such modelling evolve two different data tables
obtained from CFD simulation. Both of the tables consists four variables as inputs
that is βh, βc, σc and H (as shown in Fig. 1) and two outputs that is efficiency η and
NPSHr. There have 81 patterns which can be used to train and test GMDH neural
network. The corresponding polynomial representation for NPSHr is as follows:

Fig. 4 The structure of a basic GMDH network
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Nð3Þ ¼ �0:6432� 0:015bh þ 0:17bc þ 0:0325b2h � 0:0274b2c þ 2:3e� 6bhbc

Nð1Þ ¼3:524� 0:134bh þ 0:0245rc þ 0:0418b2h þ 2:056e�
12r2c þ 2:01e� 5bhrc

N 7ð Þ ¼5:643� 0:2134H� 0:02192þ 0:0021H2 þ 0:0004b2h
þ 2:45e� 5Hbh

N 4ð Þ ¼ � 1:89þ 0:213bc þ 0:015rc � 0:004b2c þ 1:19e� 11r2
c

þ 1:24� 5bcrc

Nð9Þ ¼6:941� 3:7845 Nð3Þ þ 0:5418Nð1Þ þ 0:4723 Nð3Þ2

þ 0:0245 Nð1Þ2 þ 0:0475 Nð3Þ Nð1Þ

N 6ð Þ ¼ 6:147� 2:1873 N 7ð Þ � 0:7122 N 4ð Þ
þ 0:218 N 7ð Þ2þ0:0947 N 4ð Þ2þ0:4234 N 7ð Þ N 4ð Þ

NPSHr ¼� 0:412� 0:062Nð9Þ þ 1:148N 6ð Þ þ 0:0812 Nð9Þ2

þ 0:0412 N 6ð Þ2�0:1271 Nð9Þ N 6ð Þ

The corresponding polynomial representation for efficiency is as follows:

N 4ð Þ ¼ �0:5412� 0:411bh þ 2:143bc þ 0:016b2h � 0:0124b2c þ 0:00012bhbc

N 6ð Þ ¼ 16:895þ 1:2183Hþ 0:495rc � 0:008H2 � 0:0041r2
c þ 0:0012Hrc

Nð1Þ ¼ � 15:03þ 1:96bc þ 0:6181rc � 0:023b2c � 0:0041r2
c

þ 0:0012bcrc

N 7ð Þ ¼34:107þ 1:254H� 0:49bh � 0:0082H2 þ 0:0092b2h
þ 0:00059Hbh

Nð9Þ ¼54:324� 0:5912N 4ð Þ � 1:0126N 6ð Þ þ 0:00521N 4ð Þ2

þ 0:0063N 6ð Þ2þ0:0191N 4ð ÞN 6ð Þ

Nð3Þ ¼61:801� 0:5012 Nð1Þ � 1:0125N 7ð Þ þ 0:0043 Nð1Þ2

þ 0:00751N 7ð Þ2þ0:014Nð1ÞN 7ð Þ

g ¼0:7241� 3:0174Nð9Þ þ 5:0124Nð3Þ � 2:3104 Nð9Þ2

� 2:5983Nð3Þ2 þ 5:362Nð9ÞNð3Þ
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4 Apply Multi-objective Optimization by Using
Modified PSO Method

Particle Swarm Optimization (PSO) is a computational method that optimize a
problem by iteratively trying to improve a candidate solution with regard to a given
measure of quality. PSO is a population-based research algorithm. PSO is originally
developed by Kennedy and Eberhart [10]. It was first intended for simulation social
behaviour, as a stylized representation of the social behaviour of bird flock or fish
school. This algorithm originally adopted for balancing weights in neural networks
[4], PSO already became a popular global optimizer. There are one study reported
in literature that extend PSO to multi-objective problem [3]. A dynamic neigh-
bourhood particle swarm optimization (DNPSO) for multi objective problems was
presented [7]. In their study, for each generation, particles of swarm find their new
neighbours. The best local particle in the new neighbourhood is choice as gbest for
each particle. A modified DNPSO is introduced by find the nearest n particles as the
neighbour of the current particle based on the distances between the current particle
from others [19].

PSO algorithm is similar to other algorithms based on the principles are
accomplished according to the following equations:

vtþ1
ij ¼ wvtij þ c1r1ðpbesttij � xtijÞ þ c2r2ðgbesttij � xtijÞ ð13Þ

xtþ1
ij ¼ xtij þ vtij ð14Þ

i ¼ 1; 2; . . .; N

j ¼ 1; 2; . . .; n

where x is the particle current position, v is the particle current velocity, t is point of
iterations (generations), w is inertia weight, c1 and c2 is acceleration constants, r1
and r2 is random values range [0,1], pbest is the personal best position of a given
particle and gbest is the position of the best particle of the entire swarm.

The algorithm developed by Kennedy and Eberhart inspired by the insect swarm
(or fish benches or bird flocks) and their coordinated movements. This algorithm
pays attention to the information sharing of pbest and gbeast but just considered the
experience of pbest and gbest and ignored the communication of other particles. So
an improved particle swarm optimization method (IPSO) was developed as the
equations shown below:

vtþ1
ij ¼ wvtij þ c1r1ðpbesttij � xtijÞ þ c2r2ðgbesttij � xtijÞ þ c3r3CR ð15Þ

CR ¼ pbesttkj � xtij if ran\cp
0 other



ð16Þ
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where k means the kth particle and k ≠ i, cp is communication probability, ran is the
random values range [0,1]. The communications between particles were considered
and could supply much information in order to search optimal solutions in IPSO.
Function test indicated that IPSO increase the ability in the search of optimal
solutions [13]. But at the later evolution process, with the disappearance of the
swarm diversity, the optimization is easier to be trapped into local optimum. For the
disadvantages of IPSO, a modified PSO (MPSO) was developed inspired by bac-
terial foraging algorithm.

Passino originally proposed the Bacterial Foraging Algorithm [11] in 2002. It is
inspired by the abstract and simulate of the food engulf of bacterium in human
intestinal canal. There have three steps: chemotactic, reproduce and elimination-
dispersal to guide the bacterium to the nutrient-rich area.

Elimination-dispersal happened when bacterium got stimulate from outside and
then move to the opposite direction. Chemotactic is the action of bacterium gather
to the nutrient-rich area. For example, an E. coli bacterium can move in two
different ways. It can run (swim for a period of time) or it can tumble, and it
alternates between two modes of operation its entire lifetime (i.e., it is rare that the
flagella will stop rotating).

As introduced, if the flagella rotate clockwise, each flagellum pulls on the cell,
and then the net effect is that each flagellum operates relatively independently of the
others. Sometimes the bacterium does not have a set direction of movement and
there is little displacement.

The bacterium has behaviour of climbing nutrient gradients. The motion patterns
that the bacterium will generate in the presence of chemical attractants and repel-
lants are called chemotactic. For E. coli, encounters with serine or aspirate result in
attractant responses, whereas repellent responses result from the metal ions Ni and
Co, changes in pH, amino acids like leucine, and organic acids like acetate [11]. So
for the behaviour of draw on advantages and avoid disadvantages, bacterium can
search better food source, increase the chance of surviving and enhance the adaptive
capacity to varies environment. If there have harmful stimulus in the process of
MPSO, it is easy to get rid of local optimal by applying chemotactic operation. The
function as shown below:

vtþ1
ij ¼ wvtij � c1r1ðpbesttij � xtijÞ � c2r2ðgbesttij � xtijÞ � c3r3CR ð17Þ

The flow chart of MPSO as shown in Fig. 5:
The polynomial neural network models obtained in Sect. 3 are now employed in

a multi-objective optimization procedure using modified PSO method in order to
investigate the optimal performance of the axial flow pump. Two conflicting
objectives efficiency η and NPSHr that to be simultaneously optimized with the
design variables βh, βc, σc and H.

Design optimization problem of the objective function and constraints as a
function of the following equation:
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Maximize g ¼ f1ðbh; bc;rc;HÞ
Minimize NPSHr ¼ f2ðbh; bc;rc;HÞ

Subject to :

36� � bh � 54�

21� � bc � 25�
0:75�rc � 0:85
7�H� 11

8>>>>><
>>>>>:

ð18Þ

The obtained non-dominated optimum solutions based on Pareto front as shown
in Fig. 6. These points demonstrate the trade-offs in objective function NPSHr and
efficiency. We can find that all the optimum design points in the Pareto front are
non-dominated and could be chosen as optimum pump. But choose a better value
for any objective function would cause a worse value for another objective. The
solutions shown in Fig. 6 are the best possible design points. If we chose any other
decision variables, the corresponding values of objectives will be worse.

Initialization

Update the current fitness value of 
particles, pbest and gbest

Compute communication value of
particles by using equation  (16)

Harmful stimulus

Elimination-dispersal operation 
by using equation(14)(16)(17)

Chemotactic operation
by using equation (14)(15)(16)

Stopping criteria 
met?

End

Yes

Yes

No

No

Next iteration
k=k+1

Fig. 5 Flow chart of MPSO
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We use the mapping method to find a trade-off optimum design points com-
promising both of the objective functions.

Mapped value ¼ f � fmin

fmax � fmin

ð19Þ

In the mapping method, the value of objective functions of all non-dominated
points are mapped into interval 0 and 1. Using sum of these values for each non
dominated point, the trade-off point simply is the one having the minimum sum of
those values. Consequently, the optimum design point A is the trade-off points
which have been obtained from the mapping method. There have a comparison (as
shown in Table 4) of the results for traditional method and MPSO method.

In Table 4, comparison of the obtained best compromise solution and the tra-
ditional solution as shown. It is clear that in this comparison, NPSHr was decreased
by 11.68 % and efficiency was increased by 4.24 % simultaneously.

Fig. 6 Pareto front of NPSHr
and efficiency

Table 4 Comparison of the results for traditional method and MPSO method

Method Design variables Objectives

βh (°) βc (°) σc H (mm) NPSHr (m) η (%)

Traditional 48 21 0.75 10.3 8.13 80.2

MPSO 53.7 22.5 0.81 8.2 7.28 83.6
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5 Conclusions

In this paper, multi objective optimization of axial flow pump based on modified
Particle Swarm Optimization(PSO) approach are used for Pareto based optimiza-
tion. Two different polynomial relations for NPSHr and efficiency have been found
by GMDH type neural networks using experimentally validated CFD simulations.
The obtained polynomial functions were used in an modified PSO optimization
process and obtained Pareto front of NPSHr and efficiency. After the mapping
method was applied, an optimal solution of the axial flow pump impeller was
obtained: NPSHr was decreased by 11.68 % and efficiency was increased by 4.24 %
simultaneously. It means this method is feasible and can be applied in impeller
design.
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A Public Health Model for Simulating
Policy Interventions to Reduce
Nonmedical Opioid Use

Alexandra Nielsen, Wayne Wakeland and Amanuel Zimam

Abstract Reports on the development of a system dynamics simulation model of
initiation and nonmedical use of pharmaceutical opioids in the US. The study relies
on historical trend data as well as expert panel recommendations that inform model
parameters and structure. The model was used to assess simulated public health
interventions for reducing initiation and nonmedical use of opioids. Results indicate
that interventions which reduce the likelihood of informal sharing of leftover
medicine could significantly reduce initiation and nonmedical use. Less effective
are supply restrictions, such as drug take-back days, and interventions aimed at
reducing the likelihood that nonusers would decide to initiate nonmedical use based
on their interactions with nonmedical users. We conclude that system dynamics is
an effective approach for evaluating potential interventions to this complex system
where the use of pharmaceutical opioids to treat pain can lead to unintended distal
outcomes in the public sphere.

Keywords Substance abuse � System dynamics � Dynamic modelling � Public
health � Epidemic modelling

1 Introduction

A dramatic rise in the nonmedical use of pharmaceutical opioids in the late 1990s
and early 2000s created a substantial public health challenge for the United States
[6]. Despite implementation of public health policies and regulations [11], the high
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level and increasing prevalence of negative outcomes such as fatal and non-fatal
overdoses remains largely unabated [5]. Resistance to policy interventions has been
observed and likely stems from the complexity of the pharmaceutical opioid sys-
tem, including multiple interactions between prescribers, pharmacists, persons
obtaining opioids for medical or nonmedical use, opioid traffickers, and public
health advocates. The resulting chains of cause and effect often result in feedback
loops that diminish or even reverse well-intentioned interventions.

This paper presents a system dynamics model of the complex system sur-
rounding the initiation and nonmedical use of pharmaceutical opioids in the United
States. In addition to accounting for historical trends in the initiation and prevalence
of nonmedical use, the model aims to clarify the processes by which nonmedical
users acquire pharmaceutical opioids via friends and relatives (Substance Abuse
and Mental Health Services Administration, SAMHSA) [27], and to facilitate the
comparison of policy alternatives to help ameliorate this complex public health
issue.

1.1 Background and Problem

The number of overdose deaths involving opioids tripled between 1999 and 2006 in
the US, rising to 14,800 in 2008 [32]. As evidenced by the high fraction of opioid
overdose decedents without prescriptions [16], nonmedical use of pharmaceutical
opioids plays a significant role in the prevalence of overdose deaths. Estimates from
the National Survey on Drug Use and Health (NSDUH) suggest that the rate of
initiation of nonmedical use of pain relievers increased almost three-fold from 1995
to 2003 (SAMHSA) [26] and has continued at high rates. In 2010, an estimated 2.4
million individuals initiated nonmedical use of pain relievers [27] and 5.1 million
individuals used opioids nonmedically within the month prior to the survey [27].

Diversion of opioids from prescription holders is a major source of supply for
nonmedical use. Around 70 % of respondents to the 2010 NSDUH indicated that
they received opioids from friends or relatives. And among those who received the
drugs for free, 80 % identified their source as originally acquiring the drugs from a
single doctor. Leftover opioid prescriptions are likely involved in much of this
diversion [6]. A study of post-surgical patients discharged from a urology group
practice found that 42 % of opioids prescribed were unconsumed, and that 67 % of
patients had surplus opioids. Further, 91 % of patients with leftover medicine kept it
in their homes rather than disposing of it [2]. Survey of dentists in West Virginia
found 88 % prescribed opioids and 36 % of the dentists expected patients to have
leftovers [29]. Similarly, in a nationally representative study, dentists were the
major prescribers of opioids for patients aged 10–19 [30]. However, primary care
physicians prescribed most of the opioids during a given year. Recent analysis of a
10 year trend indicated increases in opioid overdose deaths, treatment admissions,
opioid sales [22] and prescriptions [12]. With age, opioid abuse and dependence
begin to emerge [21] contributing to the escalation of the epidemic. A recent
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National Drug Take-Back event in Madison, Wisconsin recovered approximately
100,000 opioid dosage units in one day [13]. These studies suggest that there is a
large reservoir of unused opioids stored in homes, and the high fraction of indi-
viduals receiving drugs for free from friends and family is likely to be strongly
correlated with the size of this reservoir.

Several studies have suggested that heroin users are more likely to have first
used opioids nonmedically before transitioning to heroin use [18, 23] leading to
potentially more severe consequences as a result of increased use of illicit drugs.
Unless appropriate policies are implemented to reduce availability of opioids and
willingness of prescription holders from freely providing opioids, the current
upward trend of overdose incidences and deaths are forecasted to continue. System
dynamics modelling offers an opportunity to study complex systems such as the
opioid epidemic and test policy intervention scenarios to curb the initiation and
nonmedical use of prescription opioids.

2 Method

2.1 A System Dynamics Simulation Model

The system dynamics modelling approach uses a set of differential equations to
simulate system behaviour over time. This approach provides a framework in which
to capture the underlying processes involved in a system and the feedback loops
that generate its behaviour. When applied to public health problems, system
dynamics modelling allows for the simulation of intervention alternatives in order
to provide policymakers with a tool to assess interventions for magnitude of impact
and potential for unintended consequences–information that is not available from
research focused on individual aspects of a system [25].

In the current research, a system dynamics model complements and leverages
results from existing research, primarily historical trends available from NSDUH
[27], and holds promise for the simulation of intervention alternatives. Figure 1
provides a high level picture of the current model, which features one of the main
pathways by which people may initiate nonmedical use of pharmaceutical opioids
and transition from casual usage based on free access to paying for drugs through
illicit channels. The ease of obtaining drugs for free depends in the model on the
amount of leftover and undisposed pharmaceutical opioids that are stored in homes
(“medicine cabinets”).
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2.2 The Dynamics of Opioid Nonmedical Use Initiation

The rate of prescribed opioids for acute pain treatment is shown in the upper left
corner of Fig. 1, which serves as a key exogenous input to the model. The model
assumes that leftover prescriptions from acute pain conditions are more likely to
constitute free sharing than prescriptions for chronic pain diagnoses.

The lower part of Fig. 1 depicts the progression of people from initiating non-
medical use to paying for drugs, which implies the development of a use disorder
(such as opioid abuse or addiction) and other increasingly risky behaviours.

Figure 2 focuses on the recruitment mechanism whereby recreational users, who
acquire opioids for free from friends or family, influence their peers to initiate
nonmedical opioid use. This recruitment is modelled as an infectious disease pro-
cess using the SIR (susceptible, infected, recovered) epidemic modelling
framework.

In SIR disease models, an infected party will make contact with susceptible
individuals based on a contact rate. The infectivity of the disease determines
whether contact results in infection of the susceptible. When the number of infected
individuals becomes large, a susceptible is likely to have multiple contacts with
infected people and infection becomes more likely. Thus the infected population
becomes larger causing infection to spread more quickly, resulting in a disease
epidemic.

Fig. 1 High level diagram of the overall model structure
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While nonmedical pharmaceutical opioid use is not an infection per se, the SIR
epidemic model is a compelling framework to explain initiation. Susceptibles in this
case are people who have never used opioids nonmedically, and infected individ-
uals are those who use opioids recreationally. When individuals in these two
populations make contact, the idea of using opioids recreationally can spread to the
susceptible who then initiate opioid use based on the “infectivity” of the idea. The
infection of a susceptible by an infected individual could be active, as when a peer
is pressured or persuaded to use drugs by other peers, or passive in which a
susceptible observes drug use behaviours in peers, parents, or through the media
and copies those behaviors [8, 1]. Increase in the number of nonmedical users
increases the rate of initiation resulting in a positive feedback loop or vicious spiral.
In order to initiate opioid use, a susceptible must have both the desire to use opioids
and access to them. In this model, the initiation rate is mediated by the availability
of free opioids, which is related to the ratio of supply and demand.

In the classic SIR disease model, people who recover from infection do not
spread the disease, nor are they susceptible to reinfection. In this model nonmedical
users are organized into three groups, recreational users with and without a use
disorder (heretofore shown as the aggregated recreational user group), and people
with use disorder who use more than they can obtain for free and have to pay for
some of their drugs. Individuals in the third group are assumed not to participate in
the recruitment process [33]. These users may no longer be peers of susceptibles as
they become increasingly socially isolated, and instead of sending positive mes-
sages about drug use behaviour that susceptibles want to mimic, they may send
negative messages.

Figure 3 describes the relationship between the free supply of opioids in med-
icine cabinets, and the progression of users from casual (free) use, to development

Fig. 2 Additional details regarding the initiation feedback loop
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of a use disorder, to paid use. The outermost arrows represent the global dynamics
of opioid availability: Much leftover medicine is not accessible because prescription
holders may not have any desire to use it nonmedically or know anyone who does.
However, as the population of recreational (or “free”) users increases (the stocks at
the bottom of Fig. 3), the likelihood that prescription holders with leftover opioids
know at least one person who would want to use them nonmedically increases. This
likelihood depends on a binomial probability calculation based on the individual’s
personal network size and the fraction of the total population that is seeking opioids
(see Fig. 4). When the network size is fairly large, the likelihood that a prescription
holder knows someone who is seeking free opioids is high even when a relatively
small fraction of the total population has prescriptions and will share them, as in the
solid plot in Fig. 4. However, even when the network size is small, the likelihood of
knowing at least one person who will share is still greater than this global fraction.
The probability curve is always bowed outward. Therefore, it doesn’t matter how
many drug seekers the prescription holder knows; if she knows at least one, then her
leftovers might be potential supply.

Some fraction of the prescription holders who know at least one person who is
seeking free opioids for nonmedical use will actually choose to share them. Their
leftover medicine then flows into the “Available Free Opioids” supply, here referred
to as the “Medicine Cabinet.” Thus, increases in initiation lead to increased
accessibility of leftover prescription opioids, which tends to increase the population
of casual users because fewer of them transition to paid use due to loss of access to
free opioids, constituting a second positive feedback loop.

Fig. 3 Impact of supply on user progression to paying for drugs
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On the other hand, the inner arrows shown in Fig. 3 also show the personal or
local dynamics of opioid availability, which operate differently than the global
dynamics. Frequent use of pharmaceutical opioids can lead to the development of
opioid use disorders [10] and, with them, consumption levels that cannot be sus-
tained by free leftover medicines prescribed to those in one’s personal network.
When the demand for opioids exceeds what these individuals can access through
their personal contacts, they may begin purchasing opioids through the black
market. This advancement to paid use is assumed to be associated with the
development of an opioid use disorder and with a higher risk of adverse outcomes.
Therefore, although an increase in the number of casual users “loosens up” opioid
supply by increasing access to leftover prescription holders at the global scale, it
also results in the exhaustion of sources of supply at the local scale. Because of
these local dynamics, an increase in the population of casual users leads to
decreases in accessibility, as represented by a balancing (negative) feedback loop.

2.3 Estimation of Key Parameter Values

A time series of the number of people receiving prescription opioid analgesics for
acute pain was obtained from SDI Health data for the years 2002, 2006 and 2010.
Script data from Governale [15] was used to estimate number of people receiving
prescription opioid analgesics for acute pain in 1998. Using the 1998–2010 series,
we extrapolated to obtain the 1995 and 2014 data points. Estimates for typical
leftover medications were obtained from dentists’ expectations of unused per-
centage of prescribed medications [29]. Regarding the number of doses taken per
nonmedical usage event, Katz et al. [19] projected the number to range from one to

Fig. 4 Binomial probability
calculation of likelihood
parameters with 10, 20 and 40
friends. The likelihood that a
prescription holder knows
someone seeking free opioids
depends on the fraction of the
total population who are
seeking free supply
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as many as five. In the present model, the average is 1.5 for recreational users and 2
for those with use disorder.

Perception of risk is believed to affect the probability of experimenting with
prescription opioid analgesics (POA) [28]. The fraction of youth perceiving little
risk in using POA was found to be 28 % in a recent Monitoring the Future Survey
[17]. Since a person might be susceptible even if they perceive moderate risk, the
model uses 0.4 as the annual fraction of population growth added to the susceptible
stock.

Where empirical support was not available to support parameter values, esti-
mates under the guidance of expert panel members were adopted. The model was
calibrated to fit three time series from the NSDUH for the years 1995–2005: total
past year nonmedical opioid users, and total past year initiates of opioid use, total
past year opioid users who meet the criteria for opioid abuse or addiction. A
complete model and exact parameter values are available from the authors upon
request.

2.4 Model Testing

To build confidence in the model, outputs were tested for fit against 2006–2011
data. Results of calibration and tests of fit are shown in Fig. 5. Degree of fit to
2006–2011 data was calculated using mean absolute percent error (MAPE) (see
[24] for a discussion of validation tests for SD models). MAPE for new initiates,
total nonmedical users, and users with UD were 4.8, 6.2, and 6.8 %, respectively.
These results, along with having passed face validity tests with expert panel
members, led the team to conclude that the model was sufficiently plausible to
begin exploratory policy analysis, on a relative comparison basis.

3 Model Results

Logic representing three initiation reduction scenarios was developed to illustrate
the potential for evaluating policies for reducing the initiation and persistence of the
nonmedical use of pharmaceutical opioids. The baseline run begins in 1995 and
continues until 2011, and the policy scenarios are simulated to have been imple-
mented in 2005 and analysed in terms of their relative impacts on the simulated

Fig. 5 Model outputs (dashed) versus data (solid). Data prior to 2006 was used for calibration.
2006 onward used for tests of fit and confidence building. a Total past year nonmedical users
(2006–2011 MAPE-6.21 %). b Total past year initiates of nonmedical use (2006–2011
MAPE = 4.82 %). c Total past year users who meet the criteria for abuse or addiction. Data
prior to 2000 could not be obtained (2006–2011 MAPE 6.77 %)

c
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number of nonmedical opioid users for the six-year period from 2005 to 2011. The
scenarios presented here were implemented as a step change in a specific model
parameter.

3.1 Prescription Drug Take-Back Initiative

The first scenario, a prescription drug take-back initiative, simulates an expansion
of the DEA’s National Prescription Drug Take-Back Day program [9] to collect
unneeded medications by asking individuals to bring leftover prescriptions to a
disposal location. Disposal records from one Take-Back Day in Madison Wisconsin
suggest that as many as 100,000 opioid dosage units can be collected in a major city
on one day [13]. In the current policy test, the national take-back program is
simulated as the removal of fifty million dosage units from the “medicine cabinet”
supply of available opioids each year, starting in 2005. This amount is highly
speculative, but could be possible if, for example, 25 states were to implement
Take-Back Days in two major cities, approximately monthly, with the degree of
success that was witnessed in the recent Madison Take-Back Day.

3.2 Reducing Initiation Through Drug-Resistance Strategies

The second simulated scenario features a reduction in the “infectivity” of opioids as
a desirable substance for nonmedical use. Some interventions, such as “Keepin’ it
R.E.A.L” [14], may deter or delay initiation of nonmedical opioid use, even if
opioids are freely available and recommended by peers, through teaching culturally
specific drug-resistance strategies. In the current model, infectivity was reduced by
25 % in 2005, so that uninitiated individuals were 25 % less likely to initiate
nonmedical use even if exposed to the idea.

3.3 Reducing Willingness to Share Opioids

The third simulated scenario features a reduction in the fraction of individuals who
are willing to share their opioids with others for nonmedical use. Individuals with
leftover prescriptions might also be educated about the risks involved in sharing
medications, or might be encouraged to adopt safety features, such as locked
medicine cabinets. This intervention is currently modelled as a 25 % reduction in
the fraction of individuals who are willing to share their leftover opioid prescrip-
tions with others, starting in 2005.
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3.4 Policy Scenario Comparison

Figure 6 shows a comparison of the three interventions in terms of their impact on
total number of nonmedical users over time. This analysis suggests that behavioral
interventions may be able to significantly reduce the number of people who use
opioids nonmedically, with a change in the willingness of prescription holders to
“share” their unused medicine having the largest effect of the three conceptual
interventions tested. A reduction in the “infectivity” of the idea of using opioids
nonmedically vis-à-vis susceptible individuals has greater short term impact, but
effect reaches a plateau after 2 or 3 years. Restricting the supply via take-back days
has only modest short-term impact, but the effects would be cumulative and
therefore significant over the longer term.

Supply reduction achieved by reducing prescription holders’ willingness to share
acts on two feedback processes, which acting together tend to amplify the beneficial
effects in terms of reducing abuse and nonmedical use. The primary effect is to
reduce the flow of medicines into the available free supply. However, the impact on
the total number of nonmedical users is moderated because one effect of supply
constriction would be to shift nonmedical users with use disorder from the “Free
users with Use Disorder” stock to the “Paying users” stock. Nevertheless, over time,
the slower replenishment rate of the free opioids stock would significantly reduce
nonmedical opioid usage.

Demand reduction achieved by reducing the infectivity of the opioid use idea
would also have a significant impact on the number of nonmedical users, and this
effect is seen quickly because a 25 % reduction in infectivity results in an imme-
diate 25 % reduction in the initiation. This reduction is offset somewhat over time,

Fig. 6 Impact of interventions on the number of nonmedical users
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however, because fewer nonmedical users means less demand, and therefore more
supply, which reduces the negative impact of scarcity on initiation.

The prescription take-back scenario works similarly to the reduced willingness
to share scenario, but size of the impact is less in the case tested. This is due to the
particular experimental numbers used in the analysis, which have only very ten-
tative empirical support.

4 Discussion

The model presented in this paper is useful primarily because it extends our
understanding of the dynamics of pharmaceutical opioid abuse problem in the
United States and comparatively demonstrates policy leverage points for inter-
vention. The model proposes that nonmedical opioid use spreads in fashion similar
to the spread of a disease. Some communities in the United States are deeply
impacted by opioid abuse and others are not [3, 4]. Using the disease metaphor we
might suggest that in some areas the opioid use idea had infected too few people for
the idea to spread, while in others the infected population is large so the “disease”
of opioid use has become endemic. The disease metaphor can be broadened to
encompass possible additional intervention strategies. Reducing infectivity (of the
idea of using opioids nonmedically) was shown to have a quick and significant
impact. Other strategies including ‘immunization’ intervention potentially provide
an approach that could inform the dynamics of nonmedical use of opioids, initia-
tion, intervention alternatives and the resulting behaviour of the system. For
instance, what might an “immunization” intervention strategy look like? How
would it impact initiation? Could a policy be formulated that acts like a quarantine?
Because the infectious disease metaphor has been formalized into a model and
calibrated against historical data, these types of ideas may merit exploration.

The other two hypothetical interventions also showed promise. Further inves-
tigation seems warranted regarding ways to reduce the free supply, whether it is
drug take back day programs, campaigns to reduce prescription holders’ willingness
to share, or other ideas not yet considered. While the vast majority of nonmedical
users use very little and do not develop use disorders, a small fraction do, and
smaller fraction still buy opioids to support high levels of use (SAMHSA) [27].
Even though this fraction is small, it is included in this model because the high price
of pharmaceutical opioids for those who cannot obtain them for free may be an
important factor in the recent rise in heroin use [27]. The street price of pharma-
ceutical opioids is high compared to heroin, and qualitative studies suggest that
many opioid users switch to heroin due to its lower cost [20, 34]. Modelling a
progression of opioid use that includes a transition to paying may provide a
jumping off point for an investigation of the recent rise in heroin use.
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4.1 Limitations

This manuscript describes on-going research, and stronger empirical support is
being sought for the many parameters in the model. Parameter validity tends to be
the primary limitation in this type of study [31].

The scenarios presented in this preliminary analysis are too simple for a rigorous
comparison of effectiveness. These scenarios compare the system level impact of
hypothetical interventions with specific and stable proximal effects (such as a 25 %
reduction in the infectivity of the idea of nonmedical drug use), on the number of
people who become nonmedical users and on the number of people who escalate
their usage and manifest use disorders. Framing scenarios in terms of their proximal
effects leaves several important questions unanswered: How can these reductions be
achieved? Are reductions of the desired magnitude achievable, given constraints
such as limited budgets? How can we compare interventions if some are easy but
low impact, and others are difficult but high impact? In order to compare the
effectiveness of interventions themselves, model structures would need to be
developed that transform exogenous inputs, such as dollars spent on drug resistance
programs, into local outcomes that impact model parameters or structure, such as a
2 year delay in initiation. A more rigorous treatment of intervention strategies is
necessary for this preliminary model to become a useful policy evaluation
instrument.

Additionally, the population represented in the current model is derived from the
NSDUH, which is known to be limited in its representation of hidden drug using
communities such as the incarcerated, members of the armed forces, and the
homeless [7]. The current model presents only one of several possible routes of
initiation and does not include initiation of nonmedical use through medical
exposure, or as a substitute for or complement to other illicit drug use. Furthermore,
the potential impact of the availability of chronic pain medicine is not considered,
and may be an important factor.

4.2 Future Research

Future work will include additional efforts to locate empirical support for model
parameters and model structure to develop the model beyond the proof of concept
stage. Expansion of the model logic for policy interventions is also planned. A
variety of model testing techniques, including sensitivity analysis and more rigor-
ous comparisons to reference behaviour, will help to strengthen the model’s validity
and credibility. In addition, model development is underway for several other
aspects of the pharmaceutical opioid system, including the dynamics of black
market opioid purchasing and the negative outcomes associated with nonmedical
use, including transition to heroin use and fatal overdoses. Integration of the current
model with these other sectors will enable future simulations to yield greater
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insights regarding the likely magnitude of impact, and rigorous testing will increase
confidence in the model’s results.

5 Conclusion

Initiation and nonmedical use of pharmaceutical opioids has seen a dramatic rise
from 1995 to 2005, and stabilization at a high level toward the end of the last
decade [27]. The current model replicates historical trends in initiation and non-
medical use, and in doing so provides increased understanding of underlying
processes and feedback loops that may give rise to observed historical trends in the
pharmaceutical opioid system. Based on initial simulation runs, the model also
demonstrates the potential for the system dynamics approach to be useful in
evaluating policy alternatives in terms of their likely impact on negative conse-
quences. While further testing and elaboration of intervention logic are needed,
preliminary results suggest that the public health interventions described here could
potentially have sufficient leverage to appreciably decrease the number of indi-
viduals who use opioids nonmedically.
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Supervisory Fuzzy Cognitive Map
Structure for Triage Assessment
and Decision Support in the Emergency
Department

Voula C. Georgopoulos and Chrysostomos D. Stylios

Abstract Soft Computing techniques, such as Fuzzy Cognitive Maps (FCMs), can
handle uncertainties in modeling complex situations using abstract inference
mechanisms; they have been successfully used to select among different sugges-
tions, to lead to a decision and to develop Medical Decision Support Systems for
many medical-discipline applications. FCM models have great ability to handle
complexity, uncertainty and abstract inference as is the case in the health care
sector. Here is examined the case of the triage procedure in the Emergency
Department (ED), where a decision supporting mechanism is quite invaluable.
A Hierarchical structure is proposed within an integrated computerized health
system where the Supervisor is modeled as an abstract FCM to support the triaging
procedure and assessment of the health condition of people with communication
difficulties such as the elderly arriving at the ED. There is also the lower level of the
hierarchical structure where a FCM-ESI DSS has been developed and used to
assign the Triage ESI level of every patient. Here a new methodology for designing
and developing the FCM-ESI DSS is presented so to ensure the active involvement
of human experts during the FCM-ESI construction procedure.
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1 Introduction

Hospital Emergency Departments (EDs) require prompt decisions that are signifi-
cantly difficult in their making as they have to deal with situations characterized by
inherent complexity, intrinsic uncertainty and dynamic nature. Frequently, the
Hospital Emergency departments are overcrowded by elderly patients requiring
critically urgent to non-urgent medical services while they may not able to objec-
tively describe and communicate their own health situation. Older patients (>65
years of age) account for 12–24 % of all ED attendees worldwide [25] and
according to recent census data across Europe [9] and the US [29], adults over the
age of 65-years-old comprise 17.7 and 13 % of the population making them one of
the fastest growing segments of the population estimated to reach 25 % over the
next 25 years. Given the constantly increasing age of a population this leads to
increased numbers of visits of elderly patients to the ED and as a result to an
increased burden on the EDs [32]. Older patients frequently have atypical clinical
presentation and/or higher severity of illness, multiple comorbidities, increased
frailty, a high prevalence of chronic-degenerative diseases which may include
cognitive disorders, are susceptible to frequent exacerbations, all of which con-
tribute to a higher risk of adverse outcomes [1, 26]. Taking into consideration the
aging population, with its complexities, increasingly seeking services at the ED in
combination with the limited resources and increased costs, this leads to the need
for development of advanced decision making tools that will effectively and effi-
ciently provide patient care in a timely fashion.

Although Emergency Departments (EDs) vary worldwide both in terms of range
of services offered as well as patients arriving for care in EDs, a recent definition
provides an accurate description of what goes on in EDs: “Emergency departments
provide unscheduled care for a wide variety of persons for reasons that range from
life-threatening conditions to problems that could be treated in a primary care
setting” [22].

In all Emergency Departments, specific protocols are followed to evaluate the
health condition and sort all the patients entering the ED. This procedure is called
triaging and it involves an initial sorting of patients based on their health condition
by rapidly identifying patients requiring immediate care due to urgent, life-threat-
ening conditions, as well as assessing the severity of the problem so as to ensure
that care is appropriate and timely [8]. According to general accepted protocols,
patients are categorized to various levels of urgency [10, 28], based on their general
condition as it is concluded by their appearance, their complaints about pain level
along with a brief health examination which may include physiological factors
when necessary. When available the patient record is also consulted. Following this
procedure, the triage approach achieves minimizing of the waiting time for treat-
ment of the most urgent patients, while those not in need of urgent treatment are
placed in a waiting area.

A widely used tool for ED triage is the Emergency Severity Index (ESI). The
ESI triage procedure yields rapid, reproducible, and clinically relevant stratification
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of patients into five groups, from level 1 (most urgent) to level 5 (least urgent). The
ESI provides a method for categorizing ED patients by both acuity and resource
needs [17].

Triage decisions are often made with limited objective data, ambiguous infor-
mation [16] while other times that there are numerous patient factors (some sub-
jective), physiological measurements, and medical history variables that the ED
triage nurse must consolidate during the decision making process [23].

In spite of its widespread use, it is significant to mention that, for older patients,
it may present difficulty in accurate categorization by medical personnel not
experienced in geriatrics. Also, communication as well as cognitive deficits may
present a problem limiting the patient’s ability to participate or cooperate during the
initial triage process to identify chief complaints, symptoms and history [20]. This
may result in potential under-triage or over-triage. In under-triage a patient is
assigned a triage code level that is lower than their actual level of urgency based on
objective clinical and physiological measures. Under-triage is defined as the
underestimation of the severity of an illness or injury, resulting in a patient
receiving lower levels of treatment (and/or with lower priority) than required. This
decision has the potential to result in a prolonged waiting time to medical inter-
vention for the patient and risks an adverse outcome [7, 30]. Of course, perfect
triage is not possible in all cases and triage algorithms are usually designed with an
under-triage rate of 5 % as an acceptable error rate trade-off in order to minimizing
over-triage [5]. In a study of a sample of 50 randomly selected cases of ED
admissions patients 65 years or older, discrepancies were found between the
medical staff and expert nurses in 20 cases: where staff nurses had under-triaged 13
patients and over-triaged 7 patients [21]. According to another study [19] of 519
patients over 65, it was found that under-triage occurred in 117 cases, i.e. 22.5 % of
the cases. In yet a third study of 4,534 geriatric trauma patients undergoing triage in
an ED within a 10 year period, it was found that 15.1 % were under-triaged [24].
Therefore, there is a general consensus that under-triaging is not a result of ESI
being a poor tool (quite the opposite actually), but rather the possible overlooking
of high-risk situations and not appropriately considering vital signs.

Another difficulty arises from the fact that in various studies conducted of
agreement between nurses in rating of triage levels to be only fair to moderate [18]
even when conducted within the same hospital with the same group of patient case
scenarios [6].

It is generally accepted that all patients arriving at the ED are not of equal
severity and complexity requiring those that do not have a severe/and or life
threatening condition to wait to receive medical care. These patients are triaged at
levels 3–5 and do not normally receive immediate care even though those triaged as
level 3 are treated with higher priority over those with levels 4 and 5, etc. When
there are several patients waiting with the same ESI level, there are no clear dif-
ferentiators to establish a prioritization [2]. Normally, after triage patients are pri-
oritized within their level on a first-come-first served basis. For the elderly
population where the complexity of problems is increased, a long wait may cause
deterioration of their condition. This combined with under-triaging can lead to

Supervisory Fuzzy Cognitive Map Structure for Triage … 257



adverse effects for these particular patients. Therefore, the problem at hand is two-
fold, on one hand to be able to provide decision support in order to minimize, as
much as possible, under-triaging and on the other hand it is important that patients
are also prioritized after the triage classification within their classification category
and not be tended to only on a first-come first-served basis.

Emergency departments are not only extremely complex because of the patient
assessment and treatment protocols that are in place, but also due to the high level
of automation and instrumentation, huge amounts of information, and interdisci-
plinary coordination that is necessary. Thus, the complex triage decision can be
modeled using soft computing modeling techniques such as Fuzzy Cognitive Maps
discussed in the next section.

In this work, a two-level Decision Support System is proposed to perform two
complementary decisions: automatically assist in the triage classification as well as
to suggest and update the priority for patients within their initial classification
range.

2 Fuzzy Cognitive Maps

The soft computing technique of Fuzzy Cognitive Maps has been derived through
the synergistic combination and integration of aspects of fuzzy logic, neural net-
works, semantic networks, expert systems and knowledge based systems. FCMs
have been supplemented with other soft and hard computing methodologies in
order to create advanced Decision Support Systems.

An FCM is illustrated as a causal graph representation consisting of interrelated
weighted concepts. FCMs are fuzzy signed directed graphs permitting feedback,
where the weighted edge wij from concept Ci to affected concept Cj describes the
degree of causality by which the first concept influences the latter. It is mentioned
that FCMs permit feedback and so they are characterized as fuzzy feedback models
of causality, where the weighted interconnections between concepts of the FCMs
stand for the influence between concepts and so they create an interconnected net-
work of interrelated entities, similar to the abstract mental model than humans
creates in their minds to model a complex situation and to infer decisions and
suggestions. Feedback interconnections are permitted along with if- then inferenc-
ing; this is the main strength of the FCM to model any complex nonlinear dynamic
system. Thus, FCMs have the ability to include hidden nonlinear dynamics.

In the Fuzzy Cognitive Model the key elements are concepts that stand for the
main characteristics of an abstract mental model for any complex system. Each
concept of the FCM model represents a granular entity representing a state, vari-
able, input, output, event, action, goal, and/or trend of the real system that is
modeled as an FCM. The value of every concept Ci is Ai and it results from the
transformation of the fuzzy real value of the system’s variable, for which this
concept stands for, in the interval [0,1]. So the initial concept values are produced,
which then are updated as they are computed through the interaction of the

258 V.C. Georgopoulos and C.D. Stylios



interconnected concepts with the corresponding weight. Generally, between two
concepts there are three possible types of causal relationships that express the type
of influence of one concept to the other. The weight of the arc between concept Ci

and concept Cj could be positive ðWij [ 0Þ which means that an increase in the
value of concept Ci leads to the increase of the value of concept Cj, and a decrease
in the value of concept Ci leads to the decrease of the value of concept Cj. When
there is negative causality ðWij\0Þ, this means that an increase in the value of
concept Ci leads to the decrease of the value of concept Cj and vice versa. Finally,
there can be no causality ðWij ¼ 0Þ.

The value Ai of every concept Ci expresses a fuzzy value of its corresponding
physical value. FCMs are used to model the behavior of systems; during the
simulation step, the value Ai of a concept Ci is calculated by computing the
influence of the interconnected concepts Cj’s on the specific concept Ci following
the calculation rule:

A kþ1ð Þ
i ¼ f ðA kð Þ

i þ
XN

j 6¼i
j¼1

AðkÞ
j � wjiÞ ð1Þ

where Aðkþ1Þ
i is the value of concept Ci at simulation step k þ 1, AðkÞ

j is the value of
concept Cj at simulation step k, wji is the weight of the interconnection from
concept Cj to concept Ci and f is the sigmoid threshold function:

f ¼ 1
1þ e�kx

ð2Þ

where k[ 0 is a parameter that determines its steepness. In this approach, the value
k ¼ 1 has been used. This function is selected since the values Ai of the concepts
must lie in the interval [0,1].

Fuzzy Cognitive Maps have been used to develop Medical Decision Support
Systems (MDSS). A specific type for Medical Diagnosis is the Competitive Fuzzy
Cognitive Map (CFCM) [11, 12, 15] which consists of two main types of concepts:
diagnosis-concepts and factor-concepts. Figure 1 illustrates an example CFCM
model that is used to perform medical diagnosis. Here, the concepts of the FCM and
the causal relations among them that influence concepts and determine the value of
diagnosis concepts indicating the final diagnosis are illustrated.

In the CFCM model each diagnosis concept represents a single diagnosis, which
means that these concepts must be mutually exclusive because the main intention is
to always infer only one diagnosis. This is the case of most medical applications,
where, according to symptoms, medical professionals conclude to only one diag-
nosis and then decide accordingly concerning the treatment. Actually, this comes
from the medical axiom: “every patient has only one disease” but may represent
many symptoms related to different diseases but all are results of the primitive
disease. The general diagnosis procedure is a complex process that has to take
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under investigation a variety of interrelated factors, symptoms and functions. In
accomplishing any diagnosis process, some of these factors are complementary,
others are similar and even others are conflicting.

In the Competitive Fuzzy Cognitive Map model, the factor-concepts can be
considered as inputs into the MDSS from patient data, observed symptoms, patient
records, experimental and laboratory tests etc., which can be dynamically updated
based on the system interaction, whereas the decision-concepts are considered as
outputs where their estimated values outline the possible diagnosis for the patient.

3 ESI Triage System

When a patient first arrives in the Emergency Department, the first stop is triage
where a trained and experienced registered nurse typically prioritizes each patient’s
condition into one of five general categories. This is done according to the Emer-
gency Severity Index (ESI) which was designed for use in ED triage by the US
Department of Health and Human Services. The ESI is a five-level categorization
algorithm that prioritizes patients into five groups from 1 (most urgent) to 5 (least
urgent) on the basis of severity and the number of resources that the patient may
need to receive proper care [31].

In particular, the ESI uses the following scale based on decision points to
determine its categories [3, 17]:

• ESI category 1-Emergent: patient intubated, without pulse or respiration, or
unresponsive i.e. the patient requires immediate life-saving intervention so as to
prevent loss of life, limb, or eyesight,

• ESI category 2-Urgent: patient is in a high-risk situation, or confused, lethargic
or disoriented, or in severe pain, or danger zone of vital signs.

Fig. 1 A CFCM model for
medical diagnosis
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• ESI category 3-Acute: patient is in need of many resources to be taken care of.
These may include, for example, Laboratory Tests, ECG, X-rays, CT-MRI-
ultrasound-angiography, IV fluids, specialty consultation, complex procedures
etc.

• ESI category 4-Routine: patient is in need of one resource.
• ESI category 5-Non urgent: patient is in need of no resources.

In comparison with other previously used triage severity scales along the
dimensions of ease of implementation, ease of use, and in predicting resource
demand, users reported that the ESI is much better or at least better [27]. Triage is a
dynamic decision-making process and so continuous reassessment of relative fac-
tors and evolving information is necessary to ensure that whoever requires the most
immediate receives it. It requires a continuously monitoring and keeping track of
patients waiting to be seen and a prompt assessment of each new patient who
arrives at the triage area. Therefore, due to the dynamic, complex and uncertain
nature of the overall triage process in addition to the difficulty in differentiating
severity levels, decision support methods are needed to help the triage nurse to be
efficient in prioritizing patients with the same acuity classification [2, 23]. Therefore
a Hierarchical Decision Support System for ESI Triage based on Fuzzy Cognitive
Maps is developed in the next section: the first layer is a FCM-ESI Triage Model
and the second layer is a supervisor assisting in patient prioritizing for those patient
categorized as ESI 3–5.

4 First Layer Fuzzy Cognitive Map Model for ESI Triage
System

In an ED triage system each patient is assigned one of the 5 ESI levels and
therefore, the Fuzzy Cognitive Map ESI has to include 5 Decision Concepts (DC),
each one corresponding to an ESI level: DC1-ESI Level 1, DC2-ESI Level 2, DC3-
ESI Level 3, DC4-ESI Level 4, DC5-ESI Level 5.

The FCM development procedure is based on human experts who must define
the main factor concepts that influence the triaging procedure and thus, they have to
be represented in the FCM-ESI DSS. The well-known procedure of FCM con-
struction is followed, where there is a group of experts whose knowledge and
experience is exploited to design the FCM-ESI DSS and so they are asked to select
the main factors based on which they usually conclude to an ESI triage level. Every
expert replies with a set of factors that based on his experience are essential to
conclude to a triaging decision, this is a blind procedure and no expert knows what
the others have suggested. Then, based on the frequency with which each factor
was chosen by the group of experts as a whole, the importance weight (iw) between
a factor concept and a decision concept is determined. It is obvious that the greater
the the number of experts the more objective an FCM-ESI DSS will be constructed.
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There are 23 factor concepts (FC1-FC23) that have been identified for the FCM-
ESI DSS. The importance weights iw for the first 22 have been detailed reported in
[13, 14] and are mentioned in Table 1. Factor FC23 is a pre-existing communi-
cation/cognitive deficit which affects the patient’s ability to explain and/or identify
the chief complaint. This is an important factor to be assessed because studies have
shown that unrecognized cognitive deficits are present in 30–40 % of older
emergency department patients [4]. This is due the fact that these patients usually
do well in basic communication functions making it not obviously detectable.
Therefore, detecting cognitive dysfunction is important because it may affect the
ESI level at which they are characterized as well as their thereafter waiting priority.

Moreover, the experts are asked to evaluate the triage stage of specific cases and
based on their assessment we infer additional information, which leads to a com-
plementary second weight, the “influence to specific decision” specific weight- sw,

Table 1 Factors of the FCM-ESI

Factor concept Factor Importance weight ðiwÞ
FC1 Life threatening 0.45

FC2 Limb threatening 0.40

FC3 Patient chief complaint 0.67

FC4 Vital signs 0.4

FC5 Medical history 0.35

FC6 Other factor 0.32

FC7 Expected # of resources 0.31

FC8 Patient age 0.16

FC9 Required timely intervention 0.15

FC10 Weakness 0.20

FC11 Additional symptoms other than chief complaint 0.14

FC12 Severe pain or distress 0.12

FC13 Patient referred to ED from outside 0.08

FC14 Behavioral or psychiatric issue 0.07

FC15 No additional symptoms to chief complaint 0.05

FC16 Absence of medical history 0.05

FC17 Patient medications 0.05

FC18 Hospital or ED discharge <3 days 0.04

FC19 Patient immune-compromised 0.04

FC20 Alcohol or illicit drug use 0.03

FC21 No recent change mental state 0.75

FC22 Patient can walk or sit 0.12

FC23 Pre-existing communication/cognitive deficits 0.10
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which represents how much the specific factor leads towards a specific decision/
diagnosis. The procedure to calculate the sw is the following: every expert who
considers one factor as important and takes it into consideration, is asked to present
the degree with which this specific factor leads the expert to select one decision.
Every expert describes the degree of influence of one factor towards one decision
using a linguistic variable, such as “very strong influence vsi”, “strong influence,
si”, “medium influence, mi”, “weak influence wi”, “very weak influence vwi”, as it
is depicted in Fig. 2.

Thus, every expert describes the specific weight sw of each interconnection with
a fuzzy linguistic variable from the above mentioned set, which stands for the
relationship between the two concepts and determines the grade of causality
between the two concepts. Then, all the proposed linguistic weights for one
interconnection suggested by experts, are aggregated using the SUM method and an
overall linguistic weight is produced. The overall linguistic weight with the de-
fuzzification method of Center Of Gravity (COG), is transformed to a numerical
weight belonging to the interval [−1, 1].

Then, the overall weight describing the influence from one factor concept
towards a decision concept is calculated using the form:

wji ¼ sgnðswÞ l1 � iwþ l2 � swj jð Þ ð3Þ

where the two parameters l1; l2 are introduced to represent the participation of the
importance weight iw and the specific weight sw, on the overall weight describing
the influence of every factor concept towards the decision/diagnosis concept. It is
mentioned that the value of wji has to be normalized in the interval [−1, 1], where
the weight takes values.

The current FCM-ESI DSS model has extended the previous developed one [14]
to include interactions between the various factor concepts since the decision is
complex and there are always cause-effect relationships between factors contrib-
uting to the triage decision. These are as follows:

• Vital signs (FC4) and Patient chief complaint (FC3); Vital signs (FC4) and
Patient immuno-compromised (FC19)—for example patients that are experi-
encing fever and are on chemotherapy.

Fig. 2 The positive fuzzy
linguistic weights
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• Over the counter medications (F15) and chief complaint (FC3)—patients using
over the counter pain medication may have a decrease in their pain level and as a
result the severity indicated concerning their chief complaint may be decreased

• Over the counter medications (F15) and vital signs (FC4)—over the counter
medications may change vital signs, e.g. reduced fever, increased blood pressure
etc.

• Pre-existing communication/cognitive deficits (FC23) and Chief Complaint
(FC3)—there is increased inaccuracy of the description of the chief complaint
with the existence of communication/cognitive deficits.

• Pre-existing communication/cognitive deficits (FC23) and Medical History
(FC5)—the reliability of medical history can be compromised by communica-
tion/cognitive deficits of the patient.

• Pre-existing communication/cognitive deficits (FC23) and Severe Pain or Dis-
tress (FC12)—there may be on one hand inability to judge severity of pain and

Fig. 3 23 factor FCM-ESI including factor interactions
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on the other hand increased distress may be related to unfamiliar environmental
change and not to actual medical condition.

Experts were asked to identify the possible interactions among Factor Concepts.
At first, every expert is asked to determine the pair of concepts that are coupled.
Thus, a set of possible paired factors concepts is created and then all the experts are
asked to suggest the degree (using a linguistic weight) of coupling/influencing
among the previously identified pairs of factor concepts. A set offive fuzzy linguistic
values are used: “very strong”, “strong”, “medium”, “weak”, and “very weak”.

The complete FCM-ESI is illustrated in Fig. 3 where the 5 central nodes are the
decision nodes (ESI levels). The decision node with the maximum value is the level
at which a patient is triaged.

The FCM-ESI for every patient takes the concept factor values from measure-
ments, laboratory test and examination and these values are transformed in the
interval [0,1] where concepts take values and then the values of Decision Concepts
are calculated, so that to infer the ESI level.

5 Supervisor System for Priority Between Equally Triaged
Patients for ESI Levels 3–5

An important issue after initial triage for patients with ESI levels 3–5 in an over-
crowded ED is the priority with which patients receive care. Patients within a given
triage level may end up being seen by a physician on a first come—first served
basis. However, unfortunately, severity may change over time. For example, in
some cases injuries and illnesses that need medical and nursing intervention are
time sensitive. The longer the wait, the more damage may occur because of changes
for example such in oxygen, blood, electrolytes (potassium, sodium, etc.), sugar,
etc. Failure to prioritize triaged patients appropriately may result in very sick
patients at risk for deterioration while waiting. Since this is also difficult and critical
decision for the personnel in the ED, a supervisory level has been added on the
FCM-ESI DSS model, where the outcome reflects changes in priority for patients
within the same ESI level.

In order to develop the supervisor priority FCM-ESI Decision Support Systems,
the most essential factor concepts are selected that may influence the patient status.
The supervisor priority FCM-ESI consists of the concepts (Fig. 4):

• Change in vital signs (FC4).
• Patient report of worsening symptoms.
• Change in mental state (FC21).
• Change in patient can walk or sit (FC22).
• Triage ESI level.
• Time in waiting area.
• New symptoms.
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Therefore, for each patient where a particular ESI Decision Concept had the
maximum value (i.e. the ESI Level with which the patient was characterized) this
decision node interacts dynamically with other FC nodes as new information is
provided over time and is checked every half hour.

Fig. 4 Supervisory fuzzy cognitive map structure for triage assessment and decision support in
the emergency department
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This leads to prioritizing of the patients that have equal or almost equal ESI
status in order to avoid adverse events after triage due to long wait in overcrowding.
Thus, the supervisor priority FCM-ESI is called to prioritize among patients with
the same ESI level.

6 Case Example

A 72-year-old woman presented to a busy emergency department (ED). During
triage she told the triage nurse that she experienced face and tongue swelling in the
last 2 days. The vital signs at triage, including respiratory rate and oxygen satu-
ration, were normal (BP 125/70 mm Hg, HR 72 beats/min, RR 12 breaths/min, and
Body Temperature 36.5 °C). No previous history indicated this condition, the
patient had not taken medications, was not in any pain, and there were no problems
with the patient’s mental state. Also the patient was able to sit and walk. Using the
information collected at triage, both a triage nurse and the FCM-ESI resulted in
ESI-Level 3.

The patient sat in the waiting room for more than 2 h after which she was placed
in a room in the ED. After an additional hour a physician evaluated her. In the
meantime, her tongue and throat had swollen substantially, and she was having
difficulty breathing. She was diagnosed with angioedema and required emergency
intubation, a potentially dangerous and high-risk procedure accompanied by
aggressive treatment with intravenous epinephrine.

On the other hand, if the supervisor priority FCM-ESI DSS had been used, due
to the change in state after 1.5 h when the patient was experiencing substantial
swelling and difficulty breathing, the triage the patient priority would be increased
to Very-Very High and thus, the patient would receive immediate care without the
need for intubation.

7 Summary

This paper is an extension of previous work [13, 14] and it presents an integrated
methodology for developing a hierarchical Decision Support System for ESI Tri-
age. Usually at the Emergency Department (ED) of hospitals medical staff has to
cope with many patients, asking for urgent treatment and so they have to assess
their health condition under significant time constrains. The case of elderly patients
has great importance as they usually are admitted quite frequently at the ED suf-
fering from chronic problems, their health condition is characterized by comple-
mentarity and/or controversy and usually with a lack of interaction and low level
communication ability. Thus, triaging of elderly people is characterized by high
complexity and it makes the assessment and decision about the health condition a
difficult task.
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For such cases, Soft Computing methodologies are rather suitable and so Fuzzy
Cognitive Maps (FCMs) are proposed here to model and develop a Supervisory
Decision Support Systems for the ESI Triage during patient admission at the
Emergency Department (ED) of hospitals. Generally, FCMs have been successfully
applied to develop Medical Decision Support Systems for many discipline fields.

Here, there is further expansion of a recently proposed methodology to develop
FCMs exploiting and combining knowledge and experience of human experts along
with information and bibliographic data. Moreover, a hierarchical two level
structure is introduced consisting of a FCM at each level. In the lower level a FCM-
ESI system categorizes patients according to the 5 levels of the ESI. Then in the
supervisor layer there is a prioritization of patients within ESI levels 3–5 which is
continuously updated, as new information is received, in order to assist in pre-
venting adverse outcomes while waiting.
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