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Abstract. Despite two high profile series of challenges devoted to ques-
tion answering technologies there remains no formal study into the rep-
resentativeness that question corpora bear to real end-user inputs. We
examine the corpora used presently and historically in the TREC and
QALD challenges in juxtaposition with two more from natural sources
and identify a degree of disjointedness between the two. We analyse these
differences in depth before discussing a candidate approach to question
corpora generation and provide a juxtaposition on its own representa-
tiveness. We conclude that these artificial corpora have good overall cov-
erage of grammatical structures but the distribution is skewed, meaning
performance measures may be inaccurate.

1 Introduction

Question Answering (QA) technologies were envisioned early on in the artificial
intelligence community. At least 15 experimental English language QA systems
were described by [13]. Notable early attempts include BASEBALL [11] and
LUNAR [17,18]. New technologies and resources often prompt a new wave of
QA solutions using them. For example: relational databases [8] with PLANES
[16]; the semantic web [2] by [3]; and Wikipedia [15] by [7].

Attempts to evaluate QA technologies are similarly diverse. The long-running
Text REtrieval Conferences1 (TREC) making use of human assessors in conjunc-
tion with a nugget pyramid method [12], while the newer Question Answering
over Linked Data2 (QALD) series uses an automated process that compares
results with a gold standard.

In both cases, however, the matter of whether or not the questions being
posed to the challenge participants actually capture the range and diversity of
questions that real users would make of a QA system is not addressed. We ex-
plore the distribution of grammatical relationships present in various artificial
and natural question corpora in two primary aspects: coverage and representa-
tiveness. Coverage is important for QA solution developers to gauge gaps in their

1 http://trec.nist.gov/
2 http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/
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system’s capacity, whereas evaluations are dependent on the representativeness
of their corpora for valid comparisons between systems.

2 Corpora Sources

To evaluate a QA system for commercial use, it would be preferable to test it on
real user questions. That is, questions that have been posed by potential or real
end-users rather than system developers or testers. Although artificial questions
may be used to capture additional grammatical forms, the most important aspect
for a functional QA system is to answer those put by real users.

We collected questions from 4 distinct corpora, 2 artificial and 2 natural:

1. TREC has been running since 1992 and published 2,524 unique questions
with which to evaluate text retrieval system submissions. These questions
are artificial by the track organisers and often pertain to given contexts not
found in the questions themselves. For example, a question “What was her
name?” makes sense within a context, but is essentially meaningless alone.

2. The QALD challenges have been running since 2011, publishing 453 unique
questions focussed on DBpedia [1,4] and MusicBrainz [14] data. These also
are artificial but are always context independent.

3. We extracted 329,510 questions from Yahoo! Answers3 tagged as English.
These are the question titles put by the general public for other members of
the public to propose answers to, and so in some cases do not form typical
question structures – leaving the details of the question to the post’s body.

4. A set of 78 questions put by participants of OWL tutorials to a Pizza ontol-
ogy. These are considered natural as the participants were not experts and
the questions include some grammatical and spelling errors.

3 Analysis and Comparison of Question Corpora

We seek to compare the entries of the various corpora in order to discern if the
artificial questions currently being used for QA system evaluation are represen-
tative of the questions real end-users might pose. If some feature or aspect of
natural language questions are over- or under-represented in an evaluation cor-
pus this will cause evaluation measurements to be inaccurate as accounts of a
QA system’s performance in an end-system.

Rather than manually inspecting the grammatical forms of all 332,565 entries,
we ran a statistical analysis comparing the distribution of various grammatical
relations found in the corpora. Using the Stanford Parser4 [10,9] we derived the
dependency graph for each question and then, for each corpus D, computed
frequency vectors for each dependency type t, normalised by tf-idf5. We then

3 http://answers.yahoo.com/
4 Stanford CoreNLP version 1.3.5 trained with the provided English PCFG model
5 Term frequency - inverse document frequency
tfidf (t,D) = log (f (t,D) + 1) × log N

|{d∈D:t∈d}| where t is a dependency type and D
is a corpus of questions.

http://answers.yahoo.com/
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compared the distribution of dependency types across the four corpora in two
ways: by calculating pairwise cosine similarity, and by calculating pairwise Pear-
son correlation between corpora. These comparisons are shown in Table 1.

Table 1. Pairwise comparison of dependency type distributions across corpora

Yahoo! Pizza QALD

0.7847 0.7479 0.8593 TREC
0.6060 0.7428 Yahoo!

0.8373 Pizza

(a) Cosine similarity

Yahoo! Pizza QALD

−0.1018 0.2350 0.4942 TREC
-0.5492 −0.2023 Yahoo!

0.5345 Pizza

(b) Pearson. Bold indicates p < 0.05

Of note in Table 1a is the strong similarity of distributions between the two
artificial corpora, QALD and TREC, where comparisons with them and the nat-
ural corpora show weaker correspondence. The Yahoo! corpus shows relatively
low similarity with any other corpus – perhaps due to its heavy reliance on col-
loquialisms and overwhelming prominence of ungrammatical content. Table 1b
emphasises the dissimilarity of Yahoo! to the other sources.

Table 2. Dependency relations that are over- and under-represented in artificial cor-
pora. Discussed relations are in bold. A � indicates possible over-representation, and
a † under-representation.

relation trec pizza qald yahoo

det� 17.63 13.66 18.19 9.36
prep� 12.52 9.95 12.90 10.30
nn� 10.56 3.47 12.09 7.28

aux† 4.38 4.86 2.68 7.57
dep† 2.08 6.48 2.72 5.73
attr� 5.52 0.69 2.68 1.36
conj† 0.64 5.09 0.51 2.67

cop† 0.63 3.24 1.18 2.15
auxpass� 3.16 0.69 2.54 0.63
nsubjpass� 3.16 0.69 2.57 0.55
xcomp† 0.60 1.62 0.44 1.99

relation trec pizza qald yahoo

appos† 0.26 0.46 0.04 0.39
neg† 0.02 0.46 0.07 0.58
agent� 0.37 0 0.59 0.07

ccomp† 0.20 1.16 0.22 2.13
mark† 0.14 0.46 0.11 1.26

advcl† 0.15 0.23 0.04 1.08

csubj† 0.01 0.23 0.18 0.24
predet† 0.01 0.46 0 0.08

cc† 0 0.23 0.07 0.13

preconj† 0 0.23 0 0.01

There are some grammatical dependency relations that are interesting in their
under-representation within artificial question corpora.

The predet relation (predeterminer) is found only twice in TREC and never in
QALD, but enjoys greater usage in the Pizza and Yahoo! corpora. This relation
is typically found connecting a noun and the word “all”, as in “Find all the
pizzas with less than 3 toppings”.
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Similarly, the preconj relation (preconjunct) is never found in QALD or
TREC, but has limited exposure in both Pizza and Yahoo! corpora. This is
a relation “between the head of [a noun-phrase] and a word that appears at the
beginning bracketing a conjunction (and puts emphasis on it), such as ‘either’,
‘both’, ‘neither’)”, as in “Which pizza has neither vegetables nor seafood?”.

The artificial corpora contain many more attr relations, which are used to
attach the main verb to a leading wh- word, suggesting that the corpora authors
are relying too heavily on wh- formulations.

The nn relation (noun compound modifier) sees heavy use in both TREC and
QALD but is not similarly represented in the natural Pizza and Yahoo! corpora.
This may be due in part to domain dependence, with questions focussed on
named entities.

4 Constructing Evaluation Corpora

Having established that artificial and natural corpora of natural language ques-
tions have discrepancies in grammatical form and variation, we ask how one
might compose an evaluation corpus of such questions for a given domain that
maintains representativeness of real end-user inputs. We suggest a lexical sub-
stitution approach, taking examples from natural question sets and replacing
mappable concepts with those from the required domain. This is applied to two
scenarios: first, with a case study of QALD seeking to improve its representative-
ness in Sect. 4.1 and second on building a new corpus from scratch in Sect. 4.2.
It is the corpus engineer’s responsibility to ensure sensible substitutions.

4.1 Extending QALD to Improve Representativeness

For this section we will be using the QALD-3 DBpedia testing corpus, which
consists of 100 questions collectively bearing a 0.5952 cosine similarity with the
Yahoo! Answers corpus, in terms of tf-idf distribution.

We draw entries from Yahoo! at random and calculate the effect its inclu-
sion would have on the cosine similarity score. When a positive effect is found,
that entry is examined for suitability. For any with suitable dependency graphs,
we apply lexical substitution to render the question appropriate for the target
ontology while maintaining the original grammatical structure.

For example, imagine that the question “what is the percentage of men who
have visted[sic] prostitutes?”6 was one selected in this manner. We can identify
the core concepts of the question and substitute them with concepts and in-
stances from MusicBrainz. In this case we could choose “What is the percentage
of artists who have released compilations?”, as shown in Fig. 1. Figure 2 shows
the growth of similarity score with just a few iterations of this method. This
process can be repeated as desired to build a corpus of relevant questions with
more representative distributions of grammatical dependencies.

6 Although this entry contains typographic errors, the parser nevertheless gives a
usable dependency graph.
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(a) original (b) anonymised (c) substituted

Fig. 1. Lexical substitution within a question by dependency graph 7

4.2 Building a New Evaluation Corpus

The strategy also applies to the construction of entirely new corpora. We would
initially choose questions that individually bear the greatest similarity to Yahoo!
as a whole and then reiterate with the process as before, for extending an existing
corpus.
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Fig. 2. Similarity growth with new questions

5 Conclusions and Future Work

Two corpora of artificial English questions demonstrate stronger similarity with
each other than either of two corpora of natural English questions. This suggests
that results of evaluations of QA systems using these artificial corpora may not
be indicative of performance on natural questions. We proposed a methodology
for creating natural questions within a domain by performing lexical substitution
within samples of natural-provenance questions from other domains.

This study pertains to low-level analysis of English questions and does not
address coverage and representativeness of other linguistic features. Although
substitutions are tailored to a given context, no effort is made explicit here to
emulate the distribution of question topics; this should be the responsibility of
the corpus engineer.

7 For conciseness we use the collapsed graphs using “prep of” but this has no bearing
on the result.
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