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Abstract. The line estimation algorithm dedicated to line following
robots is proposed in this paper. The line estimation is based on the
Viterbi algorithm and directional filtering using moving average filter.
Two cases of system are compared using Monte Carlo approach – with
proposed directional filter and without this filter. The performance is
measured using comparison of cumulative errors for horizontal direction.
The results shows 20% improvements for Gaussian noise standard devi-
ation 0.3− 0.9 range, for proposed solution in comparison to the Viterbi
algorithm alone approach.
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1 Introduction

Line following robots are applied for components delivery in manufactures [1],
especially. They are also applied in many contests in robotics and for educational
purposes, because they could be very simple and cheap. The line following robot
uses linear sensor (1D) or camera (2D) and very high line–to–background con-
trast is assumed typically. Even two light sensors with simple logic [2] for the
line recognition could be applied for such intentional assumption. Real applica-
tion of line following robots requires more robust image processing algorithms
and pattern recognition techniques. The line could be deteriorated and lighting
conditions could be variable. Locally variable lighting conditions, and noises re-
lated to the deteriorated background and real line as well as false lines are the
sources of low quality of acquired image. The positive signal of line and dark
background are assumed (or opposite mapping). The application of the camera
allows the line estimation (tracking) but low–quality image requires robust im-
age processing and tracking algorithms. The line width could be variable due
to deterioration as well as low contrast that are shown in example in Section 4.
Both problems are considered in this paper and the solution is provided.
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1.1 Related Works

The idea of line following robots is quite old [3]. The area of applications related
to harvesting and similar task, where the line is not specified directly, is consid-
ered in [4]. Hough Transform approach for highly deteriorated line is considered
in [5] for the road lane estimation as well as in agricultural application [6]. The
application of LIDAR for the acquisition of 3D structures for line estimation is
considered in [7]. The application of Monte Carlo sampling of image space is
considered in [8].

1.2 Content and Contribution of the Paper

The problem of the line tracking with variable width and very–low contrast at
the edge or below of edge of visibility by human is considered in this paper. Such
assumption requires very robust algorithm, that will work very well even if the
line or lighting conditions are significantly better. It allows the application of
the proposed algorithm for scenarios, where the line is not intentionally added,
so image existing line could be used, also. The line could be hidden in the image
noise and the line width could be variable, due to deterioration. Multiple (false)
lines that are parallel to the correct line may be image disturbance sources also.

In this paper the Viterbi algorithm [9] for line following robots is applied
and briefly described in Section 2. The application of the directional filtering
for image preprocessing is proposed in Section 3. The boundary possibilities of
the line estimation are estimated using numerical experiments based on Monte
Carlo approach in Section 4. Such assumptions allow the testing of many cases
that are not available in small real image databases. The discussion is provided
in Section 5 and the final conclusions are formulated in Section 6.

2 The Viterbi Algorithm for Line Estimation

The Viterbi algorithm is the dynamic programming algorithm that could be ap-
plied for the line tracking. Acquired image is analyzed, starting from the bottom
row. The pixels may correspond to the nodes (states) of the trellis. Appropri-
ate transitions between nodes of two following rows are related to the possible
transitions. This is defined by the Markov transition matrix and probabilities
of transition could be assigned. Five transitions with equal probabilities in this
paper (Fig. 1) are assumed. The number of transitions depends on the line model.

The selection of the best path in the trellis corresponding to the most probable
line is based on the local and global choice. Tracking process starts from the
first (bottom) row (n = 1) and the local costs dn+1,x

n,x are computed for all paths
allowed by trellis to the second row (n = 2), where x is the position in horizontal
direction. The local cost could be defined as a sum of the pixel values and highest
values correspond to the possible line and should be preferred (local choice). The
local cost for particular local path is added to the node value V of the previous
row n, and projected to the next row n + 1:

Vn+1,x = max
(
Vn,x+g + dn+1,x

n,x+g

)
, (1)
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Fig. 1. Local paths in example trellis

where the transitions are defined using the following set:

g ∈ {−2,−1, 0,+1,+2} , (2)

and the starting condition is:
Vn=1,. = 0 (3)

The selection of the best path to the particular node is preserved additionally:

Ln+1,x
n = arg max

g

(
Vn,x+g + dn+1,x

n,x+g

)
, (4)

where L denotes local transition. The projection of the values is executed nmax

times. The depth of the projection (nmax) influences the estimation results, but
this it is not considered in this paper.

After reaching of the nmax row in first phase (forward phase), the second
phase is started (backward phase). The maximal value Popt for nmax selects the
most probable path, starting from the last row:

Popt = max (Vn=nmax,.) , (5)

that selects xn=nmax node:

xn=nmax = max
x

(Vn=nmax,x) . (6)

The following recursive formula finds path in trellis (backward):

xn−1 = xn + Ln,x
n−1, (7)

for successively decremented row numbers:

n = nmax, · · · , 2. (8)

The transition between first and second row for specific starting point x1

is the result of the Viterbi algorithm - part of the estimated trajectory. Overall
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process is repeated using moving window approach for the input image. Obtained
estimation result of the Viterbi algorithm could be used in next processing steps,
but it is not recommended. First forward–backward calculation could give wrong
result and may propagate wrong result to next calculations if first result is
reused in next computations. This property is related to the typical problems of
initialization of recursive processing algorithms.

3 Directional Filtering for Preprocessing

Image processing of acquired image could improve performance of tracking al-
gorithm and is allowed for the TBD (Track–Before–Detect) approach [10,11].
Proposed filtering technique is based on directional MA (Moving Average) fil-
ter. This is low computation cost FIR (Finite Impulse Response) filter, that is
applied in vertical direction. The overall schematic of the proposed system is
shown in Fig. 2.

Fig. 2. Schematic of line tracking system with directional filtering

The directional MA filter uses simple formula:

Y (x, y) =
1

N

N−1∑
i=0

X(x, y + i), (9)

where N−1 is the filter order applied for vertical dimension (y) only. The X and
Y variables are input and output images respectively. Such filter is dedicated to
the line that is vertical or slightly sloped. General case of line with sharp turns
is not considered is this paper. It is sufficient for many practical cases, but not
for the specific robot following contests where the line could change direction in
any way.

The aim of the filter application is the noise suppression [12], with reduced
influence on the vertical edges, so blurring in horizontal direction is not recom-
mended. This suppression is mostly independent on line and the background.
The idea of directional filtering is the basis of the TBD systems based on e.g.
velocity filters and local Hough Transform [13].

4 Results

An example input image and result of processing for directional filtering are
shown in Fig. 3.
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Fig. 3. Example results for specific image – high standard deviation 1.2

Monte Carlo approach is applied for the performance analysis under heavy
distortions (multiple additional lines with similar spatial properties). Two sys-
tems are compared: without directional filtering and with directional filtering,
for exactly the same input images. Monte Carlo tests uses 300 testing scenarios
for particular standard deviation (std) and filter length (N). The nmax = 60,
line width from 〈1 − 5〉 pixel range (probability of direction change is 0.1),
line direction change with 0.25 probability are assumed for Markov g–set. Line
length in y direction is Ly = 200. Cumulative errors (Cerr) for both cases
could be compared for the performance measurements. The pair of measure-
ments {Cerrwithfilter , Cerrwithoutfilter} marked by the point bellow line with
slope 45◦ (equal error boundary) has better estimation result for system with
directional filtering, and the point above this line has better estimation result
for system without directional filtering (Fig. 4). The slope of regression line for
multiple tests could be criterion of improvement for different filter orders.

The regression line Ewithfilter = f (Ewithoutfilter) could be modeled using the
following formula:

Ewithfilter = a1Ewithoutfilter + a0, (10)

and a0 is very low value and could be omitted in regression fit. The values of
a1 < 1 are indicators of better performance of system with directional filtering.
Mean error Ē for position in horizontal direction is:

Ēwithfilter = a1Ēwithoutfilter = Ewithfilter/Ly. (11)
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Fig. 4. Example results for Monte Carlo test for standard deviation 0.8

The highest value is about 2500/Ly = 12.5 pixel and typical value is about
500/Ly = 2.5 pixel for cases shown in 4. Results for different standard deviations
and orders of directional filter are show in Fig. 5.

5 Discussion

The results that are shown in Fig. 5 depict better performance of system with
directional filtering – values a1 < 1 is related to the reduction of position er-
rors according to formula (11). Low–valued noise distortions (standard deviation
< 0.3) cases are better processed with the use of system without directional fil-
tering. This is the result of line blurring introduced by filter. Larger noise is
the main source of the position errors so filtering adds blurring to the line and
background area, reducing errors. Larger noise gives about 20% reduction of the
position errors in horizontal direction, which is related to a1 ≈ 0.8 value. Small
minimum could be observed for filter order 3 − 7 range and higher standard
deviations (Fig. 5). Such filters orders are optimal and increasing order reduces
performance due to line direction changes. Grayscale image could be used by
the Viterbi algorithm so Euclidean metric is used. This is much better solution
in comparison to the binary images processing. The Viterbi algorithm is one
of the TBD (Track–Before–Detect) algorithms and allows the processing of sig-
nals hidden in noise. TBD processing assumes raw signal processing that has
superior performance over conventional Detection and Tracking approach, that
uses threshold algorithm. The obtained system is a kind of hierarchical TBD
system [12]. Additional improvement of obtained results could be achieved using
the estimated line filtering [14].
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Fig. 5. Example results for Monte Carlo test for different standard deviations and
orders of directional filter

6 Conclusions

Proposed directional filtering for the Viterbi algorithm input image preprocess-
ing improves the estimation of lines. Such approach could be applied not only for
the line following robots, but also in medical image processing for example [15].
Proposed approach extends possibilities of the application of the Viterbi based
TBD algorithm by the application of the directional filtering that could be also
considered as first TBD algorithm. The direction changes of the line is sup-
ported by the Markov model [16] processed by the Viterbi algorithm. Another
preprocessing schemes could be applied for different types of lines [17,18].

The implementation of proposed algorithm does not requires high compu-
tation power and typical microcontrollers or DSP (Digital Signal Processors)
could be applied for the real–time processing. Some DSP’s have hardware unit
or dedicated instructions for the acceleration of implementation of the Viterbi
algorithm, that could be considered also. The direction filtering could be im-
plemented using vertical instructions that are supported by all SIMD (Single–
Instruction Multiple–Data) processors including VLIW (Very Long Instruction
Word), additionally. Recursive processing of directional MA filers should be con-
sidered for the efficient implementation.
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