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Preface

Adaptation plays a central role in dynamically changing systems. It is about
the ability of the system to “responsively” self-adjust upon change in the sur-
rounding environment. Like living creatures that have evolved over millions of
years developing ecological systems due to their self-adaptation and fitness ca-
pacity to the dynamic environment, systems undergo similar cycles to improve
or at least not weaken their performance when internal or external changes
take place. Internal or endogenous change bears on the physical structure of the
system (hardware and/or software components) due mainly to faults, knowl-
edge inconsistency, etc. it requires a certain number of adaptivity features such
as flexible deployment, self-testing, self-healing and self-correction. Extraneous
change touches on the environment implication such as the operational mode or
regime, non-stationarity of input, new knowledge facts, the need to cooperate
with other systems, etc. these two classes of change shed light on the research
avenues in smart and autonomous systems.

To meet the challenges of these systems, a sustainable effort needs to be de-
veloped: (1) adequate operational structures involving notions like self-healing,
self-testing, reconfiguration, etc.; (2) appropriate design concepts encompassing
self-x properties (self-organization, self-monitoring, etc.) to allow for autonomy
and optimal behaviour in the (dynamically changing) environment; (3) efficient
computational algorithms targeting dynamic setting, life-long learning, evolving
and adaptive behaviour and structure. For this three-fold development direc-
tion, various design and computational models stemming from machine learning,
statistics, metaphors of nature inspired from biological and cognitive plausibil-
ity, etc. can be of central relevance. Due to its versatility, online adaptation is
involved in various research areas which are covered by the International Con-
ference on Adaptive and Intelligent Systems (ICAIS): neutral networks, data
mining, pattern recognition, computational intelligence, smart and agent-based
systems, distributed systems, ubiquitous environments, Internet, system engi-
neering, hardware, etc. the ICAIS conference strives to sharpen its focus on
issues related to online adaptation and learning in dynamically evolving envi-
ronments and to expand the understanding of all these inter-related concepts.

ICAIS is a biennial event. After the very successful ICAIS 2009 and ICAIS
2011, the conference witnessed another success this year. ICAIS 2014 received
32 submissions from 11 countries around the world (Argentina, Austria, Brazil,
Canada, China, Czeck Republic, Germany, Poland, Portugal, Tunisia, UK) which
underwent a rigorous and tough peer-review by three reviewers. Based on the
referees’ reports, the Program Committee selected 19 full papers.



VI Preface

ICAIS 2014 was enhanced by 3 keynote speeches and 1 invited talk given
by internationally renowned researchers, presenting insights and ideas in the
research areas covered by the conference. The rest of the program featured in-
teresting sessions. Overall we had 4 sessions: 1- Advances in feature selection
consisting of 4 papers 2- Clustering and classification techniques consisting of 6
papers 3- Adaptive optimization consisting of 5 papers 4- Time series analysis 4
papers

Although this set of sessions does not cover the topics of the conference, it
is a very good mix proving fresh insight in some of the techniques related to
adaptive and intelligent systems.

This volume and the whole conference are of course the result of team
effort. My thanks go to the local organizers, particularly to Tobias Baker, the
Steering Committee, the publicity chair and especially the Program Committee
members and the reviewers for their cooperation in the shaping of the confer-
ence and running the refereeing process. I highly appreciate the hard work and
timely feedback of the referees who did an excellent job. I would like to thank
all the authors and participants for their interest in ICAIS 2014. Thank you
for your time and effort in preparing and submitting your papers and your pa-
tience throughout the long process. Your work is the backbone of this conference.

The support of the University of Bournemouth and the Faculty of Science
and Technology was crucial in making this event happen. I also thank the tech-
nical sponsors, IEEE Computational Society and International Neural Networks
Society for their trust in ICAIS, and Springer for enabling the publication of
this volume.

We worked hard to make ICAIS 2014 an enticing and informative event.

July 2014 Abdelhamid Bouchachia
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Vânia G. Almeida, Portugal

Local Organizing Committee

Tobias Baker Bournemouth University, UK
Hammadi Nait-Charif Bournemouth University, UK
Emili Balaguer-Ballester Bournemouth University, UK
Damien Fay Bournemouth University, UK

Sponsoring Institutions

Bournemouth University, UK
Faculty of Science and Technology, Bournemouth University, UK
The International Neural Networks Society



Invited Talks
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Dean Street, Bangor, Gwynedd, LL57 1UT, United Kingdom

l.i.kuncheva@bangor.ac.uk

An online classifier is only accurate if the distribution of the incoming data is the
same as the distribution of the data the classifier was trained upon. Therefore,
detecting a change and retraining the classifier accordingly is an important task.
This talk will challenge the concept of change and change detectability from
unsupervised streaming data. What constitutes a change? The answer is uniquely
determined by the context. But in order to have change detection methods that
work across problems, the relevant features must be exposed. The talk will be
focused on feature extraction for the purposes of change detection.



Distributed Data Stream Mining

João Gama

LIAAD - INESC Porto, Laboratory of Artificial Intelligence and Decision Support
University of Porto, Portugal

joao.jgama@gmail.com

The phenomenal growth of mobile and embedded devices coupled with their
ever-increasing computational and communications capacity presents an exciting
new opportunity for real-time, distributed intelligent data analysis in ubiquitous
environments. In these contexts centralized approaches have limitations due to
communication constraints, power consumption (e.g. in sensor networks), and
privacy concerns. Distributed online algorithms are highly needed to address the
above concerns. The focus of this talk is on distributed stream mining algorithms
that are highly scalable, computationally efficient and resource-aware. These
features enable the continued operation of data stream mining algorithms in
highly dynamic mobile and ubiquitous environments.
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For more than a decade researchers have explored software systems that dynami-
cally adapt their behavior at run-time in response to changes in their operational
environments, user preferences, and underlying computing infrastructure. Our
particular focus has been on context-aware, self-adaptive applications in ubiqui-
tous computing scenarios. In my presentation I will discuss lessons learned from
three projects in the realm of self-adaptive systems. Some of these insights re-
late to purely technical concerns. Others touch on socio-technical concerns that
substantially influence the users’ acceptance of self-adaptive applications. Our
experiments have shown that both kinds of concerns are important. We claim
that an interdisciplinary software development methodology is needed in order
to produce socially aware applications that are both acceptable and accepted.



Adaptive Ambient Intelligence and Smart

Environments

Ahmad Lotfi

School of Science and Technology, Nottingham Trent University
Clifton Campus, Clifton Lane, Nottingham, NG11 8NS, United Kingdom

ahmad.lotfi@ntu.ac.uk

Ambient Intelligence refers to a digital environment that proactively supports
people in their daily lives. It is an emerging discipline that brings intelligence to
our living environments, makes those environments sensitive to us, and adapt
according to the user’s needs. By enriching an environment with appropriate
sensors and interconnected devices, the environment would be able to sense
changes and support decisions that benefit the users of that environment. Such
smart environments could help to reduce the energy consumption, increase user’s
comfort, improve security and productivity, etc. One specific area of interest is
the application of ambient intelligence in Ambient Assisted Living, where the
home environment provides assistance with daily living activities for people with
disabilities. In my presentation, I will provide a review of the technologies and
environments that comprises ambient intelligence, as well as how changes in the
environment are reflected in the overall design of an adaptive ambient intelligence
environment.
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Georg Püschel, and Uwe Aßmann

Reference Architecture for Self-adaptive Management in Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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A Hierarchical Infinite Generalized Dirichlet

Mixture Model with Feature Selection

Wentao Fan1, Hassen Sallay2, Nizar Bouguila3, and Sami Bourouis4

1 Department of Computer Science and Technology, Huaqiao University, China
fwt@hqu.edu.cn

2 Al Imam Mohammad Ibn Saud Islamic University (IMSIU), Riyadh, Saudi Arabia
hmsallay@imamu.edu.sa

3 Concordia University, Montreal, QC, Canada
nizar.bouguila@concordia.ca

4 Taif University, Taif, Saudi Arabia
s.bourouis@tu.edu.sa

Abstract. We propose a nonparametric Bayesian approach, based on hi-
erarchical Dirichlet processes and generalized Dirichlet distributions,
for simultaneous clustering and feature selection. The resulting statistical
model is learned within a variational framework that we have developed.
The merits of the developed model are shown via extensive simulations
and experiments when applied to the challenging problem of images
categorization.

Keywords: Clustering, mixture model, feature selection, generalized
Dirichlet, variational inference, image databases.

1 Introduction

Dirichlet process (DP) has became as one of the most popular nonparametric
Bayesian techniques [12,10]. It can be viewed as a stochastic process and can
be considered as distribution over distributions, also. Recently, hierarchical DP
[20,19] has been developed as a hierarchical nonparametric Bayesian model and
has shown promising results to the problem of model-based clustering of grouped
data with sharing clusters. It is built on the DP and involves Bayesian hierar-
chy where the base measure for a DP is itself distributed according to a DP.
The hierarchical DP framework is particularly useful in problems involving the
modeling of grouped data where observations are organized into groups, and
allow these groups to remain statistically linked by sharing mixture components
[20,19]. As several other statistical approaches, existing hierarchical DP-based
models considers the Gaussian assumption. Unlike, these existing works, in this
paper, we focus on a specific form of hierarchical DP mixture model where each
observation within a group is drawn from a mixture of generalized Dirichlet (GD)
distributions. We are mainly motivated by the fact that the generalized Dirichlet
distribution has been shown to be efficient in modeling high-dimensional propor-
tional data (i.e. normalized histograms) in a variety of applications from different
disciplines (e.g. computer vision, data mining, pattern recognition) [5,6,8,9].

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 1–10, 2014.
c© Springer International Publishing Switzerland 2014



2 W. Fan et al.

Having the hierarchical infinite generalized Dirichlet mixture model in hand, a
principled variational approach is developed to learn its parameters. To validate
the overall statistical framework a challenging application, which has attracted
the attention of the computer vision community recently [2,16], namely the clas-
sification of images containing categories of animals is considered. The rest of
this paper is organized as follows. In the next section, we propose our model.
Section 3 develops our variational learning procedure. Section 4 is devoted to
the experimental results. Finally, we conclude the paper in Section 5.

2 The Model

2.1 The Hierarchical Dirichlet Process Mixture Model

Let H be a distribution over some probability space Θ and γ be a positive real
number, then a random distribution G follows a DP with a base distribution H
and concentration parameter γ, denoted as G ∼ DP(γ,H), if

(G(A1), . . . , G(At)) ∼ Dir(γH(A1), . . . , γH(At)) (1)

where (A1, . . . , At) is the set of finite partitions of Θ, and Dir is a finite-
dimensional Dirichlet. Now, let us introduce the general setting of a two-level
hierarchical Dirichlet process: Assume that we have a grouped data set, in which
each group is associated with an infinite mixture model (a DP Gj). This indexed
set of DPs {Gj} shares a base distribution G0, which is itself distributed as a
DP:

G0 ∼ DP(γ,H) Gj ∼ DP(λ,G0) for each j, j ∈ {1, . . . ,M} (2)

where j is an index for each group of data. In this work, we represent a hierarchi-
cal DP in a more intuitive and straightforward form through two stick-breaking
constructions which involves a global-level and a group-level construction [18,11].
In the global-level construction, the global measure G0 is distributed according
to a DP(γ,H) and can be described using a stick-breaking representation

ψ′
k ∼ Beta(1, γ) Ωk ∼ H ψk = ψ′

k

k−1∏
s=1

(1− ψ′
s) G0 =

∞∑
k=1

ψkδΩk
(3)

where {Ωk} is a set of independent random variables distributed according to H ,
δΩk

is an atom at Ωk. The random variables ψk are the stick-breaking weights
that satisfy

∑∞
k=1 ψk = 1, and are obtained by recursively breaking a unit length

stick into an infinite number of pieces. In this work, we apply the conventional
stick-breaking representation [21] to construct each group-level DP Gj

π′
jt ∼ Beta(1, λ) 	jt ∼ G0 πjt = π′

jt

t−1∏
s=1

(1− π′
js) Gj =

∞∑
t=1

πjtδ�jt
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where δ�jt are group-level atoms at 	jt, {πjt} is a set of stick-breaking weights
which satisfies

∑∞
t=1 πjt = 1. Since 	jt is distributed according to the base

distribution G0, it takes on the value Ωk with probability ψk. This can also
represented using a binary latent variable Wjtk as an indicator variable, such
that Wjtk ∈ {0, 1}, Wjtk = 1 if 	jt maps to the base-level atom Ωk which is

indexed by k; otherwise, Wjtk = 0. Then, we can have 	jt = Ω
Wjtk

k . As a result,
group-level atoms 	jt do not need to be explicitly represented which further
simplifies the inference process as it shall be clearer later. The indicator variable
W = (Wjt1,Wjt2, . . .) is distributed according to ψ in the form

p(W |ψ) =
M∏
j=1

∞∏
t=1

∞∏
k=1

ψ
Wjtk

k (4)

Since ψ is a function of ψ′ according to a stick-breaking construction, then

p(W |ψ′) =
M∏
j=1

∞∏
t=1

∞∏
k=1

[
ψ′
k

k−1∏
s=1

(1− ψ′
s)
]Wjtk (5)

The prior distribution of ψ′ is a specific Beta distribution

p(ψ′) =
∞∏
k=1

Beta(1, γk) =
∞∏
k=1

γk(1− ψ′
k)

γk−1 (6)

Let i index the observations within each group j, we assume that each θji is a
factor corresponding to an observation Xji, and the factors θj = (θj1, θj2, . . .)
are distributed according to DP Gj , one for each j: θji|Gj ∼ Gj , Xji|θji ∼
F (θji), where F (θji) represents the distribution of the observation Xji given θji.
According to Eq.(2), the base distribution H of G0 provides the prior for θji.
This setting forms the definition of a hierarchical DP mixture model, where each
group is associated with a mixture model, and the components are shared among
these mixtures due to the sharing of atoms Ωk among all Gj . Furthermore, since
each θji is distributed according to Gj , it takes the value 	jt with probability
πjt. Next, we introduce a binary latent variable Zjit ∈ {0, 1} as an indicator
variable. That is, Zjit = 1 if θji is associated with component t and maps to the

group-level atom 	jt; otherwise, Zjit = 0. Therefore, we have θji = 	
Zjit

jt . Since

	jt also maps to the global-level atomΩk, we then have θji = 	
Zjit

jt = Ω
WjtkZjit

k .
The indicator variable Z = (Zji1, Zji2, . . .) is distributed according to π as

p(Z|π) =
M∏
j=1

N∏
i=1

∞∏
t=1

π
Zjit

jt (7)

According to the stick-breaking construction, π is a function of π′. We then have

p(Z|π′) =
M∏
j=1

N∏
i=1

∞∏
t=1

[π′
jt

t−1∏
s=1

(1− π′
js)]

Zjit (8)
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p(π′) =
M∏
j=1

∞∏
t=1

Beta(1, λjt) =

M∏
j=1

∞∏
t=1

λjt(1− π′
jt)

λjt−1 (9)

2.2 Hierarchical DP Mixture Model of GD Distributions with
Feature Selection

Assume that we have a D-dimensional vector Y = (Y1, . . . , YD) drawn from a
GD distribution with parameters α = (α1, . . . , αD) and βj = (β1, . . . , βD)

GD(Y |α,β) =
D∏
l=1

Γ (αl + βl)

Γ (αl)Γ (βl)
Y αl−1
l

(
1−

l∑
f=1

Yf

)γl (10)

where
∑D

l=1 Yl < 1 and 0 < Yl < 1 for l = 1, . . . , D, αl > 0, βl > 0, γl =
βl − αl+1 − βl+1 for l = 1, . . . , D − 1, γD = βD − 1, and Γ (·) is the gamma
function. Based on an interesting mathematical property of the GD distribution
which is thoroughly discussed in [7], we can transform the original data point
Y using a geometric transformation into another D-dimensional data point X
with independent features in the form of GD(X|α,β) =

∏D
l=1 Beta(Xl|αl, βl),

where X = (X1, . . . , XD), X1 = Y1 and Xl = Yl/(1 − ∑l−1
f=1 Yf ) for l > 1,

and Beta(Xl|αl, βl) is a Beta distribution defined with parameters {αl, βl}. Now
let us consider a data set X that contains N random vectors separated into
M groups, then each vector Xji = (Xji1, . . . , XjiD) is represented in a D-
dimensional space and is drawn from a hierarchical infinite GD mixture model.

In practice, not all the features are important, some of them may be irrelevant
and may even degrade the clustering performance. Therefore, feature selection
technique is important and is adopted here as a tool to chooses the “best” fea-
ture subset. The most common feature selection technique, in the context of
unsupervised learning, defines an irrelevant feature as the one having a distribu-
tion independent from class labels [13]. Therefore, in our work the distribution
of each feature Xl can be defined by

p(Xjil) = Beta(Xjil|αkl, βkl)
φjilBeta(Xjil|α′

l, β
′
l)

1−φjil (11)

where φjil is a binary latent variable represents the feature relevance indicator,
such that φjil = 0 denotes the feature l of group j is irrelevant (i.e. noise)
and follows a Beta distribution: Beta(Xjil|α′

l, β
′
l); otherwise, the feature Xjil is

relevant. The prior distribution of φ is defined as

p(φ|ε) =
M∏
j=1

N∏
i=1

D∏
l=1

ε
φjil

l1
ε
1−φjil

l2
(12)

where each φjil is a Bernoulli variable such that p(φjil = 1) = εl1 and p(φjil =
0) = εl2 . The vector ε = (ε1, . . . , εD) represents the features saliencies such that
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εl = (εl1 , εl2) and εl1 + εl2 = 1. Furthermore, a Dirichlet distribution is chosen
over ε as

p(ε) =

D∏
l=1

Dir(εl|ξ) =
D∏
l=1

Γ (ξ1 + ξ2)

Γ (ξ1)Γ (ξ2)
εξ1−1
l1

εξ2−1
l2

(13)

In the next step, we need to introduce Gamma prior distributions for parameters
α, β, α′ and β′.

3 Variational Model Learning

In order to simplify notations, we define Θ = (Ξ,Λ) as the set of latent and un-
known random variables, where Ξ = {Z,φ} and Λ = {W , ε,ψ,π′,α,β,α′,β′}.
Variational inference [1,3] is a deterministic approximation technique that is used
to find tractable approximations for posteriors of a variety of statistical models.
The goal is to find an approximation Q(Θ) to the true posterior distribution
p(Θ|X ) by maximizing the lower bound of ln p(X ):

L(Q) =

∫
Q(Θ) ln[p(X , Θ)/Q(Θ)]dΘ (14)

In this work, we adopt factorial approximation which is commonly used in
variational inference [3] to factorize Q(Θ) into disjoint tractable distributions.
Moreover, we apply a truncation technique as in [4] to truncate the variational
approximations of global- and group-level Dirichlet process at K and T . It is
noteworthy that the truncation levels K and T are variational parameters which
can be freely initialized and will be optimized automatically during the learning
process. By using truncated stick-breaking and factorization, the approximated
posterior distribution q(Θ) can be fully factorized into disjoint distributions as

q(Θ) = q(Z)q(W )q(φ)q(π′)q(ψ′)q(α)q(β)q(α′)q(β′)q(ε) (15)

In our work, variational inference is performed based on a natural gradient
method as introduced in [17]. The main idea is that, since our model has con-
jugate priors, the functional form of each factor in the variational posterior
distribution is known. Therefore, the lower bound L(q) can be considered as a
function of the parameters of these distributions by taking general parametric
forms of these distributions. The optimization of variational factors is then ob-
tained by maximizing the lower bound with respect to these parameters. In our
case, the functional form of each variational factor is the same as its conjugate
prior distribution, namely Discrete for Z andW , Bernoulli for φ, Dirichlet for ε,
Beta for ψ′ and π′, and Gamma for α, β, α′ and β′. Therefore, the parametric
forms for these variational posterior distributions can be defined as the following

q(Z) =
M∏
j=1

N∏
i=1

T∏
t=1

ρ
Zjit

jit q(W ) =
M∏
j=1

T∏
t=1

K∏
k=1

ϑ
Wjtk

jtk (16)
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q(φ) =

M∏
j=1

N∏
i=1

D∏
l=1

ϕ
φjil

jil (1− ϕjil)
1−φjil q(ε) =

D∏
l=1

Dir(εl|ξ∗) (17)

q(π′) =
M∏
j=1

T∏
t=1

Beta(π′
jt|ajt, bjt) q(ψ′) =

K∏
k=1

Beta(ψ′
k|ck, dk) (18)

q(α) =

K∏
k=1

D∏
l=1

G(αkl|ũkl, ṽkl) q(β) =

K∏
k=1

D∏
l=1

G(βkl|g̃kl, h̃kl) (19)

q(α′) =
D∏
l=1

G(α′
l|ũ′

l, ṽ
′
l) q(β′) =

D∏
l=1

G(β′
l |g̃′l, h̃′

l) (20)

Consequently, the parameterized lower bound L(q) can be obtained by substi-
tuting Eqs.(16)∼(20) into Eq.(14). Maximizing this bound with respect to these
parameters then gives the required re-estimation equations. The variational in-
ference for our model can be performed then as an EM-like algorithm.

4 Experimental Results

In this part, we validate the proposed hierarchical infinite GD mixture model
with feature selection (referred to as HInGDFs) through a real-world application
concerning images categorization. In our case, we concentrate on the problem of
discriminating different images of breeds of cats and dogs, which is a specific type
of object categorization. This problem is extremely challenging since cats and
dogs are highly deformable and different breeds may differ only by a few subtle
phenotypic details [15]. In our experiments, we initialize the global truncation
levelK to 800, and the group truncation level T to 100. The hyperparameters λjt

and γk are initialized to 0.05. The initial values of hyperparameters ukl, gkl, u
′
l,

v′l for the conjugate Beta priors are set to 0.1, and vkl, hkl, v
′
l, h

′
l are set to 0.01.

The hyperparameters ξ1 and ξ2 of the feature saliency are both initialized to 0.5.
These specific choices were found convenient according to our experiments.

4.1 Experimental Setting

We perform the categorization of cats and dogs using the proposed HInGDFs
model and the bag-of-visual words representation. Our methodology are summa-
rized as follows: First, we extract the 128-dimensional scale-invariant
feature transform (SIFT) [14] descriptors from each image using the Difference-
of-Gaussians (DoG) interest point detectors and then normalized. Then, these
extracted SIFT features are modeled using our HInGDFs. Specifically, each im-
age Ij is considered as a “group” and is therefore associated with a Dirichlet
process mixture (infinite mixture) model Gj . Thus, each extracted SIFT feature
vector Xji of the image Ij is supposed to be drawn from the infinite mixture
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model Gj , where the mixture components of Gj can be considered as “visual
words”. A global vocabulary is constructed and is shared among all groups (im-
ages) through the common global infinite mixture model G0 of our hierarchical
model. This setting matches the desired design of a hierarchical Dirichlet process
mixture model. It is noteworthy that an important step in image categorization
approaches with bag-of-visual words representation is the construction of visual
vocabulary. Nevertheless, most of the previously invented approaches have to
apply a separate vector quantization algorithm (such as K-means) to build a
visual vocabulary, where the vocabulary size is normally manually selected. In
our approach, the construction of the visual vocabulary is part of our mixture
framework, and therefore the size of the vocabulary (i.e., the number of mixture
components in the global-level mixture model) can be automatically inferred
from the data thanks to the property of nonparametric Bayesian model. Since
the goal of our experiment is to determine which image category (breeds of cats
and dogs) that a testing image Ij belongs to, we also need to introduce an in-
dicator variable Bjm associated with each image (or group) in our hierarchical
Dirichlet process mixture framework. Bjm means image Ij is from category m
and is drawn from another infinite mixture model which is truncated at level
J . This means that we need to add a new level of hierarchy to our hierarchical
infinite mixture model with a sharing vocabulary among all image categories. In
this experiment, we truncate J to 50 and initialize the hyperparameter of the
mixing probability of Bjm to 0.05. Finally, we assign a testing image to a given
category according to Bayes’ decision rule.

4.2 Data Set

In this work, we evaluate the effectiveness of the proposed approach for catego-
rizing cats and dogs using a publicly available database namely the Oxford-IIIT
Pet database [15]1. It contains 7,349 images of cats and dogs, and is composed of
12 different breeds of cats and 25 different breeds of dogs. Each of these breeds
contains about 200 images. Some sample images of this database are displayed
in Fig. 1 (cats) and Fig. 2 (dogs). This database is randomly divided into two
partitions: one for training (to learn the model and build the visual vocabulary),
the other one for testing.

Results. In our experiments, we demonstrate the advantages of the proposed
HInGDFs approach by comparing its performance with two other mixture mod-
els including the hierarchical infinite GD mixture model without feature selection
(HInGD) and the hierarchical infinite Gaussian mixture model with feature se-
lection (HInGFs). To make a fair comparison, all of these models are learned
using variational inference and we evaluated the categorization performance by
running the approach 30 times. In the first part of our experiments, we measure
the performance of our approach for categorizing cats (12 breeds) and dogs (25
breeds), respectively. The average categorization performances of our approach

1 Database available at: http://www.robots.ox.ac.uk/∼vgg/data/pets/
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 1. Sample cat images from the Oxford-IIIT Pet database. (a) Abyssinian, (b)
Bengal, (c) Birman, (d) Bombay, (e) British Shorthair, (f) Egyptian Mau, (g) Persian,
(h) Ragdoll.

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 2. Sample dog images from the Oxford-IIIT Pet database. (a) Basset hound, (b)
Boxer, (c) Chihuahua, (d) Havanese, (e) Keeshond, (f) Pug, (g) Samyod, (h) Shiba inu.

and the two other tested approaches are shown in Table 1. As we can see from
this table, our approach (HInGDFs) provided the highest categorization accu-
racy among all tested approaches. Moreover, HInGDFs outperformed HInGD
and HInGFs which demonstrates the advantage of incorporating a feature se-
lection scheme into our framework and verifies that the GD mixture model has
better modeling capability for proportional data than Gaussian. Next, we have
evaluated all approaches for the whole Oxford-IIIT Pet database (i.e., we do
not separate cat and dog images). The corresponding results are shown in Ta-
ble 1. Based on the obtained results, the proposed approach provides again the
best categorization accuracy rate (42.73%) as compared toHInGD (39.58%) and

Table 1. The average categorization performance (%) and the standard deviation
obtained over 30 runs using different approaches. The values in parenthesis are the
standard deviations of the corresponding quantities.

Method Cats Dogs Both

HInGDFs 56.38 (0.95) 44.23 (1.21) 42.94 (1.05)

HInGD 52.92 (1.46) 40.86 (1.07) 39.58 (1.19)

HInGFs 48.65 (1.39) 37.52 (1.13) 35.27 (0.93)
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Fig. 3. Feature saliencies of different features calculated by HInGDFs

HInGFs (35.27%) approaches. Furthermore, the corresponding feature saliencies
of the 128-dimensional SIFT vectors obtained by the proposed are illustrated in
Fig. 3. According to this figure, it is clear that the different features do not con-
tribute equally in the categorization, since they have different relevance degrees.

5 Conclusion

In this paper, we have developed a nonparametric Bayesian approach for data
modeling, classification, and feature selection, using both hierarchical DP and
generalized Dirichlet distributions which allows to model data without the need
to define, a priori, the complexity of the entire model. In order to learn the
parameters of the proposed model we have derived an inference procedure that
relies on variational Bayes. The validation of the model has been based on a
challenging application namely images categorization. We are currently working
on the extension of our learning framework to online settings to handle the
problem of dynamic data modeling.
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City for Science and Technology (KACST), Kingdom of Saudi Arabia, for their
funding support under grant number 11-INF1787-08.
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Università Politecnica delle Marche, Ancona, Italy
4 Dipartimento di Ingegneria dell’Informazione,
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Abstract. The paper demonstrates the importance of feature selection
for recurrent neural network applied to problem of one hour ahead fore-
casting of thermal comfort for office building heated by gas. Although
the accuracy of the forecasting is similar for both the feed-forward and
the recurrent network, the removal of features leads to accuracy reduc-
tion much earlier for the feed-forward network. The recurrent network
can perform well even with less than 50% of features. This brings signifi-
cant benefits in scenarios, where the neural network is used as a blackbox
model of thermal comfort, which is called by an optimizer that minimizes
the deviance from a target value. The reduction of input dimensionality
can lead to reduction of costs related to measurement equipment, data
transfer and also computational demands of optimization.

Keywords: Forecasting, thermal comfort, gas, heating, neural networks,
feature selection.

1 Introduction

Although artificial neural networks are very popular soft-computing techniques
used in industrial applications, recurrent neural networks are not used so often
like the feed-forward models. One possible cause is the fact that their training
is usually much more difficult and more complex recurrent models are more
sensitive to over-fitting. It can be therefore crucial to perform a proper selection
of network inputs, which can simplify the training and can lead to a better
generalization abilities [4], [2]. A proper input selection was observed to be very
important particularly in real-world applications [8].

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 11–19, 2014.
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In this paper, a simple recurrent neural network model is adopted. The result-
ing network can be further used as a data-based black box model for optimization
of the building heating. At each hour, a building management system finds the
indoor air temperature set points that lead to a minimum output of the con-
sumption model and a proper level of thermal comfort. For this purpose, it is
crucial to reach a good prediction accuracy of both consumption and thermal
comfort. Since the cost function is highly nonlinear and multi-modal, popula-
tion based metaheuristical optimization can be used with advantage. Because
the neural network is used in optimization loop many times, it is also crucial to
have the network as smallest as possible. Moreover, if the optimization is per-
formed remotely, one must minimize the amount of data that are measured and
transferred from the building to the optimization agent. All these requirements
imply a critical need for a proper selection of features, which leads to reasonable
data acquisition requirements and proper prediction accuracy.

We focus on one hour ahead forecasting of thermal discomfort in particular
gas-heated office building. The comfort is assessed in terms of Predicted Mean
Vote model. First we demonstrate that accuracy of the recurrent model is higher
than the accuracy of feed-forward network. The main conclusion however is that
sensitivity based feature selection can help the recurrent network to reach much
higher reduction of the input dimensionality by simultaneously keeping a good
accuracy level. This phenomenon has been observed also in study [3] focused on
the prediction of heating gas consumption.

In Section 2, we briefly describe all the methods used in the experimental
part, which is described in section 3. Some final discussion and conclusions can
be found in Section 4.

Fig. 1. Outside of F40 building
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Fig. 2. Partitioning of F40 building zones

2 Data and Methods

2.1 Thermal Comfort Model

To asses a thermal comfort inside particular zones, we used Predicted Mean
Vote model (PMV). The model was developed by P. O. Fanger using heat bal-
ance equations and empirical studies about skin temperature to define comfort.
The model has two outputs. One is PMV value, which is a continuous variable
between −3 and +3. Its ideal value is zero. Positive PMV means too hot environ-
ment and the negative PMV corresponds to cold environment. The comfort zone
is for PMV between −0.5 and +0.5. The second output of PMV model is Pre-
dicted Percentage of Dissatisfied (PPD), which is always greater than 5%. In our
experiments we used implementation from Technical University of Eindhoven,
Netherland [10].

2.2 F40 Building Model

A real office building located at ENEA (Cassacia Research Centre, Rome, Italy)
was considered as a case study (see Figure 1). The building is composed of three
floors and a thermal subplant in the basement. The building is equipped with an
advanced monitoring system aimed at collecting data about the environmental
conditions and electrical and thermal energy consumption. In the building there
are 41 offices of different size with a floor area ranging from 14 to 36 m2, 2
EDP rooms each of about 20 m2, 4 Laboratories,1 Control Room and 2 Meeting
Rooms. Each office room has from 1 up to 2 occupants.

In order to simulate the variables of interest, a MATLAB Simulink simulator
based on HAMBASE model ([7], [9]) was developed. In particular, the build-
ing was divided into 15 different zones according to different thermal behavior
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depending to solar radiation exposure. Therefore each zone is modeled with sim-
ilar thermal and physical characteristics. Figure 2 shows the division of zones
for each floor. Each zone covers more rooms. Although there are 15 zones at
all, zones numbers 3, 8 and 13 correspond to corridors and do not have fan
coils. Below, these zones are called non-active zones while all the other zones
are called active zones. The simulator is used to generate data from which the
thermal comfort can be evaluated. Its inputs are indoor temperature set points
and external meteorological conditions. Its outputs include radiant temperature,
air temperature and relative humidity.

From those variables, the PPD can be computed using PMV model. Among
those taken from the building model,there are four variables, that were set to
their typical values - metabolism ( 70 [Wm−2]), external work (0 [Wm−2]),
clothing (1 [−]), and air velocity (0.1 [ms−1]). This simplification is used, because
we do not have any model of yet. This issue is out of scope of this paper and
will be solved in future work.

2.3 Data

A potential remote control agent would be based on a simple data-driven black
box model (here it is a surrogate of the simulator). Metaheuristical algorithms
can use such model to optimise temperature set point of the zones so as to keep
a predefined comfort level or to minimise thermal consumption and maximise
user’s comfort. Optimized temperature set points would be then applied to the
simulator in order to evaluate the resulting energy savings and comfort. The
optimization issue is not covered by this paper, which is devoted only to black
box modeling. We used the simulator with the following settings.

To obtain valid and reliable results, we simulated four heating seasons -
2005/2006, 2006/2007, 2007/2008 and 2008/2009. Each data set consists of 75
days which corresponds to 75× 24 = 1800 hourly data instances. The data from
the first heating season are called the training data and are used for both the
training and feature selection. The data from 2006/2007 are used for selection
of the best number of inputs. And the data from 2007/2008 and 2008/2009 are
used for the final validation of methods.

The behavior of supply water temperature set point was controlled by a sim-
ple weather compensation rule. To excite the dynamics of the system in a proper
degree, we also added a random component. The value of the set point is Gaus-
sian random number with standard deviation 10◦ C and mean equal to 70−2Te,
where Te is the external temperature. If the generated number is out of feasibil-
ity interval 〈35; 70〉◦ C, the value of water temperature set point is replaced by
uniformly distributed random number from this feasibility interval. The behav-
ior of inside air temperature set points differs for daytime and nighttime hours.
Between 6 a.m. and 8 p.m., they are also Gaussian random numbers with mean
21◦ C and standard deviation 1◦ C. Moreover, there is a saturation under 19◦ C
and above 23◦ C. Between 8 p.m. and 6 a.m., there is a nighttime regime and
all the set points are 17◦ C.
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The whole set of features used as inputs for our neural networks is described
in Table 1. The first 12 features are the set point values for air temperatures
(held constant within each hour) at hour t in 12 active zones (zones that have at
least one fan coil). The 13rd feature is the supply water temperature set point
at hour t. The remaining features describe the external environment climatic
conditions in previous hour t− 1. All the meteorological data are obtained from
real measurements in Roma Ciampino location. The predicted variable is the
PPD value averaged over all active zones and all samples within hour t.

Table 1. The description of features in the original set

Number Feature

1 Air temperature set point in active zone 1 [◦ C]

...

12 Air temperature set point in active zone 12 [◦ C]

13 Supply water temperature set point [◦ C]

14 Diffuse solar radiation [Wm−2]

15 Exterior air temperature [◦ C]

16 Direct solar radiation (plane normal to the direction)[Wm−2]

17 Cloud cover(1...8)

18 Relative humidity outside [%]

19 Wind velocity [ms−1]

20 Wind direction [degrees from north]

2.4 Neural Networks

In the underlying experiments, the two simple models were used. The first one
is the feed-forward neural network with one hidden layer trained by Levenberg-
Marquardt algorithm. This is one of the most popular methods used in neural
network applications. The second network is the recurrent neural network with
one hidden layer whose delayed outputs are connected back to the input [1]. The
network was trained also by the Levenberg-Marquardt algorithm. This popular
algorithm is used, because of its relatively high speed, and because it is highly
recommended as a first-choice supervised algorithm by Matlab Neural Network
toolbox, although it does require more memory than other algorithms [5]. More-
over, the use of the same training method highlights the difference between
models and feature selection procedures.

Both networks were simulated in Neural Network Toolbox for Matlab [5]. For
the reasons described in section 3 justified also by preliminary experiments, only
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one unit networks are used here. The hidden and output neurons use the sigmoid
and linear transfer function, respectively. The mean squared error was minimized
by training procedure. The training was stopped after 100 epochs without any
improvement or after the number of training epochs exceeded 300 or if the error
gradient reached 10−7.

2.5 Feature Selection

Although both studied neural networks are nonlinear, they significantly differ in
their dynamics and a feature selection should be adapted for particular network.
To select proper features tailored for particular network, we decided to use a well
known sensitivity based method developed by Moody [6]. It is called Sensitivity
based Pruning (SBP) algorithm. It evaluates a change in training mean squared
error (MSE) that would be obtained if ith input’s influence was removed from
the network. The removal of influence of input is simply modeled by replacing
it by its average value. Let xj(t) = (x1j , . . . , xij , . . . , xDj), be the jth of N
instances of the input vector (N is the size of the training data set). Let xi

j(t) =
(x1j , . . . ,

∑
j xij/N, . . . , xDj) be jth instance modified at ith position. For each

data instance j, partial sensitivity is defined by

Sij = (f(xi
j)− yi)

2 − (f(xj)− yi))
2, (1)

where f is the neural network function and yi is the target value for ith data
instance. Further, the sensitivity of the network to variable i is defined as:

Si =

∑
j Sij

N
(2)

In our implementation of SBP, the algorithm starts with the full set of features
(D = 20). At each step, a target neural network is trained. Further, its sensitivity
is computed for particular inputs and the feature, for which the sensitivity is
smallest is removed from the data. Note, that a new neural network is trained
at each backward step.

An obvious question is, how many features to select. To answer this question,
we test the neural networks with different number of inputs on an independent
testing data set 2006/2007 and select the proper number of inputs according to
its testing error. The final errors of the methods are estimated on the 2007/2008
and 2008/2009 data sets, which are not used in any part of the predictor design
process.

3 Experiments

In this section, we experimentally compare how much benefit the feature se-
lection brings for feed-forward and recurrent neural network. From preliminary
experiment performed on training data set 2005/2006, we choose neural net-
works with only one hidden unit. For the two or three neurons in the hidden
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Fig. 3. The dependence of errors on number of selected features. Based on the testing
error curve, it was decided to select 7 features for RNN and 16 features for FF.

layer, the average of error estimate (computed over multiple runs) was similar,
but the standard deviation value was much higher. Therefore, it seems to be
”less risky” to use only one hidden unit topologies for both networks.

First, the training set 2005/2006 was used for feature selection and subsequent
training.

Second, the error obtained for different numbers of selected features was es-
timated on testing set 2006/2007. This error can be found in the upper part of
Figure 3. From a brief analysis of the upper subfigures, one can observe, that
the feed-forward neural network gives reasonable testing error for 16 and more
inputs. On the other hand, the recurrent neural network can perform reasonably
well even with 7 features. The term ”reasonable” means that the prediction is
not disrupted too much. The difference is demonstrated in Figure 4, where the
upper-left part shows a bad prediction results obtained by feed-forward network
with 7 inputs (MSE approximately equal to 9). On the other hand, the lower
part shows a reasonably good prediction obtained by recurrent neural network
(MSE approximately equal to 3). Thus, according to the evaluation on the test
data, one would chose 16 features and only 7 features as the final number of
inputs for feed-forward network or recurrent network, respectively.

Third, the final models were validated on separate validation set 2007/2008
and 2008/2009. This error can be found in the lower-left part of Figure 3. One
can see that the comparison results for the two methods are the same for both the
testing and validation data. This means that the testing data sufficiently repre-
sent the behavior of the system and can be used for the final model selection. The
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Fig. 4. Typical prediction results during five days obtained by networks trained with
only 7 (left) and 16 (right) selected features

Table 2. The feature numbers (see Table 1 for feature names) in the same order as
they were removed from the feature set by the backward feature elimination procedure.
E.g. for both methods, the feature number 8 (air temperature set point in active zone
8) was removed as the first one.

Feed-forward 8 9 13 14 15 16 10 18 6 12 17 7 20 2 3 4 5 11 19 1

Recurrent 8 9 10 11 12 13 17 18 19 20 16 6 7 14 15 1 2 3 4 5

most important conclusion is that the recurrent model can perform much better
for much smaller numbers of input features than the feed-forward networks.

4 Discussion and Conclusions

The main conclusion of the paper is that for our prediction problem, the feature
selection, which is based on sensitivity of the network to the removal of features,
leads to a significant reduction of input dimensionality without increasing of
the MSE. For the recurrent model such a reduction is much higher (13 of 20
inputs were removed). Thus, we are able to reduce the input dimensionality for
recurrent network by more than 50%. This also means that a real benefit of
recurrent neural network is in possibility of having a much simpler process of
data acquisition (remote transfer) and faster computation of network outputs.

The fact that we used such small networks can seem quite strange, but it can
be related to small training data consisting of one heating season measurement.
For much bigger data, bigger networks could be more suitable, and the results can
be different. However, in a real-plant case, one usually does not have enough time
to collect multiple heating seasons data and the small networks must be used.
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Finally, we describe the feature selection result itself. In Table 2, one can find
the order, in which the features were removed from the original set. Although
we averaged 20 runs, the feature selection was the same for most runs (19 of 20),
thus we show the most typical result. The air temperature set points in active
zones number 8 and 9 (zones 10 and 11 in Fig. 2 were the worst features filtered
out for both networks.

The findings from this paper will be directly used in our recent experimentswith
optimization of building heating. However, in such a real case, the training data
generated by the procedure described here are not sufficient for a proper optimiza-
tion. We propose to use the described methodology only to get a first inaccurate
surrogate model. Every hour, this model is used to find new set points. The sub-
optimal set points are applied and their response (thermal comfort) is measured.
Those newly measured data would be given to an adaptation mechanism of the
neural network, the network is adapted and the process repeats in the next hour.

In future, we also want to focus on some more sophisticated feature selection
methods and also more complex neural models of thermal comfort or gas heating
consumption.

Acknowledgments. The research was supported by the Czech Science Founda-
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Abstract. This work presents what we think to be the first application of
Dirichlet-based Hidden Markov Models (HMM) to real-world data. Initially de-
veloped in [5], this model has only been tested on controlled synthetic data, show-
ing promising results for classification tasks. Its capabilities on proportional data
are investigated and leveraged for texture classification. Comparison to HMM
with Gaussian mixtures and to nearest-neighbor classifiers is conducted and a
generalized Bhattacharyya distance for series of histograms is proposed. We show
that HMM with Dirichlet mixtures outperforms other tested classifiers. Using the
popular bag-of-words approach, the Dirichlet-based HMM proves its ability to
discriminate well between 25 textures from challenging data sets using a global
dictionary of 10 words only. This seems to represent the smallest dictionary ever
used to this purpose and raises the question of the need of hundreds-word dictio-
naries most often used in the literature for the data sets we have tested.

Keywords: Hidden Markov models, Dirichlet mixtures, texture classification,
Bhattacharyya distance, bag-of-visual-words.

1 Introduction

Most of our natural environment can be interpreted as textures, in the sense it is mainly
composed of more or less repetitive patterns involving some spatial dynamics. Their
thorough study is of great importance and texture categorization, segmentation, and
synthesis have been the topics of unnumbered studies with applications as various as
medical imaging [9], special effects [2], remote sensing [21], etc. This paper tackles the
classification task by proposing the use of a data-tailored classifier of the HMM family
for proportional data.

HMMs for texture applications - HMMs have been seldom used for texture clas-
sification purpose though their capabilities to unravel latent structures of textures that
direct observations could not provide alone has been brought to light long ago [14].
Their capabilities have then been investigated in the wavelet domain [8,17,20] giving
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promising results, but no further study seems to have been led with HMMs. As dy-
namical processes, they seem however particularly appropriate to model textures that
naturally embed spatial dynamics.

HMMs in other application fields - HMMs are already extensively used in numer-
ous fields involving latent temporal dynamics such as speech processing [16], object
and gesture classification [3,6], or anomaly detection [1,10]. The training process of
the HMMs itself is quite standardized, and newly developed approaches mostly focus
on their initialization in terms of topology, parameters estimation or algorithmic com-
plexity [1,3,6,10], arguing that the initial tuning has a direct impact on results accuracy.
To the opposite, the choice of emission probability distribution functions is seldom dis-
cussed and mixtures of Gaussian are most often used for their mathematical and practi-
cal convenience, without strong justification. In this paper, we propose to use mixtures
of Dirichlet as emission probability distributions, as developed in [5], for proportional
data modeling. The rationale behind this is the capability of Dirichlet distribution, be-
cause of its compact support [0, 1], to better model proportional data [4] which is an
usual outcome of stochastic representations (e.g. histograms).

Bag-of-words and affiliated methods for texture representation - One popular tex-
ture representation approach is the bag-of-words (BoW) method. First introduced as the
image counterpart of document classification works, it has been broadly employed and
shown to be efficient for texture classification tasks [12]. Among the numerous studies
employing it, [15] proposes two approaches known for their good performance in text
classification, namely Probabilistic Latent Semantic Indexing and Non-negative Matrix
Factorization. A sparse image representation is used by first detecting local regions of
interest with Harris- and Hessian-affine detectors and then extracting SIFT [13] in these
regions. A global texton-dictionary is built with an optimal number of textons found
to be 500 as a trade-off between computational load and performance. Classification
is finally led in an unsupervised manner. In [23], local regions are also detected and
then normalized to be mapped into subspaces. Texton-dictionaries of size 100 are built
from different feature types (intensity and gradient) with several linear and non-linear
embedding methods and a Support Vector Machine (SVM) classifier is used. In [12],
a method based on the projection of a set of points from a high-dimensional space to
a randomly chosen low-dimensional subspace, referred to as random projections (RP),
is developed. Images are seen as an ensemble of patches from which RP features are
extracted. Rotation-invariance is obtained by sorting the pixels intensity or the pixels
differences projections. Each texture class is represented by a BoW model of 40 to 80
textons, leading to a full dictionary of 1000 to 2000 words. Classification is performed
using nearest-neighbor (NN) and SVM classifiers. [22] makes use of fractal analysis to
describe textures at different resolutions. The authors provide an interesting comparison
of multifractal spectrum (MFS) and histograms. Their analysis shows that MFS over-
comes the issue of the loss of spatial distribution information inherent to histograms
by providing a multilayer aspect to key points count. In comparison, we propose to use
series of histograms over image patches to help maintaining partial information about
the spatial distribution of the key points (textons). This makes the comparison of our
method with this one of high interest.



22 E. Epaillard, N. Bouguila, and D. Ziou

Contributions of our work - In all these works, the dictionary size used goes from
one hundred up to a few thousands words. Our main contributions are to show that a
well-tailored classifier can achieve state-of-the-art results with a dictionary as small as
of 10 visual-words leading to the most compact representation ever reported, and that
HMMs with Dirichlet Mixtures model (HMMDM) can be efficiently used on real-world
data. Furthermore, our original representation uses series of histograms and gives rise,
for comparison with NN classification, to the need of a similarity measure for ordered
multiple histograms. This led us to generalize the Bhattacharyya distance to this case.

This paper is organized as follows: Section 2 details the method’s main steps, Sec-
tion 3 reports our experimental results and provides elements of comparison as well as
results interpretation. We finally conclude in Section 4 and present some ideas to be
studied in our future work on the topic.

2 Application to Texture Classification

A common way to obtain proportional data from images is to work with a BoW strategy.
In our work, the quality of the extracted features is not crucial to assess the performance
of a classifier relatively to other classifiers, and we therefore simply use SIFT [13] and
a two-stage k-means clustering to build a texton-dictionary.
HMMDM has in practice a big restriction on input data dimension that we empirically
found to be of the order of 10 (higher dimensions lead intermediate matrices to be
singular, causing invertibility issues). While this number is very small as a dictionary
size, we choose to give it a try and to perform our experiments with a global dictionary
of only 10 words. To the best of our knowledge, this constitutes the smallest dictionary
ever reported for experiments over large texture data sets, several orders lower than
usual ones (500 words in [15] and 1000 in [12] for a 25-class representation). However,
it is worthwhile noticing that 10 words theoretically have the capability to represent
much more than 25 classes. Supposing that only 2 value levels are allowed for each
word (e.g. present or absent), 210 configurations are possible. Though the intra-class
variability probably reduces the effective number of classes that could be discriminated
with such a naive representation, we state that there is no need of hundreds of words to
represent distinctively a few dozens classes.

2.1 Textons Dictionary Building

The SIFT detector proposed in [13] is used on each image with dense sampling (no
local region detector is used). Due to the nature of SIFT features itself, the number
of extracted descriptors varies from around 100 up to 7000, depending on the texture
class,. In order not to take any advantage of this clue, a k-means clustering is performed
for each image lowering down the number of features to 60. As this paper focuses on
the classification method, no further study has been conducted to optimize this value
which is a trade-off between the image representation precision and the computational
load of this step. A set of N images is randomly selected from each of the c classes
to form a training set. By the aforementioned process, 60 SIFT features per image are
extracted. A second k-means clustering is then applied to the gathering of all the training
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set features, i.e. 60× c×N SIFT vectors, from which 10 centers are obtained, forming
the global dictionary.

2.2 Series of Histograms Computation

As mentioned earlier, we consider here textures as being quite repetitive patterns involv-
ing some spatial dynamics. We propose to embed these spatial dynamics into each image
representation by scanning the image following a predefined path and building a corre-
sponding series of histograms. Each image is divided into P patches of equal size, and
the scan path is arbitrarily defined as going from row to row, from the left to the right.
For each patch, all originally extracted features (i.e. the ones obtained before any clus-
tering) are assigned to their nearest SIFT-word in the dictionary. This operation results
in a series of P 10-bin histograms (which can also be interpreted as a 2D-histogram)
representing the image. This process is used in both training and testing phases.

2.3 Model Computation and Classification

Each texture type is modeled by an HMM that is trained using the N available train-
ing series of histograms of the corresponding texture class. We compare two types of
emission probability distributions; Dirichlet Mixture Models [5] and Gaussian Mixtures
Models which are the most commonly used emission functions in HMMs applications.
Same numbers of states K , and mixture components M , have been used in both cases,
empirically determined by making them vary from 1 to 4, values which keep the model
computation tractable. It has been noticed that when the productKM is too large (above
12 here), some class models fail to be estimated (matrices singularities appear at some
point, stopping the whole estimation process). The best results have been obtained for
KM products equal to 8 or 9.

Changing the probability distributions from mixtures of Gaussian to mixtures of
Dirichlet involves modifying the parameters estimation step in the EM-algorithm, keep-
ing the rest of the HMM algorithm unchanged. The details of the distributions substi-
tution are discussed in [5]. The model’s parameters initialization has been shown in-
tractable if accurately computed [5]. Following [5], KM single Dirichlet distributions
are initialized and then assigned to the HMM states in an ordered manner, while other
parameters are randomly initialized.

As a new image arrives, all its SIFT features are computed and allocated to the dif-
ferent histograms bins depending on their location and value. Once the series of his-
tograms is built, its likelihood with respect to each class model is computed using a
forward algorithm and the image is classified into the category of highest likelihood.

2.4 Baseline Method

To quantify the performance of the HMMDM classifier, a baseline method using an NN
classifier is implemented. The Bhattacharyya distance between two histogramsG andH

d(G,H) =

√
1−

∑
i

√
G(i)

√
H(i) , (1)
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where i denotes the bin number [7], can be straightforwardly generalized to series of N
histograms by

d(GN , HN ) =

√√√√1− 1

N

N∑
n=1

∑
i

√
Gn(i)

√
Hn(i) . (2)

The number of histograms in our case is equal to the number of patches in the image.
However, this distance, denoted BD1 later, is clearly not robust to translation. Working
at the patch level, if P patches are used then, P translated patterns exist. Hence, we
propose the following patch-translation robust distance, denoted BD2:

dtr(GN , HN ) = min
p∈[1,P ]

d(GN , Hp
N ) , (3)

where the superscript p stands for the translation of the first patch of GN source image
onto the pth patch of HN source image, spatially warping around the other patches.

3 Experimental Results

3.1 Results

We propose to assess the performance of the HMMDM classifier on proportional data
comparing it to HMMGM and NN classifiers. To the best of our knowledge, this work
represents its first use on real-world data. [5] which first introduced it only presents
experiments on synthetic data, generated from a known HMMDM. Therefore, the ca-
pabilities of HMMDM have to be investigated and leveraged on real-world data. Our
experiments are performed on the two recent challenging natural texture images data
sets from UIUC [11] and UMD [22], and compared with other BoW-based methods.

UIUC and UMD data sets contain 1000 images of size 480x640 and 1280x960 pix-
els, respectively, divided up into 25 different classes (40 instances in each). They are
challenging by the variety of 2D and 3D transformations and illumination variations
present in it. For fair results comparison, the UMD data set is downsampled to the same
resolution as the UIUC one. Sample images are presented in Fig. 1.

The experimental results presented here have been obtained fixing M = K = 3
and P = 12 with random training sets of N = 5, 10, 20 images of each class, running
the algorithm 50 times. Results are reported in Figs 2 and 3. The F-score [18] of the
proposed approach with N = 20 is 94.3% on the UMD data set and 91.7% on the
UIUC one (only accuracy is reported on the graphs).

As mentioned earlier, the choice of working with a 10-word dictionary is induced
by the HMMDM model itself. Using more words degrades the overall performance
mainly because of the divergence of the estimation algorithm for some classes. One
way to overcome this issue would be to force the estimation process to stop before it
diverges, i.e. as soon as the transition probability and the emission probability matrices
are estimated, and to rely on the initial parameters for the emission distributions. This
would lead to less accurate models but may allow the use of a slightly larger number of
visual-words. More investigation is needed to find an optimum between the number of
words and the models’ accuracy needed. Even in this case, the number of words used
will still be several orders lower usual dictionary sizes for this type of applications.
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Fig. 1. Sample images from the UMD (top) and UIUC (bottom) data sets

3.2 Comparison and Interpretation

From our experiments, it is clear that the HMMDM classifier can be used for real texture
classification purpose and outperforms NN classifiers independently of the data set. It is
worth noticing that the use of a dynamical model is not sufficient to get good classifica-
tion accuracy. Working with appropriate emission probability distributions that match
with features properties is essential and the use of HMMs with non-suited probability
emission functions dramatically degrades the results even compared to a simple NN
classifier. Careful study of features properties is therefore crucial for choosing these
distributions. Experiments with HMMGM even led to the misclassification of entire
classes which is critical for recognition applications. HMMDM performs better than
the other tested classifiers even with a training set reduced to 5 images. As expected,
larger training sets improve the accuracy.

Rank statistics of order 3 and 5 show that most of time, even when not well-classified,
the likelihood of the query with respect to its ground truth class is high. Introduction
of a prior might help to improve the performance of the HMMDM classifier. For in-
stance, we did not take advantage of the information about SIFT density extracted at
the first clustering level while it varies a lot depending on the texture class and could
thus provide a valuable clue.

Our proposed patch-translation robust Bhattacharyya distance (BD2) systematically
improves the results of NN classification with respect to a simpler generalization (BD1)
and gives acceptable accuracy on the UMD data set despite its simplicity. It however
seems less versatile than HMM classifiers as the results on the UIUC data set are sig-
nificantly more degraded with respect to the ones obtained with HMMDM.

We compare our approach with [12,15,22,23], briefly presented in the introductory
part. All these studies use BoW strategies or similar texture representation and therefore
constitute good references to assess the performance of our method. On the UIUC data
set, [15] achieves 77.2% of accuracy using 500 textons (but unsupervised classification),
[12], 95.8% with 1000 textons, and [23], 97.9% with 100 textons. MFS approach [22]
leads to 92.7% of accuracy and ours to 91.4% using 10 textons. On the UMD data
set, we achieve an accuracy of 93.9%, equal to the one reported in [22], while [12]
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Fig. 2. Accuracy (in blue) and rank statistics of order 3 (in green) and 5 (in orange) for the
different classifiers on the UMD data set using 5, 10, and 20 training images per class.

Fig. 3. Rank statistics of order 1 (recall), 3, 5, and 10 for the different classifiers on the UIUC
data set. The number after the ‘-’ indicates the number of training images per class.

and [23] reach 98.7% and 98.2%, respectively. In all cases, 20 training images per
class have been used. Correct classification rate of our method falls only few percents
below current top state-of-the-art methods [12,23], while using a dictionary 10 to 100
times smaller. This shows the potential power of the HMMDM for proportional data.
Moreover, these results might be further improved with more appropriate features and
optimized parameters.

One weakness of histograms is the loss of spatial information in the image rep-
resentation. We overcome this issue by considering series of histograms over patches
while [22] proposes a multi-resolution representation with MFS features. Both
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methods achieve same or close results over the two tested data sets, showing that series
of histograms can also help to solve this point while being more straightforward.

The good results obtained while using an approximate clustering method for features
extraction (double stage k-means clustering, allowing easy convergence towards local
extrema), tend to confirm the observation made in [19] regarding the estimation pre-
cision needed for the clusters centers to efficiently model data for classification tasks.
Indeed, in their study, the authors have shown that good accuracy results could be ob-
tained even if the dictionary textons were selected at random. These conclusions open
a window towards lower complexity algorithms in this field, especially for applications
involving restricted memory size for image representation storage.

4 Conclusion

We presented a method based on a double stage clustering SIFT features to form a very
compact 10-word dictionary. Series of histograms are used to keep partial spatial infor-
mation and Dirichlet-based HMMs to perform classification, outperforming other tested
classifiers. Our initial guess that 10 words had the capability to discriminate well among
few dozens of classes proves to be true in these applications. Despite the huge changes
of scale, rotation, illumination and even more challenging 3D-transformations present
in the data sets used, our roughly determined 10-word dictionary performs classifica-
tion with a very acceptable accuracy. Though further investigation is needed to get a
definite conclusion, this result raises the question of the necessity of the hundreds-word
dictionaries most often used in the literature.

In its current setting, our approach cannot appropriately handle dynamic data as the
model’s parameters cannot evolve over time. Future work will strive to extend the model
to online settings, making it more application-versatile and robust to time-varying en-
vironments (e.g. video surveillance data).
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Abstract. The performance of any scene categorization system depends
on the scene representation algorithm used. Lately, the Bag of Visual
Words (BoVW) approach has indisputably become the method of choice
for this crucial task. Nevertheless, the BoVW approach has various flaws.
First, the K-means clustering algorithm for visual dictionary creation is
based solely on the Euclidean distance. Second, the size of the visual
vocabulary is a user-supplied parameter which is unpractical as the final
categorization depends critically on the chosen number of visual words.
Finally, classifying each descriptor to only one visual word is unrealistic
because it does not consider the uncertainty present in the image de-
scriptor level. Therefore, in this paper, we propose a simple solution for
these problems. Our algorithm uses the Asymmetric Generalized Gaus-
sian mixture (AGGM) to model the distribution of the visual words. Our
choice is based on the fact that the Asymmetric Generalized Gaussian
distribution (AGGD) can fit different shapes of observed non-Gaussian
and asymmetric data. To automatically determine the number of visual
words, the number of mixture components in our case, we employed the
Minimum Message length (MML) criterion. We propose to use a soft
assignment by exploiting the probability for each descriptor to belong to
each visual word and thus considering the uncertainty present in the im-
age descriptor level. In addition, the efficacy of the proposed algorithm
is validated by applying it to scene categorization.

1 Introduction

With the widespread diffusion of portable device, millions of users produce,
edit, and share huge amounts of image and videos every day. Flickr, one of the
many on-line services that allow sharing digital visual content, has an impressive
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amount of over half a billion pictures by 2012. Thus, users searching in these
multimedia collections are in need of automatic methods to help them explore
such multimedia spaces. Therefore, nowadays, computerized categorization and
classification of images and their properties is of essential importance for the au-
tomatic organization, selection and retrieval of the huge amount of visual content
surrounding us. In particular, automatically recognizing various scenes in images
has received a lot of attention because of its potential number of applications
such as object recognition and detection [1] and content-based image indexing
and retrieval [2]. Scene categorization refers to the task of grouping images into
semantically meaningful categories. The performance of a scene categorization
system depends mainly on two components, namely, image representation and
classification.

Image representation is the task of choosing the best features or signatures
which can describe and summarize important visual properties of the image.
There are mainly two types of features, local and global. Global descriptors con-
sist of features computed on the whole image, therefore, they have the ability to
represent the entire image with a single vector. Consequently, they don’t need
any further representation and can be directly used for classification. They usu-
ally use low level features such as color, texture, etc. One of the widely used
methods in this category is the GIST representation which uses perceptual di-
mensions (naturalness, openness, roughness, expansion, ruggedness) in order to
represent the dominant spatial structure of a scene [3]. On the other hand, local
descriptors are computed at multiple points in the image in order to represent the
characteristics of the different regions in the image; thus allowing a better repre-
sentation of the image content. Furthermore, they are more robust to occlusion
and clutter. Scale Invariant Feature Transform (SIFT) descriptors are created by
representing the blurred image in multiple orientation planes and scales which
make them invariant to image scaling translation, to rotation and partially to
illumination changes [4]. Speeded Up Robust Features (SURF) is a robust local
feature detector inspired by SIFT [5]. It uses an integer approximation to the
determinant of Hessian blob detector. For features, it uses the sum of the Haar
wavelet response around the point of interest which can be computed with the
aid of the integral image. In this paper we are interested in local descriptors.
For local descriptor, an image representation task is needed in order to produce
a single vector per image from an unordered set of feature vectors computed for
the various interest points found in the image. Recently, the BoVW approach
exhibits very good performance in image categorization and scene classification
[6]. BoVW approach is used to identify a set of key-points which are in some
way prototypes of a certain types of image patch. Generally, the visual words
are found using a simple k-means algorithm with Euclidean distance as the clus-
tering metric. After creating the visual dictionary or codebook, The key-points
are used to map each image’s set of patch descriptors to a histogram over key-
points. However, the BoVW approach has several flaws such as its need for a
predefined codebook size, dependence on the chosen set of visual words, and the
use of hard assignment clustering for histogram creation. In this paper, we are
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trying to overcome these issues by using an AGGM model. The advantage of
the considered model is that it has the required flexibility to fit different shapes
of observed non-Gaussian and asymmetric descriptors. Furthermore, we use the
Expectation-Maximization (EM) algorithm for mixture parameters estimation.
In order to choose the best codebook size M , we start by choosing a large initial
value for M and derive the structure of the mixture by letting the estimates
of some of the mixing probability to be zero. Therefore, this method aims at
finding the best overall model in the entire set of available models rather than
selecting one among a set of candidate models. Thus, we end up with M visual
words where each keypoint is represented by an AGGD. Finally, we use a soft
assignment clustering approach to map each image’s set of patch descriptors to a
histogram over keypoints. Our approach uses the probability for each descriptor
to belong to each visual word, hence, consider the uncertainty present in the
image descriptor level. Image classification is the final stage for any scene cate-
gorization system. While classification might be easy for human beings it is very
hard for machines. Recently, several classification methods were introduced such
as naive Bayes [7] and Support Vector Machine (SVM) [8]. Naive bayes classifier
is a simple probabilistic classifier based on applying Bayes’ theorem with naive
independence assumptions. SVM constructs a hyperplane in a high-dimensional
space, which allow for a good separation between classes.

This paper is organized as follows. Section 2 describes the AGGM model and
gives a complete learning algorithm. In Section 3, we assess the performance
of the new model for scene categorization while comparing it to other BOVW
models. Our last section is devoted to the conclusion. and some perspectives.

2 AGGM Model

If a D-dimensional random variable �X = [X1, . . . , XD]T follows an AGGD with

parameters �μ, �β, �σl, and �σr, then the density function is given by.

p( �X|�μ, �β, �σl, �σr) =

D∏

d=1

βd

[
Γ (3/βd)

Γ (1/βd)

]1/2

(σld
+ σrd

)Γ (1/βd)

⎧
⎪⎪⎪⎨
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exp

[
− A(βd)

(
μd−Xd

σld

)βd
]
if Xd < μd

exp

[
− A(βd)

(
Xd−μd

σrd

)βd
]
if Xd ≥ μd

(1)

where A(βd) =

[
Γ (3/βd)
Γ (1/βd)

]βd/2

and Γ (.) is the Gamma function given by: Γ (x) =∫∞
0 tx−1e−tdt, x > 0. �μ = (μ1,. . . ,μD), �σl = (σl1 ,. . . ,σlD ), �σr = (σr1 ,. . . ,σrD ),

and �β = (β1,. . . ,βD) denote the distribution mean, left standard deviation, right
standard deviation, and the shape parameter for the D-dimensional AGGD, re-
spectively. The parameter �β controls the shape of the probability density func-
tion (pdf). The larger the value, the flatter the pdf; and the smaller the value,

the more picked the pdf. This means that �β determines the decay rate of the
density function. The AGGD is chosen to be able to fit, in analytically simple
and realistic way, symmetric or non-symmetric data by the combination of the
left and right variances. Therefore, if �X follows a mixture of M AGGDs, it can
be expressed as follows:
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p( �X|Θ) =

M∑
j=1

pjp( �X|ξj) (2)

where ξj = (�μj , �βj , �σlj , �σrj ) is the set of parameters of the jthcomponent; pj
(0 ≤ pj ≥ 1 and pj = 1) are the mixing proportions. As for the symbol Θ =
(P , ξ), it refers to the entire set of parameters to be estimated, knowing that

P = (p1, . . ., pM ) and ξ = (ξ1, . . ., ξM ). Let X= ( �X1,. . . , �XN ) be a set of N
independent and identical distributed vectors, assumed to arise from a finite
AGGM with M components. Hence, the likelihood corresponding to this case
is p(X|Θ) =

∏N
i=1

∑M
j=1 pjp(

�Xi|ξj). We introduce an M dimensional vector, �Zi

= (Zi1, . . ., ZiM ), known by the unobserved or missing vector that indicates to

which component �Xi belongs; such that: Zij will be equal to 1 if �Xi belongs to
class j or 0, otherwise. The complete-data likelihood is then

p(X , Z|Θ) =
N∏
i=1

M∏
j=1

(
pjp( �Xi|ξj)

)Zij
(3)

2.1 Expectation-Maximization

The EM algorithm represents an elegant and powerful method to estimate the
parameters of a mixture model by maximizing the likelihood, supposing that the
number of mixture components M is known. Therefore the EM algorithm con-
sists of getting the mixture parameters that maximize the log-likelihood function
given by

L(Θ,Z,X ) =

M∑
j=1

N∑
i=1

Zij log
(
p( �Xi|ξj)pj

)
(4)

However, before applying the EM algorithm, we need to choose some initial values
for the mixture parameters. In our case, we use the K-means algorithm to choose
the initial values. Then, we employ the EM iterative algorithm which produces a
sequence of estimates to the mixture parametersΘ(t), for t= 0, . . ., until a certain
convergence criterion is satisfied through two different steps: the expectation and
maximization. In the expectation step, we use the current values for the param-
eters to evaluate the responsibilities defined as the posterior probability that the
ith observation arises from the jth component of the mixture as follows:

Ẑ
(t)
ij =

p( �Xi|ξ(t−1)
j )p

(t−1)
j∑M

j=1 p(
�Xi|ξ(t−1)

j )p
(t−1)
j

(5)

where t denotes the current iteration step, and
(
ξ(t),p

(t)
j

)
are the current evalua-

tions of the parameters. Now, using these expectations, the goal is to maximize
the complete data log-likelihood with respect to our model parameters. This can
be done by calculating the gradient of the log-likelihood with respect to pj, �μj ,
�βj , �σlj , and �σrj . When estimating pj we actually need to introduce Lagrange

multiplier to ensure that the constraints pj > 0 and
∑M

j=1 pj = 1 are satisfied.
Thus, the augmented log-likelihood function can be expressed by:
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Φ(Θ,Z,X , Λ) =

N∑
i=1

M∑
j=1

Zij log

(
p( �Xi|ξj)pj

)
+ Λ(1−

M∑
j=1

pj) (6)

where Λ is the Lagrange multiplier. Differentiating the augmented function with
respect to pj we get:

p̂j =
1

N

N∑
i=1

p(j| �Xi) j=1, . . . , M (7)

Note that the gradients with respect to �μ, �β, �σl and �σr are non-linear, therefore
we have used the Newton-Raphson method to estimate these parameters as done
in [9].

2.2 Minimum Message Length

Various model selection methods have been introduced to estimate the number of
components of a mixture. Here, we adopt the MML approach [10] where the opti-
mal number of classes of the mixture is obtained by minimizing the following [11]:

MessLens ≈ − log p(Θ) +
Np

2
− 1

2
log 12 +

1

2
log |F (Θ)| − L(X , Θ, Z) (8)

where p(Θ) is the prior probability, |F (Θ)| is the determinant of the Fisher
information matrix of minus the log-likelihood of the mixture, and Np is the
number of parameters to be estimated and is equal to M(4d + 1) in our case.
Note that, p(Θ) and |F (Θ)| are given in [9]. Thus, the overall algorithm for
AGGM can be summed up in 1. Note that, in order to initialize the parameters,
we used the K-Means algorithm. Furthermore, we initialized both the left and
right standard deviations with the standard deviation values obtained from the
K-Means, as for the values of the shape parameters we initialized them to 2. It
is noteworthy that this is equivalent actually to reducing the AGGM to a simple
GM at the initialization step.

Algorithm 1. Overall algorithm for AGGM

Input: X
Output: Θ, M∗

1. For M = 1 : Mmax do
(a) Initialization
(b) Repeat until convergence

i. The Expectation step using Eq.5.
ii. The Maximization step using Eq.7 and the Newton-Raphson

algorithm
(c) Calculate the associated message length using Eq.(8)

2. Select the model M∗ with the smallest message length value



34 T. Elguebaly and N. Bouguila

3 Scene Categorization

This section investigates automatic scene categorization, which focuses on the
task of assigning images to predefined categories. For example, an image may be
categorized as an office, forest, or street scene. Applications of automatic scene
categorization may be found in various applications such as content-based image
retrieval, object recognition, and image understanding. Scene recognition, also
known as scene classification or scene categorization, is a crucial process of the
human vision system that enables us to immediately and accurately examine the
surrounding environment. Generally, scene categorization methods include two
main tasks: feature extraction and image representation and scene classification.

Careful selection of appropriate features is critical for scene categorization
because images possess unique characteristics that must be considered. Fea-
ture extraction methods can be classified into local and global. Global feature
methods are inspired by the human perception of scenes, therefore, they extract
enough visual information to accurately recognize the functional and categor-
ical properties and overlooked most of the perceptual information concerning
the objects and their locations in the scene. In other words, global features are
low-level attributes that represent semantic information of the scene such as
color, texture, and frequency information. The work in [2] consider the hierar-
chical classification of vacation images by combining binary Bayesian classifiers
and low-level features. In [12], color, texture, and frequency information were
employed to infer high-level properties for indoor-outdoor classification. Never-
theless, the most significant work was proposed in [3] where the authors suggest
the use of a spatial envelope to capture the overall gist of the scene and employed
it to classify eight categories of a natural scene image data set. Even though,
global features have the ability to represent the entire image with a single vector,
thus, don’t need any further representation; they are not sufficient for illustrat-
ing semantic information of images. On the other hand, image keypoints or local
interest points have become very popular and achieved certain success in visual
recognition, image retrieval, scene modeling/categorization, etc., due to their
robustness to occlusions, geometric deformations and illumination variations.
These approaches model the image content by automatically detecting salient
image patches on which individual features are computed. Then, the resulting
representation is built as a collection of these local descriptors. Therefore, The
first step of the local feature extraction framework is to find a set of distinc-
tive keypoints that can be reliably localized under varying imaging conditions,
viewpoint and scale changes, and in the presence of noise. Different scale invari-
ant detectors have been developed over the past few years and among the most
important we can find Laplacian of Gaussian (LoG), Difference of Gaussian
(DoG), Harris-Laplace, Hessian-Laplace, Maximally Stable Extremal Regions
(MSER) [13] or Speeded-Up Robust Features (SURF) [5]. Once a set of interest
regions has been detected from an image, their content needs to be encoded in a
descriptor that is suitable for discriminative matching. Scale-invariant feature
transform (SIFT) descriptors, originally introduced in [4], are multi-image
representations of an image neighbourhood. This descriptor aims to achieve
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robustness to lighting variations and small positional shifts by encoding the
image information in a localized set of gradient orientation histograms. Speeded
Up Robust Features (SURF) is another well-known detector/descriptor partly
inspired by the SIFT descriptor. SURF is based on sums of 2-dimensional Haar
wavelet responses and makes an efficient use of integral images, thus, is several
times faster than SIFT. In this paper, we decide to use dense sampling because
it has shown to provide better performance than interest points for scene clas-
sification. Thus, we use dense PCA-SIFT descriptors of 16 × 16 pixel patches
computed over a grid with spacing of 8 pixels1.

Given a set of patch descriptions for each image the next main step is to
produce a single vector per image. The well known BoVW approach has been
widely applied for image representation by identifying a set of key-points that
are in some way prototypes of a certain types of image patch. This approach is
derived from text analysis wherein a document is represented by word frequen-
cies. The analogy to representing a text document by its word count frequencies
is made possible by labeling each feature vector as a visual word. Then, the
K-means clustering approach is used to create a dictionary of visual words. This
codebook is then used to quantize the extracted features by simply assigning the
label of the closest cluster centroid. Therefore, the final representation of an im-
age is the frequency counts or histogram of visual words. The BoVW approach
is an highly effective method for image representation. However there appear to
be a number of areas where its categorization performance could be improved
by application of more advanced machine learning techniques. Firstly, the image
histogram can be viewed as a way for representing the set of input feature vec-
tors by an estimate of their density distribution. However, a histogram is a crude
representation of this inherently continuous density profile. Secondly, the size of
the visual vocabulary is a user-supplied parameter which is unpractical as the
final categorization depends critically on the chosen number of visual words. In
this paper, we are trying to overcome these issues by modeling each visual word
in the codebook by an asymmetric generalized Gaussian distribution capable of
modeling different shapes of observed non-Gaussian and heavy tailed data. By
treating each mixture component as a visual word it is clear that the AGGM
is a direct generalization of the histogram for approximating a density model.
In addition, asymmetrical Gaussian mixture model can emphasize different fea-
ture components shapes depending on the structure they are trying to represent,
hence, clustering is not based solely on the Euclidean distance. Moreover, the
BoVW approach depends strongly on predicting the ideal codebook size which
is a difficult and database-dependent task. Some image collections can be well
described with small visual vocabulary while others may need a codebook with
thousands of visual words. Thus, automatically choosing the most appropriate
size of codebook depending on the given dataset itself can be a good improvement
of the BoVW approach. This can be done by using the MML approach to choose
the right number of components in the mixture and therefore choosing the best
size for the visual vocabulary. Finally, allowing each patch vector to be classified
to one visual word is unreliable and noise intolerant. We propose a new soft

1 Source code of PCA-SIFT:http://www.cs.cmu.edu/~yke/pcasift

http://www.cs.cmu.edu/~yke/pcasift
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weighting technique by using the posterior probabilities that the given feature
vector observation arises from each component of the mixture. This approach
permits soft assignment by allowing a feature vector to contribute to more than
one visual word if necessary. Note that, we used two scenarios for constructing
the visual words dictionary: per-category and all-at-once training. In per cate-
gory training, we have simply performed the keypoint generation independently
on a per-category basis, and then combining the resulting keypoints. This can be
done, by constructing a dictionary or an AGGM model for each class, then, we
combine the set of AGGDs together and divide the mixture components prior
probability by the number of categories to ensure they summed to one. In the
case of all-at-once training, we use patch descriptors from the different scene
categories to build one dictionary or a super AGGM model. Our codebook gen-
eration approach for both scenarios can be summarized in 2 Recently, particular
attention has been devoted to Support Vector Machines (SVM) as a classification
method. SVMs have often been found to provide superior classification results
than other widely used pattern recognition methods, such as the maximum like-
lihood and neural network classifiers. Thus, SVMs are very attractive for scenes
classification. SVM classification is essentially a binary (two-class) classification
technique, which has to be modified to handle the multiclass tasks based upon
one-vs-all trained SVMs. Therefore, we have used a multi-class classifier based
upon one-vs-all trained SVMs.

Algorithm 2. Visual vocabulary construction

Input: Training Set, Mmax

Output: Θsuper,M
∗
super

1 Local feature extraction: we use dense PCA-SIFT descriptors of 16 × 16
pixel patches computed over a grid with spacing of 8 pixels. Hence, each patch
is modeled by a 36-dimensional vector.

2 if per-category training then
1. Use the AGGM estimation algorithm proposed in 1 to construct a visual

dictionary for each scene category. Thus, we will end up with K AGGMs
for the K scene categories.

2. Combine the K AGGMs into one super AGGM by simply combining the
set of AGGDs together and dividing the mixture components prior
probability by the number of categories to ensure they summed to one.
Hence, we end up with an AGGM model for all scene categories.

3 if all-at-once training then

1. Add patches from all categories together.
2. Use the AGGM estimation algorithm proposed in 1 to construct one

visual dictionary for all the scenes.
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3.1 Evaluation

We have tested our approach on the SUN dataset. The SUN dataset captures
a full variety of 899 scene categories and is by far the largest scene recognition
dataset. We have used 397 well-sampled categories for which there are at least
100 unique photographs. Following [14], we have used 50 images per class for
training. Fig. 1 shows some sample images from different scenes in the dataset.

In order to evaluate the performance of our approach for Codebook genera-
tion, we have used four well-known metrics, overall accuracy, average precision,
average recall, and F-measure [15]. The overall accuracy is the simplest and most
intuitive evaluation measure for classifiers. It is defined as

Accuracy =
Number of images correctly classified

Total number of images
(9)

The overall accuracy can be derived from the confusion matrix by averaging
the values on the diagonal. Precision represents the percentage of detected true
positives to the total number of items detected by the algorithm. Recall is the
percentage of number of detected true positives by the algorithm to the total
number of true positives in the dataset: Precision = TP

TP+FP , Recall = TP
TP+FN ,

where TP is the total number of true positives correctly classified by the algo-
rithm, FP is the total number of false positives, and FN is the number of true
positives that were wrongly classified as negatives.

3.2 Results

In order to validate our method, we compared it with the well known BOVW
with both the K-means clustering approach and the Gaussian Mixture models
(GMM). Table 1 shows the results for the three methods under consideration
when we use per class training as well as when all training images are used. From
experimental results, we can conclude that the AGGM outperform the two other
methods for scene categorization. Furthermore, we found that using images from
all classes at once for training has higher efficiency because it takes account of
discriminative information between different classes.

Table 1. Methods’ evaluations for the SUN dataset

K-means-category k-means-all GMM-category GMM-all AGGM-category AGGM-all

Accuracy 36.47% 36.96% 37.68% 38.74% 40.01% 41.33%
Precision 48.09% 48.29% 49.04% 49.30% 51.56% 52.12%
Recall 32.67% 33.39% 36.90% 36.93% 37.33% 37.86%

F-measure 38.90% 39.48% 42.11% 42.27% 43.31% 43.86%
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 1. Sample images from the SUN dataset; First Row: (a) Abbey, (b) Airplane
cabin, (c) Airport terminal, (d) Alley, (e) Amusement arcade, (f) Amusement park,
(g) Apartment building, (h) Apse; Second Row: (a) Aquarium, (b) Cabin, (c) Candy
store, (d) Office, (e) Oilrig, (f) Parking Garage, (g) Raft, (h) Village

4 Conclusion

In this study, an improved visual vocabulary approach is implemented for ex-
tracting important keypoints in scenes. Our method proposes to use a soft assign-
ment and thus considers the uncertainty present in the image descriptor level.
Furthermore, our approach uses the Asymmetric Generalized Gaussian mixture
(AGGM) to model the distribution of the visual words allowing the model to
fit different shapes of observed non-Gaussian and asymmetric data. Last but
not least, our method is able to choose the right size of the visual vocabulary,
thus, sidestepping the problem of having a prefixed value in advance. From the
results obtained it is clear that the use of our algorithm has helped to improve
classification accuracy.
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Abstract. Knowledge about users sentiments can be used for a variety
of adaptation purposes. In the case of teaching, knowledge about students
sentiments can be used to address problems like confusion and boredom
which affect students engagement. For this purpose, we looked at sev-
eral methods that could be used for learning sentiment from students
feedback. Thus, Naive Bayes, Complement Naive Bayes (CNB), Maxi-
mum Entropy and Support Vector Machine (SVM) were trained using
real students’ feedback. Two classifiers stand out as better at learning
sentiment, with SVM resulting in the highest accuracy at 94%, followed
by CNB at 84%. We also experimented with the use of the neutral class
and the results indicated that, generally, classifiers perform better when
the neutral class is excluded.

1 Introduction

Students feedback can help the lecturers understand their students learning be-
haviour [5] and improve teaching [19]. Taking feedback can highlight different
issues that the student may have with the lecture. One example of this is when
the student does not understand part of the lecture or a specific example. An-
other example is when the lecturers’ teaching pace is too fast or too slow. Feed-
back is usually collected at the end of the unit, but it is more beneficial taken
in real-time.

Collecting feedback in real-time has numerous benefits for the lecturer and
their students, such as improvement in teaching [19] and understanding students’
learning behaviour [5]. Moreover, students’ feedback improves communication
between the lecturer and the students [5], allowing the lecturer to have an overall
summary of the students opinion.

One way of collecting feedback in real-time is using Student Response Systems
(SRS) which is a term used for devices that collect real-time data from students.
Clickers, mobile phones and social media are types of SRS that have been used
in the past to collect feedback in real time. Despite their usefulness in collecting
real-time feedback, SRS systems can not be used to their full advantage without
support for the analysis of the collected data. For example, in a study using
Twitter to collect feedback, the lecturer had to read through all the students’
tweets sequentially [16]; therefore, the lecturer had to read from the beginning

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 40–49, 2014.
c© Springer International Publishing Switzerland 2014



Learning Sentiment from Students’ Feedback 41

to understand the tweets, causing time loss. Furthermore, other research showed
concern that using this tool will put such an additional workload onto the lec-
turers that they would require additional training to effectively use the tweets
as feedback [26].

To address this problem we propose the creation of a system that will automat-
ically analyse students’ feedback in real-time and present them to the lecturer.
The system will be trained offline, to insure there will be no delay in presenting
the results to the lecturer. The system will visualise the students’ feedback in
a meaningful way giving the lecturer the most important information from the
feedback. To analyse the students’ feedback we propose the use of sentiment
analysis.

Sentiment analysis, an application of natural language processing, computa-
tional linguistics and text analytics, identifies and retrieves information from
the text. Sentiment analysis can be applied to general data, although it is more
effective when applied to specific domains [23] because word meanings and sen-
timent may differ across domains. An example for this is the word ‘early’ which
may reflect negative subjectivity in education as in the instance “The lecture is
too early!”. Then again, when describing a parcel service such as “The parcel
arrived early”, this is most likely a positive sentiment.

One scenario that shows the benefits of the system is described in the fol-
lowing. Rob, a lecturer, has just finished presenting an example, and he wanted
to know whether to move on to the next part of the lecture. He looks at the
visualisation provided by our system, illustrating different proportions of posi-
tive, negative and neutral sentiment. He cans also see frequent words with their
polarity. He found words such as ‘example’, ‘confused’,‘complicated’ and ‘lost’
show on the screen with the negative polarity. He then looks at the percentage
of negative feedback, which is 60 percent of the class, the neutral is 30 percent
and the positive is 10 percent. He then decided to explain the example in a
different way.

To insure that the system delivers optimal results, there is need of study-
ing and designing sentiment analysis models that are trained with real students
feedback. In this paper we focus on assessing the ability of several machine learn-
ing techniques to learn sentiment from students’ textual feedback. Consequently
we trained four models, i.e. Naive Bayes, Complement Naive Bayes, Maximum
Entropy and Support Vector Machine, and compared their performance.

The rest of the paper is organised as follows. Related research is presented in
section 2. The data corpus used for this study is presented in Section 3. The
sentiment analysis models are presented in Section 4, followed by results and
discussion in Section 5. To finish, conclusions and future work are outlined in
Section 6.

2 Related Work

Sentiment analysis looks at the polarity of sentiment. In most cases, researchers
are interested in the positive and negative sentiments, although some researchers
advocate the use of a neutral category as well.
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Agarwal et al. [1] investigated the contribution of the neutral class to the
performance of classifiers by comparing 2-class (Positive/Negative) models with
3-class (Positive/Negative/Neutral) models. They found that the 2-class models
have higher accuracy; however, other researchers obtained a good performance
for the 3-class models [3].

We believe that a neutral class is needed in a real life applications for ed-
ucation, while acknowledging that enough training data labelled as neutral is
necessary to get good results. For this paper, we used the method proposed by
Agarwal et al. [1], comparing the model with and without the neutral class, to
investigate the effect of the neutral class on the performance of classifiers in the
educational domain.

There have been some studies about sentiment analysis for education, how-
ever they have been focused mainly on e-learning [17,24], with some exceptions
looking at classroom learning. For example, in Munezero [15], sentiment analysis
was applied in-class to detect students’ emotions from students’ learning diaries.
This work, however, did no look at real-time interventions based on the analysed
feedback.

Machine learning sentiment analysis approaches have four main steps: collect-
ing the data, preprocessing it, selecting the features and applying the machine
learning techniques. These are reviewed in the following subsections.

2.1 Preprocessing

Preprocessing is the process of cleaning the data from noise such as removing
special characters. It increases the accuracy of the results by reducing errors
in the data [2]. There are different types of preprocessing used according to
where the data is collected from; for example, data collected from Twitter needs
extra preprocessing such as removing hashtags, retweets and links. Some of the
most common general preprocessing techniques [20] that will be used in our
experiments are:

– Remove stop words: Removal of the stop words will help reduce index space,
improve response time, and improve effectiveness. There is not one set of
stop words that can be removed. Stop words can be words such as ‘a’, ‘the’
and ‘there’. More examples can be found in [20];

– Remove punctuation: Removal of punctuation, such as question and excla-
mation marks, has been applied by Prasad [20]. However, exclamation marks
can indicate the presence of emotion such as in the sentence ‘I passed!!!’; here
the exclamation may mean strong positive sentiment or strong joy emo-
tion. Moreover, the question mark may represent confusion. Most of the
researchers removed numbers and punctuation, therefore for this paper we
decided to eliminate it; however, it will be investigated in the future;

– Remove numbers: Numbers in chat language can represent words; for exam-
ple, ‘to’ or ‘too’ can be written as ‘2’, ‘for’ can be written as ‘4’ and the
word ‘great’ can be written in chat language as ‘gr8’. However, most of the
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time numbers do not have meaning by themselves and are irrelevant in sen-
timent analysis. In most sentiment analysis research numbers are removed;
therefore, we also remove them for our experiments;

– Convert text to lower or upper case: converting the letters into upper or
lower case is used to match occurrences in the training data. Words in cap-
itals sometimes suggests strong emotion [20]. However, this will not be in-
vestigated in the experiments presented in this paper;

– Spelling check/Removing repeated letters: Spelling can be corrected by re-
moving extra letters such as in Prasad [20] and Ortigosa et al. [17]. Go et
al. [9] replaced the letters with two letters. However, Agarwal et al. [1] re-
placed the letters with three letters. In our research, we replaced repeated
letters with two letters, as most words in English have a maximum of two
repeated letters. However, this affects words which should be single letters,
such as ‘looooove’, which will become ‘loove’ and, therefore, it will not be
matched to other occurrences of ‘love’. On the other hand, it covers most
common situations, rather than exceptions.

2.2 Features

Feature selection allows a more accurate analysis of the sentiments and detailed
summarization of the results. One of the most common feature is n-grams [1,9].
An n-gram is a sequence of n items from a text. It can be letters, syllables, or
words. The most common n-gram is unigram which is selecting single words, as
found in many research works [1, 8, 27]. Consequently, for the purpose of this
paper, unigrams alone will be experimented with.

2.3 Machine Learning Techniques

In the educational domain, Tan et al. [23] and Troussas et al. [25] found Naive
Bayes to be the best technique, while Song et al. [22] used Support Vector
Machines. This research indicates that different machine learning techniques
give different results even for the same domain, prompting a need for testing
several techniques. The techniques used in our experiments are Naive Bayes
(NB), Complement Naive Bayes (CNB), Maximum Entropy (ME), and Support
Vector Machines (SVM), due to their popularity and high results in previous
research.

3 Data Corpus

We used two methods for data collection: real-time collection of feedback in
lectures and end of unit feedback. The first method we used is real-time feedback
from computing lectures at the University of Portsmouth. The lectures included
postgraduate and undergraduate level students.

Due to the difficult circumstances in collecting real-time students’ feedback,
we collected end of unit student feedback from various institutes. The total
amount of data is 1036 instances, as shown in Table 1.
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Table 1. Data Sources

Data Source Number of instances

End of Unit Other Institutes 768

End of Unit University of Portsmouth 117

Real-time feedback University of Portsmouth 190

The data was labelled by three experts, one with background in data mining
(including sentiment analysis) and two with background in linguistics. The labels
were assigned using a majority rule. When there was no majority, the neutral
label was assigned. To verify the reliability of the labels provided by the three
experts, we looked at inter-rater reliability. The percent agreement was 80.6%,
the Fleiss kappa [7] was 0.625 and Krippendorff’s alpha [12] was 0.626. The
percent agreement is considered over-optimistic, while the other two measures
are known to be more conservative [14].

Table 2. Distribution of sentiment labels in our corpus

Positive Negative Neutral

Frequency 641 292 103

4 Learning Sentiment from Students’ Feedback

Using the 1036 labelled instances, we investigated the learning performance of
different machine learning techniques: Naive Bayes (NB), Complement Naive
Bayes (CNB), Maximum Entropy (ME) and Support Vector Machines (SVM).
These methods are briefly described in the following subsections.

4.1 Naive Bayes and Complement Naive Bayes

Naive Bayes is a classifier that uses a probabilistic model; its origin is from Bayes
theorem, which assumes independence between features. It has been found to
perform well for sentiment analysis, e.g., [18,20]. Some advantages of Naive Bayes
are that it only needs a small amount of training data to estimate parameters,
it is fast and incremental, and can deal with discrete and continuous attributes.

Naive Bayes does not work well with uneven class sets. Complement Naive
Bayes addresses this problem and has been proven to give higher results than
Naive Bayes when the classes are uneven [10]. Complement Naive Bayes esti-
mates the probability of a class using parameters of all the classes excluding the
class itself. The NB algorithm was implemented in R1, while for CNB Weka [29]
was used.

1 http://www.r-project.org/

http://www.r-project.org/
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4.2 Maximum Entropy

The Maximum Entropy classifier is similar to the Naive Bayes classifier, except
that instead of the features acting independently, the model finds weights for
the features that maximize the likelihood of the training data using search-
based optimization. One advantage of maximum entropy is that it does not make
assumptions about the relationships between features; consequently, in contrast
to Naive Bayes and SVM, it could potentially perform better when conditional
independence assumptions are not met.

One drawback is that it is not very realistic in many practical problems, as real
datasets contain random errors or noise which create a less clean dataset [11].
For our experiments with Maximum Entropy, we use the R maxent package [4].

4.3 Support Vector Machines (SVM)

A Support Vector Machine (SVM) is a non-probabilistic binary linear classifier. It
finds hyperplanes that separate the classes. SVM is highly effective at traditional
text categorization and generally outperforms Naive Bayes. SVM is effective in
high dimensional spaces and when the number of dimensions is greater than the
number of samples. Moreover, it is memory efficient.

The effectiveness of the SVM can be affected by the kernel [6]. There are
different types of kernels, of which the most common kernel methods are linear,
polynomial, and radial basis functions. The linear kernel results in a simple clas-
sifier. It can work best with larger amounts of data and is graphed as a straight
line. Non-linear kernels are more flexible and often give better performance [6].
From non-linear kernels, most common are polynomial kernel (SVM Poly) and
radial basis kernel (SVM RB). The polynomial kernel works well with natural
language processing [6] and is usually presented as a curved line. The radial basis
kernel is popular [6] and flexible, and is graphed as a curved path. LibSVM in
Weka [29] was used for our experiments.

5 Results and Discussion

To test the learning performance of the four models, 10-fold cross-validation was
used. The results are displayed in Table 3, which includes the performance of
the models without the neutral class, i.e., positive and negative, and with the
use of the neutral class, i.e., positive, negative and neutral.

From the results we observe the following:

1. Two methods have a very good performance in terms of accuracy, precision
and recall: Support Vector Machine with radial basis kernel and Complement
Naive Bayes models;

2. Precision and recall are high in both Support Vector Machine and Comple-
ment Naive Bayes models, but low in Naive Bayes and Maximum Entropy
models.
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Table 3. Experiment results - without (W/O) and with (Neu) the neutral class

Naive Bayes CNB ME SVM Linear SVM Poly SVM RB

W/O Neu W/O Neu W/O Neu W/O Neu W/O Neu W/O Neu

Accuracy 0.50 0.55 0.84 0.80 0.57 0.63 0.69 0.62 0.68 0.61 0.94 0.93

Precision 0.49 0.32 0.87 0.84 0.33 0.33 0.74 0.66 0.47 0.35 0.94 0.93

Recall 0.49 0.31 0.84 0.80 0.30 0.33 0.69 0.62 0.68 0.61 0.94 0.93

F-Score 0.48 0.28 0.84 0.81 0.31 0.32 0.57 0.48 0.56 0.47 0.94 0.92

3. Naive Bayes has a relatively poor performance despite being considered a
good learning method for sentiment analysis;

4. When the neutral class is considered, performance decreases for most metrics
and classifiers.

Our results show that SVM gave the highest accuracy, as opposed to the
research of Ortigosa et al. [17] in the educational domain, and more specifically,
e-learning. This could be due to the use of unigrams as opposed to Ortigosa et
al. [17] who used pos (part of speech)-tagging as a feature.

Although our data is relatively clean, the Naive Bayes classifier had the lowest
performance. This may be due to the uneven class sets, which could explain why
the Complement Naive Bayes classifier had a high performance.

The recall values show that SVM RB is the most sensitive of the four models,
i.e., it correctly identifies instances of all classes, while the Maximum Entropy is
the least sensitive. Precision is highest for SVM RB and lowest for Naive Bayes
with the neutral class. The best balance between precision and recall is achieved
by SVM RB, making it the best classifier. This balance is also present for CNB
as well, which is the second best performing method.

To investigate if the classifiers results are significantly different when the neu-
tral class is not used compared with when the neutral class is used, we used
two statistical tests: the paired t-test and the binomial test. The t-test is widely
used for testing statistical differences on data mining methods [29]; however,
some authors argue that it is not the best test for comparing the performance
of different algorithms on the same data set and propose the use of the binomial
test [21]. Consequently, we report the results for both of these tests, which are
displayed in Table 4, where the t-test is represented as A and the binomial test
as B. The significant values are marked in bold.

The significance tests show that the classifiers perform significantly better
in terms of accuracy when the neutral class is not used for CNB and SVM
with polynomial and radial basis kernels. Precision is significantly better when
the neutral class is excluded for NB, CNB (just for the t-test; the binomial
test indicated that the difference in not significant) and SVM with polynomial
kernel. Recall is significantly better without the neutral class for NB, CNB and all
versions of SVM; however, for SVM with linear kernel the t-test results indicate
that the difference is significant, while the binomial test indicates that it is not.
Finally, the F-scores are significantly better when the neutral class is excluded
for NB, CNB (t-test only), SVM Poly and SVM RB.
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Table 4. Level of significance (p-values) for differences between classifiers with the
neutral class and without it

Naive Bayes CNB ME SVM linear SVM Poly SVM RB

A B A B A B A B A B A B

Accuracy 0.01 0.00 0.00 0.02 0.00 0.00 0.05 0.10 0.00 0.00 0.00 0.00

Precision 0.00 0.00 0.01 0.10 0.91 1.00 0.05 0.34 0.00 0.00 0.106 0.109

Recall 0.00 0.00 0.00 0.00 0.07 0.10 0.01 0.10 0.00 0.00 0.00 0.00

F-score 0.00 0.00 0.00 0.10 0.26 0.75 0.06 0.34 0.00 0.00 0.00 0.00

The ME classifier performs significantly better when the neutral class is used
in terms of accuracy, but with no significant difference in terms of precision,
recall and F-score. The NB classifier has a significantly better accuracy when
the neutral class is used, but significantly lower precision, recall and F-score.

Consequently, for most classifiers the evaluation metrics, i.e. accuracy, preci-
sion, recall and F-score, improve when the neutral class is not used. This may
be due to the low number of training instances for the neutral class, i.e. 103 out
of 1036, an aspect that has been pointed out in previous research, e.g., [27].

Given the results of our classifiers, arguments can be found for both using and
disregarding the neutral class. On one hand, ignoring the neutral class seems
to be consistent with people’s tendency to give their opinions when they feel
stronger about them, i.e., positive or negative, rather than when they do not
have a particular view on the subject, i.e., neutral; consequently opinion mining
often does not consider the neutral class as it is viewed as absence of opinion,
e.g., [28].

Using the neutral class, on the other hand, may prevent problems such as
overfitting [13]. It also provides a more complete picture of the data, where lack
of sentiment is still important to be considered [13] as much as the positive and
negative classes are.

Consequently, for our purposes, we will continue to investigate the use of
neutral class for the educational domain, not just in terms of performance of
classifiers, but also from the point of view of the users, i.e. lecturers, with regard
to the usefulness of knowing how many students have a neutral view with regards
to their teaching.

When looking at the t-test and the binomial test results, there is a disagree-
ment between these tests only in 3 instances out of 48, with the t-test indicating a
significant difference, while for the binomial test the difference in not significant.

6 Conclusions and Future Work

In this paper we investigated the learning capabilities of four machine learning
methods for learning sentiment from students’ textual feedback: Naive Bayes,
Complement Naive Bayes, Maximum Entropy and Support Vector Machines
(with three types of kernel).

A dataset of 1036 instances of teaching-related feedback was used, which was
labelled by 3 experts. We experimented with the use of unigrams as features and
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a range of standard preprocessing techniques. Our experiments indicate that
two methods in particular, i.e. SVM with radial basis kernel and CNB, give very
good results; therefore, they could be used for real-time feedback analysis.

We also explored the use of the neutral class in the models and found that,
in most cases, performance is better when the neutral class in not used. There
are, however, arguments for using a neutral class from practical point of view,
as it provides a more complete picture of a situation. Moreover, for the best
performing method, i.e. SVM with radial basis kernel, the difference between
using the neutral class and not using it, is 0.01 for accuracy, precision and recall.
Consequently, one can argue that such a small loss is acceptable for having a
more complete picture.

Future work includes an analysis of more preprocessing techniques and their
impact on model performance, as well as experimentation with other features,
such as bigrams, trigrams and pos(part of speech)-tagging. In addition, we will
test the models using more real-time collected data.
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Abstract. This paper proposes decremental rough possibilitic k-modes
(D-RPKM) as a new clustering method for categorical databases. It dis-
tinguishes itself from the conventional clustering method in four aspects.
First, it can deal with uncertain values of attributes by defining pos-
sibility degrees. Then, it handles uncertainty when an object belongs
to several clusters using possibilistic membership degrees. It also deter-
mines boundary regions through the computing of the approximation sets
based on the rough set theory. Finally, it accommodates gradual changes
in datasets where there is a decrease in the cluster number. Such a dy-
namically changing dataset can be seen in numerous real-world situations
such as changing behaviour of customers, or popularity of products or
when there is, for example, an extinction of some species or diseases.
For experiments, we use UCI machine learning repository datasets with
different evaluation criteria. Results highlight the effectiveness of the
proposed method compared to different versions of k-modes method.

Keywords: Decremental learning, k-modes method, possibility theory,
rough set theory, possibilistic membership, rough clusters.

1 Introduction

Clustering categorical datasets [12], [20], [21] allows the aggregation of similar
objects to the same cluster. Decremental clustering is gaining importance in
mining of dynamic datasets. The changes in datasets can be related to the num-
ber of clusters, attributes, or objects. The main advantage of the decremental
clustering is that it reduces computational time and memory requirements by
building on previous solutions. It overcomes the problem of re-clustering initial
instances by allowing the use of the existing partitions. In addition, decremen-
tal clustering can improve the static clustering by providing better aggregation
of objects. Originally, the decremental learning was proposed to deal with the
gradually changing datasets. The number of clusters can evolve over time in
many situations such as in medicine when some diseases are eradicated. Many
researchers have used the dynamic learning aspect in their works including [3],
[5], [6], [7]. In [4] a new method that dealt with uncertainty and decremental
clustering was proposed.
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The possibility theory has been shown to be effective for handling uncertainty.
It handles imperfect data by representing each uncertain piece of information
through a possibility degree. The wide use of possibility theory in a number of
applications such as [1], [3] is an evidence of its effectiveness. Rough set theory
was also proposed to handle imperfection [2] and more precisely the incomplete
knowledge [22]. It offers a useful framework to represent rough clusters and
detect the boundary regions. In this work, we propose the decremental rough
possibilistic k-modes (D-RPKM) which aims to take advantages of possibility
and rough set theories. It deals with uncertain attribute values and also with
the uncertainty in the belonging of an object to several clusters. Furthermore,
the D-RPKM uses the rough sets to detect clusters with rough boundary. The
decremental clustering is handled, at the last step of our proposal, for removing
non informative clusters.

The rest of the paper is structured as follows: Section 2 gives an overview
of possibility and rough set theories. Section 3 provides a description of the k-
modes method and its improvements. Section 4 details our proposal consisting of
the decremental rough possibilistic k-modes. Section 5 shows the experimental
results. Section 6 concludes the paper.

2 Possibility and Rough Set Theories

2.1 Possibility Theory

In [22], Zadeh proposed the well-known possibility theory in order to handle
imperfect data. This theory of uncertainty has been widely used for clustering
and classification [1], [2], [3] and to treat uncertainty in different areas such as
data mining, medicine, and pattern recognition. It was also improved by several
researchers including Dubois and Prade [10].

Assume we have the universe of discourse Ω= {ω1, ω2, ..., ωn} that presents
the set of states ωi, the possibility distribution function π associates a value from
the scale L = [0, 1] (quantitative setting in the possibility theory) to the state
ωi. Based on π, the normalization is defined by maxi {π (ωi)} = 1, the complete
knowledge is defined in Equation (1), and the total ignorance is described by
Equation (2). {∃ a unique ω0, π (ω0) = 1,

π (ω) = 0, otherwise.
(1)

∀ω ∈ Ω, π (ω) = 1 (2)

In addition, the function π is used to define a well-known possibilistic simi-
larity measure denoted by InfoAff to represent the information affinity [8]. This
measure is applied between two normalized possibility distributions to compute
the degree of similarity between them. The InfoAff is detailed in Equation (3).

InfoAff (π1, π2) = 1− 0.5 [D (π1, π2) + Inc (π1, π2)] . (3)
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with D(π1, π2) = 1
n

∑n
i=1 |π1 (ωi)− π2 (ωi)|, n the number of objects and

Inc (π1, π2) = 1 − max (π1 (ω)Conj π2 (ω)) and ∀ω ∈ Ω, ΠConj (ω) =
min (Π1 (ω) , Π2 (ω)) where Conj denotes the conjunctive mode.

2.2 Rough Set Theory

In [19], Pawlak proposed a new theory known as the rough sets for incom-
plete knowledge. This theory contributed to the improvement of different fields
such as clustering [2], [13], [14], and [16]. In rough set theory, data is organized
into an information table. This table contains instances in rows and attributes
in columns. The information system IS is defined when the information table
contains condition attributes and a decision attribute (considered as a class or
a label).

Let us assume we have two finite and nonempty sets such that the universe U
and the attribute set A such as S = (U,A), the equivalence relation (INDS(B))
for any B ⊆ A is illustrated in Equation (4).

INDS(B) =
{
(x, y) ∈ U2|∀a ∈ B a(x) = a(y)

}
, (4)

where INDS(B) is the B- indiscernibility relation and a(x) and a(y) present the
attribute values relative to the instances x and y.

The approximation of sets known as the upper and lower sets can be also
defined based on the IS as follows:

B(Y ) =
⋃

{B(y) : B(y) ∩ Y = φ} , (5)

B(Y ) =
⋃

{B(y) : B(y) ⊆ Y } , (6)

where B ⊆ A and Y ⊆ U is described through the attribute values from B.
The lower approximation of Y consists of objects that are members of Y . The

upper approximation consists of objects that may be members of Y . Besides,
the B-boundary region of Y is defined as BNB(Y ) = B(Y )−B(Y ).

3 The k-Modes Method under Uncertainty

3.1 The k-Modes Method

The k-modes clustering method was proposed in [11], [12] for categorical data.
Using the same process as the k-means method [17], the k-modes was successfully
applied to cluster large databases. It uses the modes to represent each cluster
and a frequency based-function to update the modes. For the similarity measure,
it uses the simple matching function d defined in Equation (7).

d (X1, X2) =

m∑
t=1

δ (x1t, x2t) , (7)
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where X1=(x11, x12, ..., x1m) and X2=(x21, x22, ..., x2m) are two objects with
m categorical attributes.

δ (x1t, x2t) =

{
0 if x1t = x2t i.e. values of X1 and X2 are completely similar,
1 if x1t = x2t i.e. values of X1 and X2 are different.

(8)
Assume that we have a set S of n objects to be clustered into k clusters

C. S = {X1, X2, ..., Xn} and C = {C1, C2, ..., Ck} with their modes Q =
{Q1, Q2, ..., Qk}, k ≤ n. The minimization problem of the clustering is defined
in Equation (9).

min D(W,Q) =

k∑
j=1

n∑
i=1

wi,jd(Xi, Qj), (9)

where W is an n×k partition matrix and wi,j ∈ {0, 1} is the membership degree
of Xi in Cj .

As the standard k-modes method (SKM) was devoted to certain categorical
datasets, different improvements were proposed. Various uncertain and soft ver-
sions of the SKM were developed [1], [3], [4] to overcome its drawbacks. The
proposed approaches had the ability to perform clustering of uncertain datasets
where values of attributes or the membership to different clusters were uncertain.
In the following subsection, we briefly describe two proposed uncertain versions
of SKM that provided important results in [2] and [4].

3.2 The Improvements of SKM Method

The rough possibilistic k-modes (RPKM) [2] and the decremental possibilistic
k-modes (DPKM) are soft versions of the SKM. Both of them deal with uncer-
tainty in the belonging of an object to several clusters (i.e. soft clustering). They
combine advantages of the k-modes clustering method and possibility theory.
As a result they improve the SKM. They avoid the SKM drawbacks mainly the
non-uniqueness of cluster modes, inability to perform uncertain clustering, and
ignoring all similarities that can exist between an object and multiple k clusters.

The possibility theory in DPKM was used to handle uncertain values of at-
tributes. Each uncertain value was represented through a possibility degree. In
addition, each object had a possibilistic membership degree that describes its
similarity to the k clusters. The RPKM differs from the DPKM by having certain
values of attributes and uses rough set theory. The rough set theory was used
to detect boundary regions by computing the upper and lower approximations
to indicate the rough clusters. The DPKM was useful for dynamic data. It can
consider the changing in cluster numbers. In contrast to DPKM, the RPKM is
an uncertain method used for static data where any modification in the cluster
number leads to a re-clustering of the initial instances.

In this paper, we combine advantages of both RPKM and DPKM to propose
the decremental rough possibilistic k-modes to cluster uncertain and dynamic
data.
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4 The Decremental RPKM Approach

4.1 Description

The decremental rough possibilistic k-modes (D-RPKM) keeps the advantages
of the methods proposed in [2], [4] and overcomes their limitations. In fact, the
D-RPKM builds k groups where objects share similar characteristics to the k
clusters. Our proposal improves the RPKM by using the decremental learning
when clustering and allows the update of cluster number over time. Besides, our
proposal improves DPKM defined in [4] by applying the rough set theory and
detecting peripheral objects. The D-RPKM combines the rough set and possi-
bility theories with the k-modes method. First, it applies the possibility theory
to handle uncertain values of attributes by defining a possibility distribution
for each object. In addition, it is used to compute the similarity between each
object and the k clusters using possibilistic membership degrees. Furthermore,
the D-RPKM uses the rough set theory to calculate the boundary regions and
indicates for each cluster the lower and upper sets. Finally, the D-RPKM takes
into account of the dynamic evolution of the clusters. It allows the decrease of
the number of clusters by improving the parameters of clustering of the SKM.

4.2 Parameters and Algorithm

The main parameters of the D-RPKM are:

1. An uncertain dataset: that is the input for the D-RPKM algorithm. The
attributes could be uncertain and/or certain. They are represented through
possibility distributions such that each value known with certainty is re-
placed by the degree 1 (the complete knowledge case in possibility theory).
Each uncertain value is represented through a possibility degree from the
interval [0, 1].

2. Possibilistic similarity measure: is an improved version of the InfoAff mea-

sure. It is defined by IA(X1, X2) =
∑m

j=1 InfoAff(π1j ,π2j)

m , where m is the
total number of attributes.

3. Possibilistic membership degrees ωij ∈ [0, 1]: corresponding to the degree of
belonging of each object i to the cluster j. More the value of ωij is close to
1, higher is the similarity. The ωij is computed based on the IA function.

4. Update of the cluster mode: The values of the modes are represented through
possibility degrees. In order to update the mode, we use three steps as follows:
– For each cluster j, determine the number of objects in the dataset having

the highest ωij such as NOj = countj(maxi ωij).
– Set a new coefficient Wtj for the k′ initial modes:

Wtj =

{
NOj

total number of attributes
if NOj �= 0,

1
total number of attributes +1

otherwise.
(10)

– Multiply the computed weight Wt by the initial values of the k′ modes
to get the new modes M ′

j such as ∀j ∈ k′,M ′
j = Wtj ×Modej.
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5. Compute boundary regions: For each cluster j, compute the lower and up-
per approximations and deduce the boundary regions. To this end, for each
object, calculate the ratio R [9], [15] using ωij such as Rij = maxωi

ωij
. Set a

threshold T ≥ 1 then, compare it to R and interpret the results. If Rij ≤ T ,
the object i is a part of the upper bound of the cluster j. If the object i is a
member of the upper bound of exactly one cluster j, it is necessarily a mem-
ber of the lower bound of j. However, if it belongs to the upper bound of,
at least, two clusters it means that it does not belong to any lower bounds.
The object i can only belong to the lower bound of one cluster.

6. Decrease the cluster number: It is possible to remove c clusters using one
of these ways. The user randomly chooses a cluster to be removed or the
program suggests the cluster with the lowest membership degree such as
1 ≤ j ≤ k, Suppressed Cluster = minj

∑n
i=1 ωij to be removed. In both

situations, the ωij of the remaining (n−c) clusters and the boundary regions
have to be updated.

The D-RPKM algorithm is shown in Figure 1.

1. Randomly select (k′ = k + c) initial modes, one mode for each cluster.
2. Calculate the possibilistic similarity measure IA between instances and modes.

Calculate ωij of each object to the k′ clusters.
3. Assign each object to the k′ clusters based on ωij .
4. Update the cluster mode.
5. Retest the similarity between objects and modes. Reallocate objects to clusters

using ωij then, update the modes.
6. Repeat (5) until all clusters are stable.
7. Compute the upper and lower approximations for each cluster. Assign each

object to the upper or the lower region of the rough cluster.
8. Remove c clusters and compute the possibilistic similarity measure IA between

the objects and the remaining clusters. Update the ωij and the modes.
9. Repeat (5) until all clusters are stable then, compute rough clusters and

deduce boundary region.

Fig. 1. The D-RPKM algorithm

5 Experiments

5.1 The Framework

We run our D-RPKM algorithm using different databases from UCI machine
learning repository [18]. The databases consist of Balloons (Bal), Soybean (S),
Post-Operative Patient (POP), Balance Scale (BS), Solar-Flare (SF), and Car
Evaluation (CE). We have used possibility theory to represent the uncertainty.
The artificial creation of the uncertain datasets is described as follows:
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1. To represent the certain case i.e. certain attributes’ values: The complete
knowledge in possibility theory is used where only the known values takes
the degree 1. Remaining values are represented by the possibility degree 0.

2. To represent the uncertain case i.e. uncertain attributes’ values: We use
different possibility degrees from ]0, 1[ for attributes except true values which
have the possibility degree of 1.

5.2 Evaluation Criteria

The D-RPKM was tested using four evaluation criteria. First, we apply the

accuracy [11] AC =
∑k

j=1 aj

T where aj is the correctly classified objects from
the total number of objects T . From the AC, the error rate ER is calculated
as ER = 1 − AC. High value of AC implies better clustering results. Then, we
compute the iteration number (IN) and the execution time (ET).

5.3 Experimental Results

In this section, we report all results provided when applying the real-world UCI
datasets to our proposal followed by a comparison between the D-RPKM and
SKM, RPKM, and DPKM. We run our algorithm ten times then, we calculate
the average of results relative to the evaluation criteria.

Certain Case. Table 1 shows the results of D-RPKM compared to other certain
and uncertain methods.

Initially, we test our proposal using a number of clusters k′ = k + 1 where k
is the number of classes in [18]. We notice that D-RPKM considerably improves
the results of the certain k-modes since, it avoids its drawbacks such as the
non-uniqueness of clusters’ modes. In addition, the D-RPKM produces the same
results as the RPKM because they use the same principal. In addition, our results
are very close to the DPKM results based on the different evaluation criteria.
By removing c clusters, the SKM and RPKM re-cluster the datasets from the
beginning. However, the D-PKM and D-RPKM use the last results that is why
they saves execution time and hence, memory. For the Soybean dataset, for
example, both of the ET (16.08) and ER (0.4) of the SKM are higher than our
proposal which has an ET equals to 0.9 and ER equals to 0.13.

Uncertain Case. Each value of the dataset is represented through a possibility
degree from the interval ]0, 1]. As the RPKM and SKM perform clustering with
certain values and cannot represent these values through possibility degrees, in
this part we compare our proposal to only the DPKM. Table 2 describes the
average of the error rates for our proposal compared to DPKM, where A is the
percentage of uncertain values in the dataset and d is possibilistic degree.

In Table 2, we notice that the D-RPKM improves over DPKM by decreas-
ing the error rate. This is obvious for the different databases. By applying the
decremental clustering and removing one cluster, the D-PRKM again proves its
efficiency by keeping the lowest ER compared to the DPKM for the Car Evalu-
ation database.
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Table 1. The results of D-RPKM vs. SKM, RPKM, and DPKM in the certain case

Bal S POP BS SF CE
k’ 3 5 4 4 4 5

ER 0.58 0.56 0.47 0.38 0.29 0.35
SKM IN 5 8 8 10 10 9

ET/s 11.85 12.69 14.08 31.71 1810.21 2593.17

ER 0.3 0.26 0.2 0.15 0.08 0.18
RPKM IN 2 2 3 2 4 4

ET/s 3.34 2.82 1.1 5.11 30.64 72.37

ER 0.28 0.24 0.2 0.11 0.09 0.15
DPKM IN 2 2 3 4 4 2

ET/s 1.2 1.17 1.33 4.1 29.57 71.31

ER 0.3 0.26 0.2 0.15 0.08 0.18
D-RPKM IN 2 2 3 2 4 4

ET/s 3.34 2.82 1.1 5.11 30.64 72.37

k 2 4 3 3 3 4

ER 0.48 0.4 0.32 0.22 0.13 0.2
SKM IN 9 10 11 13 14 11

ET/s 14.55 16.08 17.23 37.81 2661.634 3248.613

ER 0.32 0.27 0.23 0.12 0.06 0.08
RPKM IN 4 6 8 2 12 12

ET/s 13.14 15.26 16.73 35.32 95.57 209.68

k= k’-n n=1
ER 0.2 0.19 0.14 0.09 0.07 0.09

DPKM IN 2 2 4 2 2 4
ET/s 0.72 0.91 0.95 4.15 22.81 35.11

ER 0.21 0.13 0.14 0.08 0.07 0.09
D-RPKM IN 2 2 3 2 2 2

ET/s 0.7 0.9 0.93 4.1 20.7 36.31

Table 2. Average of error rates of D-RPKM vs. DPKM in the uncertain case

Bal S PO BS SF CE
k’ 3 5 4 4 4 5

A < 50% and 0<d<0.5 D-RPKM 0.4 0.25 0.3 0.3 0.2 0.10
DPKM 0.39 0.24 0.3 0.32 0.19 0.12

A < 50% 1 and 0.5≤d≤ 1 D-RPKM 0.4 0.35 0.29 0.25 0.12 0.15
DPKM 0.4 0.32 0.3 0.28 0.11 0.16

A ≥ 50% and 0<d<0.5 D-RPKM 0.2 0.22 0.22 0.15 0.10 0.10
DPKM 0.21 0.25 0.27 0.13 0.09 0.12

A ≥ 50% and 0.5≤d≤ 1 D-RPKM 0.3 0.3 0.31 0.21 0.15 0.15
DPKM 0.27 0.3 0.3 0.25 0.19 0.15

n=1 k=k’-n 2 4 3 3 3 4

A < 50% D-RPKM 0.13 0.15 0.15 0.15 0.10 0.08
and 0<d<0.5 DPKM 0.15 0.11 0.16 0.12 0.07 0.1
A < 50% 1 D-RPKM 0.21 0.18 0.19 0.14 0.10 0.10
and 0.5≤d≤ DPKM 0.2 0.17 0.16 0.13 0.07 0.11

A ≥ 50% D-RPKM 0.12 0.12 0.15 0.07 0.09 0.07
and 0<d<0.5 DPKM 0.11 0.12 0.15 0.07 0.08 0.07
A ≥ 50% D-RPKM 0.20 0.20 0.15 0.1 0.09 0.08

and 0.5≤d≤ 1 DPKM 0.22 0.2 0.16 0.1 0.08 0.1

Table 3 illustrates the IN and ET of our proposal compared to the DPKM.
From Table 3, we remark that the proposed approach provides a low IN and
ET. However, it needs little more time to find the rough clusters and calculate
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Table 3. The IN and ET of D-RPKM vs. DPKM in the uncertain case

Bal S PO BS SF CE
k’ 3 5 4 4 4 5

The IN of the main program D-RPKM 3 3 6 3 6 2
DPKM 2 4 6 2 4 2

The elapsed time in seconds D-RPKM 0.25 0.4 0.45 5.01 32.82 60.12
DPKM 0.21 0.38 0.42 4.71 32.17 68.09

n=1 k=k’-n 2 4 3 3 3 4

The IN of the main program D-RPKM 4 3 4 2 4 2
DPKM 3 2 3 2 4 2

The elapsed time in seconds D-RPKM 0.22 0.33 0.41 4.31 28.10 50.12
DPKM 0.2 0.31 0.4 4.43 30.12 53.24

the ratio of each objects. We can also remark that for Car evaluation dataset
the D-RPKM still provides the best results. Generally, the D-RPKM has many
advantages by essentially reducing the execution time and providing accurate
results.

6 Conclusion

In this paper, we have proposed a new uncertain decremental method (D-RPKM)
that handles uncertainty using both possibility and rough set theories. Our pro-
posal detects objects that can share similarities with numerous clusters belonging
to the boundary regions. In addition, it considers the decremental learning as-
pect by offering the possibility to reduce the number of cluster over time. Our
proposal was tested using real-world UCI machine learning databases based on
different evaluation criteria. Results show the improvement from our method
when considering uncertainty and decremental learning aspect.
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20. Rezanková, H.: Cluster analysis and categorical data. Statistika, roc. 89, 216–232
(2009) ISSN 0322-788X

21. Rezankova, H., Loster, T., Husek, D.: Evaluation of Categorical Data Clustering.
In: Mugellini, E., Szczepaniak, P.S., Pettenati, M.C., Sokhn, M. (eds.) AWIC 2011.
AISC, vol. 86, pp. 173–182. Springer, Heidelberg (2011)

22. Zadeh, L.A.: Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets and Sys-
tems 1, 3–28 (1978)

http://www.ics.uci.edu/mlearn


A Dynamic Bayesian Model

of Homeostatic Control

Will Penny1 and Klaas Stephan2

1 Wellcome Trust Centre for Neuroimaging,
University College London, 12 Queen Square, UK

w.penny@ucl.ac.uk

http://www.fil.ion.ucl.ac.uk/~wpenny
2 Translational Neuromodeling Unit,

Institute for Biomedical Engineering, University of Zurich and ETH Zurich,
Wilfriedstrasse 6 CH-8032 Zurich

Abstract. This paper shows how a planning as inference framework
with discrete latent states can be used to implement homeostatic control
by providing an agent with multivariate autonomic set points as goals.
Before receiving these goals the agent navigates according to the ‘Prior
Dynamics’ which embody a cognitive map of the environment. Given the
goals, optimal value functions are implicitly computed using a forward
and backward message passing algorithm, which is then used to construct
the ‘Posterior Dynamics’. We propose that this formalism provides a
useful description of computations in the mammalian Hippocampus.

Keywords: Planning as Inference, Homeostasis, Hippocampus.

1 Introduction

In previous work we have shown how an autonomous agent can be specified us-
ing a Hidden Markov Model, and that probabilistic inference in that model can
be used to instantiate the operations of localisation and planning [12]. Impor-
tantly, both of these operations rely on the same underlying algorithm; belief
propagation using forward and backward message passing. The only difference
is that sensory inputs are upregulated during localisation whereas goal inputs
are upregulated during planning.

The operations of localisation and planning are naturally addressed together
as both require access to the same underlying environmental model or ‘cognitive
map’. Our inference approach naturally allows uncertainty from localisation to
be incorporated into planning. Moreover, localisation and planning are both
thought to engage the hippocampus [11,7,14].

Our overall approach conforms to a ‘planning as inference’ perspective in
which sequential decision making problems that have previously been the domain
of Reinforcement Learning (RL) and dynamic programming, have been recast
as problems of statistical inference [1]. More specifically, our HMM agent uses a
cognitive map of its environment and its decisions are based on this model. This
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is to be contrasted with the state-action mappings that are learnt in RL. The
two approaches to decision making may more generally be referred to as model-
based and model-free control [13] and are thought to have different neuronal
substrates [4].

One interesting recent development in RL has been the replacement of scalar
reward signals with homeostatic goals [9]. This incorporates the simple notion
that an agent’s behavioral objective is dependent on its current autonomic state.
Thus, food rewards are more important when an agent is hungry. In this paper
we show how the HMM framework can be used to implement homeostatic control
[3] by providing an agent with multivariate autonomic set points, rather than
binary goals. Our overall approach thus provides a mechanism for model-based
homeostatic control.

Fig. 1. The agent’s generative model. This corresponds to an HMM with two sets of
observations; goals, gn, and sensory inputs, sn.

2 Methods

We consider a dynamical system evolving over time points n = 1..N with dis-
crete latent states xn, goals gn and sensory states sn. The overall generative
model is shown in Figure 1 and is fully specified via the definition of three prob-
ability distributions (i) the state transition density p(xn+1|xn), (ii) the sensory
observation density p(sn|xn) and (iii) the goal observation density p(gn|xn).

Inference is implemented in two separate phases (i) planning and (ii) locali-
sation. In the planning phase, goals are provided and the posterior distribution
over latent states is computed. At this time sensory states are either not provided
or their influence on planning is eliminated, for example, by reducing sensory
precision.

In the localisation phase, sensory observations are provided and the posterior
distribution over latent states is computed. In this phase goals are either not
provided or their influence on localisation is eliminated, for example, by reducing
goal precision. This paper focusses on planning, as localisation has been dealt
with in a previous publication [12].
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In what follows each of the k = 1..K discrete latent states is associated with a
location in a 2D environment, lk, and N(x;μ,Σ) denotes a multivariate Gaussian
distribution over x with mean μ and covariance Σ.

2.1 Prior Dynamics

In the planning phase the agent is given information about task goals. Prior to
observing these goals the hidden states evolve according to Markovian dynamics

p(xn+1 = i|xn = j) = Aij (1)

where A is a K × K state transition matrix. Although high-dimensional this
matrix is sparse, reflecting the spatial structure of an environment and allowed
transitions within it, as shown in Figure 2. We refer to the above equation as
describing the ‘Prior Dynamics’.

Fig. 2. Left Panel: The environment contains K = 15× 15 = 225 discrete states, with
black squares denoting forbidden locations. At each time step agents may move to
cardinal neighbours or remain in the same position but cannot transit across edges of
the domain (eg top to bottom). Right Panel: The prior dynamices are embodied in
a state transition matrix A of dimension 225 × 225 having a highly sparse structure
reflecting the allowed transitions in an environment.

2.2 Probabilistic Goals

The probability of observing goal gn given state xn is given by the density
p(gn|xn). This formulation has many interesting properties. First, goals are in-
herently probabilistic; one specifies the likelihood of obtaining a goal at a given
location. The simplest instantiation of this is the case of binary goals

p(gn|xn = k) = rk (2)

where rk denotes the probability of reward at location k.
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More interestingly, the goal signal gn can be multivariate, allowing an agent to
have multiple simultaneous goals. Here, the observed goal signal can be used to
specify set points and thereby implement a system for instantiating homeostatic
control. For example, if we have

p(gn|xn = k, a) = N(gn; a+ ak, C) (3)

where gn is the homeostatic set point (the multivariate goal), C encodes the
allowed (co-)variance around that set point, a is the agent’s autonomic state,
and ak denotes the change in autonomic state (per unit time) that will accrue
from visiting state k.

If the autonomic variables (eg. body water, glucose, temperature) have their
own dynamics, the posterior dynamics, q, (see below) will need to be recomputed
to account for this. The posterior dynamics could be updated at satiety, at
every time point, or according to some other regime. In this paper, we choose
to update them periodically, after a fixed number of time points. We consider
linear autonomic dynamics

an = Ban−1 + ak (4)

where B encodes the relevant time scales and ak is the change accrued from
visiting state k. This dynamical process is external to the HMM agent (loosely
speaking, it is instantiated in the agent’s body).

2.3 Posterior Dynamics

We now consider an agent being in receipt of a goal signal g. In order to specify
to the agent that this goal is to be reached within a ‘time horizon’ of N steps we
set the sequence of observation variables gn = g for n = 1..N . We denote this
sequence as GN = {g1, g2, ..., gN}.

The dynamics of the agent after receiving the goal signal, or the ‘Posterior
Dynamics’, are defined as

qij ≡ p(xn+1 = i|xn = j, a,GN ) (5)

=
p(xn+1 = i|xn = j)p(xn = j|a, GN)∑K

i′=1 p(xn+1 = i′|xn = j)p(xn = j|a, GN)

Note also the dependence on the autonomic state, a. In this paper we set a to the
autonomic state observed just prior to computing the posterior dynamics (but
see Discussion). An agent following the posterior dynamics implements goal-
directed navigation, whilst one following the prior dynamics merely obeys the
physics of a given environment, and its motion within it.

2.4 State Posterior

The posterior dynamics constitute a reweighting of the prior dynamics by the
density p(xn = j|a,GN ). This density can be computed using standard inference
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algorithms such as the alpha-beta recursions [2]. This requires a forward sweep
to compute

α(xn) = p(gn|xn, a)
∑
xn−1

p(xn|xn−1)α(xn−1) (6)

with α(x1 = k) = p(x1 = k)p(g1|x1 = k, a), and a backward sweep to compute

β(xn) =
∑
xn+1

p(gn+1|xn+1, a)p(xn+1|xn)β(xn+1) (7)

with β(xN = k) = 1. We then have

p(xn = j|a,GN ) =
α(xn = j)β(xn = j)∑
k α(xn = k)β(xn = k)

(8)

To avoid numerical underflow [2] we scale the forward and backward messages
by

∑
k α(xn = k). The forward ‘alpha’ recursions embody the prior distribu-

tion and provide a normalisation factor for the backward ‘beta’ recursions. It
is also worth noting that both the alpha and beta recursions implicitly make
use of prediction errors, as the Gaussian goal densities take on higher values
with smaller prediction errors between the set point and predicted autonomic
state. In equations 6 to 9, n is a virtual time index that organises the planning
computations. We hypothesise that these are instantiated within a hippocampal
ripple (see Discussion).

2.5 Trajectories

A known state at time n is equivalent to a probability distribution p(xn) with
unit mass at xn = k and zero elsewhere. A probabilistic planning trajectory can
then be found by integrating the posterior dynamics from this initial distribution.
The probability mass at time point n+ 1 is

p(xn+1 = i) =

K∑
k=1

q(xn+1 = i|xn = k)p(xn = k) (9)

The state density at subsequent time points can be computed as

p(xn+m = i) =
K∑

k=1

q(xn+m = i|xn+m−1 = k)p(xn+m−1) (10)

or in matrix form as

p(xn+m+1) = Qmp(xn+1) (11)

Iteration of this equation produces ‘goal-directed flows’ and individual paths to
goal are produced by sampling from these flows.
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2.6 KL Control

The state posterior can alternately be expressed as

p(xn = j|a,GN ) =
p(GN |xn = j, a)p(xn = j)∑K

j′=1 p(GN |xn = j′, a)p(xn = j′)
(12)

Given a uniform prior p(xn = j) the equation for the Posterior Dynamics reduces
to

qij =
p(xn+1 = i|xn = j)p(GN |xn = j, a)∑K

i′=1 p(xn+1 = i′|xn = j)p(GN |xn = j, a)
(13)

Equation 13 corresponds to the ‘Active Dynamics’ of KL control, and
log p(GN |xn = j, a) to the ‘Optimal Value’ function [16]. The ‘Passive Dynamics’
of KL control then correspond to our ‘Prior Dynamics’. The scaling of the beta
recursions in the HMM implementation (see above) is analagous to the normali-
sation used in the power method for computing the Optimal Value function [16].

Fig. 3. Time to Goal The figure shows the state posterior, p(x1|GN ), for four differ-
ent times to goal (a) N = 1, (b) N = 1024. The goal location is [10, 8]. Under a uniform
prior, p(x1), these plots correspond to the exponent of the Optimal Value function of
KL control.

3 Results

This section refers to videos showing goal directed flows. These are available
from http://www.fil.ion.ucl.ac.uk/~wpenny/icais14_movies/.

3.1 Binary Goals

Figure 2 shows an example 2D environment and the state transition matrix,
A, corresponding to the prior dynamics associated with it. Here Aij has been
set to 1/Nj if a transition is allowed from j to i, with Nj being the number
of allowable transitions from j (fewer next to boundaries and corners). This
includes transitions from a state to itself. Transitions are not allowed to or from
wall or edge locations (we set 0/0 = 0, as per usual).
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Figure 3 (a) now superimposes a binary goal onto this environment. The goal
observation density p(gn|xn) is set so that the probability density is 1 at the
goal (white square in Figure 3a) and zero elsewhere. We then computed the
state posterior for different values for the time to goal N . This computation is
implemented using the alpha-beta recursions in equations 6 to 8. For N = 1
the state posterior has a single peak at the goal. The spatial gradient of the
posterior at sites remote from the goal is zero for N = 1, but increases with N .
This gradient informs the posterior dynamics via equation 5, allowing a path to
be found from remote sites to the goal. The posterior dynamics, q, were then
computed from equation 5 using N = 1024 with the goal at [10, 8]. Note that
for large N , we have p(x1|GN ) ≈ p(x2|GN ) ≈ p(x3|GN ) etc., so we can simply
use p(x1|GN ) in equation 5.

The movie known_15_1.avi shows the state density evolving according to
the posterior dynamics. The initial state density is a delta function with unit
probability mass at location [15, 1] and zero elsewhere. The state density at
subsequent time points has been computed using equation 11. We now keep the
goal at the same location, hence do not change the posterior dynamics q, but
move the initial position to [2, 8]. The evolution of the state density is shown in
the movie known_2_8.avi.

Finally, we keep the goal at the same location but update the prior dynamics,
A, to account for a small change to the environment. This hole in a wall appearing
at location [6, 10] requires a change to only four elements of A (reciprocally
between [6, 10] and [6, 9], and [6, 10] and [6, 11]). The posterior dynamics were
recomputed based on this new prior and the movie hole.avi shows the goal-
directed flow from position [2, 8].

The above results show that changes in goal location are accommodated by
recomputing the posterior dynamics, q. Small changes in the environment are
readily accommodated by small changes in the prior dynamics (and updating q).
These nonstationarities are less gracefully accommodated in RL which requires
extensive relearning of state-action mappings.

3.2 Homeostatic Goals

This simulation considers three autonomic variables reflecting the levels of body
glucose, water and temperature. The set point is given by g = [10, 10, 10] with
covariance C = 0.5I3. Here the autonomic dynamics are set by specifying a
diagonal transition matrix, B, with entries 0.99, 0.97, 0.95. These numbers reflect
the rate at which body water, food and temperature levels are depleted. The
changes in autonomic state (per unit time) afforded by visiting state k are set
as follows

ak(i) = exp(−0.5||sk − μ(i)||2) (14)

where sk is the location of the kth latent variable (place cell) and μ(i) denote
the spatial locations with maximal affordance for increases in water, glucose
and temperature respectively. This implements affordances as a continuous but
local function of space; other eg. discrete forms are of course possible. We set
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Fig. 4. Autonomic Variables Body temperature (red), glucose (green) and water
(blue). The state is initialised to the set point [10, 10, 10]. Increases correspond to the
agent visiting locations which afford increases in body temperature, glucose, tempera-
ture and water respectively. Decreases reflect the time scales of depletion encoded in
matrix B.

Fig. 5. Agent State The state of the agent at time step n = 65. Left Panel: The letters
W, G and T denote locations which afford maximal increases in body water, glucose
and temperature, respectively. The location of the agent is marked with the black square
(close to T). Right Panel: Levels of autonomic variables, an. At this time point the
agent has sufficiently warmed itself and is now leaving location T and heading towards
G, as its glucose level is far from set point.

μ(1) = [6, 12]T , μ(2) = [10, 8]T and μ(3) = [10, 4]T . Thus, for example, the agent
receives a unit increase in glucose at location [10, 8] and a smaller amount at
neighbouring locations.

The movie auto.avi shows the agent navigating according to the posterior
dynamics, which are recomputed every 32 steps. This requires a forward and
backward pass to compute the posterior state density, based on the autonomic
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state of the agent at that time point. Figure 5 shows a snapshot of this movie at
time step n = 65 and figure 4 plots the time series of autonomic state variables
over all time points.

4 Discussion

This paper has described a simple algorithm, based on inference in an HMM,
that an agent can use for localisation, planning and homeostatic control. We
propose that it provides a useful computational-level description of aspects of
Hippocampal function and associated networks. There are several appealing
features.

First, the use of a discrete rather than a continuous latent space allows multi-
modal posteriors to be supported using simple, exact inference. This is necessary
for solving the problem of localisation, as shown in previous work [12]. This is to
be contrasted with the approximate inference procedures (particle filtering etc.)
required for nonlinear continuous latent space models [13].

Second, discretisation of an otherwise continuous state space is generally un-
workable for generic control problems because of the curse of dimensionality.
However, spatial navigation is inherently two dimensional so discretisation is
tenable.

Third, this work builds on earlier proposals that the hippocampus itself is
suited to solving shortest path problems [10]. It has been proposed that CA3 en-
codes path distances in its connections and may implement a heuristic planning
approach such as Dijkstra’s algorithm. A similar proposal could be based on the
Prior Dynamics where the connection from unit j to i encodes Aij . This shares
previous advantages in that the inevitable local changes in an environment can
be reflected in a small number of modified connections. Previous work [12] has
shown that our approach has the advantage that the uncertainty in localisation
is readily incorporated into planning.

Fourth, it has been proposed that the hippocampus replays goal-directed state
sequences so that the striatum can learn the appropriate state-action mappings
[8]. However, it may be the case that these ‘replays’ are not memories of suc-
cessful episodes but sample trajectories from the Posterior Dynamics.

Fifth, the two phases of inference we have proposed may map onto two distinct
modes of hippocampal function, differentiated by the degree of theta activity.
Mammalian localisation is accompanied by a high theta state [5], whereas plan-
ning related replay activity [14] is accompanied by high frequency ripples in a
low theta state. In rats, planning related ripple activity is observed to occur after
reaching a goal.

We have shown that homeostatic control can be instantiated using a prob-
abilistic goal model in which the goals are autonomic set points. By endowing
autonomic variables with their own dynamics, and periodically reactivating the
agent’s planning algorithm, the agent has been shown to exhibit rather complex
autonomous behaviour.

The resulting system is similar to, and inspired by, the free-energy principle
which is founded on the concepts of active inference and homeostasis [6]. Our
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approach is marked out by its use of discrete latent variables and backwards
message passing, and we have previously proposed that these messages are in-
stantiated in ripple activity [13].

In this paper, planning is based on the agent’s autonomic state just prior
to computation of the posterior dynamics. Its homeostatic control mechanism is
therefore reactive rather than predictive. However, if the agent were also endowed
with a predictive autonomic model (cf. equation 4) planning could be based on
these predicted autonomic states [15].
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Abstract. I propose a learning and memory architecture which can in-
crementally learn and associate an increasing number of patterns. The
approach consists of the integration of two methods – a topology learning
algorithm to perform incremental clustering, and an associative memory
model to learn relationships based on the co-occurrence of input pat-
terns. The approach supports online learning, is tolerant to noise, and
generally applicable to any kind of real-valued vector data. I tested the
proposed architecture on an incremental associative learning task with
visual patterns. Evaluations were performed both in a simulated setup
and with a real robot. Results showed that the architecture could learn
nearly all presented patterns but in some cases the recall rate decreased
as these patterns were retrieved. I suggest ways to overcome this effect
and also discuss future work aimed at achieving a better performance.

Keywords: Incremental Learning, Clustering, Associative Learning.

1 Introduction

Working with robots requires incremental learning methods that work online [17,
2, 20, 11, 3]. A benefit of online incremental learning techniques is the opportu-
nity to learn smaller amounts of data and directly recall the stored knowledge
during the ongoing learning process. Incremental methods are also more efficient
in terms of learning time because only additional instances need to be incorpo-
rated to update the stored knowledge.

Existing methods for incremental topology learning include the Growing Neu-
ral Gas (GNG) [6], the Growing Neural Gas with Utility measure (GNG-U) [7],
the evolving Self-Organizing Map (eSOM) [5], the Self-Organizing Incremen-
tal Neural Network (SOINN) [8] and the Enhanced Self-Organizing Incremental
Neural Network (E-SOINN) [9]. These approaches are suitable for clustering the
received inputs by similarity into different categories. By applying associative
learning methods like Hebbian learning [12, 16] it is possible to learn relationships
between these categories. Advancements of the mentioned algorithms incorpo-
rate ways for associating different inputs, such as the Self-Organizing Incremental
Associative Memory (SOIAM) [21], a multi-layer variant of the SOIAM [22] and
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the General Associative Memory (GAM) [10]. However, these approaches are
limited in the way they must be trained, e.g. the algorithms must receive the
data in a strict order and only specific types of associations can be learned. I
aim to provide a more flexible approach without these restrictions.

I incorporated methods of the listed topology learning techniques into a novel
architecture for incremental and online learning (Section 2). By combining differ-
ent machine learning techniques the architecture fulfils the tasks of generalisation
and learning by association. I tested the architecture in an incremental learning
task (Sections 3 and 4). Corresponding results are discussed in Section 5 and
Section 6 presents the conclusions.

2 Incremental Clustering and Associative Learning
Architecture

The Incremental Clustering & Associative Learning Architecture (ICALA)
combines methods of incremental clustering and associative learning (Figure 1).
I employ a modified version of the SOINN, named the Modified Self-Organizing
Incremental Neural Network (M-SOINN), for clustering the incoming data
and an associvative memory model, the Temporal-Order Sensitive Associative

Fig. 1. The structure of the ICALA consisting of M-SOINN modules and the TOSAM.
From a sensor a data vector is read (1) by an M-SOINN module where a topology of
the inputs is learned and the data is clustered (2). Each cluster corresponds to a unit in
the TOSAM. The TOSAM learns an association between each pair of activated units
(3). Upon reception of an input into a cluster, the corresponding unit gets activated.
Activation spreads and activates other units (4). The activation levels of all units
corresponding to a module’s clusters are passed back to the respective module (5).
Based on these levels and the cluster centroids the module generates a data vector
which can be used to influence an actuator (6).
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Memory (TOSAM), based on previously formulated desiderata [13]. All compo-
nents use short processing cycles and run at frequencies independent of each other.

2.1 Modified Self-organizing Incremental Neural Network

The Modified Self-Organizing Incremental Neural Network (M-SOINN) is based
primarily on the SOINN and stores a topology of the inputs in one layer in a
network of nodes and edges. When an input is received the algorithm determines
the two nearest nodes and calculates similarity thresholds for these nodes. This
threshold is the maximum distance to the node’s neighbours (connected nodes)
or the minimum distance to any other node if the node has no neighbours. The
M-SOINN allows to set a fixed similarity threshold for all nodes [18, 15].

The algorithm calculates the distances from the input to the two nearest
nodes. If any of the distances exceeds the respective similarity threshold, a new
node is created. Then the M-SOINN can create an edge if the new node is close
enough to the nearest node [18], based on two conditions: first, the new node
must be further away from the cluster mean than the determined nearest node;
second, the distance between new node and nearest node must be greater than
the average node distance in the corresponding cluster.

If both distances are within the corresponding similarity thresholds, then a
new edge is created between the two nearest nodes and the age values of all edges
emanating from the nearest node are incremented. Moreover, for this node the
accumulated error is updated as well as the number of signals which counts how
often the node has been nearest node. The M-SOINN moves both the node itself
and its neighbours closer to the input. Finally, the algorithm deletes edges whose
age is greater than a prespecified threshold agedead.

In regular intervals the following steps are executed to tidy up the topology.
Optionally, the M-SOINN removes the longest edge in the network. The removal
of this edge can potentially split up falsely joined clusters. Another modification
removes a node likely to be in a low-density region, which facilitates a better
separation of clusters. The M-SOINN also prunes clusters by removing nodes
with no more than two neighbours. While isolated nodes are always removed,
the removal of nodes with one or two neighbours depends on a threshold crite-
rion. Moreover, the M-SOINN tries to stabilise the topology by inserting a new
node between the node with the highest error and its maximum error neigh-
bour. This insertion is performed unconditionally and independently of error
reduction conditions. The M-SOINN is also able to join clusters located close to
each other to better generalise over similar inputs. The distance-based threshold
criterion for cluster joining can be adjusted by either a relative or an absolute
join tolerance value. These refinement criteria are in favour of lower computa-
tional cost; enhanced concepts for splitting and merging of clusters can be found
in [14, 4].

The complete M-SOINN algorithm listing is available online1.

1 http://www.macs.hw.ac.uk/~muk7/ICALA/supplementary.pdf

http://www.macs.hw.ac.uk/~muk7/ICALA/supplementary.pdf
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2.2 Temporal-Order Sensitive Associative Memory

The Temporal-Order Sensitive Associative Memory (TOSAM) stores assoca-
tions between incoming perceptions based on the co-occurrence of inputs. The
TOSAM recalls associated information depending on the strength of the learned
association. The TOSAM consists of a network of information units which store
different patterns of information. As a part within the ICALA the TOSAM
does not receive actual sensory data but only unique cluster identifiers from the
M-SOINN. If no unit with the incoming identifier exists, such a unit is created.

Each information unit has an input load and an activation level. The input
load models the perceptional strength of the respective input and drives the
learning process. The activation level indicates how strongly the corresponding
information can be recalled. When receiving an input both input load and ac-
tivation level are raised immediately but otherwise underlie a fast decay. The
TOSAM maintains a fully connected network with two directed connections be-
tween any pair of units. A connection weight represents the associative strength
between the connected units and influences how much activation can be spread
over the corresponding connection.

The TOSAM learns associations by modifying connection weights between
units with input load. An asymmetric Hebbian learning rule allows the weights
to encode sequential information. A strong increase in weight can only occur
when the input load of the respective destination unit is high. The change in
weight is smaller the closer the weight value is to its maximum [19]. Our rule
also implements the effect of extinction [1]: unlearning occurs when a stimulus is
present but a previously associated response is not observed. This further allows
connections to develop negative weights and become inhibitory.

During the spreading process, activation is removed from the source unit and is
transferred to the destination unit. The exact amount is calculated based on the
activation level of the source unit and the connection weight to the destination
unit. A highly activated destination unit will attract less activation, resulting in
a smaller amount being spread. Additionally, low values are weakened and high
values are strengthened to provide a clearer recall. A unit cannot spread more
activation than it has – the available amount is distributed proportionally over
all outgoing connections.

Equations and details of the described processes are available online1.

2.3 Synchronisation of M-SOINN and TOSAM

The units in the TOSAM reflect the cluster structure present in the M-SOINN
modules. The M-SOINN maintains identifiers for all clusters which must remain
consistent even if the topological structure changes. In such a case, the TOSAM
needs to make adjustments to its network.

Whenever a node is created, also a cluster with a new identifier is created
for this node; whenever a node is removed, the corresponding cluster, if empty,
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must be removed; the corresponding unit in the TOSAM has no representation
anymore and must be removed as well. Whenever an edge is created, two clusters
may merge into one; the cluster with more nodes incorporates the nodes of the
smaller cluster which is then removed; in the TOSAM, the corresponding units
and connections must be merged as well; the input load, activation level and
association strengths are, in each case, updated to store the maximum of the
merged values. Whenever an edge is removed, a cluster may be split into two; the
M-SOINN maintains the cluster identifier for the majority of nodes and creates
a new cluster for the remaining nodes; the TOSAM creates a new unit for the
new cluster as well as corresponding connections; input load, activation level and
weight values are copied from the existing unit and connections, respectively.

To avoid excessive synchronisation operations each M-SOINN module defines
a minimum number of nodes required to activate a cluster. The module does not
inform the TOSAM about the activation of clusters with fewer nodes.

3 Methods

A dataset for an incremental learning task should be reasonably large but also
allow the architecture to generalise over similar inputs. I used the AT&T database
of faces2 which contains greyscale images of 40 different people. For each of these
persons 10 images exist which show variations of facial expression, head rotation,
etc. Each image is 92 by 112 pixels in size.

I tested the incremental learning capabilities of the ICALA in both simulated
and real robot scenarios. One person after the other was presented as an in-
put, accompanied with a corresponding label to learn associations. Each person
was learned for 240 seconds while every 4 seconds the current image randomly
changed to another image of this person. After learning each person, the ar-
chitecture had to recall the labels of all presented images so far. The images
were presented in a random permutated order and each image was shown for
12 seconds, preceded by a blank image for 12 seconds. After each recall phase I
measured for how many images the correct person was identified.

Table 1. Parameters of the M-SOINN module FacesATT

input
dimensions

value range cluster activa-
tion threshold

remove minimum
density node

λ agedead join clusters relative join
tolerance

10304 [0,1] 2 no 50 50 yes -

cycle time connect new
nodes

fixed similarity
threshold

reduce local error c1 c2 remove
longest edge

absolute join
tolerance

2000 ms no - yes 0.01 0.001 yes 0.1

In the simulated scenario the ICALA included the TOSAM and two M-SOINN
modules: one for clustering the face images (FacesATT ) and one for storing the
text labels (TextLabel). The TOSAM was running at 1 Hz; parameters of the

2 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Table 2. Parameters of the M-SOINN module NAOCamera

input
dimensions

value range cluster activa-
tion threshold

remove minimum
density node

λ agedead join clusters relative join
tolerance

4800 [0,1] 2 no 50 50 yes -

cycle time connect new
nodes

fixed similarity
threshold

reduce local error c1 c2 remove
longest edge

absolute join
tolerance

2000 ms yes 0.07 yes 0.01 0.001 yes 0.07

FacesATT module are listed in Table 1. For the TextLabel module the cycle time
was 2000 ms and the threshold for activating clusters was 2; other parameters
were set to agedead = 1000, λ = 100, c2 = 0.0 and c1 = 0.0; none of the
introduced modifications were active for this module; an incremental numbering
scheme was used to map the labels to numeric values.

The robot setup involved a NAO T14 robot3 and the images were displayed
on a screen which was captured by the robot’s front camera (Figure 2). The
recalled label was spoken out by the NAO’s built-in text-to-speech system. The
ICALA included a module for processing the inputs from the NAO’s camera
(NAOCamera), a module for providing and speaking out the labels (NAOText-
ToSpeech), as well as the TOSAM. The cycle time of the TOSAM was 1000 ms.
The NAOTextToSpeech was configured exactly as the TextLabel module. Table 2
lists parameters of the NAOCamera module. I applied minor transformations to
the images on the screen to create a more realistic setup where actual people
would stand in front of the robot: as a person would never place their head in
exactly the same position, a translation between 0 and +/-10 pixels randomly
displaced each image along both axes and randomly scaled it by a factor be-
tween -1% and +1%; also each image was randomly rotated by an angle of up
to 1 degree.

Fig. 2. The NAO robot observes the image of a person’s face on a screen

3 http://www.aldebaran.com/en/humanoid-robot/nao-robot

http://www.aldebaran.com/en/humanoid-robot/nao-robot
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4 Results

The ICALA could incrementally learn up to 37 people in the simulated setup and
up to 36 people in the robot setup. For the remaining persons no clusters were
created in the respective M-SOINN module for the visual inputs. The FacesATT
module had to process 2045 nodes, 1927 edges and 118 clusters, the topology of
the NAOCamera contained 672 nodes, 689 edges and 115 clusters.

The cluster counts steadily increased as more people were introduced (Fig-
ure 3). Although the topologies contained always more clusters than persons,
the number of clusters generated remained reasonably low but always stayed far
below the total number of presented faces. In both setups the algorithm created
ca. 3 or 4 clusters per person on average (instead of ideally 1 cluster per person).

Fig. 3. Topology development for the FacesATT module (simulated setup) and NAO-
Camera module (robot setup)

Figure 4 shows the ratio of correctly identified faces. In the simulated setup
the recall rate started high and gradually decreased as more people had to be
recalled. A perfect recall for the first 2 persons was followed by a temporary
decline. For 6 to 13 people the recall rate was higher than 70% but finally reached
a value of around 20% after having learned 36 people. Also in the robot setup
the first 2 persons were perfectly recalled and immediately afterwards the recall
rate suddenly dropped to ca. 40%. When recalling 10 people, the rate increased
and remained above 60% until 22 people had been presented. After another drop
the recall rate stayed between 20% and 40%.

I tested the architecture again in the simulated setup without the unlearning
part in the TOSAM learning rule. With this change the recall performance was
worse than before with the recall rate being mostly between 20% and 40% (Fig-
ure 5). Another tested option was to reduce the number of outgoing associations
for each unit by creating connections only between units with a positive input
load. Compared to the result obtained with a fully connected network the recall
rate was slightly higher at some points but showed some fluctuations. For lower
numbers of persons the recall rate was very low but stabilised from 14 people
onwards (Figure 5).
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Fig. 4. The ratio of correctly identified faces plotted against the number of persons
learned incrementally for the simulated setup and the robot setup

Fig. 5. The ratio of correctly identified faces plotted against the number of persons
learned incrementally for the simulated setup with changes in the TOSAM

5 Discussion

The ICALA showed limited recall performance in the given incremental learning
task. Already for a small number of patterns no perfect recall was possible.
For 20 people almost half of the learned faces could be identified correctly in the
simulated setup. In the robot setup the architecture temporarily achieved higher
recall performances but the recall rate fluctuated including sudden drops. In the
confusion matrices I could observe that mainly persons learned earlier could not
be identified correctly (Figure 6). For these people the system tends to predict
the label of a more recently learned person.

If the topology does not contain all face variations of a person, certain faces
cannot be recalled. However, by looking at the actual topologies, I could not
notice any significant lack in face variations. For all people most of the face
variations were represented in the topology.

If the association from an image to the corresponding label is too weak, then
not enough activation can be spread to highly activate the respective unit. Dur-
ing recall the unlearning process of the TOSAM decreases the weight values.
Eventually negative weights can predominate in the spreading process and the
major amount of activation is spread over these connections. The amount spread
over the positively-weighted connection to the correct label becomes tiny.

Without unlearning, the connection weights do not decrease during recall and
no negative weights can develop for connections to other units. These negative
weights would normally suppress the activation of other units and lead to a
cleaner recall of the associated information. It seems that such a competitive
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Fig. 6. Confusion matrices for the recall with 20 people

process is beneficial and even necessary for a better recall performance. Reducing
the connectivity in the network results in a smaller amount of activation being
spread to irrelevant units and a higher activation of the correct unit.

Because of hardware limitations I needed to set rather high cycle times and,
accordingly, chose long periods for learning and recall. Still for more than 36
people the underlying hardware was not capable to process the data within the
demanded time frame. However, given faster hardware, all time-related param-
eters could be decreased to provide a more realistic setup.

6 Conclusions

I introduced the ICALA, a novel architecture for incremental associative learn-
ing. The performance of the architecture was evaluated in an incremental learn-
ing task in both simulated and real robot scenarios. Despite being able to learn
nearly all presented inputs, the associated label could not always be retrieved
correctly. In the simulated setup the ratio of correctly recalled information de-
creased while the number of patterns increased. Previously learned patterns
became harder to retrieve the more often they were recalled. In the robot setup
the recall performance was partially better but very inconsistent due to fluctua-
tions in the recall rate. I discussed possible causes for the decrease in recall rate
and reassessed modified versions of the architecture. The tested variants could
not lead to a strictly better recall performance. Without using a fully connected
network, however, the recall performance could be partially improved by a small
margin. To stabilise the incremental recall performance of the ICALA further
investigations into the topology development in the M-SOINN are needed.
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Abstract. Adapting classification models to concept changes is one of the main 
challenges associated with learning in dynamic environments, where the defini-
tion of the target concept may change over time under the influence of varying 
contextual factors. Existing adaptive approaches, however, are limited in terms 
of the extent to which such contextual factors are explicitly identified and uti-
lised, despite their importance. In response, we propose an information-
theoretic-based approach for systematic context identification, aiming to learn 
from data the contextual characteristics of the domain by identifying the context 
variables contributing to concept changes. Such explicit identification of con-
text enables capturing the causes of drift, and hence facilitating more effective 
adaptation. We conduct experimental analyses to demonstrate the effectiveness 
of the approach on both simulated datasets with various change scenarios, and 
on an actual benchmark dataset from an electricity market. 

Keywords: Classification, Concept Drift, Context.  

1 Introduction 

In supervised classification problems, available historical labeled examples (input-
output pairs) are normally utilised in order to learn a target concept (i.e. learn the 
underlying function between the variable to be predicted and the respective input 
data). In many real world applications, however, target concepts are not static and 
may change over time (a phenomenon referred to as concept drift) under the influence 
of varying context [15]. Generally, there are many definitions for the term context. A 
commonly used one is “any information that can be used to characterise the situation 
of an entity” [3]. Here, by context, we refer to the underlying situation and environ-
mental conditions of the target concept [2]. For example, in electricity price predic-
tion, potential context may include season, weather, and time of the week, which may 
affect the electricity consumption habits. In probabilistic terms, concept drift can be 
described as changes in the conditional distribution of the target variable over  
time. That is,  |  may not be equal to  | , where  represents the target 
variable, and  the vector of input data. In the presence of such drift, adapting the 
classification model (re-estimating the model parameters) is essential to produce more 
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accurate and reliable classification decisions. Yet, this task is far from trivial since 
drift can occur at any time, and its type (gradual, abrupt, etc.) cannot be known in 
advance. This poses a challenge on how to select relevant training data to adapt the 
model, which is a vital issue since the ability of the classification model to make ac-
curate decisions is highly dependent on the data used for the learning process. 

Many adaptive learning approaches have been proposed in the literature to address 
concept drift [6, 10, 12, 16], but these mostly do not account for the contextual factors 
under which the training examples are collected, despite their importance in determin-
ing the relevance of the examples for the current situation. Recently, learning with 
respect to context started to receive increasing attention [7, 15, 17]. Yet, these ap-
proaches mostly rely on monitoring the implicit context, via clustering with respect to 
the prediction accuracy of the classifier [7], monitoring the predictive ability of the 
primary variables [15], and other methods [17], and remain limited in terms of the 
extent to which the contextual aspects are explicitly identified and utilised. Explicit 
identification and monitoring of the contextual aspects of the application enables cap-
turing the causes of drift, and hence facilitating more effective adaptation (faster drift 
detection and selection of more relevant training examples), as opposed to existing 
adaptive learning strategies, which mostly rely on monitoring the effects of drift (in 
terms of the degradation of the classifier's performance). Although Gomes et al [5] 
present an attempt towards explicit context utilisation (for selecting the classifier rele-
vant for the current situation among a number of candidates), the contextual variables 
are assumed to be known a priori, with no identification method being suggested.  

In response, we propose an information-theoretic-based approach for systematic 
context identification, aiming to learn from data the contextual characteristics of the 
domain by identifying the context variables contributing to concept changes. The 
context variables identified are then utilised in selecting more relevant training data 
for the classification model. A simple realisation of an adaptive classifier (Naïve 
Bayes classifier) is presented for this purpose. Alternatively, the context variables 
identified could be incorporated as additional input variables into the classification 
model. This, however, may unnecessarily increase the problem dimensionality, and 
achieve lower prediction accuracy compared to the external utilisation proposed (as 
demonstrated by our results), especially that context variables are not relevant for 
prediction during periods of concept stability (potentially long periods). Thorough 
experimental analyses are conducted on simulated datasets and a realistic dataset con-
cerning electricity price prediction, to validate our approach.  

The rest of the paper is organised as follows. Section 2 introduces the problem of 
context identification. Section 3 and Section 4 present the proposed context learning 
solution and a corresponding context-aware training example weighting, respectively. 
Experimental results are reported in Section 5, while Section 6 concludes the paper. 

2 Problem Formulation  

The context knowledge for an application domain of interest can be represented as a 
tuple , , , where: , , … ,  is the initial set of candidate context 
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variables (which are not all necessarily relevant for the underlying concept); function C ,  is a context instantiation function, associating candidate context variable ∈  with its value at a particular time step ∈ ; and finally function ∈  
is a context weighting function, which maps candidate context variable ∈  to a 
weighting factor reflecting its importance in distinguishing concept changes. Weights 

 provide indication of the actual contextual characteristics of the domain (and faci-
litate controlling the contribution of classification training examples, as we illustrate 
later), with 0 indicating that candidate  has no effect regarding concept 
drift (i.e. it is not an actual contextual variable for the concept of interest). 

Since candidate context variables C can be usually derived from the background 
knowledge about the domain, and assuming the ability to access values , our prob-
lem of context identification reduces to that of assessing weights . We propose to 
learn such weights from the historical data available on the concept of interest, as 
detailed in the next section. 

3 Context Learning  

Our approach for the actual context recognition is inspired by the definition of context 
variables proposed by Turney [13], who was among the first to recognise the issue of 
context in supervised learning and to give a formal definition for context variables. 
According to this definition, an actual contextual variable  affects the discrimination 
ability of the input (primary) variables, i.e. | , | , where , , … ,  represents the vector of input data in a -dimensional feature space, 
and  represents the target class label. 

We extend this definition to allow measuring the influence degree that  has on  
(and consequently facilitating the calculation of weights ), as follows: the degree of 
influence of a candidate context variable  ∈ , on the discrimination ability of the 
primary variable(s) , is proportional to the difference between the conditional prob-
abilities | ,  and | . This can be quantified by measuring the additional 
information that  has about , and that is not already provided by . In other words, 
we are interested in measuring the degree to which knowledge of the candidate  
context variable reduces the uncertainty in the target variable, given the primary va-
riables. Shannon’s Information Theory [11], which measures uncertainty and informa-
tion content (the quantities of interest), thus provides a good formalisation for this 
purpose. It is introduced next, followed by the respective context weighting approach, 
and a corresponding computational realisation. 

3.1 Information Theoretic Measures 

The measures of Information Theory of interest for our model are: Conditional En-
tropy, | , quantifying the amount of uncertainty about random variable , given 
knowledge of variable(s) ; and Conditional Mutual Information, ; | , quanti-
fying the reduction in uncertainty (information content) about random variable  with 
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respect to random variable , given the knowledge already provided by variable(s) . 
These measures are defined as follows [1]: 

 | ∑  |    (1) 

 ; |   ∑ ∑ ∑ , , log , |        (2) 

where . , . , . , . , and . |.  represent the probability mass function, joint proba-
bility mass function, and conditional marginal probability mass function of the cor-
responding random variables, respectively; and the entropy  of a random varia-
ble  is given by ∑  log , with log being the natural logarithm. 
Note that above definitions assume the random variables are discrete. For continuous 
cases, the summation over the states of possible values is replaced by the integral. 

Conditional mutual information (or shortly CMI), ; | , satisfies three prop-
erties [1]: non-negativity, i.e. ; 0; measure of independence, where CMI 
equals zero if and only if variables  and  are independent, i.e. ; 0  , | ; and boundedness, where ; | | .   

3.2 Context Variable Identification 

Based on above, a candidate context variable ∈  is considered to be actually con-
textual if there is a dependency between  and the target variable , i.e. ;0, indicating that  reduces uncertainty about . The weight of variable  is calcu-
lated according to its corresponding degree of uncertainty reduction, as follows: 

 
; |      if  ; 0 0        otherwise    (3) 

Note that ∈ 0,1 , which can be easily concluded from the properties of CMI. 

3.3 Computational Solution  

In discrete systems, the probability mass functions for estimating CMI can be com-
puted using the relative frequencies from the observed examples. However, unlike the 
discrete case, computing CMI for continuous variables requires estimating probability 
density functions (pdf) from the available data samples, which is not a straightforward 
task, and in fact, considered as one of the main problems associated with applying this 
measure. With this regard, different possible non-parametric approaches exist in the 
literature, of which we select the k-nearest neighbour estimator [9, 14]. Unlike many 
other approaches, this estimator allows accommodating high variable dimensionality 
(the estimator of the CMI for context variables must be able to work well with higher 
dimensions) and produces more accurate results.  
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4 Training Example Weighting 

In supervised classification problems, the classification model is normally derived 
based on the previously observed labeled examples , , where , , … ,  represent the value vector of primary characteristics and  is the 
target class label, at time step . In the presence of concept drift, the examples may not 
remain relevant, and hence the contribution of each example in estimating the classi-
fication model should be governed by its relevance for the situation at hand (the  
current concept). To achieve this, we propose a context-aware example weighting, 
assessing importance of each example based on the similarity degree between the 
example’s context and the current context. That is, each example, , , 
is associated with a weighting factor, _ , that reflects its relevance:     

 _ ,   (4) 

where , , , , … , ,  is the context instance (the value 
vector of the candidate context variables) at time step , under which example  is 
collected; , , , , … , ,  is the context instance at the 
current time step ; and  is a similarity measure between two context instances, 
and is based on their weighted distance, given as follows:  

 ∑ ∈ , , ,   (5) 

with function , , ,  measuring the difference between values ,  and ,  (an example of this function is presented in Section 5). 

5 Evaluation 

In this section, we conduct empirical evaluation of the proposed approach. Specifical-
ly, we focus on testing the effectiveness of the proposed context identification me-
thod, and on demonstrating the positive influence of exploiting the identified context 
(in terms of example weighting) on classification results. Both are detailed next. 

5.1 Context Identification 

Our first aim is to test the following two hypotheses. Hypothesis 1. The proposed 
context identification method is able to correctly identify the actual contextual cha-
racteristics of the domain, and to rank these according to their importance. Hypothe-
sis 2. Hypothesis 1 holds under varying factors, including sample size, noise level, 
type of concept change (abrupt or gradual), and type of context variable (discrete or 
continuous). The corresponding experimental setup and results are discussed in what 
follows. 
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Experimental Design. Dataset: Since evaluation here requires pre-existing know-
ledge about the actual contextual characteristics of the problem (not the case with 
real-world data), we base this evaluation on an artificial dataset, allowing us to study 
the behavior of the approach under different conditions. For this purpose, and inspired 
by SEA concepts [12], we generate an artificial dataset defined in terms of 3 indepen-
dent and normally distributed primary variables, ~ 0,1 , i=1:3, and a binary class 
label, ∈ 0,1 . The target concept is defined by equation ∑ , where  is a 
threshold value distinguishing the two classes for a given concept. That is, examples 
satisfying ∑   could be labelled as positive, and as negative otherwise. Con-
cept changes can thus be simulated by varying the value of parameter . In total, we 
generate 3000 examples, divided among three different concepts, Concept 1, Concept 
2, and Concept 3, corresponding to 1.5,  =0, and 1.5, respectively. For 
the context model, we introduce three candidate contextual variables , , . 
The importance of these variables is assumed to be as follows: variable  has the 
highest importance, perfectly distinguishing among the three concepts; variable  is 
of less importance due to inability to discriminate between Concept 2 and Concept 3; 
and finally variable  has no discrimination ability between the three concepts (i.e. 
has no contextual importance). The value distribution of these variables, for the two 
cases of discrete and continuous context variables, is presented in Table 1. 

Table 1. Value distribution of candidate context variables for each concept  

 Discrete Context Variables Continuous Context Variables 

Concept 1 1 1 ∈ 1,3 ∈ 0,1 ∈ 0,1 ∈ 0,3  

Concept 2 2 ∈ 2,3  ∈ 1,3  ∈ 1,2  ∈ 1,3  ∈ 0,3  

Concept 3 3   ∈ 2,3 ∈ 1,3 ∈ 2,3 ∈ 1,3 ∈ 0,3  

 
Strategies: In the evaluation, we refer to the following strategies for the purpose of 

context identification: conditional mutual information (CMI), representing the identi-
fication method proposed in this paper; and mutual information (MI), a commonly 
used method in the literature for assessing the importance of candidate variables with 
respect to the target variable, and which we utilise as a baseline.  

Performance Measure: We compare the weights produced for candidate context 
variables by the detection strategy against their ranking preferences assumed above. 

Results. Figure 1 reports the results (averaged over 30 runs) of the considered identi-
fication strategies, for the two cases of discrete (Figure 1(a)) and continuous (Figure 
1(b)) context variables, with sudden concept changes (as described above). The sam-
ple size (i.e. the number of examples generated) for each concept occurrence is varied 
between 50 and 1000 examples, and a 5% class noise is added to each concept (i.e. 
5% of the examples have incorrect class labels). Note that other noise levels (includ-
ing 10% and 20% class noise) have been also considered, and they exhibit similar 
trends, but are omitted due to space limitation. We can see that the conditional mutual 
information measure is able to recognise the relative importance among the candidate 
context variables, and outperform the mutual information measure, in all cases. 
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Fig. 1. Evaluation of context identification strategies (sudden concept changes) 

 
Fig. 2. Evaluation of context identification strategies (gradual concept changes) 

Further analysis is provided in Figure 2, considering gradual concept changes. To 
simulate such changes, we fix the duration of each of the three concepts at 1000 ex-
amples, and gradually change the threshold (i.e. parameter ) at each time step by a 
step of , where  represents the magnitude of change during one concept (in our 

case, 1.5). We add % class noise to each concept, with ∈{0.05, 0.10}. The 
results show that, although context variables   and  get lower values in compari-
son with the results achieved in the previous experiment, these variables are still cor-
rectly ranked according to their importance, across all noise levels. Again, conditional 
mutual information achieves better results than the mutual information approach. 

5.2 Context Exploitation 

Our second aim is to test the following hypothesis. Hypothesis 3. Applying the pro-
posed context-aware example weighting approach results in a positive effect on the 
classifier’s accuracy. Experimental setup and results are presented next.  
 
Experimental Design. Dataset: Here, we utilise a real-world dataset consisting of 
45312 records about electricity price changes, obtained from the Australian New 
South Wales Electricity Market between May 1996 and December 1998. Each record 
represents a period of 30 minutes, with a binary class label and the following  
input (primary) variables: the time stamp, the New South Wales electricity demand, 
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Victoria (adjacent area) demand, and the scheduled electricity transfer between states. 
The class label refers to the price change (up/down) with respect to a moving average 
of the last 24 hours. This dataset exhibits drifts due to changes in consumption habits 
corresponding to various candidate contextual characteristics such as season and time 
of the week [5, 8]. In our analysis, we regard the following variables as candidate 
context variables: day of the week, season, and three randomly generated noisy va-
riables. The value domain for each of these variables is given in Table 2. Note that, 
since the actual contextual characteristics of this data are not known in advance, the 
effectiveness of the approach here can only be assessed in terms of the improvement 
in the prediction ability of the classification model when utilising the identified con-
text variables. Moreover, due to the dependencies among the labels in this dataset [18] 
(which cause even the simplest classifier predicting the next label based only on the 
previously seen label to achieve very high accuracy), we subsample the data to break 
such dependencies [16]. Specifically, we take every 20th observation at regular inter-
vals, resulting in a total of 2265 records utilised for classifier evaluation. 

Table 2. Candidate context variables for Electricity dataset 

Variable Value Domain 

Day of the week ∈ , , , , , ,
Season ∈ , , ,  

Noise ∈ 0,1  

 

Strategies: Three classification strategies are compared. The first strategy is a stan-
dard Naïve Bayes classifier. It is re-estimated based on all the examples observed so 
far, assigning equal weights to all examples (without any context utilisiation). The 
second strategy is similar to the first, but it incorporates the identified context va-
riables as additional input variables. Finally, the third strategy is a weighted Naïve 
Bayes classifier utilising the proposed example-weighting scheme (see Equation 4). 
Specifically, each appearance of a variable value is multiplied by the weight _  
of the corresponding example. Since the contextual variables are categorical here, the 
value difference function, , is given as follows: , 0 if ;  , 1, otherwise. 

Performance Measure: Here, we are interested in measuring the predictive accu-
racy of the classification strategy, computed as the ratio between the number of cor-
rectly classified examples and the total number of classified examples (with 1265 
records out of the total number being utilised for testing the classifiers’ accuracy in 
the experiments). 

Results. First, we apply the proposed context identification approach to deduce the 
actual contextual variables for the electricity dataset. The results, in Table 3, indicate 
that both day of the week and season are relevant for characterising context (both get 
CMI values greater than zero), while the noisy variables are irrelevant (all get values 
close to zero). To test the significance of these results, we apply a non-parametric 
permutation test with the following idea [4]: randomly shuffle (reorder) the data to 
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generate independent series and then compare the estimated value of the test statistic 
(here CMI) from the original data with the distribution of this value from the per-
muted data. We perform 1000 such permutations, and report the corresponding p-
value, obtained by counting the number of times the value of CMI in the permuted 
data is at least as extreme as that of the observed value in the actual data, divided by 
the number of permutations. As can be seen from Table 3, the permutation test con-
firms the significance of the obtained CMI values for both day of the week and sea-
son, and the insignificance for the noisy variables.  

Table 3. Conditional mutual information estimates for the candidate context variables of the 
Electricity dataset 

Variable CMI Permutation Test (p-value) 

Day of the Week 0.1615 0 

Season 0.1124 0 

N1 0.0299 1 

N2 0.030 1 

N3 0.0288 1 

 
Based on this, Table 4 reports the results of the three classification strategies con-

sidered. As can be seen, employing the context-aware example weighting improves 
the accuracy of the standard classifier from 63% to 67%. It also outperforms the clas-
sifier that includes context variables as input variables, with the latter being only 
slightly better than the standard classifier (increasing accuracy from 63% to 64%).  

Table 4. Accuracies of different classifiers on the Electricity dataset 

Classification Model Prediction Accuracy 

Naïve Bayes Classifier 0.63 

Naïve Bayes Classifier with context as input variables 0.64 

Weighted Naïve Bayes Classifier 0.67 

6 Conclusions and Future Work 

The paper presented a conditional mutual information based approach for systematic 
context identification, which learns the contextual characteristics of the domain from 
available historical data. The knowledge learned is then incorporated into a classifica-
tion model, facilitating the weighting of training examples according to their relev-
ance. Experimental results demonstrated the feasibility of the approach for both dis-
crete and continuous contextual variables, and its ability to improve the prediction 
accuracy of the classification model. The main focus of the paper is on relevant con-
text identification, and therefore only a very basic form of an adaptive classifier was 
outlined for validation purposes. Future work involves improving this for a more effi-
cient version (e.g. trigger data re-weighting only when necessary), and comparing it 
thoroughly against relevant adaptation strategies in the literature (e.g. [5]).  
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Abstract. Particle Swarm Optimization (PSO) is a popular nature-
inspired meta-heuristic for solving continuous optimization problems.
Although this technique is widely used, the understanding of the mech-
anisms that make swarms so successful is still limited. We present the
first substantial experimental investigation of the influence of the local
attractor on the quality of exploration and exploitation. We compare in
detail classical PSO with the social-only variant where local attractors
are ignored. To measure the exploration capabilities, we determine how
frequently both variants return results in the neighborhood of the global
optimum. We measure the quality of exploitation by considering only
function values from runs that reached a search point sufficiently close
to the global optimum and then comparing in how many digits such val-
ues still deviate from the global minimum value. It turns out that the
local attractor significantly improves the exploration, but sometimes re-
duces the quality of the exploitation. The effects mentioned can also be
observed by measuring the potential of the swarm.

1 Introduction

The Particle Swarm Optimization Algorithm. Particle Swarm Optimiza-
tion (PSO) is a popular metaheuristic designed for solving optimization problems
on continuous domains. It has been introduced by Kennedy and Eberhart [9,3].
In contrast to evolutionary algorithms, the particles of a swarm cooperate and
share information about the search space rather than competing against each
other. PSO has been applied successfully to a wide range of optimization prob-
lems, e. g., in Biomedical Image Processing [19], Geosciences [12], Mechanical
Engineering [4], and Materials Science [15]. The popularity of the PSO frame-
work in these scientific communities is due to the fact that it on the one hand
can be realized and, if necessary, adapted to further needs easily, but on the
other hand empirically shows good performance results with respect to the qual-
ity of the solution found and the speed needed to obtain it. By adapting its
parameters, users may in real-world applications easily and successfully control
the swarm’s behavior with respect to “exploration” (“searching where no one
has searched before”) and “exploitation” (“searching around a good position”).

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 90–99, 2014.
c© Springer International Publishing Switzerland 2014
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A thorough discussion of PSO can be found in [13]. To be precise, let a fitness
function (also called objective function) f : RD → R on a D-dimensional do-
main be given that (w. l. o. g.) has to be minimized. A population of particles,
each consisting of a position (the candidate for a solution), a velocity and a local
attractor (also referred to as private guide), moves through the search space RD.
The local attractor of a particle is the best position with respect to f this parti-
cle has encountered so far. Additionally, the swarm has a common memory, the
global attractor (also referred to as local guide), which is the best position any
particle has found so far. The movement is governed by the so-called movement
equations.

Many variants of PSO have been developed and empirically proven to be effi-
cient. Most of them extend the classical PSO algorithm by additional operations.
As just one example out of many, van den Bergh/Engelbrecht [1] substantially
modify the movement equations, enabling the particles to count the number of
times they improve the global attractor and use this information.

Although the efficiency of PSO is widely known, the understanding of the
mechanisms that make the swarm so successful is still limited. A theoretical
analysis of the particles’ trajectories can be found in [2]. Parameter selection
guidelines guaranteeing the convergence of the swarm under the assumption of
fixed attractors have been developed in [6]. Additional guidelines, for which the
classical swarm in the 1-dimensional case and a slightly modified PSO in the
D-dimensional case finds provably at least a local optimum of any sufficiently
smooth function can be found in [16]. In [16], also the notion of the potential
of a particle swarm has been introduced. The potential, which we will use also
in this paper, is a measure for the swarm’s capability to reach search points far
away from the current global attractor.

In this paper, we investigate the influence of the local attractor on the speed
of convergence and the quality of the found solution.

In [11], the authors prove that a swarm consisting of only a single particle does,
with positive probability, not converge towards a local optimum. Therefore, the
importance of the global attractor is beyond doubt since without it, the swarm
would act like many completely independent 1-particle swarms. But to the best
of our knowledge, the exact influence of the local attractor has not yet been
formally addressed. Closest to that direction, Kennedy [8] applied, among other
simplified versions of PSO, the so-called “social-only model,” which consists
of a particle swarm without local attractors, to an artificial neuronal network
learning problem. He already noticed a “slight susceptibility to be captured by
local optima.” Pedersen and Chipperfield [14] proposed a Meta-Optimizer for
finding good parameter choices of both classical PSO and again the variant with
disabled local attractors, which they call Many Optimizing Liaisons. However,
the question of the benefit from using the local attractor remains unsolved. That
is why this paper is dedicated to the particles’ local attractors.

Our Contribution. Our main goal is to better understand the influence of
the local attractor on the swarm’s behavior. In order to measure the benefit
of the local attractor, we compare classical PSO with social-only PSO where
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we ignore the local attractors. We explain, why the local attractor is important
for exploration and for improving the chances of finding not only an arbitrary
local optimum, but often the global optimum of the fitness function (it helps to
leave ‘traps’ of local optima). Additionally, we give empirical evidence that the
influence of the local attractors is significant. However, sometimes the price of
this improved exploration is a delay in the convergence. Here, we only consider
those runs of both variants that actually (after some fixed time has been expired)
come close to the global optimum and compare which results come closer to this
optimum. The experiments show that on some fitness functions and with fixed
time budget, classical PSO performs worse than social-only PSO. That means:
The local attractor directs ‘in general’ the swarm to better regions, and without
the local attractor the swarm finds better solutions in such a region. We also
explain the observations in terms of the swarm’s potential.

The paper is organized as follows: In Section 2, we state the relevant definitions
of the PSO algorithm and the notion of potential we use for our experiments.
In Section 3, the general setting of the performed experiments is described. In
Section 4, the results of the comparison between the classical and the social-only
PSO are presented, as well as the potential-based explanation. For an extended
version of this paper, containing additional experimental results, see the arXiv
Technical Report [10].

2 Preliminaries

Let D be the dimension of the fitness function f that should be (w. l. o. g.) min-
imized. A particle swarm consists of N particles. At every time, each particle i
has a position �xi ∈ R

D, representing a point in the search space (being a possible
solution) and a velocity �vi ∈ R

D. Additionally, particle i has a local attractor
�pi ∈ R

D, the best point it has visited so far. Finally, the swarm shares the global
attractor �pglob ∈ R

D, the best point any particle has visited so far. Algorithm 1
provides an overview over the classical PSO algorithm. In particular, the move-
ment of the swarm is governed by the so calledmovement equations in lines 6 and
7. Here, � denotes entrywise multiplication (Hadamard product), and �rglob and
�rloc are random vectors with entries chosen u. a. r. from [0, 1] at each occurrence.
Moreover, a, bglob and bloc are constant weights, the so-called PSO parameters.
As recommended in [2], we choose a = 0.72984 and bloc = bglob = 1.496172.

Since we are interested in the benefit the local attractor has for the algo-
rithm, we also study a version that has been called the social-only PSO ([8]) and
is obtained by setting bloc = 0 and therefore making the particles ignore their
personal memory. For a fair comparison, since a lot of effort has been put into
finding good parameters for the classical PSO, we tested several parameter set-
tings for the social-only PSO. Experiments have shown that using a = 0.72984,
bglob = 1.496172 is continuing to be reasonable.

For our investigations, we will also use the notion of the so-called poten-
tial �Φ of the swarm as a measure for its movement in the different dimensions
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Algorithm 1. Classical PSO

input : f : RD → R, number N of particles, maxiter
output: �pglob ∈ R

D

1 for i = 1 → N do
2 Initialize �xi randomly; Initialize �vi := 0; Initialize �pi := �xi;

3 Initialize �pglob := argmin{f(�pi) | i = 1 . . . N};
4 for k = 1 → maxiter do
5 for i = 1 → N do
6 �vi := a · �vi + bglob · �rglob 	 (�pglob − �xi) + bloc · �rloc 	 (�pi − �xi);
7 �xi := �xi + �vi;

8 for i = 1 → N do
9 if f(�xi) ≤ f(�pi) then �pi := �xi ;

10 if f(�xi) ≤ f(�pglob) then �pglob := �xi ;

d ∈ {1, . . . , D} as introduced in [16]. Since there are different ways to measure
the potential, we use the following formulation:

(�Φ)d :=

√√√√ N∑
i=1

aΦ · |(�vi)d|+ |(�pglob)d − (�xi)d| ,

where (.)d means the dth entry of the vector and aΦ is set to 2.5, a value of
the same order as the ones suggested in [16], to emphasize the influence of the
velocity. Additionally, to measure the potential of a single particle i instead of
the potential of the complete swarm, we use (�Ψi)

d := a · |(�vi)d|+ bglob · |(�pglob)d−
(�xi)

d|+ bloc · |(�pi)d − (�xi)
d|.

3 Setting

Our experiments were performed with the following setting:

– The swarm size was N set to 100, the number of iterations maxiter to 500.
– We investigated the functions Ackley, Griewank, Rastrigin, Rosen-

brock, Schwefel, Sphere (for a description of these functions, see, e. g., [5,
p. 94ff]), and the non-shifted, non-rotated High Conditioned Elliptic [18].

– For all functions, we tested all dimensionalities D ∈ {1, 2, 3, 4, 5, 10}.
– Since every considered function has a bounded search space I, we used the

bound handling method Random ([20]), i. e., if in dimension d a particle
leaves the search space, the dth entry of its position is set randomly to a
value inside the search boundaries.

– The particles’ positions were initialized u. a. r. over I, the velocities were
initialized with 0.

– Every run of Algorithm 1 was repeated 50 times.



94 V. Lange, M. Schmitt, and R. Wanka

The reason for the comparatively high swarm size combined with the rather low
number of search space dimensions is that finding the global optimum for highly
multi-modal functions is difficult. For smaller swarm sizes or search spaces with
more dimensions, none of the studied PSO variants would have found the global
optimum, preventing any meaningful comparison. We used the following criteria
to classify the obtained solution on the benchmark functions as a ‘local optimum’
or even the ‘global optimum.’

Global Optimum (G). For all functions except for Schwefel and Rosen-
brock, we categorize a result as ‘global optimum’ if each dimension differs by
at most 0.0015 · |I| from the known position of the global minimum. This value
guarantees that no other local optimum than the global optimum itself is de-
tected as the global minimum even for the highly multi-modal functions.

For Schwefel andRosenbrock, the value was set to 0.005·|I| instead, since
with the value above too many results were falsely classified ‘O’ (see below).

Local Optimum (L). Since the information about the positions of all local
optima is generally unavailable, a result is classified as a ‘local minimum’ if it
is not classified as the global optimum and the absolute value of the derivative
of the function is ≤ 0.1 in each dimension. Tests showed that only the low-
dimensional (D ≤ 3) Rosenbrock function has regions flat enough to lead to
a wrong classification. Therefore, here the classification explicitly uses the fact
that Rosenbrock has only one local optimum for D ≤ 3 ([17]).

Otherwise (O). The obtained solution is classified ‘O’ otherwise because it is
still far away from the global and any local optimum.

This classification serves as a measure for the exploration capability of the
swarm, i. e., the better the swarm explores, the more results should be classified
as (G). Additionally to the classification, we collected for each fitness function
f all fitness values of the results that were classified as global optimum and
calculated their average in order to measure the quality of the exploitation on
f . The obtained value will be referred to as precision.

4 Results on the Social-Only PSO Algorithm

We examined our results under two different aspects. First, we focused on the ex-
ploration behavior of the PSO and measured how frequently the obtained result
could be classified as (G). Afterwards, we studied the exploitation capabilities by
comparing how close the results that were categorized as global optimum came
to the actual global minimum.

4.1 Impact of the Local Attractor on Exploration

We wanted to examine the influence of the local attractor on the capability of
the PSO to converge towards the global optimum of our benchmark functions.

Table 1 shows the results for 50 runs with D = 3 and, for reasons to be stated
later in this section, also for the 4-dimensional Rastrigin. As one can see, with
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Table 1. Comparison of the classification results from the classical and the social-only
PSO processing various 3-dimensional and a 4-dimensional function. For Griewank,
Rastrigin and Schwefel, classical PSO shows a significantly better exploration.

Classical PSO Social-only PSO

Function G L O G L O

Ackley 50 0 0 50 0 0

Griewank 25 25 0 2 48 0

H. C. Elliptic 50 0 0 50 0 0

Rastrigin (3-dim.) 50 0 0 28 22 0

Rosenbrock 47 0 3 50 0 0

Schwefel 50 0 0 36 3 11

Sphere 50 0 0 50 0 0

Rastrigin (4-dim.) 50 0 0 10 40 0

respect to the behavior of the PSOs, two essentially different classes among the
fitness functions can be distinguished.

Within the first group, consisting of Ackley, High Conditioned Elliptic,
Rosenbrock and Sphere, the global optimum was easily found. The social-only
as well as the unmodified PSO algorithm brought good results, finding the global
minimum in every or almost every run. Since the High Conditioned Elliptic,
the (3-dimensional) Rosenbrock and the Sphere function are unimodal, the
importance of exploring the search space and therefore of the local attractor itself
is comparatively small. Although the Ackley function is not unimodal, there
are major differences in location and function value between the global optimum
and the other local optima. Therefore, even the limited exploration capability
of social-only PSO is still sufficient. Manual checks on the Rosenbrock runs
revealed that the results classified as ‘O’ usually were close to the bound for being
classified as global optimum, but had a precision slightly too poor. Therefore,
these results are not caused by a weakness in exploration but in exploitation.

In the second group, consisting of Griewank, Rastrigin and Schwefel,
the outputs of social-only PSO were considerably worse. While the unmodified,
i. e., classical PSO algorithm could still solve the optimization problems in most
cases, the social-only algorithm often failed to find the global optimum. As a
matter of fact, these functions all have a large number of local optima around
the global optimum, some of them with values close to the global minimum.
Therefore, exploring the search space is vital for finding the global optimum
and without the local attractors, social-only PSO gets trapped into local optima
more easily.

For an explanation of the much better success rate of unmodified PSO in
finding the best among many similar local optima, consider a function with
unique global optimum �x∗ and many local optima with function values close
to f(�x∗) around �x∗. This is the case, e. g., on the Griewank function. Since
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the particles are uniformly distributed over the search space, there is a certain
probability for the global attractor �pglob to be closer to a local optimum �xL than
to �x∗. On the other hand, there is a good chance for some particle i to have at

Fig. 1. Pathological situation of a particle with lo-
cal attractor near the global optimum and global
attractor near a non-global but local optimum; in
order to convince the swarm for the global optimum,
the particle must hit A∗.

least its local attractor �pi
close to �x∗. Figure 1 presents
such a situation. While the
probability for such a con-
figuration to occur does not
depend much on the use of
the local attractor, we will see
that the probability for the
global attractor to enter the
valley of the global optimum
after the occurrence of such a
situation indeed does. Let A∗
denote the region around �x∗
consisting of all points better
than �pglob, and let AL denote
the region of all points around
�xL better than �pi. One can
think of A∗ as the region that
after entering allows particle i
to update the global attractor and therefore convince the whole swarm to start
searching in this region. Similarly, AL can be thought of as the region which
upon entering makes particle i update its local attractor and consequently for-
get about the valley of the global minimum. For social-only PSO, i. e., when the
swarm is not influenced by the local attractor, for hitting A∗ a particle needs
in every dimension d potential (�Ψ)d of order |(�x∗)d − (�pi)

d| to overcome the
distance between �pi and �x∗. Consequently, even with sufficiently high potential,
the probability of hitting A∗ is of order at most ≈ |A∗|/(|Q(�x∗, �xL)|) where

Q(�a,�b) = [(�a)1, (�b)1]× . . .× [(�a)D, (�b)D] is the smallest paraxial box containing �a

and �b. Under the assumption that meanwhile the global attractor is not altered
substantially by the remaining swarm, the potential drops and after some iter-
ations it falls below a certain bound. Then �x∗ is out of reach and particle i has
no chance to lure the swarm towards �x∗ anymore.

On the other hand, if the local attractor is present, the chance of the particle
hitting A∗ is also of order ≈ |A∗|/(|Q(�x∗, �xL)|), but since the distance of both
attractors maintains the necessary potential level and therefore prevents �x∗ from
getting out of reach, the probability for hitting A∗ does not vanish until particle i
updates its local attractor by hitting AL. The overall chance of hitting A∗ before
hitting AL is of order |A∗|/(|A∗|+ |AL|). For small values of |A∗| and |AL|, this
success probability is considerably larger than |A∗|/|Q(�x∗, �xL)|. Furthermore,
even if the unmodified particle hits AL before A∗, then in the next iteration
after the respective local attractor update, particle i is likely to have still a
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sufficient potential to reach x∗ and is therefore in a situation not worse than the
situation of the social-only particle was already in the beginning.

4.2 Impact of the Local Attractor on Exploitation

After having analyzed how often the global optimum was found by the social-
only PSO algorithm, we now focus on the precision of the results. We calculated
the arithmetic mean of the function values of the PSOs’ results subtracted by
the known function value of the global minimum , taking only the runs into
account which actually found the global optimum. The calculations were done
using Java 1.7 and Python 2.7.3 which work with double precision on the chosen
architecture. For our examination this was sufficiently precise. The results are
shown in Table 2.

Since both PSO versions reached the limit of double precision when process-
ing the 3-dimensional Rastrigin, we added the results of the 4-dimensional
Rastrigin to make the differences in precision visible. One can see that the
precision of the results the social-only PSO algorithm returned was often better
and never extremely worse than the precision of the unmodified algorithm. It is
noticeable that sometimes (Griewank, Rosenbrock, Rastrigin for at least 4
dimensions) the precision was even significantly better. Manual checks confirmed
that this significance is not an artifact of the functions’ shapes but that the ob-
tained positions were significantly closer to the optimum. Since the presence of
the local attractor improves exploration, it is natural to assume that it harms
exploitation by a certain amount, so disabling the local attractors might result
in a higher precision of the result.

Table 2. Comparison of the precision of the classical PSO and the social-only PSO
processing various 3-dimensional and a 4-dimensional function. For Griewank,Rosen-
brock and Rastrigin (4-dim.), classical PSO shows a significantly worse precision.

Classical PSO Social-only PSO

Function Precision Precision

Ackley 4.4409e-16 1.2967e-15

Griewank 3.6068e-12 0.0

H. C. Elliptic 4.0877e-37 8.2328e-40

Rastrigin (3-dim.) 0.0 0.0

Rosenbrock 0.0011 8.5184e-20

Schwefel 0.0776 0.8312

Sphere 6.0717e-42 7.2010e-44

Rastrigin (4-dim.) 4.6544e-07 0.0
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Fig. 2. Course of the potential of the first
200 iterations obtained from a sample
run for both the classical and the social-
only PSO, processing the 1-dimensional
Rastrigin function.

In order to further illustrate that the
local attractor indeed improves explo-
ration at the cost of exploitation and
that there is indeed a measurable effect,
we analyzed the potential of the swarm.
If the potential of a swarm tends towards
zero, the swarm converges ([16]). We
measured the course of the potential for
both algorithms over the iterations. The
obtained measurements have in common
that the swarms of the social-only PSO
algorithm lost their potential faster. The
difference to the unmodified swarm was
sometimes very close, but in many cases
clearly visible or even considerably big.
For example, Figure 2 shows the course
of the potential obtained from a sample run of both classical and social-only
PSO, processing 1-dimensional Rastrigin.

5 Concluding Remarks

From our experiments, it is clearly evident that the local attractor supports
exploration and to a certain degree helps to avoid being trapped in a local
optimum. The price of the local attractor is a sometimes reduced quality of the
exploitation due to a slower convergence rate. For future work, one can form a
hybrid PSO variant between the social-only PSO and the classical PSO. For one
attempt of doing so, see the extended version of this paper (arXiv Report [10]),
where we propose a PSO version that uses the local attractor during the first
half of the iterations and sets bloc to zero afterwards. Although this is just one
first step, the experiments already indicate that in this way the exploitation can
be significantly improved without worsening the exploration too much.
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Abstract. This paper presents an approach to operate multi-objective
self-optimizing software systems based on the models@run.time paradigm.
In contrast to existing approaches, which are usually specific to a single
or selected set of objectives (e.g., performance and/or reliability), the
presented approach is generic in that it allows the software architect to
model the relevant concerns of interest to self-optimization. At runtime,
these models are interpreted and used to generate optimization prob-
lems. To evaluate the applicability of the approach, a scalability analysis
is provided, showing the approach’s feasibility for at least two objectives.

1 Introduction

A central, required characteristic of future software systems is their ability to
adjust themselves to changing environments. Notably, such adjustments fulfill a
certain purpose: they reduce or eliminate the deviance of the system from it’s
desired state. Often, this desired state is an interpretation of multiple goals (i.e.,
objectives) in the context of the current system state. Hence, to compute the re-
quired adjustments to reconfigure the system to its desired state, multi-objective
optimization (MOO) approaches are required.

Systems capable of reconfiguring themselves with the aim to be operate op-
timally with regard to specified goals are called self-optimizing systems [1],
where the term self refers to the ability of the system to autonomously react
to changes in the environment. The goals usually span various non-functional
properties (NFPs) of the system. For example, performance, energy consump-
tion, reliability and availability to name but a few. The need for MOO approaches
arises when multiple, potentially competing, NFPs shall be optimized together.

Two general classes of MOO can be distinguished: a-priori and a-posteriori
approaches [2]. The first type tries to unify all objectives into a single objective.
Such approaches often use utility-theory, but have the problem that not all
NFPs are comparable with each other and, thus, a unification of the objectives
is semantically wrong [3]. Hence, a-posteriori approaches, which do not unify the
objectives, but are know to be very time-consuming [2], are required.

In our previous work, we proposed [4] a model-driven approach for single-
objective self-optimizing systems enabling the developer to model structural

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 100–109, 2014.
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and behavioral aspects of the system, and extract runtime information from
the system into runtime models used to automatically generate optimization
problems for standard problem solvers. The solution presented in this paper ex-
tends this approach, to allow for the operation of a-posteriori multi-objective
self-optimizating systems.

This paper is structured as follows. The next section introduces a running
example. Section 3 briefly outlines our previous work. Section 4 then describes
our solution for the operation of multi-objective self-optimizing systems. The
approach is evaluated in terms of its scalability in Section 5. Finally, Section 6
covers related work and Section 7 concludes the paper.

2 Running Example: Confidential Sorting

A confidential sort is to be performed whenever the list subject to sorting con-
tains confidential data. This data, in consequence, has to be encrypted. A typical
approach to encryption is the use of a pair of public and private keys (e.g., SHA-
2 [5]). The bigger the keys used for encryption are, the more effort is required
for an attacker to decrypt the data. But, the bigger the keys, the more time is
required to encrypt the data. Typically, users intend to get their lists sorted as
fast as possible, but encrypted as much as possible. Listing 1.1 shows such a user
request for a list with 200.000 elements. The request is formulated against the
structure model shown in Figure 1(b). The list, subject to sorting, is encrypted
prior to sorting. This way the sort algorithm can be placed on any available
machine, even if it is not considered safe (due to its encryption).

3 Single-objective Self-optimization

In previous work [4], we presented a component-based metamodel and quality
contract language to be used by developers of self-optimizing software systems.
Moreover, we proposed a model-driven approach [4] utilizing these models to
automatically generate optimization problems and, thereby, overcome the lim-
itations of related approaches. This section recapitulates the specifications for
the single objective case, which serve as a base for the multi-objective case. Due

Listing 1.1. Confidential Sort Request.

1 import ccm [ . / s o r t . s t ru c tu r e ]
2 target platform [ . / cu rr en t . va r ian t ]
3
4 ca l l L i s tU t i l . s o r t expecting {
5 l i s t s i z e = 200000
6 respon se t ime minimize
7 enc ryp t i o n k ey s i z e maximize
8 }

(a)

energy_consumption : Joule

Cipher Sorter

SHA-2
1024

SHA-2
2048

QuickSort HeapSort

key_size: bit
time : ms

time: ms

ListUtil

(b) Referenced Structure Model

Fig. 1. Request and Model for the Confidential Sort Example
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1 contract SHA−2 implements Cypher . encrypt {
2 mode s e cu re {
3 requires resource RAM { f r e e s i z e min : 5 ∗ mes sage s i z e }
4 requires software RandomGen { valu e range min : 100 }
5 provides k ey s i z e = 4096
6 provides runtime max: f 1 ( mess age s i ze )
7 }
8 mode f a s t {
9 requires resource RAM { f r e e s i z e min : 1 ∗ mes sage s i z e }

10 requires software RandomGen { valu e range min : 25 }
11 provides k ey s i z e = 256
12 provides runtime max: f 2 ( mess age s i ze )
13 }
14 }

Listing 1.2. An Example QCL Contract for an Encryption Implementation

to space limitations, we cannot fully recapitulate the approach, but focus on the
specification of quality contracts and the generation of optimization problems.

3.1 The Quality Contract Language (QCL)

Implementations and devices can be characterized in terms of their behavior and
dependencies to each other by contracts, which are a special type of Quality-of-
Service contract [6] and are comprised of assumptions and guarantees on prop-
erties defined in structural models. Listing 1.2 depicts an example contract for
an encryption implementation and illustrates the mentioned concepts.

QCL contracts define different modes, representing levels of satisfaction for
users of the system. For example, a contract for an encryption implementation
could define the modes secure and fast, representing a variant with large en-
cryption key (4096 bit), which will take more time and memory compared to
the second variant, which has a small encryption key (512 bit), but will be much
faster. For the processing of highly confidential data the first mode will be pref-
ered, whereas for less critical data the second mode is more likely to be prefered.

Each mode specifies a set of assumptions (requires). These assumptions are
either tight to the properties of the implementation itself or to those of other
system constituents. For example, an encryption implementation requires an
implementation of a random number generator and has requirements on memory.
In addition, each mode defines a set of guarantees for the properties of the
respective implementation (provides). For example, the maximum response

time, which is characterized as a function, which is replaced at runtime by an
empirically derived, approximated function specific to the respective hardware.

3.2 Automatic Generation of Integer Linear Programs

At runtime, whenever a better system configuration for a request is being searched
for, the runtime environment generates an integer linear program, which char-
acterizes which system configurations are valid and when they are optimal. The
problem solved is the question, which software components are required to pro-
cess the user request and which implementations of them running on which
resources ensure the non-functional requirements of the user best.
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1 /∗ o b j e c t i v e f u n c t i o n s ∗/
2 min : 25 x2 + 35 x3 + 180 x0 + 240 x1 ; // r e s p o n s e t im e
3 max: 0 x2 + 0 x3 + 512 x0 + 4096x1 ; // e n c r y p t i o n k e y s i z e
4 /∗ a r c h i t e c t u r a l c o n s t r a i n t s ∗/
5 x0 + x1 = 1 ;
6 x2 + x3 = 1 ;
7 /∗ Re s o u r c e n e g o t i a t i o n ∗/
8 12 x3 + 22 x1 <= 84 ;
9 12 x2 + 22 x0 <= 48 ;

10 /∗ NFP n e g o t i a t i o n ∗/
11 97 x2 + 97 x3 >= 52 x0 + 52 x1 ;
12 /∗ b i n a r y c o n s t r a i n t ∗/
13 bin x2 , x3 , x0 , x1 ;

Listing 1.3. Generated ILP for Confidential Sort Example.

Thus, the decisions to be made comprise the selection of implementations
and their mapping to resources. Such a problem can be expressed as an integer
linear program (ILP), which is comprised of a set of variables, an objective
function and a set of constraints. As shown in our previous work, it suffices
to encode all possible decisions as variables. For example, the Boolean variable
b#cypher#sha2#server2 denotes the decision to run the SHA-2 implementation
of the encryption component on a server called server2.

An example ILP for the running example (cf. Sect. 2) is shown in Listing 1.3.
The variables x0 and x1 represent the decision for the SHA-2 algorithm with a
512 bit key or a 4096 bit key respectively. The variables x2 and x3 represent the
decision for QuickSort or HeapSort. To keep the number of variables low, the
example comprises only one server.

The first objective function describes the effect of each decision on the over-
all response time w.r.t. the current user request. It resamples the fact that
QuickSort is faster than HeapSort and encryption with a 512 bit key is faster
than with a 4096 bit key. The second objective function shows, explicitly, the
effect of using a 1024 or a 2048 bit key and, by this, allows to consider the key
size as separate dimension of the Pareto front.

The constraints of the generated ILP denote which combinations of decisions
lead to a valid system configuration. There are three types of constraints:

1. Architectural constraints (cf. line 4&5): denote which components are re-
quired to serve the user request and the need to select at least one imple-
mentation of these components.

2. Negotiation of resources (cf. line 7&8): denote the impact of the decisions on
resource properties, which are physically limited (e.g., maximum memory).

3. Negotiation of non-functional properties (cf. line 10): denote the interplay
between guarantees and assumptions on NFPs as stated in QCL contracts
by each decision.

Finally, the decision variables are constrained to be Boolean (cf. line 13).
In previous work, we showed the applicability of the approach to compute an

optimal configuration for a single user objective only. In this paper, we investigate
the case of multiple, potentially competing objectives.
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4 Multi-objective Self-optimization

This section covers our approach to identify a set of Pareto-optimal system con-
figurations using multiple objective integer linear programming (MOILP). This
set of configurations is then presented to the user, who can select his preferred
alternative. Pareto-optimality denotes that each configuration presented to the
user is the best in all but one objective.

The approach to generate MOILP does not deviate from the approach to
generate single-objective ILPs except for the generation of multiple objective
functions, where each objective function is associated to a non-functional prop-
erty defined by the user to be of his interest. Integer variables are required to
cover clear yes/no decisions. In the following, we show how the resulting MOILP
can be efficiently solved.

To determine a Pareto-optimal set of solutions for a MOILP, a variety of
approaches have been developed in the past decades. An appropriate MOILP
approach has to be able to scale and has to support multiple objectives of free
form. We decided to apply the approach introduced by Klein and Hannan in
1982 [7], which fulfills these requirements [8]. As basis for explaining their ap-
proach, firstly 0-1 MOLIPs are defined as shown in Equation 1. C is a (p,n)-
matrix covering p objective functions over n decision variables denoted by the
vector x of size n. A is an (m,n)-matrix covering the left hand side of m con-
straints over n variables. The vector b of size m denotes the right hand side of
these constraints.

min{Cx : Ax ≥ b, x ≥ 0, x ∈ B
n}

In each iteration of the approach, a set of single objective ILPs is to be solved.
The ILPs of iteration i are denoted by Pi. As a starting point P0 is to be derived.
Here one of the p objective functions is randomly selected denoted by 0 ≤ s ≤ p.
All other objective functions are omitted from P0. This leads to a single-objective
ILP, which can be handled by standard ILP solvers like LP Solve [9]. The solution
of P0 is the first solution being part of the Pareto front and used to compute the
succeeding ILPs.

In general the construction of ILPs of Pi for i > 0 depends on the solutions
found until solving the last ILP (i.e., Pi−1). The variable r denotes the number
of solutions found until Pi−1. Klein and Hannan formalized the construction as
follows:

min : zs = csx

subject to : Ax ≥ b, x ≥ 0, x ∈ B
n and

r⋂
i=1

p⋃
k=1∧k 	=s

ckx ≤ ckyi − fk

Thus, all ILPs to be solved have a single objective function, namely, the objective
function selected for P0. The additional constraints added to the ILP depend on
the number of solutions found until Pi−1, denoted by r, and the number of ob-
jective functions excluding objective function s selected in P0. For each objective
function, except for s, a disjunctive set of constraints is added. Additionally, for
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each found solution these disjunctive sets of constraints are conjunctivly added
to the ILP. The constraint term ckx ≤ ckyi− fk describes that the kth objective
function has to have a value lower or equal to the value of the kth objective
function for solution yi minus a constant fk. If this constant is set to fk = 1
the approach is guaranteed to provide the complete Pareto front [7, p. 380]. For
fk > 1 a subset of the Pareto front is determined.

A crucial detail of the approach is the use of the operators ∪ and ∩. Standard
ILP solvers implicitly assume a conjunction over all constraints. Disjunction (∪-
operator) is not supported, but can be handled by solving multiple alternative
ILPs instead. This practically leads to a combinatorial explosion of ILPs to be
solved. As in Klein and Hannan’s approach all disjunctions have the same size
(p− 1), the number of ILPs to be solved in Pi can be computed as rp−1.

In summary, the basic principle of Klein and Hannan’s approach is to succes-
sively exclude solutions by enriching an initial ILP with constraints. The original
objective functions are used to iteratively restrict the feasible area of an initially
selected single-objective ILP. In each iteration the solutions found are added to
the Pareto front. The algorithm terminates when all ILPs of Pi are infeasible,
i.e., no additional solutions are found. Applying this approach to compute an
optimal system configuration for a given user request deviates from the approach
for a single objective function only in the number of solutions presented to the
user, who has to select the most suitable solution from the Pareto front.

5 Evaluation

This section evaluates the application of Klein and Hannan’s approach to MOILP
for the computation of an optimal system configuration.

5.1 Approach and Methodology

We randomly generated C × S pipe-and-filter systems capturing C component
types to be mapped on S servers, where each component type has 2 implemen-
tations. Due to the combinatorial explosion of ILPs to be solved only 2 × 2 to
30 × 30 systems have been measured for systems with more than 2 objectives.
The bi-objective case has been evaluated against systems up to 100 × 100. We
refer the interested reader to [4] for the single objective case.

Measurements were taken for 841 systems with 3 and 4 objective functions to
analyze the impact of a growing number of objectives. All of these measurements
have been conducted on a DELL Alienware X51, Intel i7-2600, 8 GB RAM, 64bit
Windows 7 with LP Solve 5.5.20. A notable fact about the special case of two
objective functions is the lack of or-constraint -blocks in the generated ILPs of Pi

where i > 0. This is because the number of constraints per or-block equals the
number of objective functions minus one, i.e., one in the case of two objective
functions. In consequence, there is no combinatorial explosion of ILPs to be
solved. Instead, as many ILPs are to be solved as solutions are found (and a
final ILP, which is infeasible).



106 S. Götz et al.

As complex MOILPs can require several days to be solved, the measurements
taken for MOILPs were limited to 2 minutes for practical reasons. Due to the
combinatorial explosion of ILPs to be solved, MOILPs with more than 2 objective
functions, a second reason for failing is to be considered: lack of memory. For all
measurements 4 GB of main memory are reserved. But, as will be shown in the
following, this does not suffice for MOILPs having a big Pareto front. Thus, a
MOILP can fail by timeout or by running out of memory.

The generation time of MOILPs is similar to the single objective case [4],
because the generation process is almost the same, except for the generation of
multiple objective functions. Hence, we do not separately analyze the generation
time, but focus on the overall runtime of the approach.

5.2 Results

Figure 2(a) shows the runtime for 2x2 to 100x100 systems with 2 objective
functions. As can be seen, the number of servers has a stronger impact than the
number of components. The runtime grows very fast per server (approximately
60 seconds already at 5 servers), but slower per additional component (below 1
second until 10 components). Only 27,12% of all MOILPs timed out (2658 of
9801). Notably, no bi-objective MOILP run out of memory. The mean runtime
across all systems showed up to be at 36,54 s, the median runtime at 60,12 s
only. The 3rd quantile is at 62,92s.

Two further properties are of interest to interpret the behavior of the MOILP
solver: the number of ILPs generated for each MOILP and the size of their Pareto
front. Figure 2(c) depicts the correlation between the number of components and
servers to the size of the Pareto front. For the bi-objective case, the size of the
Pareto front almost equals the number of solved ILPs.

Another insight from Figure 2(c) is the high number of solutions in the Pareto
front for relatively small systems. For systems as small as 10x10 more than 50
solutions are part of the Pareto front. This poses a challenge to user interaction.
The question is how to present this high amount of solutions to the user so he
can make an educated decision, but this is out of this paper’s scope.

An investigation of 3 objective MOILPs shows, as to expect, considerably
worse performance. In each iteration an additional or-block of two constraints
is added, leading to a quadratic increase in ILPs to be solved. With a mean
runtime of 79,391 s and its third quantile at the timeout limit of 2 minutes its
more than 4 times worse than the bi-objective measurements. In contrast to
the bi-objective case many more MOILPs timed out and ran out of memory.
In total 305 MOILPs (36,27%) timed out and 195 MOILPs (23,19%) ran out
of memory, where both sets do not overlap. Hence, for 500 MOILPs (59.45%)
no solution could be found. Interestingly, these ≈60% of failed MOILPs are not
concentrated on bigger systems, but range from small to big systems as can be
seen in Figure 2(b).

Moreover, Figure 2(b) shows that most MOILPs, which do not timeout or run
out of memory are solved very fast as there are more points on the bottom plane
thanbetween the bottomand topplane.An investigation of the successfulMOILPs
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(a) Runtime with 2 Objectives.
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(b) Runtime with 3 Objectives.
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(c) Solutions with 2 Objectives.
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(d) Solutions with 3 Objectives.

Fig. 2. Runtime of MOILP and size of Pareto Front

shows a mean runtime of 19,55 s (compared to 20,49 s in the bi-objective scenario)
and a third quantile of just 8.3 s. Thus, if the MOILPs do not fail, they perform
comparably good. Unfortunately, it is impossible to predict whether aMOILPwill
fail without solving it. Thus, the high probability of failure revealed in this analysis
renders the approach infeasible for more than 2 objective functions.

The reason for MOILPs running out of memory is the combinatorial explosion
of ILPs to be solved. Notably, the size of the Pareto fronts in the 3-objective case
is very small as Figure 2(d) depicts. It comprises only up to 30 solutions. The
number of ILPs to be solved is much higher, but most ILPs are infeasible. Small
systems can have comparably large Pareto fronts (e.g., a generated 3x4 system
had a Pareto front with 16 solutions) and large systems can have small Pareto
fronts (e.g., a generated 29x24 system had a Pareto front with 4 solutions only).
An interesting contrast is the larger size of Pareto fronts in the 2-objective case
(≈200) compared to the 3-objective case (≈30). A possible explanation is that
the more objective functions exist, the constraint qualifying a solution as being
non-dominated (i.e., being part of the Pareto front) is stressed, as such a solution
has to be best in all but one objective. The maximum number of solutions in
a Pareto front corresponds to the largest objective function (i.e., the objective
function comprising the most different values).
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Investigating 4-objective MOILPs reveals the expected further decline in per-
formance. Here 399 MOILPs (47,44%) run out of memory and 168 MOILPs
(19,98%) timed out, where both sets do not intersect. Thus, in total 567 MOILPs
(67,42%) failed. The mean runtime is at 85,174 s, which is only slightly worse
than for the 3-objective case (79,391 s). Investigating only successfully solved
4-objective MOILPs shows a mean runtime of only 13,11 s and the third quan-
tile of the runtime is also just at 25,75 s. Nevertheless, as shown, 4-objective
MOILPs are more probable to fail than to succeed.

5.3 Discussion

In conclusion, bi-objective MOILP are applicable and feasible to compute an
optimal system configuration for systems up to 30x30. Unfortunately, using
MOILPs with more than two objective functions is more likely to fail than
to succeed (the probability of failing is ≈ 60% for 3 objectives and ≈ 70% for
4 objectives, but only ≈ 2% for 2 objectives). Thus, MOILPs with more than
two objective functions are applicable, but not feasible to compute an optimal
system configuration. In consequence, as each objective function represents an
NFP of interest to the user, the presented approach allows to feasibly optimize
two NFPs concurrently. More NFPs are theoretically possible, but impractical.

6 Related Work

In [10], de Roo et al. introduce an architectural style (MO2) for software systems
as an extension to the component and connector style [11]. According to MO2,
the basic elements constituting software are adaptable components (AC), multi-
objective optimization components (MOO-C) and transformation components
(TC). These three types of components are connected by relations with each
other. In comparison to the expressiveness of CCM and QCL, the MO2 style
has three major drawbacks: (1) global optimization is hard to express, (2) no
means to express contextual dependencies exist and (3) no distinction between
software and hardware exists.

In [12], Calinescu et al. present a generic architecture for adaptive service-
based systems (SBS). The central constituents of the approach are formal speci-
fications of QoS requirements including the specification of dependencies between
QoS requirements, and reasoning techniques, based on high-level, user-specified
goals and multi-objective utility functions. In contrast to the approach presented
in this paper, the approach by Calinescu et al. applies a-priori multi-objective
optimization by combining the different objectives as a weighted sum.

The aggregation of individual objective functions to apply single objective
optimization methods has been used in many other approaches, too (e.g., in [13,
14]). Nevertheless, as pointed out by Poladian et al. [3], NFPs with different char-
acteristics cannot be unified. In consequence, a-posteriori approaches to multi-
objective optimization as presented in this paper are required.
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7 Conclusion

In this paper, an a posteriori approach to multi-objective optimization to de-
termine an optimal system configuration has been presented. We showed how
to apply and evaluated Klein and Hannan’s approach [7] for this purpose. The
evaluation showed the general applicability, but revealed the feasibility for the bi-
objective case only. Notably, this assessment is based on the used measurement
environment. More powerful resources could render 3- and 4-objective MOILPs
feasible in the future. In future work, an investigation of when a subset of all
objective functions can be unified should be conducted.
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Abstract. Self-adaptive component-based architectures facilitate the building of 
systems able of dynamically adapting to varying execution contexts. Such a dy-
namic adaptation is particularly relevant in the domain of wireless sensor  
networks (WSNs), where numerous and unexpected changes of the execution 
context prevail. In this paper, we introduce a reference architecture for WSNs in 
order to contribute to middleware development for enabling self-adaptive  
behavior in service-oriented WSNs. This reference architecture follows the au-
tonomic computing model MAPE-K, for making decisions aiming to attend 
self-adaptive WSN requirements. At the end of this paper, we present a case 
study to explain how instantiate our reference architecture in order to create a 
specific concrete middleware for WSN. 

Keywords: Autonomic computing, sensor network, reference architecture. 

1 Introduction 

Wireless sensor networks (WSN) consist of networks composed of devices equipped 
with sensing, processing, storage, and wireless communication capabilities. Each 
node of the network can have several sensing unit, which is able to perform measure-
ments of physical variables. The nodes in a WSN have limited computing resources, 
and are usually powered by batteries; thus energy saving is a key issue in these net-
works in order to prolong their operational lifetime. WSN nodes operate collabora-
tively, extracting environmental data, performing same simple processing and  
transmitting them to one or more exit points of the network called sink nodes, to be 
analyzed and further processed. 

There is currently a wide range of applications for WSN, ranging from environmen-
tal monitoring to structural damage detection. The first WSN applications had simple 
requirements that did not demand complex software infrastructures. Typically WSN 
were designed to attend requirements of a unique target application. However, the rapid 
evolution in this area and the increasing of complexity of sensors and applications in-
volved the need of specific middleware platforms for these networks. Furthermore, 
typically WSN are used in highly dynamic and hostile environments, without human 
participation, and therefore, they should have an autonomous behavior, able to be  
fault-tolerant coverage and connectivity. Sensor nodes must be smart to recover  
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autonomously from failures with minimal human intervention; in other words, WSN 
should be able to self-manage and to adapt itself to the context dynamically. 

According to [1], autonomic computing, also known as self-adaptive computing, is 
a capacity of an infrastructure for adapting itself according to policies and business 
goals. Autonomic computing just tries to help IT professionals to focus in higher  
value tasks, turning technological work more intelligent, with business rules oriented 
to self-management. These rules also known as self-* properties are: (i) Self-
Configuration, it is the ability to adapt itself to the environment changing according to 
high-level policies, aligned with business goals and defined by system administrators; 
(ii) Self-Healing, it is the ability to recover after a system disturbance and to minimize 
interruptions to maintain the software available for the user, even in the presence of 
individual failure of components; (iii) Self-Optimization, it is the system ability to 
improve its operation continuously and (iv) Self-Protection, it is the ability to predict, 
detect, recognize and protect from malicious attacks and unplanned cascade failures. 

A highlight approach to develop autonomic systems is the architecture to autonom-
ic computing proposed by IBM [2] that defines an abstract framework for self-
managing IT systems. In this framework an autonomic system is a collection of  
autonomic elements. Each element consists of an autonomic manager and a managed 
resource. In the context of WSN, an autonomic manager can be a middleware system 
and the own sensor network represents the managed resource. The autonomic manag-
er allows adaptation through four activities: monitoring, analyzing, planning and ex-
ecuting, with support from a knowledge base. In monitoring activity, elements collect 
relevant data via sensors to reflect the current state of the system – the managed re-
source (and thus, grant it context awareness). In analyzing activity, the collected data 
are analyzed in search of symptoms relating the current and desired behavior.  The 
planning activity decides whether is necessary to adapt the system to attend the goals 
defined previously. In execution activity are instrumented the desired adaptation acts 
by actuators or effectors. In order to implement these activities to allow self-
adaptation of software feedback loops are required, with explicit functional elements 
and interactions between them for managing the dynamic adaptation. These elements 
are known as MAPE-K model (Monitor, Analyze, Plan, Execute and Knowledge 
Base). Feedback control loops are considered a key issue in pursuing self-adaption for 
any system, because they support the four above-mentioned activities. They play an 
integral role in adaptation decisions. Thus, key decisions about a self-adaptive  
system’s control depend on the structure of the system and the complexity of the 
adaptation goals. Control loops can be composed in series, parallel, multi-level (hie-
rarchical), nested, or independent patterns. We refer the interested readers to [3] 
which have further discussed the choices and impact of control loops on the design of 
self-adaptive systems. In this context, Autonomic Computing is presented as an inter-
esting option to meet basic requirements in WSN design. Thus, autonomic computing 
principles can be applied to WSN in order to optimize network resources, facilitate  
their operations and achieve desired functionality in the wide field of sensing-based 
applications and providing conditions for this type of network manage itself without 
involve human operators. So, a WSN becomes an autonomous WSN. The MAPE-K 
model described above provides conceptual guidelines about the autonomic systems 
conception; in practice, this information model needs to be mapped to an implement-
able architecture for managing and control of autonomic WSNs.  
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Hence, this work proposes a middleware reference architecture for self-adaptive 
management of WSN. Middleware for WSN [4] assists the development of WSN 
applications, providing services and abstractions that hide details about underlying 
hardware devices and low-level software mechanisms. Reference architectures are 
created based on reference models and architectural patterns [5]. Our reference archi-
tecture adopts the MAPE-K model and a component-based and service-oriented ap-
proach. The main purpose of a reference architecture is to facilitate and guide [6] (i) 
the design of concrete architectures for new systems; (ii) the extensions of systems of 
neighbor domains of a reference architecture (iii) the evolution of systems that were 
derived from the reference architecture and (iv) the improvement in the standardiza-
tion and interoperability of different systems. These play a dual role in relation to 
specific software architectures, the first role generalizes and extracts common func-
tions and configurations, and the second role provides a base for instantiating target 
systems. In other words, reference architectures can be seen as a repository of a given 
knowledge area, contributing towards software development, since the reuse of know-
ledge and improvements of productivity are promoted. Thus, the proposed middle-
ware reference architecture aims to satisfy this dual role in WSN domain. This mid-
dleware reference architecture has been designed applying a service-based approach 
[7], in which the WSN is seen as a service provider for user applications. The service 
provided by the WSN is data collection and delivery. The services provided by the 
middleware are the interpretation of the application requirements and the selection of 
the best initial network configuration and network reconfiguration based on those 
requirements.  

The rest of the paper is organized as follows: Section 2 introduces the self-adaptive 
WSN requirements addressed in the work. Section 3 details the proposed approach. 
An instance of our reference architecture is described and analyzed in Section 4. Sec-
tion 5 draws conclusions and related work. 

2 Self-adaptive WSN Requirements 

Considering WSN singularities, especially with regard to resource constraints, there 
are some requirements of design in WSN applications that also must be considered in 
the middleware design for WSN: 

─ Hardware resources: the advent in microelectronics technology made it possible 
to design miniaturized devices on the order of one cubic centimeter. These tiny de-
vices could be deployed in hundred or even thousands in harsh and hostile envi-
ronments, where in some situations a physical contact to maintain or replace these 
devices is impossible and wireless media is the only way for remote accessibility.  

─ Scalability and dynamic network topology: the network topology is subject  
to frequent changes due to diverse factors as devices failures, mobile obstacles, 
mobility and interferences. If an application grows, the network should be flexible 
enough to include other nodes anytime without impacting network performance. A 
WSN middleware should support mechanisms for fault tolerance and sensor nodes 
self-maintenance. In order to attend these requirements, Topology Control and 
Fault Tolerance mechanisms are required.  
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─ Dynamic network organization: Unlike traditional networks, sensor networks 
must deal with resources that are dynamic, such as energy, bandwidth, and 
processing power. An important issue is to support applications in the efficient de-
sign of routing protocols and providing ad hoc network resource discovery, be-
cause knowledge of the networks is essential for it to operate properly.  

─ Application knowledge: An autonomic middleware for WSN must include me-
chanisms for injecting application knowledge of WSN infrastructure. This allows 
mapping the application requirements with the network parameters, and adjusts the 
process of network monitoring.  

─ Focused on data: WSN applications generally are not interested in node identity, 
but the data it produces, especially when the same types of nodes are deployed to 
produce the same type of data. A WSN middleware should support the centrality of 
data, providing mechanisms for routing and centralized query inside the network. 
Mechanisms for Sensing and Data Delivery are appropriate.  

─ Quality of service (QoS): Traditional networks only move data from one place to 
another, however, nodes in WSN work collaboratively to move data, monitor and 
control an environment. For this type of networks, data confidence determines that 
an event that should be detected was in fact detected. 

3 Reference Architecture for Self-adaptive Management of WSN 

This Section details the proposed approach. First is presented the architectural styles 
and design patterns used in the reference architecture designing process and after that 
the components of the architecture are detailed. We consider the interactions among 
the different activities of control loops realized by the MAPE-K components. 

3.1 Architectural Styles and Design Patterns 

Software architectures is almost never limited to a single architectural style, is often a 
combination of architectural styles that make up the complete software. To built our 
reference architecture we used combinations of the following architectural styles.  

─ Layer Architectural Style: Focuses on the grouping of related functionality with-
in an application into distinct layers that is stacked vertically on top each other. 
The main benefits are abstraction, isolation, manageability, performance, reusabili-
ty and testability. Our reference architecture contains three 3 layers (Figure 1a): 
Sensor MAPE-K Layer (SML), Network MAPE-K Layer (NML) and Goal Man-
agement Layer (GML). SML concerns the autonomic management inside sensor 
devices; NML concerns the autonomic management in the whole network and 
GML aims to set adaptation policies used by underlying layers in order to perform 
adaptations. Also, this layer allows to get the current network status. At this level 
of abstraction the NML acts as the autonomic a manager and the SML acts as a 
managed resource. The communication between GML and NML is based on SOA 
services, and the communication between NML and SML uses the Message Bus 
Architectural Style. Here, the communication is based on messages that use known 
schemas. 
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nager. All components of our architecture follow the pattern for autonomic computing 
components proposed by [8], presented in Section 3.1. 

• SensorManager component manages the nodes behavior and determines all adapta-
tion actions needed to reconfigure: (i) a cluster, if the node is configured as a man-
ager, (ii) itself, if the node is configured as a managed node. This component is re-
sponsible for executing the MAPE-K process. 

• AcquisitionManager component collects measures of physical phenomena moni-
tored by sensors and executes the data delivery. If an adaptation request defines 
changes in the data delivery model, this component will be notified through the in-
terface called setTaskConfiguration. 
The NML performs adaptation actions to the network configuration. Thus, the con-

textual information used for this activity is provided by whole network. This layer 
contains service components that consists in: 
• GatewayCommunication: This component provides to Analyser component, con-

textual information collected through the SML. This information is collected using 
the interface publishData. This interface collects: sensing data (measures of physical 
phenomena), context information (such as battery status) and the services provided 
by a node (such as temperature, humidity). 

• Analyser component uses the sendCurrentState interface to collect contextual in-
formation of network and detects symptoms to determine a network adaptation 
need. This interface collects: sensing data provided by Sensing Data Manager com-
ponent, context information of nodes provided by Context Manager component and 
the current services of network provided by Publish and Discovery component. Al-
so, the Analyser uses other sources of contextual information, from application re-
quirements, such as data delivery model, desired services and QoS requirements. 
With this information the Analyser component supports the implementation of me-
thods for verifying if application requirements, coverage and connectivity are been 
guaranteed, and verify the energy state of network. If an adaptation need is detected 
must be performed an adaptation request using the adaptationRequest interface. 

• Planner component plans a network configuration once an adaptation request is 
sent by Analyser component. The Planner component considers adaptation policies 
in order to generate a network configuration. A policy specifies a set of actions that 
should be taken by the middleware upon the occurrence of adaptation requests. An 
adaptation policy can be defined using XML or JSON files. 

• ConfigurationManager receives configuration parameters through the 
sendWSNAdaptation interface, translates these parameters in a configuration mes-
sage and disseminates this configuration to the network nodes, through the Gateway 
Communication component. 

• SensingDataManager receives sensing data from Gateway component and publish-
es these data to application monitor component. Also, this component publishes the 
sensing data to Analyser component in order to analyze the context of the network. 

• ContextManager receives sensor context information from Gateway Monitor and 
publishes this information to Analyser component. 
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• PublishandDiscovery, receives an advertise of service from Gateway Monitor, 
provided by sensor nodes. This data is published to Application Monitor and Ana-
lyser component. 

• KnowlodgeBase store all context information and support the MAPE-K process. 

The proposed reference architecture is based on self-adaptation principles and in 
order to perform this autonomic behavior a minimal human intervention is required. 
The components that allow human interaction to define the policies and configura-
tions of network adaptation mechanisms are in the GML and its components are Ap-
plicationManager, AdaptationPoliciesManger and Inspection Manager.  

• ApplicationManager component is used to create applications, present to the end-
user network provided services and monitoring sensing data. 

• AdaptationPoliciesManager is used to define adaptation policies. This component 
uses the setAdaptationPolicies interface to offer these policies to the Network 
MAPE-K layer. 

• Inspection Manager is used to inspect adaptation information of middleware that is 
accessible to external environment. 

4 Case Study 

In this section we defined a case study in order to instantiate a concrete architecture 
derived from our reference architecture. The concrete architecture consists in the defi-
nition of a specific WSN middleware to perform self-adaptation of network configura-
tion in order to preserve energy consumption of the network. Energy management was 
the main adaptation requirement of this concrete middleware whereas WSN nodes 
have limited computing resources, thus energy saving is a key issue in these networks 
in order to prolong their operational lifetime. For such, this energy-aware middleware 
must guarantee: (i) application requirements (ii) the network has sufficient residual 
energy to attend all running applications, (iii) each sensor node becomes active wheth-
er it has residual energy to guarantee its work until the end of task allocated to it, and 
(iv) the network must be fully connected in terms of radio communication. Table 1 
shows a mapping between the reference architecture layers and the case study require-
ments and depicts activities that must be executed in every feedback cycle. The NML 
and the GML of the concrete architecture were implemented in Java programming 
language. The SML was implemented in NesC (network embedded systems C) pro-
gramming language, an extension of C programming language [9]. This layer was 
deployed in MicaZ sensor platform, which runs on TinyOS operating system. 

Figure 3 shows the NML class diagram. Each component was implemented follow-
ing the general structure of components (Decorator pattern). It is important to note that 
these abstract classes are connected to other service interfaces. This approach allows to 
clarify the component relationship and to define the behavior of components. Thus, we 
can see a clear and complete separation among mechanisms that handle adaptation 
issues of the reference architecture and the specificity of the instantiated middleware. 
In this case, seven implementation classes (gray classes) extend our reference architec-
ture (white classes) in order to create the specific energy-aware middleware detailed  
in this case study: GatewayImpl, AnalyserImpl, PlannerImpl, ConfigurationImpl and 
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5 Final Remarks and Related Work 

In this paper was proposed a reference architecture for self-adaptive service-oriented 
WSN in order to facilitate the building of middlewares capable of dynamically adapting 
to varying execution context. This reference architecture follows an autonomic compu-
ting model for making decisions aiming to attend self-adaptive WSN requirements.  

Our reference architecture consists in two levels of autonomic management, one 
level of management inside sensor devices and the second level of management con-
siders whole network. Both of them are based in the autonomic computing model 
MAPE-K. A case study was described to instantiate our proposed reference architec-
ture in a specific energy-aware middleware, and showed how it supports designers of 
WSN middleware. In the current literature we found four different paradigms that 
allow building middleware systems for self-adaptive WSNs, namely component-
based [10], service-oriented [11], multi-agent [12] and Software Product Line [13].  
Our reference architecture adopts a component-based and service-oriented approach 
specific for self-adaptive WSNs. 
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Abstract. Dynamic reconfiguration has been widely recognized as an
effective approach to deal with the increasing complexity of dynami-
cally adaptive systems. One of the main challenges in such systems
is to provide guarantees about the required runtime quality of service
(QoS) attributes, such as performance, reliability, etc. Therefore, it is of
paramount importance to make these systems able to monitor the QoS
parameters that allow to evaluate such QoS attributes, analyze these
parameters in order to detect QoS changes and therefore trigger recon-
figuration actions. In this paper, we propose an approach that allows
monitoring the QoS parameters of a dynamically adaptive system in or-
der to detect QoS degradation. The proposed approach is based on the
Aspect-Oriented Software Development (AOSD) paradigm which allows
to keep the monitoring code separated from the business logic code.

1 Introduction

Dynamically Adaptive Systems that can automatically adapt to changes in their
environments are increasingly requested [1]. To further increase its usability and
reliability, such system needs to keep a certain Quality of Service (QoS) level
during its execution. Therefore, it should be able to monitor some quantifiable
parameters that allow to evaluate its QoS attributes. Such monitoring allows
detecting degradation in the QoS of the system and therefore adapt its structure
and/or behavior autonomously in response to this degradation.

As dynamically adaptive systems change behavior and structure at runtime,
the monitoring of the QoS of such system poses some challenges. First, these
systems need to continuously monitor QoS parameters in order to detect QoS
degradation. These parameters are collected from different interacting entities
that may be distributed which may require several QoS monitors displayed at
different levels. Second, the level of the QoS specification is relatively low which
requires access to source code to specify or modify QoS parameters such as data
rate, error rate, etc. Thus, it is desirable to specify QoS parameters at a higher
level of abstraction and then automatically map these specifications to source
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code while providing sufficient flexibility. Third, the QoS concern need to be con-
sidered in several parts of the system. Mixing such concerns with business logic
concerns increases the complexity of the system and makes both its development
and maintenance more difficult [2].

In our previous work [3,4], we presented an approach which mainly consists in
conceiving a whole development process of dynamically adaptive systems ranging
from modeling to code generation. This approach allows to specify component-
based systems and ensure their reconfiguration at runtime. It allows to handle
both the anticipated and unanticipated reconfigurations at design time. This
approach is based on the combination of the Architecture Analysis and Design
Language (AADL) [5] and its aspect oriented extension AO4AADL [6,7].

In this paper, we present how our approach can be applied to monitor the
QoS of a dynamically adaptive system. For this purpose, we first define and
classify QoS parameters that can be monitored at runtime. The proposed classi-
fication is based on the architectural vision of distributed component-based sys-
tems. More specifically, this classification is tied to distributed component-based
systems specified using AADL concepts. Second, we detail how our approach al-
lows specifying QoS parameters at a high level of abstraction using the AOSD
paradigm. In fact, several aspects are defined in our work in order to monitor
QoS parameters at runtime. These aspects are specified at architectural level
using the AO4AADL language. These AO4AADL aspects will be the input of
an AspectJ generator, developed in our previous work [6,7], in order to gener-
ate aspects in AspectJ [8]. These aspects will be automatically weaved with the
functional code of the system to obtain the final code to be executed. Third, we
present how these high level QoS specifications are automatically transformed to
executable code that allows the system to continuously monitor QoS parameters
at runtime in order to detect QoS degradation.

The remainder of this paper is structured as follows: In Section 2, we present
our proposed QoS classification for distributed component-based systems. Sec-
tion 3 presents the proposed approach to ensure the monitoring of QoS parame-
ters. An illustrative example is introduced in Section 4. Section 5 presents some
research studies related to our work. Finally, Section 6 concludes the paper and
gives some directions for future work.

2 Quality of Service: Parameters and Classification

We propose a classification of the QoS parameters in order to make easier the
evaluation of the QoS attributes of a software system. This classification is in-
spired from the one proposed by the standard ISO/IEC 9126 [9]. This standard
proposes to classify the QoS attributes into two categories : (1) internal quality
attributes which are properties of subsystems and components, and (2) external
ones that are visible on the system level. Inspired from this classification, we
propose to classify the QoS parameters based on the architectural vision of a
distributed component-based system specified using AADL concepts.
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From an architectural perspective, the software architecture of a distributed
component-based system (system in AADL) is composed of a set of commu-
nicating composite components (processes in AADL). Similarly, each composite
component is composed of a set of interconnected indivisible components (threads
in AADL). The communication between components is ensured via a set of con-
nections (connection in AADL). Our idea consists in classifying QoS parameters
according to the level at which such parameter can be monitored. An indivisible
component and a composite component in AADL have the same architectural
structure. For this reason, we consider that QoS parameters that can be moni-
tored at indivisible component level and at composite component level are the
same. We distinguish three levels of QoS monitoring according to the structure
of distributed component-based systems : indivisible component/composite
component level, architecture level and communication level.

The adopted generic QoS attributes that can be measured and evaluated at
runtime for a distributed component based system are :

– Performance is an indication of the responsiveness of a system. It can be
measured in terms of throughput, latency and processing time.

– Reliability is the ability of a system to remain operational over time. It can
be measured through the loss rate of transmitted messages.

– Load Balancing is the distribution of workloads across system components.
It can be measured as the distribution of the components on the system.

3 Overview of the Proposed Approach

In this section, we present a general overview of our proposed approach towards
specifying and monitoring QoS parameters in order to detect QoS degradations.

Our approach involves a main component namely a QoS manager. This later
is defined at two levels : at the composite component level (process level) to
be able to manage QoS parameters of its interacting AADL subcomponents
(threads), and at the architecture level to manage the QoS parameters of the
interacting AADL composite components (processes) that form the whole system
architecture. At both levels, the QoS manager is in change of monitoring QoS
parameters, analyzing collected data and perform reconfiguration actions when
QoS degradations are detected. Therefore, the activity of the QoS manager is
divided into three main modules.

– A QoS monitor module : This module is composed of a set of monitoring
aspects responsible for monitoring and collecting QoS parameters. Gathered
QoS parameters are stored into a QoS database for further retrieval.

– A QoS analyzer module : Towards inspecting the collected information and
track down QoS degradation. This module sends notifications to the re-
configuration module when QoS degradation is detected in order to trigger
appropriate reconfiguration actions.

– A reconfiguration module : Defines a list of reconfiguration actions that
can be applied to the system when QoS degradations are detected. These
reconfigurations are encapsulated into a set of reconfiguration aspects.
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The proposed QoS manager is then able to handle a closed feedback loop
(MAPE) with four phases : Monitoring, Analysis, Planning and Execution. In
this paper, we focus on the first phase of the MAPE loop. For this purpose, we
detail in the following how the QoS parameters are specified at architectural
level using AO4AADL aspects. We present also some examples of the generated
AspectJ code from such AO4AADL specifications. These AspectJ aspects will
ensure the monitoring of the QoS parameters at runtime.

3.1 QoS Monitoring

Monitoring the QoS of a dynamically adaptive system aims to observe its con-
stituting components to collect data about QoS parameters. This monitoring is
performed through a set of AspectJ aspects that are automatically generated
from a high level QoS specification using the AO4AADL language. In fact, our
proposed QoS monitor module is composed of a set of architectural monitor-
ing aspects specified in AO4AADL. These aspects are intended to intercept the
architectural elements through which QoS parameters can be captured.

As mentioned previously, the QoS parameters can be monitored at three lev-
els. For each level, we define the considered QoS parameters and we give some
examples of the structure of the AO4AADL aspects used to specify such QoS
parameters. Such aspect is composed of two parts : pointcut and advice. The
pointcut defines the architectural element to intercept in order to get the value
of the corresponding QoS parameter. The advice defines the information value
to save in the QoS database. We present also some examples of the generated
AspectJ code from AO4AADL specifications to ensure the monitoring of QoS
parameters at runtime.

QoSParametersMonitoredat Indivisible/CompositeComponentLevel

Throughput is the number of sent messages through a set of output ports of
a given indivisible or composite component within a time interval. Formula 1 is
used to calculate this information.

Throughputc =
∑

Throughputoutporti (1)

– i={1..p}, p ≤ n and n = the number of output ports of the component.
– Throughputoutporti is the number of sent messages through an output port

of the component within a given time interval.

The monitoring of the throughput is achieved through one AO4AADL aspect
whose structure is given in Listing 1.1. The pointcut (lines 2–3) of such an aspect
intercepts the set of output ports of the given component to be monitored. The
advice (lines 7–13) captures the number of sent messages through this set of
output ports. Once the time interval of monitoring is elapsed, this advice sends
the captured number of sent messages to the QoS database.
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1 aspect Monitoring_Throughput_<Identifier> {
2 pointcut Throughput_<Identifier>(): execution(outport(<Out_port_identifier_1>(..)))
3 || ... ||execution (outport(<Out_port_identifier_n>(..)));
4 variables{counter : Integer_Type; t : Time_Type;}
5 initially{counter = 0; t=System.currentTimeMillis()+period;}
6

7 advice after(): Throughput_<Identifier> (){
8 if(System.currentTimeMillis()<t){counter:=counter+1;}
9 else if(System.currentTimeMillis()=t){

10 counter:=counter+1;
11 send_Value!(counter);
12 counter=0;
13 t=System.currentTimeMillis()+period;}}}

Listing 1.1. Monitoring the throughput of a component

Listing 1.2 presents the generated AspectJ code from Listing 1.1. The inter-
ception of the execution of the output port is transformed to the interception of
the method sendOutput() of the PortsRouter class (lines 3–4). This class carries
out the correct routing of messages through ports. Moreover, the subprogram
send Value is transformed to a simple execution of the method send ValueImpl()
of a generated SubPrograms class (line 14).

1 aspect Monitoring_Throughput_<Identifier> {
2 pointcut Throughput_<Identifier>():
3 execution(* PortsRouter.sendOutput(<Out_port_identifier_1>(..)))
4 || ... ||execution (* PortsRouter.sendOutput(<Out_port_identifier_n>(..)));
5

6 public static final GeneratedTypes.IntegerType COUNTER = new GeneratedTypes.IntegerType(0);
7 public static final GeneratedTypes.TimeType T =
8 new GeneratedTypes.TimeType(System.currentTimeMillis()+period);
9

10 void after(): Throughput_<Identifier> (){
11 if(System.currentTimeMillis()<T){COUNTER = COUNTER+1;}
12 else if(System.currentTimeMillis()==T){
13 COUNTER = COUNTER+1;
14 SubPrograms.send_ValueImpl(COUNTER);
15 COUNTER=0;
16 T=System.currentTimeMillis()+period;}}}

Listing 1.2. Generated AspectJ code from Listing 1.1

Loss rate of messages defines, within a time interval, the percentage of un-
processed messages compared with the number of received messages by a given
component. This information can be measured only for components character-
ized as follows: To each input port that receives a message corresponds an output
port that sends a result. To compute this information, we use formula 2.

Lossc = 1−
∑

Throughputoutporti∑
Inputinporti

(2)

– i={1..p}, p ≤ n and n = the number of output ports of the component.
– Inputinporti is the number of received messages through an input port of the

component within a given time interval.
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To monitor the loss rate of messages within an indivisible/composite compo-
nent, two architectural aspects are needed. The first aspect is intended to capture
the throughput of the considered component. The second aspect captures the
number of received messages through the set of input ports of the component.

Processing time measures the elapsed time to execute an operation within
a given component. It is measured using the following formula:

T imeProcop = T imeEndExecop − T imeStartExecop (3)

– T imeEndExecop is the end time of execution of the operation.

– T imeStartExecop is the start time of execution of the operation.

One architectural aspect is needed to monitor the processing time. This aspect
intercepts the execution of the subprogram that corresponds to the operation to
be monitored. Two types of advices are defined in this aspect : a before advice
which will capture the start time of the execution and an after advice that will
capture the end time of execution.

QoS Parameters Monitored at Architecture Level
Distribution measures the dispersion rate of a specified component type Ci

on the set of composite components of the system. This information is related
to the architectural style of the system. It is monitored at architecture level
since its computation requires knowledge of the total number of components
deployed throughout the system. It is measured for each composite component
using formula 4:

Distributionnode =
Nodecomponents(Ci)

Systemcomponents(Ci)
(4)

– Nodecomponents(Ci) is the number of components of type Ci deployed in a
given composite component.

– Systemcomponents(Ci) is the number of components of the same type Ci de-
ployed in the whole system.

The monitoring of the distribution parameter is performed through a set of
aspects. One aspect is attached to every composite component that may contain
components of type Ci. The structure of the corresponding AO4AADL aspect
is given in Listing 1.3. The number of components of type Ci deployed on one
composite component can change due to reconfiguration actions that can affect
the system during its execution. To be able to capture the new number of compo-
nents of type Ci within one composite component, the aspect should intercept
the reconfiguration actions related to the addition, removal and migration of
components (lines 2–4). Therefore, after each invocation of one of these recon-
figuration actions, the aspect transmits the new number of components of type
Ci to the QoS database module (lines 8–12).
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1 aspect Monitoring_Distribution {
2 pointcut Distribution(): execution(subprogram(addThread(ComponentType,..)))
3 || execution(subprogram(removeThread(ComponentType,..)))
4 || execution(subprogram(migrateThread(ComponentType,..)));
5 variables {counter:Integer_Type;}
6 initially {counter=0};
7

8 advice after(): Distribution (){
9 if (this="addThread") {counter:=counter+1;}

10 else if((this="removeThread") or (this="migrateThread")) {counter:=counter-1;}
11 send_Value!(counter);
12 }
13 }

Listing 1.3. Monitoring the distribution on a composite component

Distribution can refer also to the dispersion rate of a specified composite
component type Ni on the system. This information is monitored on a cluster of
composite components. The formula used to monitor such parameter is similar to
formula 4 except that here we are interested in composite components instead of
indivisible components. To monitor such paramter, an aspect is attached to each
composite component of the cluster. Such aspect intercepts the reconfiguration
action related to the connection and disconnection of composite components of
type Ni and transmits the new number of these components to the QoS database.

QoS Parameters Monitored at Communication Level
Loss rate of messages measures, within a time interval, the percentage of lost
messages through a connection. This parameter is computed using formula 5.

Lossconn =
Receivedmsg

Sentmsg
(5)

– Received msg is the number of received messages through the destination
port of the connection.

– Sent msg is the number of sent messages through the source port of the
connection.

Two architectural aspects should be specified to monitor such QoS parameter.
One aspect is used to monitor the throughput of the source output port of the
connection. The other aspect is intended to monitor the number of received
messages through the destination input port of the connection.

Latency represents the elapsed time to transfer a message through a given
connection. Formula 6 is used to compute this parameter.

Latencyconn = T imeReceiptmsg − T imeSendingmsg (6)

– TReceiptmsg is the receipt time of the message on the destination port.
– TSendingmsg is the sending time of the message through the source port.

The monitoring of this QoS parameter needs the specification of two architec-
tural aspects as mentioned in the previous QoS parameter. The only difference



128 S. Loukil et al.

here lies in the advice part. In fact, the first aspect in this case is intended to
capture the sending time of the message through the source output port of the
connection and the second one is responsible of capturing the receipt time of
this message on the destination input port of the connection.

All gathered QoS parameters from the monitoring module are stored in a QoS
database for later use by the analysis module in order to be able to detect QoS
degradations. This QoS database allows keeping a trace of all the captured QoS
parameters for further retrieval when needed.

4 Illustrative Example

To demonstrate the benefits of our approach, we introduce the Flood Prediction
System (FPS) [10] as an illustrative example. This system presents a set of nodes
that communicate and cooperate to carry out flood predictions. Three types of
components are considered : sensor nodes, computation nodes and office nodes.

Sensor nodes sense and collect the data relevant for calculations such as
pressure, rainfall, and temperature. Sensed data are periodically transmitted to
the corresponding computational node. Computation nodes connect the sensor
nodes, examine the data correctness and maintains a record of all draw values.
Some calibrations are performed on the draw data. Later, a prediction operation
is invoked to execute some static measurements in order to provide prediction
on river flow. This prediction is transmitted to the office node. The Office Node
verifies the results with the available online information, predicts for the entire
region, issues alerts and initiates evacuation procedures.

In the following, we will detail the usefulness of monitoring the considered
QoS parameters using aspects.

Processing Time. To ensure more system reliability, the processing time of
data within computation nodes should not be out of a certain time interval. Re-
sults provided so quickly or so late are not reliable for prediction measurements
performed at the office node level. Therefore, the processing time of subprograms
responsible for data checking, calibration and prediction should be monitored.
Listing 1.4 presents the AO4AADL aspect to monitor such QoS parameter.

1 aspect Monitoring_ProcTime_CompNode {
2 pointcut ProcTime_CompNode(): execution(subprogram(Data_Checking(..)))
3 || execution(subprogram(Calibration(..)))
4 ||execution(subprogram(Prediction(..)));
5

6 advice before(): ProcTime_CompNode(){send_Time!(System.currentTimeMillis());}
7 advice after(): ProcTime_CompNode(){send_Time!(System.currentTimeMillis());}}

Listing 1.4. Monitoring the processing time

Distribution. Due to several reconfiguration actions or to nodes failure, the
distribution of sensor nodes may be unfair. For example, let’s suppose that we
dispose of three computation nodes. The first one is connected to six sensor nodes
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(2 sensor nodes of each type), the second one is connected to three sensor nodes
(one sensor node of each type), however, no sensor node is connected to the third
one. To ensure a fair distribution of sensor nodes along the river, three sensor
nodes (one of each type) which are connected to the first computation node
should be disconnected from this later and connected to the third computation
node. Listing 1.5 presents the structure of the AO4AADL aspect responsible for
monitoring the distribution. This aspect is attached to every computation node
of the system and intercepts the addition and removal of connections between a
sensor node and a computation node.

1 aspect Monitoring_Distribution_Cluster {
2 pointcut Distribution_Cluster():
3 execution(subprogram(ConnectNodes(SensorNode, ComputationNode)))
4 || execution(subprogram(ConnectNodes(SensorNode, ComputationNode)))
5 || execution(subprogram(DisconnectNodes(SensorNode, ComputationNode)))
6 || execution(subprogram(DisconnectNodes(SensorNode, ComputationNode)));
7

8 variables {counter:Integer_Type;}
9 initially {counter=0};

10

11 advice after(): Distribution_Cluster (){
12 if (this="ConnectNodes") {counter:=counter+1;}
13 else if(this="DisconnectNodes"){counter:=counter-1;}
14 send_Value!(counter);}}

Listing 1.5. Monitoring the distribution on a cluster of nodes

5 Related Work

Authors in [11] propose an approach for monitoring the QoS of web services.
This approach relies on monitoring tools such as Jpcap for latency measure-
ment. It is based on aspect-oriented programming and requires implementation
details. Therefore, this approach stills implementation dependent, as the lan-
guage of coding aspect is dependent on the selected programming language. Our
approach is different since it allows the monitoring of QoS parameters through
specifying architectural aspects at a high level of abstraction (architectural level)
independently from the programming language.

Authors in [12] present an approach to Cloud service monitoring based on
Aspect-Oriented Programming. This approach monitors QoS parameters using
AspectJ aspects. Similarly to [11], aspects are hard coded and the approach is
dependent on the selected programming language.

The work presented in [13] proposes an aspect-oriented QoS specification
method based on the combination of UML and RTL. The main objective of
this approach is to specify the QoS parameters separately from the system con-
cerns and facilitate their monitoring. Similarly to our approach, this work allows
to specify the QoS parameters at a high level of abstraction. However, no details
are mentioned about the code generation of these aspects.
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6 Conclusion and Future Work

In this paper, we have proposed an approach for monitoring QoS attributes in
dynamically adaptive systems. For this purpose, we proposed a QoS parameters
classification taking into account the level at which a QoS parameter can be
monitored in the case of a distributed component-based system specified using
AADL concepts. We presented later how our approach ensures the monitoring of
the QoS parameters using the AOSD paradigm. First, these QoS parameters are
specified into AO4AADL. Then, they are automatically translated into AspectJ
code to ensure the monitoring of these parameters at runtime.

As future work, we aim to focus on the analysis and reconfiguration phases.
We plan to apply our approach to specific domains such as event-based systems.
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Abstract. The growing complexity of intelligent systems and technologies 
raises questions concerning their interaction with human intelligence. The loss 
of an ability to control artificial intelligent and autonomous decision systems 
(AADS) due to their high level of sophistication exceeding human analytic  
capabilities may be referred to as one aspect of ‘singularity’. The latter term is 
often used to describe potential threats to the mankind coming from the deve-
lopment of AADS that may outperform human intelligence in its most relevant 
aspects. This paper presents some results of a recent foresight project SCETIST 
which shed a new light on the above ‘singularity’ dilemma. The project aimed 
at building the scenarios and trends of selected advanced information technolo-
gies. Based on a classification of AI enabling technologies, two basic scenarios 
concerning the development of AADS have been built. The first one points out 
that the newly emerging global expert systems (GES) coupled with the Brain-
Computer Interfaces (BCI) will allow the human societies to explore in full all 
data streams and knowledge repositories available. The global knowledge from 
all sources will be further processed by GES so that rational human decisions 
will not be outperformed by those made by AADS. In the second scenario, the 
AADS enabling technologies will develop faster than BCI and GES, so that 
autonomous decision systems can dominate. The third scenario, ranked as least 
probable, indicates a possibility of slowing down the development of ICT and 
AI, so that the singularity problem is deferred. The time horizon of the above 
scenarios was 2030. Finally, we will present the recommendations arising from 
SCETIST from the point of view of shaping the R&D policies.  

Keywords: Artificial Autonomous Systems, AI Foresight, IT Scenarios, Global 
Expert Systems, Brain-Computer Interfaces, Anticipatory Networks.  

1 Introduction 

Following earlier results on the emergence of global expert systems [14], this paper 
tackles a more general problem related to the perspectives of human interactions with 
the artificial intelligent and autonomous decision systems (AADS). We will also 
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present the recommendations concerning the preferred paths of development of  
AI-related technologies and the role of AI researchers in shaping the holistic 
knowledge development system of the future.  

The results presented in this paper have been obtained during the recent foresight 
project SCETIST (Scenarios and Development Trends of Selected Information 
Society Technologies [16]). Its goals included the elaboration of recommendations to 
R&D and IT policy makers as well as pointing out the prospective IT development 
and research directions to software companies, individual researchers and research 
teams. The time horizon of foresight was 2025, with an analysis of consequences up 
to 2030, while the project scope included the following areas: 

(1)  the economic and social aspects of Information Society development, 
(2)  e-commerce, e-government, and e-business, 
(3)  decision support systems and recommenders, 
(4)  diagnostic and embedded expert systems, 
(5)  computer vision, 
(6)  robotics and autonomous intelligent systems, 
(7)  neurocognitive systems, 
(8)  molecular computing, 
(9)  quantum computing. 

The areas (3), (4), (6), and (7) are of particular relevance to the subject of this paper. 
The SCETIST findings in these areas may provide new background for an analysis of 
singularity-related issues within the project forecasting period, i.e. by 2025. The latter 
term, coined in the context of machine intelligence by Vinge [19] and popularized by 
Kurzweil [9] is often used to describe potential threats to the mankind coming from 
the development of AADS that may outperform human intelligence in all its aspects.  

The other areas investigated in SCETIST are too specific to provide general hints 
concerning the AI science development directions, but they may contribute to show 
the AI application potential in science, such medicine and astronomy (5), physics and 
cryptography (9), biology and pharmacology (8) etc. The corresponding results are 
presented in a series of papers cited in [16].  

Building scenarios and computing development trends was based on manifold 
information sources and analytic methods, including  

• patent and bibliometric analysis, 
• an expert Delphi, 
• system dynamics of social and macroeconomic variables describing main 

Information Society development drivers [13], 
• anticipatory networks built by experts.  

For AI technology foresight purposes the computer-assisted Delphi questionnaire 
research turned out most useful as the knowledge acquisition tool. The analysis of ex-
pert responses was combined with the information retrieval strategy from the open 
web and from the major bibliographic databases. Different procedures to fuse quanti-
tative and qualitative knowledge and to combine forecasts as well as to generate  
recommendations have been elaborated. One of the main problems that arise when 
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analysing Delphi research outputs is the diversified trustworthiness of individual 
respondents who may possess different qualifications, expertise, and access to 
information and modelling tools. In addition, experts’ responses may be burdened by 
a tendency to present views that coincide with individual gains rather than provide an 
objective picture. This problem has been especially relevant in SCETIST [16], where 
the research covered large multi- and interdisciplinary areas. It has been difficult to 
find an expert sufficiently competent in all areas under study. This is why a weighting 
factor system was used so that the Delphi respondents might indicate their varying 
degrees of trustworthiness in specific or all the areas covered by the survey. Thus the 
credibility of each expert has been modelled by a vector whose coordinates corres-
ponded to the subject areas in the Delphi questionnaires listed above. The results 
shown in the next subsections already consider the differentiated trust and credibility 
of responses by applying a weighted combination of individual responses wherever 
appropriate. 

This paper is organized as follows: in the next section we will outline the develop-
ment trends and perspectives of decision support systems and expert systems as 
relevant AI application areas. We will present the results of Delphi on these topics 
performed in 2013. A particular attention will be paid to the global expert systems in 
the context of ever-growing information flows, so called ‘big data’. We will point out 
a need for new knowledge fusion methods [13], including the anticipatory networks 
[15], Hogarth’s [7] approaches to combine qualitative recommendations and forecast 
combination methods preserving different optimality criteria [4]. Then, in section 3 
we will discuss the opportunities, challenges and threats arising from the development 
of brain computer interfaces BCI and their deployment to fast access to global infor-
mation streams and repositories, its storing and processing. We will present the trend 
showing that the AI tools and approaches will eventually merge, to an extent defined 
in different future scenarios. The  recommendations and hints to R&D policy makers, 
advanced software companies and individual AI researchers as well as the research 
teams will be discussed in the conclusion section.  

2 Future Decision Support and Expert Systems  
as Research Tools 

Following [14], by a global expert system (GES) we will mean all knowledge and 
information sources, such as sensors, databases, repositories, experts and processing 
units, regardless of whether they are human, artificial, or hybrid, provided that all they 
are mutually connected and endowed with a holistic information management system. 
The latter should possess the usual expert system functionalities from the point of 
view of each node marked as ‘user’. There may exist a specific user hierarchy in each 
GES. Moreover, a GES must be fully interoperational for its nodes and permanently 
able to transfer knowledge on demand of every user.  

The emergence of GES results from the evolutionary capability increase of global 
information exchange networks powered by growing data transmission rates, a persis-
tent trend to store various information on the websites and make it accessible to  
the others, as well as by the availability of efficient search engines and autonomous 
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webcrawlers. In the next section we will argue that GES may play an important role 
to solve the human-computer convergence problem. This claim is backed by the follo-
wing four general development trends related to GES that have been identified within 
the research project [16]:  

• a growing level of integration and interoperability of heterogeneous 
information sources,  

• a growing level of interconnection of knowledge units via Internet and 
otherwise, 

• an increase in the average amount of information and sophistication of 
information processing within individual units, and 

• a common growth of the information amount available on the web. 
These are supplemented by qualitative trends regarding the degree of refinement of 

the information stored and processed in each unit according to the well-known sche-
me: information→knowledge→wisdom. The latter term may be defined as a highly 
processed and refined knowledge base capable of responding to complex queries. 
Other trends touch upon the structure of this information. For instance, the percentage 
of all data stored on the web and indexed by the Google search engine rose from 1% 
in January 2007 to 6% in January 2010 and exceeded 10% in January 2012. At the 
same time, the estimated amount of information available on the web rose to 800 
exabytes (1018 B) in 2012 and 1,3 zettabytes (1021 B) in 2013. According to IDC 
Research (www.idc.com) it is expected to rise to 40 zettabytes in 2020 while a recent 
Delphi survey [16] yields an expected value of 300 zettabytes in 2025. The number of 
web sites exceeded 560 million in 2012 [20]. The forecasts of its further rise until 
2025 and beyond diverge considerably depending on whether the exclusively 
machine-operated and used (M2M) sites in the Internet-of-Things are considered or 
not. Estimations vary between 3 and 50 billion sites in 2020. When the tools offered 
by search engines become increasingly sophisticated, this system of interconnected 
web sites may become a real GES endowed additionally with a variety of analytic 
methods.  

Another inspiration for the research of human-AADS relations comes from studies 
on collective intelligence [17],[18], specifically from creating wisdom by extensive 
knowledge elicitation and exchange. The expert Delphi may serve as an example of 
such a process. AADS as well as human experts may create queries and reply to them 
within an anytime process [3], monotonic with respect to the number of intelligent 
agents involved and information sources taken into account. The knowledge thus 
gathered is verified, fused, refined, and merged with knowledge from other sources, 
aiming at fulfilling the above rough definition of wisdom. Any kind of information 
source in a GES is dealt with in a uniform way, irrespective of whether it is human or 
artificial. It is characterised solely by the (query→ reply) transformation and its 
further assessment.  

Trust and credibility management [6,8] turns out to be the first main issue that can 
hinder or allow the use of heterogeneous knowledge repositories and their intercon-
nected systems as a GES. A basic principle related to trust management, discussed e.g. 
in [14], is the distinction between trust in an individual knowledge source and the 
credibility of information received from it. Detecting that a source of information  



 Future Prospects of Human Interaction with Artificial Autonomous Systems 135 

provides false responses with a high probability results in assigning a low trust coeffi-
cient to this source. However, the information received therefrom can be useful when 
assigned a negative weight within an information fusion procedure [4],[7].  

In [14] we have formulated the hypothesis that due to the high and ever-growing 
level of interconnection of knowledge sources, sensors, processing units, knowledge 
bases and repositories, a specific new type of intelligence may emerge, which under 
certain assumptions can outperform the intelligence and creativity of any of its 
individual elements. As soon as AADS and human users are parts of the same GES, it 
is mandatory that no artificial unit has a higher priority information access than 
certain human user. This principle, together with other information access hierarchies, 
may lead to complicated knowledge and software architectures of GES. In addition, 
the design of GES must ensure that each query is replied at a specified level of trust. 

Another relevant issue is the complexity of queries processed by a GES. As usual, 
the more complex the query, the more complicated is the data retrieval strategy. The 
latter should take into account the expected information contents at each source, its 
credibility, data retrieval time and price, if applicable. In addition, GES functioning is 
based on a snowball principle, i.e. a unit that generated a query activates other know-
ledge units in the following way: if the information sought cannot be provided by a 
knowledge unit Ki, or if it can be provided only in part, Ki passes the updated query to 
further knowledge units, which may recursively activate 3rd order knowledge 
providers. Thus, each activated unit Ki: 

a) provides the information specified in a query q to this knowledge unit Kj 
which generated and sent this query, 

b) if the query q could not be fully responded, Ki transforms it and passes to 
further knowledge units, solving an appropriate retrieval strategy optimization 
problem,   

c) fuses the information received from activated units and sends it back to Ki, 
d) passes the deactivation signal received from Ki to all activated units.  

The overall information retrieval strategy should avoid repeated activation of the 
same knowledge unit when replying to the same query. It should also ensure getting 
maximum information in minimum time, use a minimum number of time of all 
activated units, and be an anytime incremental procedure. A multicriteria optimization 
problem that yields a strategy of this kind has been considered in [11]. Such strategy 
can be designed as a creative decision process [12]. 

3 Future Augmented Human Intelligence Based on BCI  

Despite of obvious advantages, there arise also new problems to be encountered in 
relation to future automated expert-level information processing tools. These 
identified in [16] in the first order of importance are: 

• The need for trust and credibility assessment of the information yielded by 
automated processes will grow at least so fast as the total amount of the 
information available. Credibility checking and trust calculation may require a 
commensurate amount of time as the data processing and will be harder to 
automate, however. 
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• As it is already evidenced in the social media and the agency news, the open 
information space will more and more become a playground of disinformation 
actions of different nature: commercial, political, ideological etc. These pheno-
mena will affect the information acquisition procedures for research purposes.  

The knowledge processing scheme applying the credibility and trust of experts 
interacting in a structured way and other knowledge units selected from a plethora of 
potentially useful information sources was presented in [14].  

Another problem related to the impact of AI technologies on the future is the 
dilemma of whether there does exist a social capability of accommodating any kind of 
machine intelligence and use it for the good of mankind. One alternative is to accept 
highly-developed capabilities of artificial systems in an increasing number of 
intellectual areas of activity and gradually empower such systems (Skulimowski et al. 
[16]), i.e. intentionally endow them with a higher degree of freewill, according to the 
hierarchical freewill definition given in [12]. One aspect of empowering has been 
discussed above, where an emerging GES may supply results which cannot be 
comprehended by its users, but which nevertheless cannot be neglected without 
causing severe losses to the recipients of the response. 

 

 
Fig. 1. An illustration of two types of technology development scenarios: type I is a potential 
technology that is not susceptible to being merged with humans by BCI, in contradistinction to 
type II technologies that are capable of enhancing human performance. The vertical axis shows 
the technology capability indices for type I, type II technologies and the BCI capability index 
on an ordinal scale. 
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It turns out that a partial response to this challenging problem can be provided by 
analysing future development trends of neurocognitive Brain-Computer Interfaces 
(BCI). In terms of the foresight terminology, BCI development may serve as a driver 
in evolution models of intelligent autonomous systems, both, mobile and virtual.  

Fig. 1 shows two scenarios of autonomous system development: in the scenario 
concerning technologies of type 1, the development of BCI technology is only weakly 
correlated with the capability of absorbing new intelligent technologies in human-
machine systems. The other ways of coupling humans and artificial systems do not 
prevent the AADS, when considered as stand-alone systems, from outperforming 
humans in terms of any useful performance index that can be represented on the 
vertical axis. This is the scenario which is considered a threat to mankind [1]. 

In the second scenario, BCI technology, and human-machine interfaces in general, 
allow technology providers to offer an efficient coupling between humans and artifi-
cial systems, irrespective of how ‘intelligent’ they are, in a reasonable time, which is 
reversely proportional to the development of BCI technology described by the BCI 
Capability Index (BCI-CI). This scenario prevents, in general, the dangers related to 
the pessimistic vision of a future with machine-replacing human in most fascinating 
creative activities.  

It should be stressed that BCI is not a unique technology and it may be based on 
different communication principles [2]. Therefore BCI-CI, for simplicity’s sake 
denoted below by b(t), aggregates technical and biological indicators for alternative 
technologies. Its anticipated value for k different BCIs can be represented as  

b(t)=max{ψ1(x1,1,…x1,n(1),t),…, ψk(xk,1,…x1,n(k),t)), (1) 

where xi,1,…xi,n(i) are technological, biological, and economical parameters of the i-th 
BCI technology at time t and ψi is an aggregating function characteristic for the i-th 
technology and such that if n(i)=n(j) then ψi =ψj. 

An important question to ask is whether all technologies are of type II. Having 
analysed different drivers, which may lead to either of the opposite responses, we 
have found that BCI-related technologies are a salient technological driver. Another 
driver is the ability to build hierarchical ontologies, allegories [5] and constructive 
procedures in an automated way, so that complex notions created by future automated 
expert systems can be explained to humans. This is in fact a remedy to the above 
mentioned issue. Whether such approaches exist is subject to further research. 

The above scenarios have been derived from expert replies to Delphi and panel 
discussions organized within the project SCETIST [16]. Over 60% of experts 
supported the optimistic perspective, while almost 30% (28%) could not agree with 
the perspective of catching-up the machine intelligence by humans augmented by the 
BCI. However, roughly 1/8 of experts (12%) supposed that the above dilemma will 
become meaningless. Among the reasons mentioned by the experts are: a slow-down 
of the IT development caused by economic crises, the altered directions of 
technological evolution towards biotechnology and sustainable energy, a lack of 
drivers to use AADS in manufacturing, or international conventions that prohibit 
further development and deployment of AADS for military purposes.  
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The compensation of the growing empowerment of autonomous artificial systems 
by the ability to control them directly with the BCI and use their capabilities by mer-
ging them with the brains assumes a continual empowerment synchronised with the 
development of BCI. This optimistic picture may be disturbed by uncontrolled trends 
and events. The foresight project [16] identified the following threats: 

• A growing share of approximate computing methods used in science, engi-
neering and technology may cause a superposition of errors to produce unin-
tended phenomena in autonomous systems, such as identification of goals that 
do not conform to the higher-level objectives defined by human supervisors. 

• A growing number of decision-making processes in autonomous or semi-
autonomous systems that should be supervised by humans but cannot due to 
the lack of such capacities. This process forces higher-level empowerment. 

The first observation is related to the facts that the convergence and other 
analytical properties of most heuristic algorithms, which are becoming more and more 
popular in science, such as most evolutionary algorithms, is not known.  

Some of these methods use ad hoc coefficients, specifically most of the 
multicriteria decision making algorithms, the other simulate decision processes in 
nature, assuming implicitly their sub-optimality. The scenario of the threat generated 
by the approximate methods is somehow similar to the year 2K problem, yet it may 
become more severe. It can be presented as follows: 

An autonomous systems optimises a general objective that should be translated 
into particular goals. The achievement of the latter will invoke certain real-life actions  

→ the system calculated goals using natural computing methods,  
→ the specific goals are biased by errors,  
→ the action planning is performed using approximate heuristic methods,  
→ the errors cumulate, the actions undertaken by the autonomous agents are  
      far from being desirable. 

When such methods are used to support relevant decisions such as the 
prioritization of research projects, resource assignment to different activities, system 
reliability estimation etc., they may cause severe strategic consequences to the 
decision makers affected. 

Another important new feature that will appear in decision support, artificial 
decision-making, and expert systems is their (digital) creativity. This will have at least 
a twofold meaning and use: it can be artificial creativity (delegating complicated 
search strategy selection tasks to autonomous agents) as well as creativity of users 
aided by intelligent agents. Furthermore, it can be expected that the opinion dynamics 
and their distribution within the same group of experts can be forecasted using the 
state-space model and Kalman filtering as proposed in [13].  

Further tools may eventually lead to identify knowledge sources on the web to 
complete missing or incomplete data, using the recursive k-th to (k+1)-information 
source level transition scheme presented in [14]. The combination of the ex-ante error 
analysis with the usual ex-post approaches could convert the semi-supervised trust 
learning scheme to a supervised scheme as soon as the verification of foresight results 
is possible. A further discussion on the application of a similar approach to refine 
expert information processed during a foresight project is given in [16].  
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4 Conclusions 

We have outlined the foresight research on two emerging AI trends, related to the 
development of expert systems and BCI, pointing out their potential role in overco-
ming hypothetic future machine intelligence supremacy that is sometimes referred to 
as the ‘singularity’ phenomenon. During the next decade well-known knowledge 
elicitation and processing tools based on crowdsourcing, Delphi surveys, autonomous 
webcrawlers, group model building systems [18] will evolve to yield almost-universal 
and almost-autonomous Global Expert Systems. Beyond facilitating individual web 
user’s work, the new tools will allow the networked organizations to improve the 
efficiency and quality of business intelligence. They will also increase the efficiency 
of research on complex systems, merging biological, physical, and socio-economic 
evolution models [13]. The GES will also make it possible to optimize the choice of 
human experts to taking part in particular tasks. Users’ records of activity and their 
ex-post evaluation will be stored in a GES knowledge base and retrieved when 
necessary to derive their trust and competence assessments. Expected trustworthiness 
of the team and the quality of the work output can be used as the performance criteria 
and optimized during the team formation [17]. The combined, human-machine 
resource management systems based on GES will also be capable of investigating the 
possibility of replacing human labour by the activities of AADS. The average team 
composition (human/non-human) for a sample of standard tasks that require human 
creativity, taken into account as a function of time, can thus serve as a quantitative 
indicator describing the process of replacing human creativity by the artificial one.  

The deployment of BCI as an interface to GES will facilitate the implementation of 
creative decision-making processes designed by human users of GES according to the 
creativity notion proposed in [12]. Therefore, one can expect that future BCI will be 
capable of filtering the incoming information to reduce the data stream to the factors 
that can be perceived and processed by, perhaps augmented, human brain. On the 
other hand, as – by principle – the behaviour of all its human users will be recorded 
by a GES, the phenomena accompanying human creative activity will be analysed, 
optimised, and implemented by GES. Thus, the performance and autonomy of the 
knowledge acquisition processes in GES will grow within an adaptive learning 
process. This process will be stable if the knowledge transfer in the opposite direction 
is assured as well, i.e. if the any improvement of a human decision made by a GES is 
communicated to the decision-maker.  

An important feature that will be required from the global search and information 
fusion algorithms used in future GES will be their interoperability to assure an 
efficient and reliable access to heterogeneous sources of information, such as experts, 
expert systems, web databases, books and articles etc. This will also impose further 
requirements on the web communication and information storage standards. A 
parallel trend in software engineering of GES tools will consist in supplying 
intelligent procedures to cope with data and access protocols heterogeneity.  

The GES will be also endowed with the functionalities allowing users to manage 
trust, confidence, and credibility of information retrieved or exchanged. Even those 
information sources that are directly unattainable by a knowledge unit can be assigned 
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credibility vectors and trust coefficients, using the Kalman filter and other uncertainty 
handling techniques. Queries related to the future can be modelled and replied to 
using backcasting [10] automated within an anticipatory network framework [15], and 
supplemented by traditional extrapolation-based forecasting methods.  
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Abstract. Non-stationarity time series are very common in physical, biological
and in real-world systems in general, ranging from geophysics, econometrics or
electroencephalography to logistics. Identifying, detecting and adapting learning
algorithms to non-stationary environments is a fundamental task in many data
mining scenarios; however it is often a major challenge for current methodolo-
gies. Data analysis in the context of time-varying statistical moments is a very
active research direction in machine learning and in computational statistics; but
theoretical insights into latent causes of non-stationarity in empirical data are
very scarce. In this study, we evaluate the capacity of the trajectory classification
error statistic in order to detect a significant variation in the underlying dynam-
ics of data collected in multiple stages. We analysed qualitatively the conditions
leading to observable changes in non-stationary data generated by Duffing non-
linear oscillators; which are ubiquitous models of complex classification prob-
lems. Analyses are further benchmarked in a dataset consisting of atmospheric
pollutants time series.

Keywords: Non-stationarity, non-autonomous dynamics, phase space reconstruc-
tion, high dimensional spaces, Duffing oscillator, trial-to-trial variability.

1 Introduction

Non-stationarity dynamics is ubiquitous in physical and biological systems,
ranging from geophysics or econometrics (e.g., [12] and references therein) to elec-
troencephalography [20].

Data analysis in the context of time-varying statistical moments is a very active re-
search direction in machine learning and computational statistics. In particular, it has
been central to change detection approaches [5] and in the development of algorithms to
achieve competitive predictions in dynamic environments [6]. Non-stationary settings
are pervasive in areas such as streaming data mining, on-line dimensionality reduction
or meta-learning to name a few (e.g., [6,18]). Recently, some algorithms focused on
identifying invariant subspaces in multivariate data; the goal was to restrict the models
to such stationary regions of the space [20]; where model predictions are more ro-
bust. A common assumption in such approaches is that stationarity is preserved in seg-
ments of the time series where underlying generative distributions are constant. Thus,
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the source of non-stationarity is typically a drift on the statistical moments of time-
varying likelihoods P (x|C; t) (and/or priors) generating d-dimensional input patterns x
of class C [18].

In this work, we propose a complementary angle for the analysis of non-stationary
empirical data based on dynamical systems theory. The focus here is on investigating
the conditions in which observed drifts are caused by changes in the parameters of a
subjacent, non-autonomous deterministic tend and not only by stochastic fluctuations.
As a canonical description of complex two-class classification problems we used the
simplest nonlinear dynamical system exhibiting two attractors which can subtly modify
their position over time, the Duffing oscillator [8,21]. This system is widespread model
used in many physics and engineering areas such as nonlinear electrical circuits, op-
tics, sound vibration, quantum field theory or for the study of chaotic oscillations (see
for instance [10]). Thus, it has been extensively analysed for decades [21]; however,
despite its simplicity, exact solutions remain unknown and were only found in certain
conditions [10]. Here we will empirically reconstruct the two-attractor dynamics of the
Duffing dynamical system in high dimensional state spaces [3,9]. Then we will show
how a very simple statistic, the trajectory classification error is an instantaneous signa-
ture of a significant variation in the underlying dynamics.

This nonlinear system will be used as a metaphor of a more general framework. For
instance, it may serve to explain the source of variability observed in atmospheric pol-
lution time series. More precisely, it will be used to analyse the putative non-stationary
behavior of time series of tropospheric ozone [11].

2 Analyses

This section presents an intuitive view of the bistable system used in the study (the Duff-
ing family). This system will serve as a canonical model for understanding arbitrarily
complex two-class problems from a nonlinear dynamical systems angle. Moreover, this
approach will enable us to define a simple empirical index of coherent behavior of tra-
jectories with respect to the class-boundaries; which allow us to identify changes in
parameters of the underlying dynamics.

2.1 Canonical Model of Two-Class Problems

One of the simplest yet ubiquitous ordinary dynamical system capable of a wide range
of attracting dynamics is the Duffing family of oscillators; consisting of first order and
cubic nonlinearities (the perturbation term) and an external periodic force:

ẍ(t) + δẋ(t)− βx(t) + αx3(t) = Ω · cos(wt), (1)

where α, β and δ ∈ � are the parameters of the model. This dissipative system enable
us to generate complex datasets as will be shown in short. For a range of parameter
values (δ ≥ 8β; β, α > 0; Ω = 0) the system has a very simple behavior, a saddle

at x = 0 and two sinks at the symmetric equilibrium points x1 = −
√

β
α , x2 =

√
β
α

(Figure 1a).
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Trivially, the linearized system matrix(
0 1

β − 3x2 −δ

)
(2)

has eigenvalues − δ
2 ±

√
δ2+4β

2 for x = 0 and − δ
2 ±

√
δ2−8β

2 for x1,2 (see for instance
[21]).

A nonlinear two-class classification problem is then naturally defined: Figure 1a
shows the basin of attraction of the two sinks; constructed by generating thousands
of random initial conditions from static, two-dimensional gaussian distributions cen-
tered at the fixed points (standard deviation=3), and then sustained to the flow induced
in Equation 1 with α = 0.25, β = −0.6, δ = 0.5, Ω = 0. Basins of attraction are
concentric structures induced by the perturbation term −αx3(t); blue and red colours
indicate wether trajectories will end up on each one of the sinks i.e., they will belong
either to class C1 (red, left sink) or to class C2 (blue, right, sink).

This system, as many other nonlinear dynamical systems radically modifies its dy-
namics as a function of β, δ,Ω. For instance, a chaotic attractor emerges for a range
of Ω values (Figure 1b, top right) or limit cycles suddenly appear via Pitchfork bi-
furcations (Figure 1b, bottom right) [10]. However, and crucially, this scenario has
not interest here because it leads to abrupt variations in class-association probabilities
P (x|C1; t), P (x|C2; t); where x = (x, ẋ). Therefore, class-specific statistical moments
strongly differ after the bifurcation and the change detection is a trivial task for most of
current change identification methods (Figure 1b, e.g., [18,13,22]). In brief, detection
of those bifurcations is typically not a challenging task for existing approaches and thus
will not be the focus of this study.

2.2 Non-stationary Perturbations

The main focus in this work is to infer subtle variations in the underlying system dy-
namics which are not significantly represented in statistical moments. Towards this goal,
an arbitrary small linear perturbation, i.e., α(t0) → α(t1) = α(t0) + Δα is induced,
while distribution originating the initial conditions is held fixed as well as β, δ,Ω. In
this example (Figure 1c) the alpha parameter is linearly increased by less than 0.01
percent. As the fixed points get closer to each other (the α parameter increases), no
statistical differences are observed. However, trajectories crossing the neighborhood of
the center fixed point (0, 0) may switch the attractor and thus will be misclassified after
a subtle drift on the α parameter (Figure 1c, red trajectory which becomes blue after
this small variation). Therefore, from this simple example, we envisage that an arbitrary
accurate classifier at t = t0, will still fail to predict the true class of such trajectories at
t = t1. Remarkably, this change is very subtle and will not be detected by any statisti-
cal analysis based only in the posterior probabilities P (C1|x; t), P (C2|x; t) (Figure 1c).
Posteriors were estimated by tiling the phase space in equal rectangular bins; the limits
of the gird are defined by the maximum and minimum values of x, ẋ axes (using 200
random initial conditions, only ten are plotted in Figure 1c for clarity). The histogram
of classes is then normalized, yielding to posteriors estimates.



Empirical Identification of Non-stationary Dynamics in Time Series of Recordings 145

Fig. 1. Duffing non-linear oscillator. a) Basin of attraction (red trajectories correspond to the left
sink, blue trajectories converge to the right sink). b) Parameter change (β, δ, ω) leading to a
chaotic attractor and a limit cycle. c) Subtle parameter change Δα leading to a small drift in
sinks’ positions (Equation 1), causing, in this example, that a single trajectory switches the at-
tractor. Note that posterior probabilities P (C1|x, ẋ; t), P (C2|x, ẋ; t) do not change significantly
(Ranksum test, p > 0.05). Posterior probabilities were computed in a larger simulation setting,
see text.
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In summary, a small perturbation causes trajectories close enough of the linear
boundary separating the two attractors to change its class i.e., to switch the attractor.
These trajectories sufficiently close to the center (0, 0) alert of the existence of a signifi-
cant variation in the system dynamics. Moreover, these misclassified trajectories contain
the relevant information for successfully re-computing an optimal classification bound-
ary (in informal analogy with support vectors of delta margin hyperplanes e.g., [19]).
However, this change may still not yield to a significant enough change in the classifica-
tion error; precisely as shown in this example. Thus, a knowledge of the time scales of
the system potentially enable us to detect those deterministic variations and discriminate
them from changes of probabilistic nature, as will be shown in the next section.

3 Results

3.1 Identifying Attractor Dynamics in Stationary Settings

A C1 − class discrete trajectory (cf. C2 − class trajectory) is simply defined as

T (t = n) = (x(t = 0), x(t = 1), ...x(t = n)), (3)

where x(t) = (x(t), ˙x(t)) , the initial condition x(t = 0) belongs to the basin of attrac-
tion of the positive sink (blue) (cf. red) and the continuous counterpart of such discrete

trajectory asymptotically converges to the fixed point x(t) = (x1, 0);x1 = −
√

β
α (cf.

x2 =
√

β
α ) for n → ∞.

We propose now the next Conjecture: Let a non-stationary perturbation in the al-
pha parameter be α̃ = α +Δα, i.e., the two attractors, defining two different classes,

approach each other by a distance 2
√

β
α̃ units on the next time step. Then, for a large

enough perturbation, any arbitrary class − C1 (c.f. class − C2 ) trajectory crossing
x = 0 asymptote will converge to the opposite attractor, i.e., it will be transformed into
a class − C2 (cf. class − C1) trajectory (see example in Figure 1c). Similarly, for an
arbitrary small perturbation Δα and if the two sinks are dense sets in �2 (any initial
condition was drawn) then there is at least one trajectory crossing x = 0 asymptote
which will converge to the opposite attractor�.

This conjecture can be demonstrated for the Duffing system in this three-fixed point
dynamical regime [1]. Thus, the non-autonomous Duffing system is a useful metaphor
for an intuitive understanding of non-stationary classification problems.

Towards this goal, we will first solve the two-attractor classification problem in the
non-autonomous case by expanding the phase space such that basins of attraction are
separable. A polynomial expansion of a phase space is also valid to reconstruct attractor
dynamics (for instance [17,3]), thus we will use an expansion of dimension p+2!

p!2 ; which

includes all high-order interactions of the phase space variables up to a pthorder; which
is a well-know reproducing-kernel Hilbert space [19]. The dot product of two feature
vectors is the well-known inhomogeneous polynomial kernel (see for instance [3,19])

k(t, t′) = ΦΦT = (1 + x(t)x(t′))p − 1. (4)
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This classifier was then 40-fold cross-validated using 6 blocks of 105 patterns (1, 000
trajectories of 100 patterns each). Optimal regularisation values for a range of polyno-
mial orders (pε[1, 10]) were previously obtained on an independent dataset of the same
size, not shown here. In this simulation, a class − C1 trajectory is defined empiri-
cally as a set of n = 100 patterns with a random initial condition x(t = 0) in which
‖x(t = n)− x1‖ < ‖x(t = n)− x2‖, were x1, x2 are the two fixed points.

As expected, the lower normalized classification error (1.2%, Figure 2a, rightmost
blue symbol) corresponds to a 3rd-order expansion because this is precisely the nonlinear
order of the perturbation term in Equation 1 (full analysis across expansion orders omitted
for space, see for instance [3]). Thus, a expanded space of third order effectively capture
the underlying class-pattern associations for this two-attractor dynamical regime.

3.2 Inferring Subtle Variations in Attractor Dynamics

In a second phase, a small perturbation Δα
α = 0.001 was introduced for simulating a

multi-stage data acquisition setting. The optimally discriminant subspace is computed
for the first trial (Figure 2a, rightmost marker corresponding to a distance between at-
tractors = 3.08) and held fixed. Thus, the classification error smoothly increases on the
next trials, such that, critically, there are no statistical differences in the classification
error from a block to the next (two-tailed t-tests, p > 0.209). In other words, the change
is so subtle that the deterministic drift is masked by the random initial conditions, con-
sequently no significant change in distribution moments cannot be statistically detected.

From the perspective of classification algorithms, updating the estimated class-
boundaries is only compelling when the classification error increases significantly with
respect to the first trial. In this simulation, this variation occurs at trial number 6 (p =
0.012; Figure 2a); but it is not reflected in an increase of the error on trial number 6
with respect to the previous one (p = 0.291). In summary trial-to-trial classification
error comparisons fail to identify such critical event.

Trajectory classification statistics, in contrast, enable to detect such critical change
on a trial-by-trial basis. As expected by the Conjecture stated above, when attractors
approach each other, at least an entire trajectory changes its basin of attraction. As
a result, the fraction of misclassified trajectories abruptly increases at trial number 6
with respect to the previous trial and reaches significance (p = 0.050); identifying the
effective lost of generalization capability of the classifier. Importantly the classification
error is unable to detect such change on a trial-by-trial basis.

The reason of this result is intuitively straightforward: Consider an autonomous dy-
namical system

ẋ(t) = ∇(x(t), α), (5)

where x is a d-dimensional phase space and ∇ is a nonlinear differential operator pa-
rameterized by d× p coefficients (α), such that the system has at least two attractors of
any kind. This equation, equipped with i.i.d initial random conditions, defines a natural
mapping into a classification problem and generates our observable dataset D of size
n× l patterns (n discrete trajectories of length l).

Let us consider an identical dataset D̃ ≡ D but in which all patterns have been i.i.d
drawn form the static joint probability distribution. In this context, c(x(t)) is a classifier
such that the true error e(α) given that the pattern x belongs to class Ci is
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Fig. 2. Temporal drift in a non-autonomous Duffing oscillator and analysis in real data. A regular-
ized kernel-fisher discriminant (KFD) with a polynomial kernel of 3rd order was used (parameters
were optimized by 40-fold cross-validation in a separate dataset). KFD was computed for the first
trial and then the discriminant solution was applied to subsequent trials. a) Errors for subtle drifts
on the perturbation parameter. b) Data shuffled within each trajectory. c) Tropospheric ozone
hourly concentrations [11]. * p < 0.05.
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e(α) = P (c(x) = Ci, α). (6)

It is assumed that the classified is optimized such that this error is minimum. Equiv-
alently, the trajectory classification error is simply defined as

eT (α) = P (c(T (t)) = Ci, α), (7)

∀t > M for any arbitrarily largeM . The trajectory class c(T (t)) is defined as c(T (t)) ≡
c(x(t = 0), ..., c(x(t)) and c(T (t)) = Ci means that c(x(t) = Ci∀t > M , where the
correct class of x(t) is Ci = c(x(t)). In other words, a trajectory is well-classified when
all its last vectors are correctly classified, see for instance [3,1].

Then, an arbitrarily small perturbation in at least one of the model parameters α will
have a different effect depending on the underlying source of the observed dataset. If D
was generated by a dynamical system, at least one trajectory of length l will potentially
converge to a different attractor because their last l̃ vectors will be misclassified. In this
scenario, the increase in the empirical trajectory classification error (�eT , aka trajec-
tory incoherence index, [1]) is, trivially, larger than the increase in the raw classification
error (≡ �e), i.e.,

�eT ≡ eT (α+�α) ≥ 1

n
=

l

n · l ≥
l̃

n · l ≡ �e; (8)

i.e., �eT ≥ �e, the increase in the classification error. This is precisely the scenario
shown in Figure 2b.

However, this is only the case if the system is driven by deterministic dynamics.
In Figure 2b vectors x(t) within each trajectories have been shuffled while class-
associations are maintained. Thus, �e is not altered, but the temporal flow within tra-
jectories is corrupted. In this setting, the bound in Equation 8 cannot be established
in general, because there is no guarantee that trajectories get attracted to the opposite
sink; thus, it is expected that �eT will not significantly increase. This is precisely the
scenario shown in Figure 2b, indicating that there is no a multi-stable deterministic
dynamics underlying data generation.

To conclude, we used this approach for analysing the non-stationary behavior in
a well-known periodic time series, where limit cycles gently drift their position over
time. The dataset consists of hourly concentrations of tropospheric ozone and other
atmospheric variables. Ozone time series are strongly periodic on a daily basis, but
they are subtly modulated by a seasonal trend [11,2] (for details on data collection etc.
see [11]). Ozone concentrations were classified into three categories; and a regularized
kernel discriminant was used to map atmospheric variables to these three classes (like
in the dynamical systems model, regularization penalty and 3rd-order polynomial order
of the kernel discriminant were optimized by cross validation on a separate dataset).

The discriminant solution was then computed for the first week of data and applied
to the following weeks (Figure 2c). Classification error and trajectory divergence in-
crease following a similar pattern, but the fraction of misclassified trajectories increases
abruptly in the last week (6) precisely when the classification error exceeds the confi-
dence level with respect to trial 1, like in the Duffing model. This suggests that the
observed seasonal variability is driven by a deterministic trend, as would be expected
from previous studies (for instance [11]).
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4 Discussion and Conclusions

In this work, we aimed to identify when a data set, observed at different times (for
instance, on a series of experimental trials), undergone deterministic changes in its pa-
rameters’ dynamics. In short, the trajectory classification error is a trivial to compute
statistics, sensitive to smooth non-stationary variations of deterministic nature in multi-
attracting systems; and particularly advantageous when statistical moments do not sig-
nificantly vary from trial to trial (Figures 2a, 2c). Classical tests of non-stationarity
based in fourier analysis and more recently in in wavelets [7,15,16] require a larger
sample than the simple statistic developed here, limiting their scope.

Moreover , if data was i.i.d generated by time-varying distributions -as it is typically
the assumption in data analyses- both trajectory and pattern classification behave simi-
larly (Figure 2b). This indicates that deterministic data generators are not the sources of
observed patters. The analyses performed in time series of hourly ozone concentrations
are consistent with the results obtained in the dynamical system model and in previous
studies (Figure 2c).

To discern latent deterministic components is essential in a number of data analy-
ses settings. For instance, the nature of trial-to-trial variability source often observed in
neurophysiological recording modalities has been debated in many works (for instance
[14]). Recently, it has been proposed that trial-to trial variability in neural recordings
is not mainly due stochastic internal fluctuations in brain activity as traditionally as-
sumed; but the result of deterministic processes involving challenging computations for
sensory systems [4]. The identification of the origin of trial-to-trial variability in neural
recordings has been addressed in detail in our recent study ([1]).

To conclude, this work has implications for adaptive learning. A practical interest
in contemporary machine learning for non-stationary environments is to quickly detect
when a classifier needs to be updated in conditions where the memory buffer of the
model is limited [18,6]. In such settings, provided the time scales of the problem are
approximately known, trajectory classification error would be more sensitive to drifts of
deterministic nature than other classification statistics. Thus, this approach is potentially
useful in streaming data mining analyses.
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Abstract. Time series analysis is a fundamental subject that has been addressed 
widely in different fields. It has been exploited and used in different scientific 
fields for example, natural, biomedical, economic and industrial data as well as 
financial time series. In this paper, we consider the application of a novel neural 
network architecture inspired by the immune algorithm and the recurrent links 
for the prediction of Lorenz and earthquake time series by exploiting the 
inherent temporal capabilities of the recurrent neural model. The performance 
of this network is benchmarked against “traditional”, rate-encoded, neural 
networks; a Multi-Layer Perceptron network, a Jordan and an Elman neural 
network as well as the self organized neural network inspired by the immune 
algorithm. The results indicate that the inherent temporal characteristics of the 
recurrent links network make it extremely well suited to the processing of time 
series based data. 

Keywords: Recurrent neural network, self organised neural network, and 
physical time series prediction. 

1 Introduction 

A time series is a collection of observations of a particular problem measured during a 
period of time. In theory, it is known as a sequence of variables ordered in time. 
Mathematically, for any given system, a time series can be referred to as x(t) or {x(t),t ∈T}, and it contains two variables; the first one is the time variables (t) while the 
second one is the observation variables x(t), where x can be a value that varies 
continuously with t, such as the temperature, solar and earthquake time series, etc.  

In reality, there are many motivations for conducting time series analysis and 
modelling. It has recently gained much attention from scientists and researchers, whose 
interest has led to different types of time series for different applications and for 
different fields. In industrial applications, time series can be used to monitor industrial 
processes [1-2]. Time series analysis also has important applications in economics. The 
main motivation of analysing financial time series is to gain the ability to identify and 
understand the internal structure that creates the data in time series. In other words, as 
Herrera [3] asserted, it attempts to explore the underlying properties of sequences of 
observations taken from a system under examination. In addition, it helps find the 
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optimal model to fit the time series data and apply this model to predict the future 
observations of data based on past data series [4]. For example, financial market 
prediction is performed by the computations of the next value of trade sales each 
month [5].  

Two main features characterise time series data: the stationary and non-stationary 
concepts. It is very important to identify these two concepts before starting the process 
of time series analysis. This will help to find the best mathematical model to deal with 
this type of data. The simplest way to observe stationary and non-stationary data is the 
plotting of the observations. The concept of stationary in time series means that the 
probability distribution between data does not change when shifted in time. Hence, the 
statistical properties (e.g. mean, variance and autocorrelation) of the data are stable 
with respect to time, such as climate oscillations [6].  

In mathematics, stationary can be defined as follows, when the distribution of (xt1 , . 
. . , xtn) is the same as the distribution of (xt1+k , . . . , xtn+k) where t1, . . . , tn is refers to 
time step, and k is an integer [7]. The behaviour of any intervals in this series is similar 
to one another, even if the segments have been taken from the beginnings of the time 
series or the ends. Therefore, this type of time series is very easy to model.  

Non-stationary characterises another type of time series. It means that parameters of 
the information (e.g. mean and variance) of the data always change over time. 
Therefore, behaviours of the signals are changing from one interval to the next. Most 
real-world time series are non-stationary, such as physical series data or biomedical 
signals. Non-stationary time series are difficult to deal with. However, some models 
require the application of a pre-processed method in order to smooth out the noise and 
reduce the trend of the non-stationary data. Therefore, they can be transferred from 
non-stationary to stationary.  

There are a number of studies which have investigated the ability to use different 
techniques to improve the generalisation ability of feed-forward neural networks and 
to automatically select the best number of hidden units and their weights. One of these 
techniques was proposed by Widyanto et al. [8]. They designed a self-organised 
hidden layer inspired by immune algorithm (SONIA). SONIA contains an immune 
algorithm in the self-organised hidden layer. The main aim of this network is to 
improve the recognition and the generalisation propriety of the MLP neural network. 
SONIA was used to predict temperature-based food quality; it showed 18% 
improvement in correct recognition in comparison to the MLP network [8]. However, 
SONIA is a feed-forward neural network, which means that it can solve static 
problems but cannot remember past behaviours. Therefore, in this paper neural 
network architecture is presented which is called recurrent Self-organized Multilayer 
neural network inspired by Immune Algorithm (DSMIA). The proposed network 
combines the properties of the self organized map inspired by the immune algorithm 
and the recurrent networks. In this paper, the proposed network will be used for 
physical time series prediction, which includes the Lorenz attractor and the 
earthquake time series. The aim is to improve the generalization capability of the 
neural network for time series forecasting by using recurrent links structure.  

The remainder of this paper is organized as follows. Section 2 describes Self-
organized Multilayer network inspired by the Immune Algorithm (SONIA). In  
section 3, the proposed Dynamic Self-organized Multilayer neural network which is 
inspired by Immune Algorithm is presented while section 4 describes the data that has 
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been used and the simulation results in this paper. Finally, the conclusions of this 
paper and future directions are discussed in Section 5. 

2 Self-organised Multilayer Network Inspired  
by Immune Algorithm (SONIA) 

A Self-Organised Network inspired by the Immune algorithm (SONIA) [8] is a single 
hidden layer neural network, which uses a self-organization hidden layer inspired by 
the immune and back-propagation algorithms for the training of the output layer. The 
immune algorithm is simulated as the nature immune system, which is based on the 
relationship between its components, which involve antigens and cells (Recognition 
Ball). Thus, the immune system can allow its components to change and learn 
patterns by changing the strength of connections between individual components. The 
inspiration of the immune system in the self-organized neural network will provide 
hidden unit creation in backpropagation neural networks (BP-NN). The SONIA 
network was proposed to improve the generalization and recognition capability of the 
back-propagation neural network [8].  

The input units are called antigens and hidden units are called recognition balls 
(RB). RBs in the immune system are used to create hidden units. The relation between 
the antigen and the RB is based on the definition of local pattern relationships between 
input vectors and hidden nodes. These relationships help SONIA to easily recognize 
and define the input data’s local characteristics, which increases the networks ability to 
recognize patterns. The mutation process, which is biologically, a B cell, can be 
created and mutated to produce a diverse set of antibodies in order to remove and fight 
viruses that attack the body. In SONIA, the mutated hidden nodes are designed to deal 
with unknown data, which is the test data, to develop the generalization ability of the 
network.  

3 Dynamic Self-organised Multilayer Network Inspired  
by the Immune Algorithm (DSMIA) 

The Dynamic Self-organised Multilayer network Inspired by the Immune Algorithm 
(DSMIA) is proposed to capture some of the complex patterns found in the natural 
time series [14]. The structure of the DSMIA network is shown in Fig. 1. The DSMIA 
network has three layers: the input, the self-organising hidden layers, and the output 
layer with feedback connections from the output layer to the input layer. The input 
layer holds copies of the current inputs as well as the previous output produced by the 
network. This provides the network with memory. As such, the previous behaviour of 
the network is used as an input affecting current behaviour. Similar to the Jordan 
recurrent network [9], the output of the network is fed back to the input through the 
context units.  

Suppose that N is the number of external inputs x(n) to the network, and yk(n-1) is 
the output of the network from the previous time step (n-1) and let O represents the 
number of outputs. In the proposed DSMIA, the overall input to the network will be 
the component of x(n) and yk(n-1) and the number of inputs to the network is N+O 
defined as U where 
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Where fht,fot  are nonlinear activation functions, N is the number of external inputs, 
O is the number of output units. wojk is the weight corresponds to the external input 
while wzhjk is the weight corresponding to the previous output, and n is the current time 
step, while α, β are selected parameters with 0< α and  0< β. 

The first layer of the DSMIA is a self-organised hidden layer trained similar to the 
recursive self-organized map RecSOM [15]. In this case, the training rule for updating 
the weights is based on the same technique for updating the weights of the self-
organized network inspired by the immune algorithm (SONIA) network [8]. The 
change in this network is that the weights of the context nodes wzhjk are also updated in 
the same way as the weights of the external inputs whj. This is done by first finding D, 
which is the distance between the input units and the centroid of the jth hidden units: 
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From )(nDhj , the position of the closest match will be determined as : 

 ))(()( nDargminnc hj=  (8) 

If the shortest distance cD  is less than the stimulation level value, s1 ∈ (0, 1), then 

the weight from the external input vector and the context vector are updated as 
follows: 

 )()()1( nDnWnW chjihji γ+=+      (9) 

 )()()1( nDnWznWz chjkhji γ+=+   (10) 

Where Wzhji is the weight of the previous output and Whji is the weight for the 

external inputs, and ɣ is the learning rate which is updated during the epochs. 
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Fig. 1. The structure of the proposed DSMIA network 

4 Time Series Prediction Using the Dynamic Self-organised 
Multilayer Network Inspired by the Immune Algorithm 

4.1 Time Series Used in the Experiments 

Two time series have been used for our experiments, namely the Lorenz attractor and 
the earthquake time series.  

The Lorenz attractor is a set of three deterministic equations introduced by Lorenz 
[16], a meteorologist working on weather models, when he was studying the non-
repeatability of the weather patterns. The equations approximate the two-dimensional 
flow of a fluid heated along the bottom. The Lorenz attractor can be obtained by 
simultaneously solving the following equations:  
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The earthquake signal is one of the most difficult types of signals that are very 
difficult to predict. The correlogram of the earthquake time series indicates that the 
autocorrelation coefficient drops to zero for large values of the lag. As a result, we 
can conclude that the time-series is a non-stationary signal.  

4.2 Experimental Designs 

The performance of the proposed network was benchmarked with the performance of 
the multilayer perceptrons (MLP), the Self organized self organized inspired by the 
Immune algorithm (SONIA), the Jordan [12] and the Elman [13] neural networks.  
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Table 1. Performance Metrics and their Calculations 
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The prediction performance of our networks was evaluated using the normalised 

mean square of the error (NMSE) and the signal to noise ratio (SNR) matrices as 
shown in Table 1. The NMSE is an estimator of the overall deviations between target 
and predicted values. The lower NMSE values show that the prediction signals closely 
follow the trend of the actual target. The SNR is a measurement used to compare the 
amount of information on a desired signal to the amount of background noise. The 
highest ratio of SNR means the signal levels are higher than the noise level. 

All the input variables were scaled in order to avoid computational problems and to 
meet algorithm requirements. A few reasons for using data scaling is to reduce range 
difference in the data and to process outliers, which consist of sample values that 
occur outside the normal (expected) range. Furthermore, the data are scaled to 
accommodate the limits of the network’s transfer function. Manipulation of the data 
using this process produces a new bounded dataset. The calculation for the standard 
minimum and maximum normalization method is as follows: 
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−×−=  (12) 

where 'x  refers to the normalized value, x refers to the observation value (original 
value), min1 and max1 are the respective minimum and maximum values of all 
observations, and  min2 and max2  refer to the desired minimum and maximum of the 
new scaled series. The input-output variables were normalized between the interval 
[0.2, 0.8]. The choice of this interval is to avoid difficulty in getting network outputs 
too close to the two endpoints of sigmoid transfer function.  

The data sets used in this work were segregated in time order. In other words 
earlier period of data are used for training, and the data of the later period are used for 
testing. The main purpose of sorting them into this order is to discover the underlying 
structure or trend  of the mechanism generating the data, that is to understand the 
relationship exist between the past, present and future data.  

4.3 Simulation Results 

The simulation results for the prediction of the Lorenz attractor and the sunspot time 
series using the proposed DSMIA will be presented.  
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Two sets of experiments were performed, in the first set of experiments the 
physical signals are passed directly to the network as nonstationary data while in the 
second set of experiments the signals are transformed into stationary signals using the 
following equation:  
 ( ) ( )

( ) 1
1

−
−

=
tS

tS
tR  (12)

where S(t) is the input signal and R(t) is the one step relative increase value at  
time t. This transformation has been shown to achieve better results [17].  The one 
step relative increase value is used since R(t) has a relative constant range of values, 
while the original data S(t) vary so much which make it very difficult to use a valid 
model for a long period of time [18]. Another advantage of using this transformation 
is that the distribution of the transformed data will become more symmetrical and will 
follow more closely to a normal distribution.  

The amount of input units must be selected carefully. Therefore, neural network 
inputs for this type of data are represented as lagged values and the output values are 
corresponding to the future value. The input layer will hold the time series data points 
of N days, and the output layer will produce the prediction values for next days “(N + 
l)th” day. Using too many past periods as input will lead to much difficulty in training 
the Artificial Neural Network (ANN), whereas too few periods may not be enough to 
train the ANN. In this research work, the number of inputs is set to five, as 
recommended by a number of studies [4, 10].  

Table 2. Five steps ahead prediction for the Lorenz attractor and the earthquake using non-
stationary signals 

Networks Lorenz 
attractor 
NMSE 

Lorenz 
attractor 

SNR 

Earthquake 
signal 
NMSE 

Earthquake 
Signal 
SNR 

MLP 0.4349 21.4001 0.9757 21.8492 
Elman 0.9027 18.6730 2.1076 19.8572 
Jordan 0.4040 21.7200 5.1569 19.1289 
SONIA 0.504945 17.68 1.168576 21.070 
DSMIA 0.4889 20.9099 1.0692 21.4520 

 
In terms of selecting the number and size of the hidden layers in the ANN and other 

neural parameters such as learning rate and momentum, it has been recommended that 
trial and error is needed to determine the optimal structure of the neural network. The 
best way to evaluate the performance of the ANN learning is to split the raw data not 
only into training and test sets, but also a separate validation set. Therefore, the time 
series was divided into three parts, the first 50% of the data are used for the training 
set; the second 25% for the validation set, used to estimate the neural network 
parameters, and the third 25% is selected for testing the performance of the network. 
The testing period is kept for final performance evaluation and comparison. This has 
been done in order to evaluate the accuracy of the model for understanding the past, 
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present and future data sets. The initial weights are selected between [-0.5, 0.5]. The 
momentum term and the learning rate parameters are selected experimentally. The best 
values for these parameters are based on the training data set.  

Table 3. Five steps ahead prediction for the Lorenz attractor and the earthquake using the 
stationary signals  

Networks Lorenz 
attractor 
NMSE 

Lorenz 
attractor 

SNR 

Earthquake 
signal 
NMSE 

Earthquake 
Signal 
SNR 

MLP 1.00863 32.29 1.00853 37.36 
Elman 1.3022 31.2338 1.131196 36.87 
Jordan 4.4221999 28.44 1.0319327 37.263 
SONIA 1.008816 32.30 1.276895 36.36 
DSMIA 0.999675 32.34 1.0080 37.3633 

 
Table 2 shows the average results of 30 simulations obtained on unseen data from 

the neural networks when the physical signals are passed directly to the network 
without any transformation and Table 3 displays the average results of 30 simulations 
obtained on unseen data from the neural networks when the data are transformed into 
stationary as in equation 11. 

Table 4. Number of hidden nodes in the DSMIA and the SONIA networks for five step ahead 
stationary signals using the best simulation results 

 Nonstationary prediction Stationary prediction 

 SONIA DSMIA SONIA DSMIA 

Lorenz  6 5 4 2 

Earthquake 17 4 8 7 

 
As it can be shown from Tables 2 and 3, the transformation of the signals from 

nonstationary to stationary has significantly improved the results for all the neural 
network architectures. For the nonstationay prediction, the proposed DSMIA showed 
better results than the SONIA network for both the Lorenz and the earthquake signals 
using the NMSE and the SNR measures. This is clearly indicating that the recurrent 
links has provided the network with memory and hence better prediction. For the 
stationary prediction, the proposed network shows slightly improved results than all 
the benchmarked networks.  

To further analysis the significant of the results, we have conducted a paired t-test 
[11] on the best simulation results to determine if there is any significant difference 
among the proposed DSMIA and the other neural network architectures based on the 
absolute value of the error. The calculated t-value showed that the proposed technique 
outperforms the other ANNs with α = 5% significance level for a one tailed test.  

Table 4 shows the number of hidden nodes utilized for the prediction of the 
Lorenz attractor and the earthquake signals on the best out of sample simulation 
results between the proposed and the SONIA networks. The results indicated that the 
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proposed network required less number of hidden units. In addition, these results 
indicated that when the data are transformed in stationary less number of hidden units 
were required for both the DSMIA and the SONIA network. 

5 Conclusion 

In this paper a novel neural network architecture based on a self organied network 
inspired by immune algorithm is proposed for the prediction of physical time series. 
Two physical time series were utilised in these experiments, the Lorenz attractor and 
the earthquake signals. The signals were transformed into stationary signal and the 
results for 5 step ahead prediction were shown. The simulation results indicated that 
using recurrent links can slightly improve the results due to the temporal aspect of the 
time series.  

One of the major limitations of the proposed network is computational performance. 
Hence, another direction of research must be taken which investigates the best choice 
of network architecture and this includes the number of hidden units and the use of 
higher order terms in the input units. The utilising of high order terms in the neural 
network can provide reduced computational time and reduced number of input units in 
the ANN. This may improve the performance of the proposed network. In addition, 
improving the efficiency of the prediction methods and procedures can be done by 
combining the Elman and Jordan architectures in the proposed network. This 
combination can enhance the network performance. Future direction will include the 
use of fuzzy logic in the structure of the proposed dynamic self-organised neural 
network to improve the classifier performance. Another problem that has been 
encountered is the selection of the best values for the learning rate and momentum 
parameters that are used in the neural networks. This is a challenging problem as there 
is a need to carefully test many variables manually using trial and error method. One 
direction for future improvement to overcome this problem is to use some type of 
genetic algorithm to automatically identify suitable neural network parameters. 
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Abstract. There are several new emerging environments, generating
data spatially spread and interrelated. These applications reinforce the
importance of the development of analytical systems capable to sense
the environment and receive data from different locations. In this study
we explore collaborative methodologies in a real-world problem: wind
power prediction. Wind power is considered one of the most rapidly
growing sources of electricity generation all over the world. The prob-
lem consists of monitoring a network of wind farms that collaborate
by sharing information in a very short-term forecasting problem. We
use an auto-regressive integrated moving average (ARIMA) model. The
Symbolic Aggregate Approximation (SAX) is used in the selection of
the set of neighbours. We propose two collaborative methods. The first
one, based on a centralized management, exchange data-points between
nodes. In the second approach, correlated wind farms share their own
ARIMA models. In the experimental work we use 1 year data from 16
wind farms. The goal is to predict the energy produced at each farm ev-
ery hour in the next 6 hours. We compare the proposed methods against
ARIMA models trained with data of each one of the farms and with
the persistence model at each farm. We observe a small but consistent
reduction of the root mean square error (RMSE) of the predictions.

Keywords: Wind Power, Time Series Analysis, Collaborative Forecast,
Correlation, Arima.

1 Introduction

Emerging environments generate data spatially spread and interrelated. These
applications reinforce the importance of the development of analysis systems ca-
pable to sense the environment and receive data from different locations [1]. The
capability to integrate the overall set of information available can be meaningful
and can be used in the development of proper adaptive data analysis algorithms.

Wind power is considered one of the most rapidly growing sources of electricity
generation all over the world [2]. The main problems remain on the modelling
of the wind turbine output [3] and on the development of accurate wind power
forecast methodologies, capable to deal with the uncertain and variability of this
resource. The suitability of a forecasting model is determined by the forecasting
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horizon which is the time ahead for which the forecast is made [4], being mainly
separated into very short-term (30min-6hrs), short term (up to 72hrs ahead)
and long term forecasting (several days ahead) [2,5]. Statistical methods are
commonly used for short-term wind forecast, taking as input the past values
from the forecast variable. The most popular models are auto-regressive moving
average (ARMA) models and their variants, e.g., Auto-Regressive Integrated
Moving Average (ARIMA), seasonal- and fractional-ARIMA and ARIMA with
exogenous input (ARMAX or ARX). The development of prediction tools is not
a new subject, and there is a considerable number of important contributions
on this topic [6,7].

Motif discovery commonly used to reveal trends, relationships, and anomalies
can provide some guidance on the analysis of correlations between wind farms.
This subject was studied by Kamath and Fan (2012) [8] using the Symbolic
Aggregation Algorithm (SAX) [9]. In this work, it was discussed the role of
motifs in scheduling operations.

The evolution of weather fronts over an extended area generates dependencies
between power generations at different locations that can be useful to improve
forecast methodologies. It was demonstrated that the combination of Numeri-
cal Weather Predictions (NWP) from different stations leads to the error de-
crease [10]. Berdugo et al. [11] described a collaborative short term forecasting
methodology for photovoltaic problem. The results indicate the improvement of
the forecast error when collaboration among sites is employed, comparatively to
standard reference methods. A similar methodology for short-term wind speed
prediction using both temporal and spatial characteristics also demonstrated
the relevance of the spatio-temporal prediction tasks [12]. The forecasting task
for geo-referenced time series also demonstrates the effectiveness of spatial and
temporal ARIMA modelling with respect to univariate time series [13].

Although ARIMA is broadly used in time series analysis, there are few few
studies considering the spatially correlation among data from different locations.
This paper proposes a collaborative approach where wind-farms share data. We
start by identifying correlations, trends, and patterns between farms, and ex-
ploit these correlations for optimizing predictions. The main contribution is the
development of a collaborative wind power forecast approach, considering the
interrelation among neighbour farms. The preliminary selection of potentially
correlated farms consisted on the search for motifs using the SAX.

The organization of the paper is as follows. In Section 2 the collaborative
forecast methodology is described. Experimental validation on real wind power
dataset is presented in Section 3. The final section concludes the paper, including
foreseen future work.

2 Collaborative Forecast for Network Data

A collaborative prediction approach applied to wind power forecast is proposed.
However, this approach is no dependent on this particular application and can
be seen as a general approach to other real world domains that have similar fore-
casting problems with the same type of network data. The application to sensor
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network problems lead us to consider the computational power a problem, even
being aware that for this specific application be a less important requirement.

The goal consists of monitor a network of N synchronized sites (wind farms),
numbered i=1,2,...,N. Each site has a set (NGi) of correlated neighbour sites
that collaborate to optimally fit the wind power forecast, at a 6-hours ahead
horizon. The expected output is to minimize the forecast error of a site i, sharing
relevant information but using minimum communication costs.

2.1 Finding Motifs

The preliminary selection of the potentially correlated neighbours to include in
collaborative wind power model was performed searching for recurring motifs
in historical data. A subsequence that repeats at least once is a motif. For the
evaluation of the relationship between two subsequences, a distance measure
must be used, as well as a match threshold. It is important to consider that a
re-occurrence of the subsequence needs not to be exact for it to be considered
as a motif. To map into a lower dimensional space, the SAX algorithm proposed
by Lin et al. [14] was adopted.

The relation of patterns for different wind farms with different installed
capabilities is a difficult task. So, before to apply SAX, data was scaled to
maximum installed capacity, assuring the minimization of the distance between
subsequences. This task is essential for the definition of the similarity threshold
value.

2.2 Computation from Correlation Matrices

The computation of spatial and temporal correlation plays an important role in
distributed environments [15], being possible to determine the strength of the in-
fluence of the distributed data. Along this work, different types of networks (and
thus correlation measures) describing interactions between nodes are considered.
The Pearson correlation is used in centralized management, while distributed ap-
proaches use the dot-product analysis.

Pearson correlation measures the linear correlation (dependence) between two
variables x and y, giving a value between +1 and −1 inclusive, where 1 is total
positive correlation, 0 is no correlation, and −1 is total negative correlation.

The dot product is also considered as a correlation metric, allowing to measure
how closely two feature vectors are related. It is defined as the cosine of the angle
of a paired data represented as vectors, x.y = |x| |y| cos(θ). For each single site,
we compute the inner product between consecutive subsequences of fixed length
(6-hours in this case). Both methods require the determination of a minimum
threshold for the correlation coefficient.

2.3 Persistence

The persistence is a common used baseline prediction model. It considers that
the wind power in the next time step is the same as occurred in the present time.
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A known generalization was used, considering the prevision at time instant t for
a look-ahead time t+k (p̂t+k|t) the average value of the last n observations (n = 6
hours in this case), being defined as follows:

p̂t+k|t =
1

n

n−1∑
i=0

pt−i

2.4 ARIMA Modelling

The ARIMA modelling approach was introduced by Box and Jenkins (1976) [16]
to analyse stationary univariate time series, taking as input the past values from
the forecast variable. Along this work all models were implementation in R using
the forecast package.

Three models were implemented, a ARIMA reference model (RefARIMA)
comprised the train for the historical observations of each one of the farms, using
the auto.arima function, and two collaborative models. The collaborative models
were denominated CentARIMA and DistARIMA. CentARIMA is a model based
on centralized management that employs exchange of the values of time series
between nodes. The another one, DistARIMA, takes into account the limited
computational power associated to the sensor network topologies. In this case,
the correlated wind farms share their own ARIMA models.

Centralized Approach. The first idea to solve the forecast problem consisted
on the combination of correlated subsequences from the network data. The Pear-
son correlation is used to search for correlated sequences, considering the NG set.
A threshold thd is defined to considerate a correlation (thd > 0.7). Wind power
production at a given site i is a weighted linear combination of past production
values at a set of neighbour sites. The auto.arima model is performed for the
weighted time series (wi) at each site. From the analysis of the correlation value,
it is clear that a high correlation value could arise from data at different am-
plitude scales. The prediction values need to be adjusted to the correct baseline
level. The adjustment consists in the removal of the difference observed between
the past 6-values (mean value) and the first prediction value. This algorithm is
described in Alg. 1.

Distributed Approach. For each wind farm, the past 2 subsequences of length
k are used to compute the dot product. If the dot value is higher that the
established threshold (thd > 0.97), the predicted values are computed normally,
using the auto.arima function. Otherwise, being the dot product value lower than
the acceptable, the correlated set of wind farms share their own ARIMA models.
The final prediction is the weighted sum at each hour of the predicted values
obtained for the N considered models. This methodology intends to avoid higher
prediction errors that may occur when the actual situation is not correlated
with the past, using information from the other farms that experienced similar
conditions previously. This procedure is described in Alg. 2.
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Algorithm 1. CentARIMA: Centralized ARIMA.

input : Si: Stream of wind power values for farm i
NGi: Set of correlated neighbour sites
k: Length of sequences used in correlation
j: Identification of past values
n: Number of observations used to ARIMA train
thd: Correlation threshold

output: 6-hours ahead wind power forecast
begin

foreach farm i do
foreach t ∈ Si do

si ← Set of sequences (< xi(t− k − j), ..., xi(t− j) >) from NGi

Compute Pearson correlation A for the sequences in si
if correlation > thd then

Ai,j ← 1
countc ← countc +1

else
Ai,j ← 0

wi(t) ← 1
countc

∑
j∈si

xi(t− j).Ai,j

if t >n then
Fit auto.arima for < wi(t− n), ..., wi(t) >
x̂i(t+ 1), ..., x̂i(t+ 6) ← predicted data
x̂′
i(t+ 1), ..., x̂′

i(t+ 6) ← adjust predictions to amplitude scale

3 Experimental Setup

3.1 Data

For the experiments, we took data from 16 wind farms, distributed at different
geographical sites. Data from one year of power production at a hourly-step are
available. The set of neighbour farms was chosen based on the number of pairs
and motifs occurrence at different lengths, using the SAX representation. The
maximum time horizon was set up to 720 hrs (30 days).

3.2 Error Measure

The accuracy of the models is measured by the root mean squared error (RMSE),
expressed as a percentage between x̂t (the forecast at time t) and xt (the observed
value). The analysis was performed in a hour-ahead step until to 6-hours (eq.
below).

RMSE =

√√√√1

6

6∑
t=1

(x̂t − xt)
2
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Algorithm 2. DistARIMA: Distributed ARIMA.

input : Si: Stream of wind power values for farm i
k: Length of correlated sequences
n: Number of observations used to ARIMA train
NGi: Set of correlated neighbour sites
N : Length of NG set
thd: Correlation threshold

output: 6-hours ahead wind power forecast
begin

foreach farm i do
foreach t ∈ Si do

Collect last 2 consecutive sensed data sequences of length k:
(x1, ..., xk and y1, ..., yk)
Compute DOT=< x1, ..., xk >.< y1, ..., yk >
if DOT > thd then

Run auto.arima function for the last n observations
(x̂t+1, ..., x̂t+6)← predicted data

else
Receive ARIMA model parameters from the NGi set
Fit N ARIMA models for the last n observations
( 1
N

∑
i∈NGi

x̂i(t+ 1), ..., 1
N

∑
i∈NGi

x̂i(t+ 6))← predicted data

3.3 Evaluation of the Predicted Methods

The evaluation was performed for the entire dataset (1 year) in a hourly-step,
being the first n observations required to initialize the models.

Centralized Model. The data analysis consisted on the training of an ARIMA
model with 100 observations. The evaluation results are presented in Figure 1,
using the RefARIMA with the same number of observations, as comparison. For
all the farms, we observe lower prediction errors associated to the CentARIMA.
The average decrease value is 0.56%. Using the Wilcoxon test, and considering
a p-value< 0.01, the differences between models are significant for all the farms
excluding the WF15 with p = 0.37.

We consider that the exchange of 100 observations for a large network is a
number not acceptable in sensor networks. Several experiments for different data
length were performed. Figure 2 shows that the historical data length is prepon-
derant on the ARIMA model error. Large historical data length are associated
to lower errors but implies more computation cycles and memory usage. The
collaborative model, CentARIMA is more stable compared to the traditional
univariate model RefARIMA. In this case, the number of historical observations
has no prominent influence on the error value, up to less than 100 observations.
On the other hand, the historical data length has a preponderant effect on the
accuracy of RefARIMA that increases for the models using fewer historical data.
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Fig. 1. RMSE values (8600 experiments) from RefARIMA (black bars) and Cen-
tARIMA (grey bars), trained with 100 observations for a horizon of 6-hours

It is possible to conclude that the collaborative model presents competitive ad-
vantages, if the historical data length is a requirement, without compromising
the error value and avoiding computation cycles and memory usage.

Distributed Model. Some textbooks provide rules to minimum sample sizes
for various time series models. In the case of ARIMA, 30 observations is often
refereed as the minimum acceptable number. So, the DistARIMA model was im-
plemented using 30 observations, being the results compared to the RefARIMA.

Fig. 2. RMSE error for different historical data length used on the ARIMA model
train, at black the RefARIMA and at grey the CentARIMA simulations
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Fig. 3. a) RMSE values when dot < 0.97 for the RefARIMA (black) and DistARIMA
(grey) models, being visible the lower error distribution for the DistARIMA. b) RMSE
difference, being visible the improvement of the DistModel for higher RMSE values.

Results are presented in Figure 3, at the left panel is represented the RMSE
error distribution for both models, and at the right the observed differences are
plotted. It was observed an average decrease of 3.24% for the DistARIMA, con-
sidering the zones where dot product <0.97 (the predefined threshold). It is also
visible at the right panel that the error associated to the DistARIMA decreases
for zones where the absolute error is higher, such as expected. The Wilcoxon
test was applied and results indicate significant differences between the models
for all of the farms.

Comparison of the Models. The comparison included persistence and ARIMA
models trained with 100 points. Firstly, the RMSE is compared at each hour
ahead. The performance of three of the farms is presented in Figure 4. The
relevance of the collaborative approaches is exposed, with lower error values
comparatively to the persistence that only outperforms (average for all farms)

Fig. 4. Hour-ahead forecast for the persistence (black), RefARIMA (grey), Cen-
tARIMA (blue), DistARIMA (red) models for the WF1, WF7 and WF16
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Fig. 5. Hour-ahead error measure for the persistence (black), CentARIMA (blue), Dis-
tARIMA (red) models for 1h, 3h and 6h

one of the collaborative models (DistARIMA) for forecast horizons between 4−6
hours. Comparing the ARIMA models with persistence, the improvement of Dis-
tARIMA is not so good comparatively to CentARIMA (average improvement of
0.38% vs. 2.46%, respectively).

We also present the analysis of the error distribution. Figure 5 points-out
that no bias is present, considering all the models. For the persistence model
in 1 − hour horizon is visible a wider dispersion comparatively to the ARIMA
models. However, the difference is attenuated for 6 − hour horizon. Although,
these numbers may seem relatively small, they have an interesting impact on
the production costs.

4 Conclusions and Future Work

This paper discusses the advantages of a collaborative approach in short term
wind power forecast. Two scenarios were tested, a centralized approach sharing
time series between nodes and a distributed version that exchanges only the
model parameters between nodes. It was observed RMSE decrease by 2.46%
for the centralized and 0.38% for the distributed approach comparatively to the
persistence values. These values result from 8600 experiments. In overall, a small
but consistent RMSE reduction of the predictions was observed.

The work reported in this paper opens several directions of future research.
The most obvious direction lies on the challenge of selecting the correlation
threshold for that the forecast error is minimized. Further studies include the
analysis of the influence of several parameters on the quality of results, such
as k, NGi, N, thd. Finally, research on other domains where data are network
distributed is being planned.
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Abstract. Due to the flood of web services that offer similar function-
alities, service consumers are left with a challenging selection decision.
A popular approach to assist them with the service selection task is
based on the reputation of web services. However, the propagation of
reputation feedback in an open and distributed system of web services
yield correlated reputation estimates. The existing web service reputa-
tion literature still lacks a system that handles the aggregation of repu-
tation feedback under unknown correlation. To fill this gap, we employ
two data fusion algorithms, the covariance intersection and ellipsoidal
intersection, to aggregate QoS-based reputation feedback. Our exper-
imental results endorse the advantageous capability and scalability of
the proposed methods in aggregating reputation estimates, and show an
enhanced performance when compared with the Kalman filter method.

1 Introduction and Related Work

The proliferation of distributed systems and service oriented architecture (SOA)
has encouraged the emergence of deploying business applications in the form of
web services. A web service is defined by the W3C consortium as “an abstract
notion that must be implemented by a concrete agent.” The agents acting on
the behalf of these web services are deluging the web with similar functionalities,
rendering the selection of agents a challenging task. We use the terms agent-based
services, agents and web services interchangeably throughout this paper.

In QoS-based trust systems, the reputation of agents is equivalent to the es-
timated value(s) of a single or multiple QoS metric(s) [4,11]. A popular method
for aggregating reputation feedback is the summation method. However, the
embraced simplicity of the this method opens the door for malevolent agents
to maneuver it for their own benefits [6]. This could be achieved by deceitfully
increasing their own reputation or decreasing the reputation of others. eBay is a
popular commercial example of reputations systems that employ the summation
method. In eBay buyers and sellers rate each others based on their transactions
as positive, neutral, or negative. The overall reputation of a seller is mostly repre-
sented by a feedback score that is computed by summing all the positive ratings

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 172–181, 2014.
c© Springer International Publishing Switzerland 2014
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minus all the negative ones. Eigentrust, a reputation management framework
in P2P networks, also adopted the summation method for feedback aggregation
[10]. In Eigentrust, the truster weighs the trust feedbacks received from other
peers by their corresponding trust scores. The aggregated trust score assigned
to a trustee is then the sum of the product of the trust feedbacks and the trust
scores of the feedbacks senders. PeerTrust, another P2P trust system, also em-
ploys the summation method with various trust metrics, taking into account the
credibility of the feedbacks senders [17]. Alternatively, [16,5] introduced mul-
tiple operators to handle different scenarios of trust propagation in a network
of interacting agents. For instance, the “Concatenation” operator is used when
computing the trust of an agent A in agent C based on the trust of agent B in
C discounted by the trust of A in B.

Driven by the uncertainty nature of trust, Bayesian reputation models, based
on binary or multi-valued ratings, compute the reputation scores by statistically
updating the Beta [3] orDirichlet [7,11] probability density functions, respectively.
When a new rating arrives after an interaction with a service, it is added to the
previous ratings (a priori) to compute the new reputation score (a posteriori).
The Bayesian approach of updating reputation scores also follows the summa-
tion concept. To overcome the vulnerability of the summationmethod, other stud-
ies exploited the Kalman filter capabilities to aggregate the reputation feedbacks
[19,15]. These studies argued that the Kalman-based reputation aggregation re-
pels malicious feedbacks by keeping track of the estimates’ variances.

However, the above methods lack the capability of dealing with the unknown
correlations between reputation feedback provided by different sources. Consider
the following scenario: let Xabc and Xadc be the reputation estimates of agent a
supplied by agents b and d to agent c, respectively. Suppose, c aggregates Xabc

and Xadc, then supplies the result, Xacb, back to b. This scenario exposes the de-
pendency between Xacb and Xabc. Therefore, there should be a method to com-
bineXabc andXacb while taking into consideration their unknown correlation. To
handle such cases, we extend the literature by the following main contributions:

– We present a QoS-based reputation model that considers the subjectivity of
interacting agents in their QoS requirements. As such, two agents commu-
nicating with the same service might be interested in different QoS metrics.
Our model suggests a customized aggregation of feedbacks based on the QoS
requirements of the agent.

– We propose a feedback aggregation approach based on the covariance in-
tersection (CI) and ellipsoidal intersection (EI) data fusion methods. The
former aims to handle the aggregation of two reputation estimates in cases
where the error’s ellipse of one of the estimates is contained in the error’s
ellipse of the other. The latter aggregates the reputation estimates based on
their exclusive information by introducing their mutual mean and covariance.

The rest of the paper is organized as follows. Section 1 introduces and reviews
the literature of the web service reputation problem. In Section 2, we present
a QoS-based reputation model and discuss the reputation aggregation problem.
The Kalman filter reputation model is then described in Section 3, after which we
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overview the two fusion algorithms, CI and EI, in Sections 4 and 5, respectively.
We present the experimental results in Section 6 and conclude the paper in
Section 7 that highlights our future work.

2 QoS-Based Reputation

In this section, we propose a QoS-based reputation model that incorporates the
subjectivity matter of interacting agents and maintains a consistent representa-
tion of reputation reports.

1. We model the reputation feedback as vectors of multiple QoS metrics and
their corresponding values. As such, Each agent will consider the QoS metrics
that fit its requirements. These metrics are either monotonically increasing
or decreasing metrics [18]. Monotonically increasing and decreasing refer
to QoS metrics whose values are positively and negatively correlated with
the overall quality of a service, respectively. Popular QoS metrics include
response time, throughtput, availability, reliability, and cost.

2. The reported values of the QoS metrics are then scaled to different ranges
each of which is defined by two thresholds. These represent a lower and upper
bounds on the values of these metrics, Tl and Tu, respectively. The scaling
of these values allows each agent to define the ranges of values of the various
QoS metrics it deals with. The scaling to the range [Tl, Tu] is given by:

Q′
mi

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Qmi if i = 1 & Tl < Qmi < Tu

Tl if i = 1 & Qmi < Tl

Tu if i = 1 & Qmi > Tu
(Tu−Tl)(Qmi

−min(Qmi
))

max(Qmi
)−min(Qmi

) + Tl otherwise,

(1)

whereQmi is the value of the observed QoS metricm after the ith interaction.
min (Qmi) and max (Qmi) are the minimum and maximum of the values of
the QoS metric m up to the ith interaction.

3. Afterwards, the scaled values are normalized to the [0, 1] range. The values of

monotonically increasingmetrics are normalized byQ′′
mi

=
Q′

mi
−min (Q′

mi
)

max(Q′
mi

)−min (Q′
mi

) .

The normalization of the scaled values of monotonically decreasing metrics is

given by Q′′
mi

= 1− Q′
mi

−min (Q′
mi

)

max(Q′
mi

)−min (Q′
mi

) .

This approach allows each agent to select and later aggregate the values of
specific QoS metrics. Scaling and normalizing the values of the QoS metrics give
the agents that receive reputation feedback the choice of aggregating the values
of a selective set of QoS metrics. They also decrease the impact of malicious
feedback by restricting the values to fit within specific ranges. These ranges
could be based on prior direct interactions between the agent that requests the
feedback and the evaluated agent.

In most probability-based trust systems, the reputation is communicated
through the sufficient statistics of either the Beta or Dirichlet distributions [3,7].
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However, applying the sufficient statistics undergoes the issue of redundant in-
formation when passing reputation among agents. The authors in [13] proposed
the partitioning of information between private and shared. The former denotes
information that has not been communicated to other agents. The latter repre-
sents information that could have been sent to or received from other agents.
Despite being attractive, this solution requires each agent to keep track of two
separate information. It also involves identity issues of sending and receiving
agents.

To overcome these shortcomings, we propose an alternative solution to the
aggregation of reputation feedback of web services. We exploit the CI and EI
fusion methods commonly used for information fusion in distributed networks.
We compare the results of these methods with those of the Kalman filter repu-
tation models proposed in [15,20]. The next section is dedicated to overview the
Kalman filter method for reputation aggregation.

3 Kalman Filter for Service Reputation

Kalman filter is considered a form of a Gaussian process model and a predictive
filter based on recursive algorithms [1]. Given a noisy dynamic system with
unknown states, the Kalman filter predicts the state using the dynamic model
of the corresponding system. Afterwards, the prediction results are corrected and
updated by considering a noisy measurement in what is called the observation
model. For example, given a moving robot, the dynamic model can be employed
to estimate the robot’s position (the unknown state) at a certain time. This
estimate is then updated using the measurements of the robot’s position that
are supplied by a camera (observation model). In the context of this paper, the
unknown states represent the reputation scores of an agent’s QoS metrics. The
dynamic and observation models are given by:

– Dynamic model:
xt+1 = Fxt + wt, (2)

where xt is the state vector at time t, wt ∼ N(0, Q) is the Gaussian noise
associated with the dynamic model at time t, and F is the state transition
matrix.

– Observation model:
yt = Hxt + vt, (3)

where yt is the observation at time t, vt ∼ N(0, R) is the Gaussian noise
associated with the observation model at time t, and H is the observation
transition matrix.

The Kalman filter iterates recursively over the following two steps to minimize
the covariance of the estimation errors:

1. Prediction: This step computes the a priori estimates of the current state
by ignoring the dynamic noise. The prediction equations are obtained by
solving the dynamic model’s differential equations, and are given by:
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x̂t+1 = Fxt (4)

P̂t+1 = FPtF
T +Q, (5)

where P̂t+1 is the covariance matrix of the predicted state.
2. Correction: This is where the a priori estimates are enhanced by adding the

measurements observed at time t. The correction equations are the following:

xt+1 = x̂t+1 +K(yt − x̂t+1) (6)

Pt+1 = (I −KH)Pt, (7)

where K, the Kalman gain matrix, is given by K = PtH
T (HPtH

T +R)−1.

This model is suitable for the estimation problem of the reputation of web ser-
vices and has been employed in multiple studies such as [20] and [19]. This is
due to the dynamic nature of reputation and the possibility of modeling it by a
linear function disturbed by a Gaussian noise.

4 Proposed Aggregation Methods

The main limitation of the Kalman filter is the independence assumption be-
tween the estimation error at time t and the measurement error at time t + 1
[2]. Let’s consider the following scenario: Ag4 receives two feedback reports of
Ag1 ’s reputation from both Ag2 and Ag3. Afterwards, Ag2 requests reputa-
tion feedback about Ag1. Ag4 then responds to Ag2 ’s request and sends the
information it formerly received from the latter as it did not have additional
experience with Ag1 since then. Using Kalman filter, when Ag2 combines this
information with its own estimates of Ag1 ’s reputation, the covariance matrix
is unjustifiably decreased. Suppose Ag2 ’s estimates of the availability AV and
response time RT of Ag1 are given by the state vector xt = {0.8504, 0.7154}
and the covariance matrix is given by: Pt =

(
0.0367 0.0044
0.0044 0.0367

)
. Also, let the

feedback sent by Ag4 be the observation vector yt = {0.8504, 0.7154}. More-
over, let the following be the state transition and covariance matrices, and

the observation transition and covariance matrices, respectively: F =

(
1 0
0 1

)
,

wt =

(
0.02 0
0 0.02

)
, H =

(
1 0
0 1

)
, vt =

(
0.03 0
0 0.03

)
. The Kalman filter yields the

same state estimates xt+1 = {0.8504, 0.7154}. However, the covariance matrix

becomes Pt+1 =

(
0.0164 0.0009
0.0009 0.0164

)
. This means the uncertainty in the corrected

estimates is reduced when it should have remained unchanged. The methods
below are proposed to deal with such scenarios.
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4.1 Covariance Intersection

The CI algorithm was developed to overcome the independence assumption of
the Kalman filter and the under/overestimation of the covariance matrix. CI
combines estimates (mostly Gaussian) from different sources when the error
ellipse of one estimate includes the error ellipse of the other [9]. In a nutshell,
CI creates a convex combination of the means and covariances of two estimates
to provide consistent fused estimates with appropriate covariance matrices:

P−1
f = wP−1

i + (1− w)P−1
j (8)

p̂f = Pf (wP
−1
i p̂i + (1− w)P−1

j p̂j) (9)

where p̂f and Pf are the fused mean and covariance of the unknown state and
are based on the estimates p̂i and p̂j and their respective covariances Pi and Pj .
w ∈ [0, 1] is a regulating parameter. The two equations of CI yield consistent
estimates regardless of the cross-correlation errors among the combined estimates
[12]. This is achieved by having Pf include the intersection of Pi and Pj . The CI
algorithm also provides the uncertainty in the combined estimates through the
new covariance matrix Pf . More details about the derivation of the CI equations
are available from [9,8].

4.2 Ellipsoidal Intersection

Despite solving the consistency of the covariance matrix of fused estimates, CI
still considered a combination of two local estimates without distinguishing be-
tween accurate and inaccurate estimates. The EI fusion method was proposed in
[14] to handle the separation of the mutual information that might be included in
the two local estimates. The update of the estimates is then only based on the ex-
clusive information received to avoid incorrect and “over confident” estimates.
The mutual information introduces two estimates, the mutual covariance and
mutual mean. The mutual covariance is used to optimize the fused covariance
by maximizing the effect of the mutual information, Pf = (P−1

i +P−1
j −Γ−1)−1,

where Pi and Pj are the covariances of the state vector estimated by agents i
and j. Γ is the mutual covariance and is defined as Γ = SiD

0.5
i SjDΓS

−1
j D0.5

i S−1
i ,

where Si and Di contain the eigenvectors and eigenvalues of the covariance
matrix Pi, respectively, such that Pi = SiDiS

−1
i . Sj is a matrix that contains

the eigenvectors of D−0.5
i S−1

i DjSiD
−0.5
i , and DΓ is given by:

[DΓ ]qr =

{
max([DΓ ]qr, 1) if q = r,

0 otherwise.
(10)

The mutual mean aims at representing an estimate of the mean of the state
vector based on mutual information between initial estimates p̂i and p̂j , and is
given by:

γ = (P−1
i + P−1

j − 2Γ−1 + 2ηI)−1 × (11)

((P−1
j − Γ−1 + ηI)p̂i + (P−1

j − Γ−1 + ηI)p̂j),
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where ηI is added to guarantee P−1
i − Γ−1 and P−1

j − Γ−1 are both positive

definite. Let H = P−1
i + P−1

j − 2Γ−1 and λ0+(H) be the smallest eigenvalue of
H , η is defined in [14] as:

η =

{
0, if det(H) = 0

c � λ0+(H), if det(H) = 0
(12)

Γ and γ are then employed to optimize the fusion of both estimates p̂i and p̂j :

xf = (P−1
i + P−1

j − Γ−1)−1(P−1
i p̂i + P−1

j p̂j − Γ−1γ). (13)

5 Experimental Evaluation

In this section, we evaluate the performance of CI and EI by running two sim-
ulations. The first implements the scenario discussed earlier in which we model
the aggregation of Ag4 ’s reputation feedback sent by Ag2 and Ag3 to Ag1. The
second simulation extends the same scenario to the case of 100 agents rather
than 4. These simulations were executed with the following three estimators:

The first, KF, consists of a regular Kalman filter reputation model. In this
estimator, Ag1 receives the reputation observations of Ag4 provided by Ag2
and Ag3 based on which a Kalman filter is employed to predict and correct the
reputation estimation. This is similar to the models proposed in [15,20]. The
second estimator, KFCI, encompasses two modules the first of which is a local
Kalman filter (LKF) applied to obtain the reputation estimations of Ag2 and
Ag3. The second module employs the CI algorithm to fuse the LKF estimation
with each of the estimations sent by Ag2 and Ag3. The third estimator, KFEI,
is similar to the second except CI is substituted by the EI in the second module.

The simulation setup consists of various parameters that are defined as follows.
First, we assume a two dimensional reputation where each dimension represents
one QoS metric, R = {QoS1, QoS2}. In real settings, the values of these metrics
are scaled and normalized to the [0, 1] range as discussed in the QoS-based
Reputation Section. In this simulation, the dynamic model that represents the
reputation of Ag4 is assumed to be a vector of two time varying linear functions,
one for each of QoS1 and QoS2. We employ the functions used in the Kalman
feedback model proposed in [20]: R = {log100(0.02 ∗ t+ n), log100(0.03 ∗ t+ n)},
where t is the time step and n is a random number between 15 and 30. We used
n rather than a constant to reflect the fluctuating (increasing and decreasing)
nature of QoS metrics. Thus, the model consists of two unknown states that
will be estimated. It also requires observations of the values of the two states
supplied by Ag2 and Ag3. The state and observation matrices are both set to
2× 2 identity matrices.

The system covariance is set to 0.02 and the observations covariances are
set to 0.01 and 0.03 for Ag2 and Ag3, respectively. Figures 3 and 4 show the
aggregated reputation scores given by the three estimators for each of QoS1 and
QoS2 at 100 time steps. As illustrated by these figures, the reputation estimates
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of KFCI and KFEI are much smoother and more accurate than those of KF.
The accuracy aspect is confirmed by the mean square errors (MSE) of the three
estimators displayed in the first two columns of Table 1.

Fig. 1. QoS1 (left) and QoS2 (right) Reputation scores (4 agents)

Table 1. MSE of the three estimators with 4 and 100 agents

4 agents 100 agents

Estimator QoS1 QoS2 QoS1 QoS2

KF 0.96 0.928 1.87 1.84
KFCI 0.525 0.526 1.17 1.5
KFEI 0.499 0.572 0.97 1.23

To demonstrate the scalability of our approach, we run the same experiment
with 100 agents. In this simulation, 98 agents send reputation feedback of the
99th agent to the 100th that aggregates them using each of KF, KFCI, and
KFEI. Furthermore, to evaluate the robustness of these estimators, we increase
the number of feedback sessions to 300 and have the dynamic model of the 99th

agent’s reputation drop significantly half way through these sessions. The results
of this simulation are displayed in Figures 4 and 5 and the last two columns of
Table 1. For clarity purposes, we only show the estimations between the time
steps 100 and 200. The smoothness of the KFCI and KFEI curves is noticeable
in comparison with that of KF. These figures also show that KFEI detects the
drop in the reputation scores faster than KFCI which is more conservative in
changing the aggregated estimates. Table 1 (last 2 columns) shows that KFEI
has the smallest MSE followed by KFCI and KF.

It is worthy to mention that the challenge of the CI algorithm is the selection of

an appropriate w for Equations 8 and 9. We set w to Tr(Pb)
Tr(Pa)+Tr(Pb)

as proposed in

[12]. As for the EI algorithm, one drawback is the extensive inversion of matrices
involved in its equations. To avoid the inversion of singular matrices, we used
an approximate inversion function which gave better results than those of the
Kalman filter estimator.
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Fig. 2. QoS1 (left) and QoS2 (right) Reputation scores (100 agents)

6 Conclusion

We presented, in this paper, two methods for aggregating reputation feedback
of web services in distributed systems; covariance intersection and ellipsoidal
intersection. These methods handle the dependency between the information
that propagates through networks of interacting agents. They also avoid inaccu-
rately over confident estimates caused by redundant information. By considering
the correlation between the feedback estimates of an agent, both methods pro-
vide consistent fused estimates at proximity from the agent’s real reputation.
Our experiments showed that these methods outperform the estimations of the
traditional Kalman filter model. In our future work, we will extend our repu-
tation aggregation approach to identify malicious feedback. We also extend it
by employing extended Kalman filter to capture the probable non-linearity of
the quality of service. Additionally, we will consider an alternative aggregation
method by modeling reputation feedback as multivariate time series.
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Abstract. The present paper proposes the application of decision trees
to model activities of daily living in a multi-resident context. An exten-
sion of ID5R, called E-ID5R, is proposed. It augments the leaf nodes
and allows such nodes to be multi-labeled. E-ID5R induces a decision
tree incrementally to accommodate new instances and new activities as
they become available over time. To evaluate the proposed algorithm,
the ARAS dataset which is a real-world multi-resident dataset stem-
ming from two houses is used. E-ID5R performs differently on activities
of both houses.

1 Introduction

Advances in ambient intelligence technology have become more prominent in
the last decade yielding innovative and revolutionary applications related to
smart environments such as smart homes, smart meeting rooms and classrooms,
health monitoring and assistance systems, and smart factories. Usually smart
environments aim at ensuring comfort, security, safety for the occupants and
efficiency in the management of resources like energy. The technology of smart
environments targets the design and development of smart adaptive systems
capable of intelligently behaving by taking actions on behalf of the environments
occupants for their satisfaction. In this setting, activity recognition plays an
important role to achieve this capability, since perceiving and understanding the
occupants behavior in the smart environment are crucial issues for the system to
make a decision and to perform reasonable actions to the benefit of the occupant.
Activity recognition is currently a challenging but exciting research topic because
human activities are complex and are performed differently across individuals
and become even more complex when the environment is inhabited by multiple
occupants, which is the case in most real-world environments. The system needs
to track each occupant when performing individual or group activities (e.g.,
move, seat, watch, garden, etc.) based on sensor readings with the overall goal to
recognize what activity is being performed and to assist the occupant by taking
actions on his/her behalf. For instance, in a smart home, the system should be

A. Bouchachia (Ed.): ICAIS 2014, LNAI 8779, pp. 182–191, 2014.
c© Springer International Publishing Switzerland 2014
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able to predict upcoming activities of each resident and send instructions to
different smart devices to perform appropriate actions (such as starting a coffee
machine once the occupant wakes up in the morning).

So far there has been a lot of effort for modeling human activities of daily
living (ADL) in the context of pervasive computing and vision. In the former
context, the smart homes are equipped with sensors and actuators, while in
the later one, the living environment is equipped with cameras to capture data.
Very often the use of cameras in criticized for privacy reasons. Using pervasive
sensors allows to overcome the privacy issues and can be either installed in the
environment or wearable by the resident.

Most of the published work related to ADL modeling has focused on envi-
ronment occupied by one resident, called single occupancy environment. Many
computational models have been used such as neural networks [2, 14, 15, 17],
fuzzy rule-based systems [3–5, 9], decision trees [11, 20], hidden Markov models
and similar graphical models [10, 12, 18, 19, 22].

So far, most smart home research has focused on monitoring and assisting
single individuals in a single space. Since homes often have more than a single
occupant, developing solutions for handling multiple individuals is vital. Dealing
with multiple inhabitants has rarely been the central focus of research so far, as
there have been numerous other challenges to overcome before the technology
can effectively handle multiple residents in a single space. However, researchers
are now beginning to recognize the importance of applying human activity recog-
nition in smart homes with multiple inhabitants to design and develop real-world
application needs.

Existing work on sensor-based activity recognition mainly focuses on rec-
ognizing activities of a single user [10, 12, 18, 19, 23]. Considering only single
resident occupation is far from real life especially in smart homes. However mod-
eling multiple-resident ADL is more complex because activities can take different
forms: (1) Sequential activities, where each activity is performed after another,
(2) Interleaving activities, where a single occupant switches back and forth be-
tween two or more activities, (3) Concurrent activities, where a single occupant
performs two or more activities simultaneously, (4) Parallel activities, where oc-
cupants perform different activities , and (5) Collaborative activities, where the
occupants work together in a cooperative manner where each occupant performs
certain steps/actions of the activity, either together. Thus recognizing the indi-
vidual occupants, known as the problem of data association and understanding
their interaction with each other are key problems [24]. There has been some
work on modeling and recognizing multi-resident activities based on pervasive
sensors, but most of the work is based on computer vision [8]. The attempts made
to model multi-resident activities have heavily relied on graphical models: the
HMM [7], variants of HMM like Coupled Hidden Markov Model (CHMM) [6],
Parallel Hidden Markov Model (PHMM) [6], Bayesian Networks (BN) [16], dy-
namic BN or variants of BN like DBN [13], Conditional Randoms Fields (CRF)
or variants of CRF like Factorial Conditional Random Fields (FCRF) [25].
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Fig. 1. Example of a decision tree. Each leaf node is multi-labeled (underlined) and
each class is tagged with the number of occurrences (bold).

In this paper we will focus on multi-resident activity classification in the
context pervasive computing. Instead of popular graphical models, we will use
incremental decision trees (IDT). We propose an extension of ID5R [21], called
E-ID5R. E-ID5R induces DTs with leaf nodes (class nodes) augmented by con-
textual information in the form of activity frequency.

The paper is organized as follows. Section 2 explains the process of decision
tree induction using E-ID5R. Section 3 provides the experimental evaluation of
the approach using ARAS data, Section 4 concludes the paper.

2 Details of E-ID5R

Decision trees are used in the context of this study to classify activities. Each
activity is seen as a class and is described by a set of sensor readings. Unlike in
conventional decision tree algorithms, in E-ID5R, the leaf nodes can represent
single or multiple classes. Next to the class identifier, the number of the instances
assigned to the class (class occurrence or class count) is encoded as a class
attribute as shown in Fig. 1.

In order to construct a decision tree incrementally as new instances and activi-
ties become available, the following three stages are carried out: (1) Construction
of an initial tree, (2) classification of new instances, and (3) evolution of the tree.

2.1 Construction of the Initial Tree

Based on a set of instances representing daily activities, where the input at-
tributes are sensor measurements, an initial decision tree is generated using the
steps described in Alg. 1. Because many activities can be conducted in the same
space and are captured using the same set of sensors, ambiguity characterizes
activities. Hence, the decision tree is adapted to accommodate multiple activities
in a single leaf node. Figure 1 shows a simplified tree of input data representing
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Algorithm 1. Decision tree generation

Require: training instances i ∈ I with unique classification c(i)
1. for all i ∈ I do
2. if decision tree is empty |N | == 0 then
3. Add single node n with all attribute-value pairs as unexpanded set.
4. Add class c(i) to classes C of node n.
5. Set occurrence of class c(i) = 1.
6. else
7. Update the decision tree running Alg. 2.
8. end if
9. end for

sensor measurements and the corresponding activities. Here the sensor measure-
ments are given as binary values (1: emits data, 0: sensor is stale). To decide
the activity corresponding to the input, the number of occurrences to the classes
(class count) is added as class attribute.

Once the initial tree is constructed it can be used to classify new arriving
unlabeled instances. In case the new instances are labeled, we can use them to
evolve the initial tree.

2.2 Classification of New Instances

The tree can be used in a subsequent classification of new instances running Alg.
4. In the naive scenario, the number of occurrence encoded as class attribute is
used as discriminator in case of a leaf node holding multiple classes.

As an example we examine the classification of a new instance giving a single
measurement of sensor 1 = 1 using the decision tree shown in Fig. 1: The leaf
node holds the three candidate classes activity C, activity A, and activity D with
the counts 40, 30, and 20. Hence the candidate representing the highest count
(40 ) is selected as the class of the new instance (activity C ).

But if the instances are time-stamped, which represents the conventional sce-
nario, the information can be used as discriminative attribute to further extend
the approach. Next to the class count, the averaged time stamp (of all learned
instances) is encoded as class attribute as shown in Fig.2. The weighted count
Qw of a class candidate c ∈ C is calculated as follows:

Qw(c) =
Q(c)∑C

i=1 Q(ci)
+ (1− D(c)∑C

i=1 D(ci)
)f (1)

where C is the set of classes grouped in a single leaf andD is the distance between
the time stamp of the instance to be tested i ∈ I, and the averaged time stamp
of class c. The weighting of the distance can be tuned by the multiplicative
factor f .

If the new instance is labeled with a unique time stamp of 50, the weighted
count of the classes change in the following way. Using Equation 1 and assuming
f = 1, the count of class activity C changes from value 40 to round 0.80. The
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Algorithm 2. Tree update

Require: instance i
1. repeat
2. Find decision or leaf node n (with classes C) in tree, satisfying the tested

attribute-value pairs of instance i.
3. Update the classes counts at the tested attributes.
4. Update the classes counts at the non-tested attributes.
5. if n is a leaf node AND c(i) ∈ C then
6. Add non-tested attribute-value pairs of i as unexpanded set to n.
7. Increase quantity of class c(i).
8. else if n is a leaf node AND c(i) /∈ C AND n does not contain non-tested

attributes then
9. Add class c(i) to the classes C in leaf node n.

10. Set quantity of class c(i) = 1.
11. else if n is a leaf node AND c(i) /∈ C AND n contains non-tested attributes

then
12. Expand the non-tested attribute of n showing the highest information gain,

creating one or more subtrees depending on the number of corresponding
values.
{Instance i will not be added in the current iteration}

13. else
14. Select one arbitrary non-tested attribute of decision node n and create a leaf

node ns.
15. Assign c(i) as class to leaf node ns.
16. Set quantity of class c(i) = 1.
17. Add non-tested attribute-value pairs of i as unexpanded set to ns.
18. end if
19. until instance i was added
20. Transpose the tree following the predecessors of n respectively ns running Alg. 3.
21. return update succeeded

count of activity A changes from 30 to 1.13 respectively from 20 to 1.08 in case
of activity D. Considering the weighted count the new instance is labeled as class
activity A.

2.3 Evolution of the Tree

Since our approach is based on an incremental decision tree induction algorithm,
it can be evolved at any time using classified instances. This allows our approach
to adapt to changes in the behavior of the residents over time. The instances
can be more fine-grained and eventually new activities can be learned systemat-
ically. New arriving instances can be used to evolve the tree by running Alg. 2.
The quality of the classification using the proposed approach is shown in the
experimental section.
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Algorithm 3. Transpose tree

Require: leaf node n
{Traverse the tree bottom-up starting with n}

1. while there is a predecessor np of n do
2. if information gain(n) > information gain(np) then
3. Swap the places of np and n.
4. Reorder all other subtrees of np if there are any.
5. end if
6. Select np as n during the next iteration.

{Do one step bottom-up}
7. end while

Algorithm 4. Classification

Require: new unlabeled instance i
1. Find leaf node n (with classes C) in the tree, satisfying the tested attribute-value

pairs of instance i.
2. if |C| == 1 then
3. return i is an instance of class C.
4. else if |C| > 1 then
5. Select class c ∈ C having the highest value Q(c).
6. return i is an instance of class c.
7. else
8. return i is an instance of an unknown class.
9. end if

3 Evaluation

To evaluate E-ID5R we use the dataset ARAS (Activity Recognition with
ambient sensing) which is known to present a multi-user setting. It contains
information about the association (activity, resident), that is which resident
performs which activity. Many activities are either parallel or cooperative ones.
The dataset covers a full month of labelled activities for multiple residents in two
real houses. A total number of 27 different activities is described by the binary
measurement force sensitive resistors, pressure mats, contact sensors, proximity
sensors, sonar distance sensors, photocells, temperature sensors, and infra-red
receivers. Each instance from House A or House B represents a unique activity
(i.e., combination of the residents’ activities) combined with the sensor mea-
surements at a given time stamp. The instances from day 1 to day 21 were used
to generate and evolve the decision tree. The instances from day 22 to day 28
were used to measure the classification accuracy using the generated tree. Each
of the data sets House A and House B contains 1, 814, 400 (day 1..21) learning
instances used to construct the decision tree and 604, 800 (day 22..28) test in-
stances to evaluate the classification. The description of the training nad testing
data used are shown in Table 1 and Table 2 respectively.

An example of an ambiguous combination is interpreted the following: The
sensors’ readings (in House A) for the activity Resident 1 is talking on the phone
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Fig. 2. Example of an enhanced decision tree. Each class is extended with a count
(bold) and an averaged time stamp (italic) of occurrence.

Table 1. Description of the learning data

Number of
ID different classes ambiguous combinations ambiguous measurements

House A 243 24,236 3,200 (of total 3,732)
House B 147 6,352 700 (of total 879)

& resident 2 is using the Internet and the activity Resident 1 is watching TV
& resident 2 is using the Internet are the same. An ambiguous measurement
indicates two (or more) activities have the same sensor reading.

Fig. 3. Percentage of correct classification with respect to the number of days provided
as learning data

In Table 3 the result of a number of selected evaluation experiments is shown.
Figure 3 shows the number of correct classified instances with respect to the
amount of learning data. Although the percentage of correct classified instances



Multi-resident Activity Recognition Using Incremental Decision Trees 189

Table 2. Dimension of the test data

Number of
ID different classes ambiguous combinations ambiguous measurements

House A 177 11,129 1,660 (of total 2,065)
House B 108 3,768 355 (of total 464)

Table 3. Selected results

Learning Test Incorrect due to
ID instances [day] instances [day] Correct [%] count [%] no/wrong leaf [%]

House A 1..1 22..28 43.56 15.06 41.38
1..7 22..28 48.36 30.91 20.73
1..14 22..28 48.53 38.30 13.17
1..21 22..28 49.28 40.31 10.41

House B 1..1 22..28 30.47 1.06 68.47
1..7 22..28 64.19 6.00 29.81
1..14 22..28 81.08 9.26 9.66
1..21 22..28 84.45 10.35 5.2

seems to be low, it increases steadily with the number of instances to be learned.
The extended approach considering the weighted count as described in Equation
1 improves the percentage of correctly classified instances by an average of 1%
only. The performance is very prone to the selected value of factor f and could
be improved if an heuristics can be found to predetermine it efficiently.

4 Conclusion

In this paper, an algorithm, called E-ID5R, to induce incremental decision trees
is proposed to deal with the classification of multi-resident activities. Initial ex-
periments show that the prediction of activities for House A presents a quite chal-
lenging task. The classification rate is insignificantly as much low as 40%. Clearly
the parallel and cooperative activities need a better modeling than straight and
naive application of decision trees. In the case of House B, the results are much
better approaching 82% when the first half duration is used for training and the
second is used for testing.

Considering the outcome of the set of experiments, the efficiency of multi-
labeling and the use of counts must be further analysed, especially the effect of
value of factor f in Equation 1.
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Prossegger, Markus 182
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