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Computational Collective Intelligence –

Technologies and Applications
6th International Conference ICCCI 2014

Preface

This volume contains the proceedings of the 6th International Conference on
Computational Collective Intelligence (ICCCI 2014) held in Seoul, Korea, Septem-
ber 24-26, 2014. The conference was co-organized by Wroc�law University of Tech-
nology (Poland), Yeungnam University, Hanyang University and Dankook Uni-
versity (Korea). The conference was run under the patronage of the IEEE SMC
Technical Committee on Computational Collective Intelligence.

Following the successes of the 1st ICCCI (2009) held in Wroc�law, Poland,
the 2nd ICCCI (2010) in Kaohsiung, Taiwan, the 3rd ICCCI (2011) in Gdynia,
Poland, the 4th ICCCI (2012) in Ho Chi Minh city, Vietnam, and the 5th ICCCI
(2013) in Craiova, Romania, this conference continued to provide an interna-
tionally respected forum for scientific research in the computer-based methods
of collective intelligence and their applications.

Computational Collective Intelligence (CCI) is most often understood as a
sub-field of Artificial Intelligence (AI) dealing with soft computing methods that
enable making group decisions or processing knowledge among autonomous units
acting in distributed environments. Methodological, theoretical, and practical
aspects of computational collective intelligence are considered as the form of
intelligence that emerges from the collaboration and competition of many in-
dividuals (artificial and/or natural). The application of multiple computational
intelligence technologies such as fuzzy systems, evolutionary computation, neural
systems, consensus theory, etc., can support human and other collective intelli-
gence, and create new forms of CCI in natural and/or artificial systems. Three
subfields of application of computational intelligence technologies to support
various forms of collective intelligence are of special attention but are not exclu-
sive: semantic web (as an advanced tool increasing collective intelligence), social
network analysis (as the field targeted to the emergence of new forms of CCI),
and multiagent systems (as a computational and modeling paradigm especially
tailored to capture the nature of CCI emergence in populations of autonomous
individuals).

The ICCCI 2014 conference featured a number of keynote talks, oral presen-
tations and invited sessions, closely aligned to the theme of the conference. The
conference attracted a substantial number of researchers and practitioners from
all over the world, who submitted their papers for the main track subdivided
into 10 thematic streams and 3 special sessions.



VI Preface

The main track streams, covering the methodology and applications of com-
putational collective intelligence, included: knowledge integration, data mining
for collective processing, fuzzy, modal and collective systems, nature inspired sys-
tems, language processing systems, social networks and semantic web, agent and
multi-agent systems, classification and clustering methods, multi-dimensional
data processing, web systems, intelligent decision making, methods for schedul-
ing, image and video processing.

The special sessions, covering some specific topics of particular interest, in-
cluded: collective intelligence in web systems, computational swarm intelligence,
and cooperation and collective knowledge.

We received in total 205 submissions from 23 countries. Each paper was
reviewed by 2-4 members of the International Program Committee and Interna-
tional Reviewer Board. Only 70 best papers have been selected for oral presenta-
tion and publication in the volume of the Lecture Notes in Artificial Intelligence
series.

We would like to express our sincere thanks to the honorary chairs, Philip S.
Yu, Pierre Lévy, Jin Hyung Kim, and Tadeusz Wi ↪eckowski for their support.

We also would like to express our thanks to the keynote speakers - Francis
Heylighen (Belgium), Il-Hong Suh (Korea), and Mirjana Ivanović (Serbia), for
their world-class plenary speeches.

Special thanks go to the organizing chair, Dosam Hwang for his efforts in
the organizational work. Thanks are due to the program co-chairs, Program
Committee and the Board of Reviewers, essential for reviewing the papers to
ensure the high quality of accepted papers. We thank the publicity chairs, special
sessions chairs and the members of the Local Organizing Committee.

Finally, we cordially thank all the authors, presenters and delegates for their
valuable contributions to this successful event. The conference would not have
been possible without their supports.

It is our pleasure to announce that the conferences of ICCCI series are closely
cooperating with the Springer journal Transactions on Computational Collective
Intelligence, and the IEEE SMC Technical Committee on Transactions on Com-
putational Collective Intelligence.

We hope and intend that ICCCI 2014 significantly contributes to fulfillment
of the academic excellence and leads to even greater successes of ICCCI events
in the future.

September 2014 Dosam Hwang
Jason J. Jung

Ngoc Thanh Nguyen
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Mirjana Ivanović and Zoran Budimac

Fuzzy Systems

False Positives Reduction on Segmented Multiple Sclerosis Lesions
Using Fuzzy Inference System by Incorporating Atlas Prior Anatomical
Knowledge: A Conceptual Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Hassan Khastavaneh and Habibollah Haron

Fuzzy Splicing Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Fariba Karimi, Sherzod Turaev, Nor Haniza Sarmin, and
Wan Heng Fong

A Preference Weights Model for Prioritizing Software Requirements . . . . 30
Philip Achimugu, Ali Selamat, and Roliana Ibrahim

Fuzzy Logic-Based Adaptive Communication Management on Wireless
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Taeyoung Kim, Youngshin Han, Jaekwon Kim, and Jongsik Lee

Application of Self-adapting Genetic Algorithms to Generate Fuzzy
Systems for a Regression Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Tadeusz Lasota, Magdalena Sm ↪etek, Zbigniew Telec,
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An Overlapped Motion Compensated Approach for Video
Deinterlacing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 644

Shaunak Ganguly, Shaumik Ganguly, and Maria Trocan

Enhancing Collaborative Filtering Using Semantic Relations in Data . . . 653
Manuel Pozo, Raja Chiky, and Zakia Kazi-Aoul

Security Incident Detection Using Multidimensional Analysis of the
Web Server Log Files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 663

Grzegorz Ko�laczek and Tomasz Kuzemko



Table of Contents XIX

Analysis of Differences between Expected and Observed Probability of
Accesses to Web Pages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 673

Jozef Kapusta, Michal Munk, and Martin Drĺık
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Abstract. Nowadays, agreements and all the processes and mechanisms 
implicated in reaching agreements between different kinds of agents are a 
subject of perspective interdisciplinary scientific research. Newest trend in 
Agent Technology is to enhance agents with "social" abilities. Agreement 
Technologies brings new flavor in implementation of more sophisticated 
autonomous software agents that negotiate to achieve acceptable agreements.  

The paper presents key concepts in this area and highlights influence of 
Agreement Technologies on development of more sophisticated multi-agent 
systems. 

1 Introduction 

It is impossible to imagine contemporary world without agreements. Human ability to 
reach agreements is present in all their interactions and without them there is no 
cooperation in social systems. Human social skills represent an intriguing challenge 
for researchers and have led to the emergence of a new research field, Agreement 
Technologies (AT) [30]. AT refer to computer systems in which autonomous software 
agents negotiate with one another, typically on behalf of humans, in order to come to 
mutually acceptable agreements.  

One among most important initiatives in the area of AT was big project COST 
Action IC0801. The Action was funded for 4 years (2008–2012), comprised about 
200 researchers from 25 European countries and 8 institutions from other continents 
working on topics related to AT [20]. The overall mission of the project was to 
support and promote the harmonization of high-quality research towards a new 
paradigm for next generation distributed systems based on the notion of agreement 
between computational agents and support technology transfer to industry. 

The rest of the paper is organized as follows. In Section 2, basic concepts of AT 
are briefly presented. Section 3 brings wider view on basic concepts of AT and their 
role in multi-agent environments. In section 4 several AT research projects are briefly 
presented. Last section concludes the paper. 

                                                           
* The work is partially supported by Ministry of Education and Science of the Republic of 

Serbia, through project no. OI174023: “Intelligent techniques and their integration into wide-
spectrum decision support” 
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2 Agreement Technologies in Brief 

Software agents are essential concept appearing and supporting people in different 
working environments. Future open distributed systems are supposed to support 
interactions between software agents based on the concept of agreements where two 
key elements are needed: a normative context that defines the „space‰ of agreements 
that the agents can possibly reach; an interaction mechanism by means of which 
agreements are first established, and then enacted [21]. Interactions between 
sophisticated software agents can be abstracted to the establishment of agreements for 
execution, and a subsequent execution of agreements.  

Table 1. Key dimensions of Agreement Technologies 

Dimension  Challenge  
Semantics  Support of application-dependent ontology: domain-specific objects and 

language interpretation.  
Explicit and exploitable representation of environment aspects and semantics.  
Combining knowledge in large-scale open settings & reconciling subjective 
views.  
Learning the semantics of everything, out of cases of inspecting and 
exploiting the interactions of others with the environment (within specific 
contexts of interaction). 
Inventing commonly agreed languages for interaction.  

Norms  To define a standard way for representing the events and actions that happen 
in an environment.  
To define in a standard way how to represent the context of the interactions in 
terms of properties of resources and their value. 
To define general mechanisms for contextualizing abstract norms defined at 
design-time into norms situated in specific spaces. 
To easily extend the functionalities/services provided by the environment for 
adding those required for norms management. 

Organizatio
ns  

To provide facilities to enter or exit a given organization to allow run-time 
recruitment of new members as well as voluntary desertion and/or expulsion 
of members. 

 To support on-demand creation, deletion and modification of organizations.  
To give support to the institutional components of an organization, i.e. norms, 
powers, agreements.  
Agents must be able to make use of the elements of the environment, such 
artifacts, that provide all these previous functionalities and facilities. 

Argumentat
ion  

Scaling up existing work, which typically considers single interactions 
between a small number of agents.  
Management of libraries and database of ontologies, protocols, agreements. 
Participating agents in a system then need the ability to reason about 
ontologies and interaction protocols and to invoke them as required. 

Trust  To exploit the existing strong link between trust/reputation and the 
environment in electronic environments.  
To give the trust and reputation system the capacity to influence the actions of 
the agent to modify the environment so it becomes more trust and reputation 
“friendly”. 
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Accordingly agreements have to be changed dynamically at run-time, and there 
must be mechanisms for re-assessing and revising them during the execution. It 
introduces „interaction-awareness‰ term where software components explicitly 
represent and reason about agreements and associated processes. There are several 
key dimensions where new solutions for the establishment of agreements need to be 
developed [2]: Semantics, Norms, Organizations, Argumentation, and Trust (Tab. 1). 

Currently characteristic areas of applications of AT are E-Commerce, 
Transportation Management and E-Governance but in near future seems that AT will 
inevitable support smart energy grids and virtual power plants [25]. 

3 Key Dimensions of Agreement Technologies  

In this section essential dimensions of AT will be presented separately.   

Semantics in Agreement Technologies. Semantic Web consists of several standards 
[23]: XML, RDF, Ontologies [17], RIF, XQuery, SPARQL. In AT Semantic Web 
standards include additional elements: Policies, Norms and the Semantic Web “Trust 
Layer”; Evolution of Norms and Organizations; Implicit Versus Explicit Norms. 

Semantic Web standards serve for representing the knowledge of local agents, in 
order to achieve a goal making agreement with other agents. In distributed, open and 
heterogeneous systems that use AT, formalisms of Semantic Web have limitations. 
Recently researchers have been proposing a number of formalisms for handling the 
situations in which pieces of knowledge are defined independently in various 
contexts. They are known as contextual logics or distributed logics or modular 
ontology languages and usually extend classical logics or the logics of Semantic Web.  

 
Norms in Agreement Technologies. Norms recently have been an issue of growing 
interest in agent oriented research.  They deal with coordination and security and 
started to be important mechanisms to regulate electronic institutions. Study of norms 
includes different views: cognitive science, behavioral and evolutionary economics, 
computational and simulation-based social science [12]. Accordingly an innovative 
understanding of norms and their dynamics (on individual and social level) emerged. 
Deontic logic is highly connected to norms. It is a formal system that attempts to 
capture the essential logical features of these concepts but still there are several key 
research questions and dilemmas connected to deontic logic that have to be resolved 
in order to fully use them in real environments. 

Some specific architecture that incorporates interaction between beliefs, 
obligations, intentions and desires in the formation of agent goals is proposed in [4]. 
In ‘BOID’ architecture essential issue discussed is the interaction between ‘internal’ 
and ‘external’ motivations (deriving from norms of the agent’s social context). 
Constitutive norms are extremely important mechanism [3] for normative reasoning 
in dynamic and uncertain environments (agent communication in e-contracting). 

Works on model agents interactions (based on cooperation or coordination) [28] 
have been studying how these norms emerge. An interesting approach is presented in 
[27] where authors propose a data-mining for the identification of norms.  
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Also promising research area for the study of norms could be inclusion of humans 
where agents can learn from humans, software agents can recommend norms to 
humans that are most applicable in a given context. 

 
Organizations and Institutions in Agreement Technologies. Open multi-agent 
systems and AT are promising technologies for organizations and institutions. Complex 
task or problem in organizations can be solved by appropriate declarative specifications 
to a number of agents. Agents can work together as teams in order to solve delegated 
task that helps reach the global goals of the organization. Besides, the notion of 
institution has been used within the agent community to model and implement a variety 
of socio-technical systems. Agents have to know how to access the services of the 
infrastructure and to make requests according to the available organizational 
specification. Such „organization aware‰ agents possess skills to contemplate the 
organization and decide whether or not to enter such a structure and whether or not to 
comply with the different rights and duties promoted by the organization.  

In modern complex socio-technical systems it is not possible to possess and keep 
updated all the information about the environment. Agent-oriented modeling [29] 
presents a holistic approach for analyzing and designing organizations consisting of 
humans and technical components (both are agents). Recently several different 
organizational models have been developed: Moise [15], AGR [9], TAEMS [19], 
OperA [7], AGRE [9], MOISEInst [10], ODML [14], TEAM [31], AUML [22], 
MAS-ML [6].  

 
Augmentation and Negotiation in Agreement Technologies. In last decade 
Argumentation has been researched extensively in computing especially for inference, 
decision making and support, dialogue, and negotiation in order to reach agreement. 
Agreement also benefits from negotiation, especially when autonomous agents have 
conflicting interests/desires but may benefit from cooperation. Formal logic provides a 
promising paradigm for modeling reasoning in the presence of conflict and uncertainty, 
and for communication between reasoning entities. The nature of argumentation is 
predominantly modular and most formal models adopt that: (1) arguments are 
constructed in some underlying logic that manipulates statements about the world; (2) 
interactions between arguments are defined; (3) given the network of interacting 
arguments, the winning arguments are evaluated. Recent work in computer science 
community has illustrated the potential for implementations of logical models of 
argumentation, and the wide range of their application in different software systems.  

Nowadays the challenging area of research is Online negotiations.  
 

Trust and Reputation in Agreement Technologies. Computational trust and 
reputation mechanisms at the moment have reached certain level of maturity.  

Trust always denotes an agent (trustee) behavior that may interfere with the truster 
own goals. Equipping intelligent agents with ability to estimate the trustworthiness of 
interacting partners is crucial in improving their social interactions [26]. This means 
that agents use computational trust models based on trust theories to assist their trust-
based decisions. Degree of trust is another important element connected to trust. The 
strength of trust is some kind of measure of the degree of trust. In [8] authors 
introduce situational trust by defining trust as a measurable belief that the truster has 
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on the competence of the trustee in behaving in a dependably way, in a given period 
of time, within a given context and relative to a specific task. So to construct robust 
computational trust models, it is necessary to understand how trust forms and evolves. 
This will allow intelligent agents to promote their own trustworthiness, and to allow 
them to correctly predict othersÊ trustworthiness even in case of new partnerships. 

Reputation is a social concept as complex as trust. Interrelation between trust and 
reputation is rather ambiguous: 1) reputation is an antecedent of trust, and it may or 
may not influence the trust, 2) the process of reputation building is subject to specific 
social influences that are not present in the process of building trust. 

Although computational reputation is a field that has its own set of research 
questions different researchers have proposed models of computational trust and 
reputation that integrate both social concepts, assuming the perspective of reputation 
as an antecedent of trust [16], [26]. 

4 Real World Applications 

In last decade a lot of authors implemented different frameworks that demonstrate the 
use of AT in a variety of real-world scenarios [13], [1], [32]. This section briefly 
discusses three examples of such frameworks. 

4.1 Augmentation and Negotiation in Agreement Technologies 

In [13] author proposed a system that allows the technicians of a call centre to provide 
a high quality customer support employing case-based argumentation. 

Nowadays, a lot of companies offer very similar products, prices and quality. They 
try to be better than their competitors by offering focused customer care supported by 
high quality and fast service within call centre.  

On the other hand less experienced technicians are cheaper and it is interesting to 
provide them with a means for arguing, contrasting their views with other technicians 
and reaching agreements to solve (collaboratively) as many requests as possible [13].  

In the system the technicians are representing as software agents. Agents are engaged 
in an argumentation process to try to find the best solution to be applied to each new 
incidence that the call centre receives. This hybrid system integrates an argumentation 
framework where agents are provided with argumentation capabilities and individual 
knowledge resources. In such Multi-Agent Systems software agents are capable to 
manage and exchange arguments taking into account the agentsÊ social context (roles, 
dependency relations and preferences). This virtual call center is based on a society of 
agents that act on behalf of a group of technicians that must solve problems in a 
Technology Management Centre (TMC). Therefore, virtual call centre technicians 
support similar real agentÊs roles: operator, expert and administrator. Also, each agent 
can have its own values that it wants to promote or demote (adjust the reasons that an 
agent has to give preference to certain decisions) and that represent its motivation to act 
in a specific way. 

When a new request is received appropriate ticket is generated representing the 
problem to be solved. In the system are possible also complex cases where a ticket 
must be solved by a group of agents (as technicians). They must argue to reach an 
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agreement over the best solution to apply. Each agent also has its own knowledge 
resources to generate a solution for the ticket. This process is represented in Fig. 1. 

The system has been implemented and tested in a real call centre. The Magentix2 
agent platform (http://users.dsic.upv.es/grupos/ia/sma/tools/magentix2/index.php) has 
been used for implementation of this MAS. Magentix2 is a platform that provides 
new tools that allow the secure and optimized management of open MAS. 

 

 

Fig. 1. Data-flow for the argumentation process of the call centre application 

 It has been integrated as an argumentation module that agents can use to persuade 
other agents to accept their proposed solutions as the best way to solve the problem. 

4.2 ANTE: Agreement Negotiation in Normative and Trust-Enabled 
Environments 

The ANTE framework is based on three main agreement technology concepts: 
negotiation, normative environments and computational trust [5]. ANTE is targeting 
B2B electronic contracting but could be seen as a more general. It addresses the issue 
of multi-agent collective work including negotiation for finding mutually acceptable 
agreements, the enactment of agreements and the evaluation of the enactment phase, 
in order to improve future negotiations. Computational trust may therefore be used to 
appropriately capture the trustworthiness of negotiation participants, both in terms of 
the quality of their proposals when building the solution. Computational trust adopted 
in ANTE framework is based on the ability to compute adequate estimations of 
trustworthiness in several different environments, including those of high dynamicity. 

ANTE has been applying in different scenarios and its application in disruption 
management in Airline Operations Control Centre (AOCC) is presented here. The 
AOCC is the organization responsible for monitoring and solving operational 
problems that might occur during the execution of the airline operational plan. 
Disruption Management includes teams of experts specialized in solving problems 
related to aircrafts and flights, crewmembers and passengers.  

MASDIMA (Fig. 2) is an agent-based application that represents AOCC of an airline 
company. AOCCs have a process to monitor the events and solve the problems, so that 
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flight delays minimize costs: Crew Costs, Flight Costs, Passenger Costs, the cost of 
delaying or cancelling a flight from the passenger point of view. When a disruption 
appears, the AOCC needs to find the best solution that minimizes costs and get back to 
the previous operational plan. The crucial negotiation happened between the Supervisor 
and the A/C, Crew and Pax manager agents. The Supervisor acts as the organizer agent 
and the managers as respondents. Each manager does not possess the full expertise to be 
able to propose a solution to the supervisor. So manager needs to start an inter-manager 
negotiation to be able to complete their proposal and participate in the main negotiation. 
To minimize activities it is enough to have at least one manager for each part of the 
problem. Nevertheless, in the environment more than one agent with the same expertise 
in the same dimension of the problem can exist. 

 

 

Fig. 2. MASDIMA Architecture 

In this scenario, trust is used when the supervisor is evaluating negotiation 
proposals from the managers. The trust information is built from the application of the 
winner solution on the environment through the Applier agent. Applier agent is 
applying the winning solution to the environment, which checks the successful 
execution of the solution. Supervisor agent enables connection of monitoring facility 
with the trust engine to use evidence regarding the quality of solutions. 

To present a proposal manager agents first need to find a candidate solution. To 
find these candidate solutions, each manager might have a team of problem solving 
agents that are able to find and propose those solutions.  

4.3 The Augmentation Web 

The plethora of argument visualization and mapping tools [18] testifies to the 
enabling function of argumentation-based models for human clarification and 
understanding, and for promoting rational reasoning and debate. The development of 
such tools is a consequence of existence of pile of discussion forums on the web, and 
the lack of support for checking the relevance and rationality of online discussion and 
debate. Such tools offer possibility of reuse of readymade arguments authored online 
(i.e. mining of arguments from online resources). 
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To facilitate the development of such tools and the reuse of authored arguments 
new systems and standards on the Internet are needed. This leads to the new concept 
Argument Web [24] (Fig. 3). It can serve as a common platform that brings together 
applications in different domains (e.g. broadcasting, mediation, education and 
healthcare) and interaction styles (e.g. real-time online debate, blogging). 

 

 

Fig. 3. The argument web 

A number of examples of specific interactions with the Argument Web that 
illustrate usage of prototype tools could be found in [20]. 

Further in the Social Web, users connect with each other, share knowledge and 
experiences of all types, and debate with exchange of arguments (e.g. in comments on 
blogs). However, the argumentative structure is implicit, arguments need to be 
inferred, and debates are unstructured, often chaotic. 

Most recent work on online systems and argumentation focuses on extracting 
argumentation frameworks using argument schemes and Semantic Web technology 
for editing and querying arguments [24]. 

Recently the way people access the Web is changing: they change their status in 
Facebook or Twitter. A possible reason of this in the InternautsÊ life style is that your 
Facebook friends will actually give you better information and decrease useless spam. 
Indeed, search engines are interested in opinion mining and sentiment analysis [11]. 

It seem that future use of web will be based on sentiment-aware search engine that 
mines large online discussion boards, include advanced clustering of result based on 
user agreement/sentiment, and fully integrates argumentation in a Social Web context. 

5 Conclusions 

The paper brings key concepts, dilemmas and possible usage of AT in open 
distributed environments predominantly based on multi-agent systems. These define 
environments that are based on norms, argumentations and trust within which agents 
interact. AT are obviously contemporary, interesting and promising research area. Its 
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multidisciplinary and interdisciplinary character offers great future possibilities for 
applications in more intelligent and sophisticated artificial societies.  
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Abstract. Detecting abnormalities in medical images is an important
application of medical imaging. MRI as an imaging technique sensitive
to soft tissues shows Multiple Sclerosis (MS) lesions as hyper-intense
or hypo-intense signals. As manual segmentation of these lesions is a
laborious and time consuming task, many methods for automatic MS
lesion segmentation have been proposed. Because of inherent complex-
ities of MS lesions together with acquisition noises and inaccurate pre-
processing algorithms, automatic segmentation methods come up with
some False Positives (FP). To reduce these FPs a model based on fuzzy
inference system by incorporating atlas prior anatomical knowledge have
been proposed. The inputs of proposed model are MRI slices, initial le-
sion mask, and atlas information. In order to mimic experts inferencing,
proper linguistic variable are derived from inputs for better description
of FPs. The experts knowledge is stored into knowledge-base in if-then
like statement. This model can be developed and attached as a module
to MS lesion segmentation methods for reducing FPs.

Keywords: multiple sclerosis lesion, segmentation, false positive reduc-
tion, fuzzy inference system, atlas anatomical knowledge, MRI, MS.

1 Introduction

The goal of many medical image segmentation methods is to delineate abnormal
structures such as tumors, lesions, masses, pathologies, and so forth. Alongside
with the complexity of abnormal structures, acquisition noises are inherent char-
acteristics of medical images that make the segmentation of abnormal structures
of interest a complex task. Sensitivity or True Positive (TP) rate and specificity
or True Negative (TN) rate both are two important performance measure metrics
that all segmentation methods attempts to keep them in their highest possible
values. Any attempt for increasing TP and TN rates leads the False Positive
(FP) and False Negative (FN) rates to increase as well. In medical imaging
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applications it is common to segment all suspected structures to keep the sensi-
tivity and specificity values in an acceptable range which leads the segmentation
methods to come up with high number of FPs. These FPs should be reduced
to make the segmentation methods robust and reliable enough for clinical trials.
FP reduction process can be done either manually by a human operator or au-
tomatic. In automatic cases, usually a module is attached as a post-processing
phase to segmentation methods.

Multiple Sclerosis (MS) is one of the most common diseases of Central Ner-
vous System (CNS) including brain and spinal cord. In MS, the myelin sheets
that shield the nerves are damaged which causes problems in message transmis-
sion. Loss of myelin goes along with an interruption in the ability of the nerves
to conduct electrical impulses in the CNS that causes various symptoms. The
areas where myelin is lost lesions appear as scar areas. Measuring the lesion load
(size and number of lesions) is an important metric for diagnoses of MS; it is
necessary for follow-up sessions and also observing the effect of drugs and re-
search purposes. As Magnetic Resonance Imaging (MRI) is an imaging technique
sensitive to soft tissues like brain, MS lesions appear as hyper-intense or hypo-
intense signals depending on MRI modality. Figure 1 illustrate a FLAIR slice of
axial view of brain with its corresponding lesion mask that masks hyper-intense
signals together with a lesion mask that has some FPs.

Fig. 1. (a) MRI slice. (b) Ground truth. (c) Lesion mask with potential regions (red
areas) for FP.

Usually physicians delineate lesions by looking at the MRI slices manually.
Manual segmentation of MS lesions is a cumbersome, time consuming and error
prone task. So, automatic segmentation of MS lesions is a need. Many methods
[1] [2] [3] and models [4] have been proposed for automatic segmentation of MS
lesions based on Support Vector Machines (SVM), K-Means, Fuzzy c- Means
(FCM), K-Nearest Neighborhood (KNN), Bayesian network, Markov Random
Fields (MRF), and so forth. The accuracy of MS lesion segmentation methods
is not satisfactory enough to be used in clinical trials because of the inherent
complexity of lesions such as their diversity in shape, location, and size, their
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fuzzy borders, and partial volume effect. As a result of these complexities, men-
tioned segmentation methods come up with some FPs which removing them
leads toward more accurate and reliable segmentation methods.

Regardless of lesion complexities, there are many reasons for occurring FPs
in MS lesion segmentation methods; one of them is image artifacts that appear
in some MRI modalities. Another reason is inaccuracy of pre-processing steps
of segmentation methods like registration and skull-stripping. Existence of brain
vessels also causes FPs. In some situations a voxel/pixel has properties of both
lesion and normal tissue which increase the potential of occurring FPs.

Brain atlases are used to simplify and facilitate segmentation or classification
of brain tissue by providing spatial context (prior anatomical knowledge). There
are two types of atlases, probabilistic and topological. Probabilistic atlases give
information that in some areas of brain MS lesions are more probable or less
probable; in other words the probability of belonging an individual Voxel/pixel
to a particular tissue type at a specified location is obtained from probabilistic
atlases. Topological atlases are used for preserving topology as well as lowering
the influence of competing intensity clusters in regions that are spatially discon-
nected. To obtain information from atlases for segmenting brain slices, the slices
should be registered on the atlas.

Fuzzy Inference System (FIS) is a way of mimicking experts common sense by
mapping an input space to an output space non-linearly using fuzzy set theory. It
has many applications such as Control Systems, Robot Navigation, Voice Recog-
nition, Machine Vision, and so forth. A FIS has four components namely, Fuzzi-
fier, Defuzzifier, Inference Engine, and Fuzzy Knowledge Base (FKB). Fuzzifier
converts the crisp inputs (sets) to fuzzy sets; the inference engine together with
FKB which stores experts knowledge carries inferencing task; defuzzifier con-
verts fuzzy output of inferencing component to a crisp set [5]. In the proposed
model FIS is used to mimic human inferenceing for FP reduction.

In this article a voxel/pixel based model for reducing FPs on segmented MS
lesions is proposed; the proposed model is based on FIS which reduce FPs with
aid of atlas prior anatomical knowledge and definition of proper linguistic vari-
ables. This model can be developed, implemented, and attached to any MS lesion
segmentation method for removing FPs.

The rest of this paper is organized as follow: the related works are discussed in
section 2. The proposed conceptual model will be explained in section 3. Finally,
the proposed conceptual model will be discussed and concluded in section 4.

2 Related Works

As mentioned previously, FP reduction could be manual or automatic. In man-
ual cases a human operator detects and eliminates FPs from the segmentation
results; in automatic cases usually machine learning algorithms are employed to
detect and eliminate FPs without human intervention. Automatic reduction of
FPs could be region based or voxel/pixel based. In region based methods features
of segmented regions such as size and shape are used to judge whether the region
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is an actual lesion or FP; in voxel/pixel based methods usually the location and
differences in statistics of individual voxel/pixel is used for FP detection and
reduction.

In [6] FIS was used to reduce the FP pixel/voxels around the boundary of seg-
mented lesion regions by defining three linguistic variables. The first linguistic
variable is derived from the Euclidean distance between the pixel and boundary
of the lesion region; the second linguistic variable is derived from the difference
between the gray-scale of the pixel and the mean gray-scale of the lesion region;
and the third linguistic variable is derived from the segmentation score of the
pixel which is result of the initial segmentation step. The membership functions
and the threshold values are calculated based on the analysis of the initial seg-
mentation of the training subject dataset. Thirteen fuzzy rules have been defined
which 8 of them keep the pixels as lesion and the rest remove pixels from lesion
regions.

Co-registration inaccuracy of MRI modalities is the reason of FPs in [7]. These
FPs creates a third class which is far from both lesion and non-lesion classes. So,
the FPs are eliminated by measuring the distance of their attribute vector from
lesion and non-lesion classes in Hilbert space. In [8] the lesions are considered as
outliers of normal appearing brain tissue model. Other voxel/pixels than white
mater hyper-intense signals, are considered as false outliers because of noises,
vessels, and partial volumes. To remove the FPs, experts rules are applied; these
rules are derived from MRI intensity and voxel/pixel connectivity.

In [9], the lesion regions with the volume smaller than a certain threshold are
considered as FPs. This threshold is selected empirically by applying different
minimum lesion volumes; the selected threshold is the one with highest overlap
with the ground truth. In another effort again the small lesion regions are con-
sidered as FPs and they are automatically removed. But, in a further step in
this method user/application preferences can be integrated for removing FPs;
this leads the method to focus on hyper-intensities in a certain region [10].

In [11] the lesion mask which is the classification result was refined to elimi-
nate FPs caused by bony and flow artifacts by defining the regions of interest.
In a further step some voxel/pixels belongs to either white matter mask or pure
corticospinal fluid mask are removed from lesion mask. In [12] clustering of nor-
mal brain into its three dominant tissue types and background is used as a prior
knowledge for elimination of FPs. The elimination is supported by morphological
operators. In another effort by [13], to correct the FPs that appears because of
FLAIR artifacts two parameters have been considered. The first parameter is the
threshold of corticospinal fluid membership image and the second parameter is
the size of structuring element used for creating FP mask from the corticospinal
fluid segmentation. So, the FPs are corrected by selecting the optimized param-
eters.

As have been reported by literatures, the better methods for FP reduction
are the ones that mimic expert reduction process like the reduction done by [6].
To do it, the experts knowledge must be formalized as a set of rules and also the
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rules must be applied properly. The next section will described how the proposed
conceptual method removes FPs by incorporating atlas information using FIS.

3 The Proposed Conceptual Model

In order to automatically and accurately reduce the FPs on segmented MS lesions
in MR images, a model has been proposed. In this model, FPs are reduced using
FIS aided by atlas prior anatomical knowledge. As illustrated in figure 2, the
block diagram of proposed model has four components namely Model Inputs,
Pre-Processing, Fuzzy False Positive Reduction (FFPR), and Model Output. The
main burden of reduction is carried out by FFPR component which is a complete
fuzzy expert system with three processes namely Fuzzification, Inferencing using
experts rule base, and Defuzzification. In the following sections the details of each
component will be explained.

Fig. 2. Block diagram of proposed conceptual model for reducing false positives on
segmented MS lesions using FIS by incorporating atlas prior anatomical knowledge
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3.1 Model Inputs

To eliminate the FP voxel/pixels, three inputs are considered in this model.
These inputs are the intensity of original MRI, initial lesion mask of MRI, and
atlas prior knowledge. The entire required linguistic variables for inferencing
process are derived from the inputs.

3.2 Pre-processing

Pre-processing component in the proposed model undertakes two important Reg-
istration and Normalization tasks. As atlas information shows the probability of
occurring lesion in a certain location of brain, it is necessary to align MRI and its
corresponding initial lesion mask on the lesion probability map. As mentioned
previously, mis-registration is one of the reasons for causing the FPs; so, the
accuracy of registration in this method is very important. In order to facilitate
the fuzzification process, all the inputs are normalized into the range of [0,1].

3.3 Fuzzy False Positive Reduction

FFPR is the most important component of proposed model. This component
receives three normalized and atlas registered images as input and its output is
FP reduced lesion mask. In order to remove FPs based on FIS three processes like
all fuzzy expert systems must be done. These three processes are fuzzification,
inferencing, and defuzzification which are described in the following sections.

Fuzzification. Fuzzification is the process of deriving linguistic values for lin-
guistic variables using crisp inputs by defining proper membership functions.
The parameters that are considered by expert for FP reduction are size of initial
lesion, lesion likelihood, intensity of individual voxel/pixel and its neighboring in-
tensity. Based on mentioned parameters four linguistic variables that inferencing
will be done based on them are defined namely MRI-Intensity, Neighboring-MRI-
Intensity, Segmentation-Result, and Lesion-Likelihood. MRI-Intensity variable
considers the intensity of individual voxel/pixel; Neighboring-MRI-Intensity vari-
able considers the average intensity of neighboring voxel/pixels; Segmentation-
Results variable considers the results of segmentation methods including lesion
size; and finally Lesion-Likelihood variable considers the likelihood of occurring
lesion in the location of considering voxel/pixel. Figure 3 illustrate linguistic
variables, linguistic values, and their corresponding membership functions. The
number of linguistic values that are defined for each linguistic variable and their
corresponding membership function seems to be enough to cover the expert
opinion on a certain parameter for inferencing.

Inferencing. Inferencing is the process of evaluating the rules defined by expert
and stored in the experts rule base. The rules are actually if-then structures. The
fuzzified inputs are applied on the rule antecedents and consequently the result of
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Fig. 3. Linguistic variables, Linguistic values and plot of their corresponding member-
ship functions

antecedent is applied to the consequents membership function. After evaluation
of all the rules, they are aggregated into one membership function. As table 1
shows eleven fuzzy rules have been defined by experts by observation on the
data. Six of these rules keep the lesion voxel/pixels and the rest removes the
FPs.

Deffuzification. In order to have a crisp output, it is essential to defuzzify
fuzzy output of model. The input of defuzzification process is the aggregated
results of all evaluated rules. In the proposed model defuzzification component
carries out this task.

3.4 Model Output

The output of proposed model is a FP reduced lesion mask. This corrected lesion
mask increase the performance of segmentation methods. A sample output could
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Table 1. Expert defined fuzzy rules for Removing or Keeping lesion voxel/pixels from
initial lesion mask

Rule No. MRI-
Intensity

Neighboring-
MRI-

Intensity

Segmentation-
Result

Lesion-
Likelihood

Decision

1 × × LL ML Keep
2 × H LL × Keep
3 H × LL × Keep
4 × × ML ML Keep
5 × H ML × Keep
6 H × ML × Keep
7 × L VSL × Remove
8 × M VSL × Remove
9 × × SL LL Remove
10 × L SL × Remove
11 × × NL × Remove

be a lesion mask in between figure 1 b and figure 1 c. If the output is more close
to ground truth, it implies more accuracy of the proposed model.

4 Discussion and Conclusion

As FPs are inevitable part of segmentation results, we proposed a FP reduction
model based on fuzzy inference system to increase both sensitivity and speci-
ficity of MS lesion segmentation methods using fuzzy inference system. The main
segmentation method can be set to segment all the potential lesion voxel/pixels;
then, the developed version of proposed model can correct the initial segmen-
tation mask by reducing FPs. The proposed model mimics experts inferencing
using the rules have been defined by expert. Here a variety of FPs can be de-
tected and removed because of proper definition of linguistic variables and their
respective membership functions. For example: Neighboring-MRI-Intensity and
Segmentation-Result can consider lesion size and eliminate small lesion regions
by considering the surrounding voxel/pixels. The membership functions can be
tuned for better performance under experiment. Atlas prior information aid the
reduction by defining less probable and more probable lesion regions. In future
works we are going to do an experiment and evaluate the proposed model.

Acknowledgments. The authors would like to thanks Research Management
Centre (RMC), Universiti Teknologi Malaysia (UTM) for the support in R & D
for the inspiration in making this study a success.
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Abstract. In this paper we introduce a new variant of splicing systems,
called fuzzy splicing systems, and establish some basic properties of lan-
guage families generated by this type of splicing systems. We study the
“fuzzy effect” on splicing operations, and show that the “fuzzification”
of splicing systems can increase and decrease the computational power of
splicing systems with finite components with respect to fuzzy operations
and cut-points chosen for threshold languages.

1 Introduction

Though computers have gained such a dominant position in our life, they have
many drawbacks: there are numerous intractable problems, which cannot be
solved with their help. DNA computing appears as a challenge to develop new
types of algorithms and to design new types of computers which differ from clas-
sical notions of algorithms and computers in fundamental way. DNA computing
models use Watson-Crick complementary of DNA molecules that are double
stranded structures composed of four nucleotides A (adenine), C (cytosine), G
(guanine) and T (thymine) always presenting in pairs A–T and C–G. Another
feature of DNA molecules is the massive parallelism of DNA strands, which al-
lows constructing many copies of DNA strands and carrying out operations on
the encoded information simultaneously. The use of these two fundamental fea-
tures of DNA molecules has already illustrated that DNA based computers can

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 20–29, 2014.
c© Springer International Publishing Switzerland 2014



Fuzzy Splicing Systems 21

solve many computationally intractable problems: Hamiltonian Path Problem
[1], the Satisfiability Problems [2,3], etc.

A concept of splicing system, one of the early theoretical proposals for DNA
based computation, was introduced by Head [4] using a splicing operation –
a formal model for DNA recombination under the influence of restriction en-
zymes. This process works as follows: two DNA molecules are cut at specific
subsequences and the first part of one molecule is connected to the second part
of the other molecule, and vice versa. This process can be formalized as an op-
eration on strings, described by a so-called splicing rule, which are the basis of
a computational model called a splicing system. A system starts from a given
set of strings (axioms) and produces a language by iterated splicing according
to a given set of splicing rules. Because of practical reasons, the case when the
components of splicing systems are finite is of special interest. But splicing sys-
tems with finite sets of axioms and rules generate only regular languages (see
[5]). Consequently, several restrictions in the use of rules have been considered
(for instance, see [6]), which increase the computational power up to the Turing
equivalent languages.

The treatment of splicing systems as language-generating devices allows using
concepts, methods and techniques of formal language theory to study the prop-
erties of splicing systems. One can easily adapt many extension and restriction
mechanisms associated with grammars and automata for splicing systems. In
this paper we focus on the study of “fuzzified” splicing systems, whose grammar
and automata counterparts have widely been investigated recent years (for de-
tails, see the monograph [7]). The concept of fuzzy splicing systems is introduced
as follows: we associate the truth values from the closed interval [0, 1] with each
axiom, and calculate the truth value of a string w resulted from strings u and
v applying a fuzzy operation over their truth values. We select a subset of the
language generated by a fuzzy splicing system according to some cut-points in
[0, 1], which is called a threshold language. We show that some threshold lan-
guages with the selection of appropriate cut-points can generate non-regular
languages.

This paper is organized as follows. Section 2 contains some necessary defini-
tions and notations from the theories of formal languages and splicing systems.
In Section 3, the concepts of fuzzy splicing systems and threshold languages
generated by fuzzy splicing systems are introduced. Section 4 shows the power
of fuzzy splicing systems: some fuzzy splicing systems of finite components can
generate context-free and context-sensitive languages. Section 5 discusses some
open problems and possible topics for future research in this direction.

2 Preliminaries

In this section we recall some prerequisites, by giving basic notions and notations
of the theories of formal languages and splicing systems which are used in sequel.
The reader is referred to [8,6,9] for further information.

Throughout the paper we use the following general notations. The symbol
∈ denotes the membership of an element to a set while the negation of set
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membership is denoted by �∈. The inclusion is denoted by ⊆ and the strict
(proper) inclusion is denoted by ⊂. The empty set is denoted by ∅. The car-
dinality of a set X is denoted by |X |. The families of recursively enumerable,
context-sensitive, context-free, linear, regular and finite languages are denoted
by RE, CS, CF, LIN, REG and FIN, respectively. For these language families,
the next strict inclusions, named Chomsky hierarchy (see [9]), hold:

Theorem 1. FIN ⊂ REG ⊂ LIN ⊂ CF ⊂ CS ⊂ RE.

Further, we briefly cite some basic definitions and results of iterative splicing
systems which are needed in the next section.

Let V be an alphabet, and #, $ �∈ V be two special symbols. A splicing rule
over V is a string of the form

r = u1#u2$u3#u4, where u1, u2, u3, u4 ∈ V ∗.

For such a rule r ∈ R and strings x, y, z ∈ V ∗, we write

(x, y) �r z if and only if x = x1u1u2x2, y = y1u3u4y2, and z = x1u1u4y2,

for some x1, x2, y1, y2 ∈ V ∗.

The string z is said to be obtained by splicing x, y, as indicated by the rule r;
the strings u1u2 and u3u4 are called the sites of the splicing. We call x the first
term and y the second term of the splicing operation.

An H scheme (a splicing scheme) is a pair σ = (V,R), where V is an alphabet
and R ⊆ V ∗#V ∗$V ∗#V ∗ is a set of splicing rules. For a given H scheme σ =
(V,R) and a language L ⊆ V ∗, we write

σ(L) = {z ∈ V ∗ | (x, y) �r z, for some x, y ∈ L, r ∈ R},
and we define

σ∗(L) =
⋃
i≥0

σi(L)

by

σ0(L) =L,

σi+1(L) =σi(L) ∪ σ(σi(L)), i ≥ 0.

An extended H system is a construct γ = (V, T,A,R), where V is an al-
phabet, T ⊆ V is the terminal alphabet, A ⊆ V ∗ is the set of axioms, and
R ⊆ V ∗#V ∗$V ∗#V ∗ is the set of splicing rules. The system is said to be non-
extended when T = V . The language generated by γ is defined by

L(γ) = σ∗(A) ∩ T ∗.

EH(F1, F2) denotes the family of languages generated by extended H systems
γ = (V, T,A,R) with A ∈ F1 and R ∈ F2 where

F1, F2 ∈ {FIN,REG,CF,LIN,CS,RE}.
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Theorem 2 ([6]). The relations in the following table hold, where at the in-
tersection of the row marked with F1 with the column marked with F2 there
appear either the family EH(F1, F2) or two families F3, F4 such that F3 ⊂
EH(F1, F2) ⊆ F4.

FIN REG LIN CF CS RE

FIN REG RE RE RE RE RE

REG REG RE RE RE RE RE

LIN LIN, CF RE RE RE RE RE

CF CF RE RE RE RE RE

CS RE RE RE RE RE RE

RE RE RE RE RE RE RE

3 Main Results

In this section, we introduce the concept of fuzzy splicing system, initially assign-
ing the truth values (i.e., the fuzzy membership values) from the closed interval
[0, 1] to the axioms of splicing systems. Then, we calculate the truth value of
every generated string z from strings x and y using a fuzzy operation over their
truth values.

Definition 1. A fuzzy extended splicing system (a fuzzy H system) is a 6-tuple
γ = (V, T,A,R, μ,�) where V, T,R are defined as for a usual extended H system,
μ : V ∗ → [0, 1] is a (fuzzy) membership function, A is a subset of V ∗× [0, 1] and
� is a fuzzy operation over [0, 1].

A fuzzy splicing operation is defined as follows.

Definition 2. For (x, μ(x)), (y, μ(y)), (z, μ(z)) ∈ V ∗ × [0, 1] and r ∈ R,

[(x, μ(x)), (y, μ(y))] �r (z, μ(z))

if and only if (x, y) �r z and μ(z) = μ(x)� μ(y).

Then, for a fuzzy splicing system γ = (V, T,A,R, μ,�), we define the fuzzy
set of strings obtained by splicing strings in A according to splicing rules in R
and the fuzzy operation �.

Definition 3. Let γ = (V, T,A,R, μ,�) be a fuzzy splicing system. Then

σf (A) = {(z, μ(z)) : (x, y) �r z ∧ μ(z) = μ(x) � μ(y)

for some (x, μ(x)), (y, μ(y)) ∈ A and r ∈ R}.

Further, for a fuzzy splicing system γ = (V, T,A,R, μ,�), we define the closure
of A under splicing with respect to rules in R and the fuzzy splicing operation
�.
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Definition 4. Let γ = (V, T,A,R, μ,�) be a fuzzy splicing system. Then

σ∗
f (A) =

⋃
i≥0

σi
f (A)

where σ0
f (A) = A and σi

f (A) = σi−1
f (A) ∪ σf (σi−1

f (A)) for i ≥ 1.

Definition 5. The fuzzy language generated by a fuzzy splicing system γ =
(V, T,A,R, μ,�) is defined as Lf(γ) = {(z, μ(z)) ∈ σ∗

f (A) : z ∈ T ∗}.
We also define the “crisp” languages generated by fuzzy splicing systems.

Definition 6. The crisp language generated by a fuzzy splicing system γ =
(V, T,A,R, μ,�) is defined as Lc(γ) = {z : (z, μ(z)) ∈ Lf (γ)}.
Remark 1. It is clear that for every fuzzy splicing system γ = (V, T,A,R, μ,�),
L(γ′) = Lc(γ) where γ′ = (V, T,A′, R) with A′ = {x : (x, μ(x)) ∈ A}.
Example 1. We consider the fuzzy splicing system γ with multiplication opera-
tion as following,

γ = ({a, b}, {a, b}, {(aa, 1/2), (aba, 1/3)},
{r1 = a#λ$λ#b, r2 = a#λ$λ#a, r3 = b#λ$λ#b, r4 = b#λ$λ#b}).

One can easily show that Lc(γ) = a{a, b}∗a. Let us analyze the truth values
of the strings obtained by splicing the strings in A:

σ1(A) = {(aa, 1/2), (aa, 1/4), (aa, 1/6), (aba, 1/3), (aba, 1/6), (aba, 1/9),

(aaba, 1/6), (aaba, 1/9), (aaa, 1/4), (aaa, 1/6), (a3ba, 1/6),

(ababa, 1/9), (abaaba, 1/9), (abba, 1/9)}.
We can see that string aa resulted from different strings has different truth

values 1/2, 1/4, 1/6, and strings aba, aaba and aaba have also different truth
values. In order to overcome the ambiguity of truth values of strings, we can
consider another fuzzy operation.

Another approach for the elimination of ambiguity is to define threshold lan-
guages, i.e., the selection of the “successful” subset of the crispy language gener-
ated by a fuzzy splicing system with respect to some cut-points. In fact, the fuzzy
membership value of each string in the successful subset must satisfy the selected
threshold mode. Hereby, we consider two interpretation of the threshold modes:
in strong interpretation all fuzzy membership values of a string must satisfy the
threshold condition and in weak interpretation at least one fuzzy membership
value of a string must satisfy the threshold condition.

Further, we give formal definitions of threshold languages with respect to cut-
points and relations of fuzzy membership values to these cut-points. We consider
numbers α, subintervals and discrete subsets Ω (i.e., finite or countable subsets)
of [0, 1] as cut-points, and =, �=, <,>,≤,≥,∈, �∈ as relations, which are called
threshold modes.
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Definition 7. Let γ = (V, T,A,R, μ,�) be a fuzzy extended splicing system.
Then, strong threshold languages generated by γ are defined as

Ls(γ, ∗α) = {z : (z, μ(z)) ∈ Lf(γ) and for all μ(z), μ(z) ∗ α},
Ls(γ, �Ω) = {z : (z, μ(z)) ∈ Lf(γ) and for all μ(z), μ(z) � Ω}

where ∗ ∈ {=, �=, >,≥, <,≤} and � ∈ {∈, /∈}.
Definition 8. Let γ = (V, T,A,R, μ,�) be a fuzzy extended splicing system.
Then, weak threshold languages generated by γ are defined as

Lw(γ, ∗α) = {z : (z, μ(z)) ∈ Lf (γ) and for some μ(z), μ(z) ∗ α},
Lw(γ, �Ω) = {z : (z, μ(z)) ∈ Lf (γ) and for some μ(z), μ(z) � Ω}

where ∗ ∈ {=, �=, >,≥, <,≤} and � ∈ {∈, /∈}.
We denote the family of strong and weak threshold languages generated by

fuzzy extended H systems of type (F1, F2) by sfEH(F1, F2) and wfEH(F1, F2),
respectively, where F1, F2 ∈ {FIN,REG,CF,LIN,CS,RE}.
Lemma 1. For all families F1, F2 ∈ {FIN,REG,CF,LIN,CS,RE},

EH(F1, F2) ⊆ xfEH(F1, F2)

where x ∈ {s, w}.
Proof. Let γ = (V, T,A,R) be an extended splicing system generating the lan-
guage L(γ) ∈ EH(FIN, F ) where F ∈ {FIN,REG,CF,LIN,CS,RE}. Let
A = {x1, x2, ..., xn}, n ≥ 1. We associate the fuzzy splicing system γ′ with γ
where γ′ = (V, T,A′, R, μ,�), A′ = {(xi, 1) : xi ∈ A, 1 ≤ i ≤ n} and � is a fuzzy
operation (e.g., the multiplication operation, max or min) with the identity el-
ement 1. Then, it is not difficult to see that L(γ) = L(γ′). ��
Lemma 2. Let γ = (V, T,A,R, μ,×) be a fuzzy extended splicing system with
multiplication operation ×, where 0 < μ(x) < 1 for all x ∈ A. Let the sets A and
R are finite. Then, for x ∈ {s, w}, α ∈ [0, 1] and I ⊆ [0, 1],

1. Lx(γ,> α) is a finite language.

2. Lx(γ,≤ α) is a regular language.

3. Lx(γ,∈ I) is a regular language.

Proof. Case 1. Let γ = (V, T,A,R, μ,×) be a fuzzy splicing system where

A = {(x1, μ1), (x2, μ2), . . . , (xn, μn)}
and 0 < μi < 1 for all 1 ≤ i ≤ n. Then, it is clear that

k∏
j=1

μij >
k+1∏
j=1

μij , μij ∈ {μ1, . . . , μn}, 1 ≤ j ≤ m.
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Hence, there exists m ∈ N such that

m∏
j=1

μij < α, μij ∈ {μ1, . . . , μn}, 1 ≤ j ≤ m.

Thus, a finite number of μ(x)s, x ∈ Lf(γ), can satisfy the inequality μ(x) > α.

Case 2. It is clear that for x ∈ {s, w}, Lc(γ) = Lx(γ,> α)∪Lx(γ,≤ α). Since
Lc(γ) is regular and Lx(γ,> α) is finite then Lx(γ,≤ α) is regular.

Case 3. Let I = (α1, α2). Then Lx(γ,∈ I) = Lx(γ,> α1) ∩ Lx(γ,< α2),
x ∈ {s, w}. From (i) and (ii), it follows that Lx(γ,∈ I) is regular. ��
Lemma 3. Let γ = (V, T,A,R, μ,�) be a fuzzy splicing system and Lw(γ, ∗α)
be a threshold language where � ∈ {min,max}, ∗ ∈ {>,<,=} and α ∈ [0, 1]. Let
the sets A and R are finite. Then,

1. Lw(γ, ∗α) is a regular language.

2. If α is large enough then Lw(γ,> α) = ∅ and Lw(γ,≤ α) = Lc(γ).

3. If α is small enough then Lw(γ,> α) = Lc(γ) and Lw(γ,≤ α) = ∅.
4. If I is a subsegment of [0, 1] then Lw(γ,∈ I) is regular.

Proof. Let γ = (V, T,A,R, μ,�) be a fuzzy splicing system with

A = {(x1, μ1), (x2, μ2), . . . , (xn, μn)}.
We denote by A′ the crispy part of the set of axioms, i.e., A′ = {x : (x, μ(x)) ∈

A}.
Case 1. Consider max as the fuzzy operation and > as the threshold mode.

Then, the set σ∗
f (A) can be represented as σ∗

f (A) = σ∗
f,1(A) ∪ σ∗

f,2(A) where

σ∗
f,1(A) = {(x, μ(x) ∈ σ∗

f (A) : μ(x) > α}
and

σ∗
f,2(A) = {(x, μ(x) ∈ σ∗

f (A) : μ(x) ≤ α}.
Let σ0

f,i = Ai and A′
i = {x : (x, μ(x)) ∈ Ai}, i = 1, 2. Obviously, A = A1 ∪A2

and A′ = A′
1 ∪A′

2. Let σ∗
c,i(A) = {x : (x, μ(x)) ∈ σ∗

f,i(A)}, i = 1, 2.

We construct the splicing system γ′ = (V, T,A′
2, R) where L(γ′) = σ∗(A′

2)∩T ∗

is regular. Moreover, we show that σ∗
c,2(A) = σ∗(A′

2).

First, σ∗(A′
2) ⊆ σ∗

c,2(A) since A2 ⊆ A. On the other hand, σ∗
c,2(A) ⊆ σ∗(A′

2).
Let x /∈ σ∗(A′

2). Then, there is an axiom (x1, μ(x1)) ∈ A1 such that

((x1, μ(x1)), (x2, μ(x2))) � (z1, μ(z1)),

((z1, μ(z1)), (z2, μ(z2))) � (z3, μ(z3)),

...

((zk, μ(zk)), (zk+1, μ(zk+1))) � (x, μ(x))
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where (x2, μ(x2)) ∈ A and (zi, μ(zi)) ∈ σ∗
f (A). Then,

max{μ(x1), μ(x2)} = μ(z1) > α,

...

max{μ(zk), μ(zk+1)} = μ(x) > α.

Consequently, (x, μ(x)) /∈ σ∗
f,2(A), i.e., x /∈ σ∗

c,2(A). Thus, σ∗
c,2(A) = σ∗(A′

2). It
follows that the language Lw(γ,≤ α) = σ∗

c,2(A) ∩ T ∗ is regular.
In its turn, σ∗

c,1(A) = σ∗
c (A)−σ∗

c,2(A), and the language Lw(γ,> α) = Lc(γ)−
Lw(γ,≤ α) is also regular.

Similarly, if the fuzzy operation is min, it can also be proved that Lw(γ,> α)
and Lw(γ,≤ α) are regular.

Case 2. We choose α > max{μ1, μ2, . . . , μn}.
Case 3. We choose α < min{μ1, μ2, . . . , μn}.
Case 4. Lw(γ,∈ I) = Lw(γ,> α1)∩Lw(γ,< α2) where I = (α1, α2). From (i),

Lw(γ,> α1) and Lw(γ,< α2) are regular. Therefore, their intersection is also
regular. ��
Remark 2. It should be noted that the arguments of the proof in Lemma 3.13
cannot be used for the strong case; because Ls(γ,≤ α) ⊆ σ∗

c,2(A) ∩ T ∗, and it is
not necessary the equality holds.

From the lemmas above we obtain the following theorem.

Theorem 3. Every fuzzy splicing system with the fuzzy operation: multiplica-
tion, max or min, and the cut-point: any number in [0, 1] or any subinterval of
[0, 1] generates a regular language.

Although the threshold languages with numbers and subsegments of [0, 1]
are regular, the generative power of fuzzy splicing systems can be increased
using discrete subsets of [0, 1], i.e., functions whose codomains are subintervals
of [0, 1] as cut-points. The following examples show that, with this restriction,
the generative capacity of fuzzy splicing systems can be increased up to context-
sensitive languages.

Example 2. Let

γ = ({a, b, c, d}, {a, b}, {(cad, 1/3), (dbc, 1/2)},
{r1 = a#d$c#ad, r2 = db#c$a#b, r3 = a#d$d#b})

be a fuzzy splicing system with multiplication operation.

Then, by applying rule r1 to axiom cad, we obtain strings cand, n ≥ 1, with
μ(cand) = 1/3n. Similarly, by applying rule r2 to axiom dbc, we obtain strings
dbmc, m ≥ 1, with μ(dbmc) = 1/2m. The application of rule r3 to these strings
results in canbmc with μ(canbmc) = 1/3n · 1/2m.
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Then Lc(γ) = {anbm : n,m ≥ 1} ∈ REG and

Lw(γ,= 1/5) = ∅ ∈ FIN,

Lw(γ,> 1/3) = {b} ∈ FIN,

Lw(γ,∈ {1/6n : n ≥ 1}) = {anbn : n ≥ 1} ∈ CF−REG.

One can see that the last threshold language generated by the fuzzy splicing
system is not regular. However, if we consider min or max as fuzzy operations
with the splicing system above, then the threshold languages are not more than
regular. In this case for the generated strings canbmc we have

μ(canbmc) =

{
1/3, n > 0,

1/2, n = 0.

Therefore,

Lw(γ,∈ {1/6n : n ≥ 1}) = ∅ ∈ FIN,

Lw(γ,> 1/3) = {bn : n ≥ 1} ∈ REG.

Example 3. Consider the following fuzzy splicing system with the multiplication
operation

γ = ({a, b, c, w, x, y, z}, {a, b, c}, {(xay, 1/3), (ybz, 1/5), (zcw, 1/7)},
{r1 = xa#y$x#a, r2 = yb#z$y#b, r3 = zc#w$z#c,

r4 = a#y$y#b, r5 = b#z$z#c}).

By rule r1 to the initial string xay, we obtain (xaky, 1/3k), k ≥ 1, by rule r2 to
the initial string ybz, we get (ybmz, 1/5m),m ≥ 1, by rule r3 to the initial string
zcw, we have (zcnw, 1/7n), n ≥ 1. The rules r4 and r5 the strings above result
in

[(xaky, 1/3k), (ybmz, 1/5m)] �r4 (xakbmz, 1/3k5m)

and

[(xakbmz, 1/3k5m), (zcnw, 1/7n)] �r5 (xakbmcnw, 1/3k5m7n).

Then, the fuzzy language generated by γ is

Lf (γ) = {(akbmcn, 1/3k5m7n) : k,m, n ≥ 1}.

Further, we consider the following threshold languages:

Lw(γ,> 0) = {akbmcn : k,m, n ≥ 1} ∈ REG,

Lw(γ,> 1/1055) = {akbmcn : 1 ≤ k,m, n ≤ 5} ∈ REG,

Lw(γ,∈ {1/105n : n ≥ 1}) = {anbncn : n ≥ 1} ∈ CS−CF.
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4 Conclusions

In this paper, we have introduced the concept of fuzzy splicing system and
established their preliminary properties. When fuzzy splicing systems are con-
sidered with multiplication, max or min operations and subintervals of [0, 1],
they cannot increase the generative power of splicing systems. The regularity of
fuzzy splicing systems under strong interpretation remains open. If we choose
discrete sets from [0, 1], the power can be increased up to some context-sensitive
languages. On the one hand, fuzzy splicing systems allow modeling molecu-
lar uncertainty processes appearing in molecular biology, systems biology and
medicine. On the other hand, the study of fuzzy splicing systems in particular
and the fuzzy variants of other theoretical models of DNA computing makes a
significant contributions to formal language and automata theories.
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Abstract. Software requirements prioritization is the act of ranking user’s 
requirements in order to plan for release phases. The essence of prioritizing 
requirements is to avoid breach of contract, trust or agreement during software 
development process. This is crucial because, not all the specified requirements 
could be implemented in a single release due to inadequate skilled 
programmers, time, budget, and schedule constraints. Major limitations of 
existing prioritization techniques are rank reversals, scalability, ease of use, 
computational complexities and accuracy among others. Consequently, an 
innovative model that is capable of addressing these problems is presented. To 
achieve our aim, synthesized weights are computed for criteria that make up 
requirements and functions were defined to display prioritized requirements 
based on the global weights of attributes across project stakeholders. An 
empirical case scenario is described to illustrate the adaptability processes of 
the proposed approach.  

Keywords: Software, requirements, weights, prioritization, model. 

1 Introduction 

Prioritization is the act of determining an ordered set of requirements based on their 
perceived importance by project stakeholders so as to plan for software release phases 
[1-3]. It is considered to be a multi-criteria decision making process.  Essentially, the 
basic components of decision-making problems are: goal/objective goal, 
criteria/factors or alternatives/actions. During decision making, many unambiguous 
criteria are used to elect best alternatives from a pool. These criteria could either be 
quantitative, qualitative or both. The ranking of alternatives are finally achieved 
through weighting scales which contain values that decision makers use to determine 
the relative importance of alternatives.   

Decision making in software development process is inevitable if the proposed 
software must satisfy or meet user’s requirements and delivered within time and budget. 
This is a crucial aspect of software development because; clients specify too many 
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requirements for implementation without considering the availability of time and 
resource constraints. Therefore, a meticulously selected set of requirements must be 
considered for implementation with respect to available resources [4]. The process of 
selecting preferential requirements for implementation is the most prominent attributes 
of requirements prioritization techniques. This process aims at determining the most 
valued or prime requirements from a set or pool of specified requirements [5].  

The main aim of this study is to develop a preference based multi-criteria decision 
making (MCDM) model, capable of enhancing stakeholder’s quest for prioritizing 
requirements with respect to multiple criteria and diverse criteria priorities. A rank is 
computed by collating all the weights for the requirements in a set with respect to the 
total number of stakeholders involved in the ranking process. Software products that 
are developed based on prioritized requirements can be expected to have a lower 
probability of being rejected.  

To prioritize requirements, stakeholders will have to relatively compare them in 
order to determine their relative value through preference weights [6]. These 
comparisons grow with increase in the number of requirements [7]. State-of-the-art 
prioritization techniques such as AHP and CBRanks seem to demonstrate high 
capabilities [8]. These techniques have performed well in terms of ease of use and 
accuracy but, still lacking in various areas. In this paper, an enhanced approach for 
software requirements prioritization is proposed based.  

The rest of the article is structured as follows: Section 2 discusses the related work 
while section 3 enumerates the proposed approach. Section 4 presents an empirical 
example in order to evaluate the performance of the proposed approach. Section 5 deals 
with the experimental result which lead to conclusion and future work in section 6.  

2 Related Work  

In literature, many techniques have been proposed for prioritizing software 
requirements during development processes but most of these techniques are not 
easily adoptable due to one limitation or the other. Analytic hierarchy process (AHP) 
seems to be the most widely adopted technique for prioritizing alternatives including 
software requirements but this prominent technique suffer serious scalability 
challenges. It cannot prioritize large number of requirements and it is said to be time 
consuming [9-11]. However, attempts have been made to address the scalability 
challenges inherent in AHP. For example techniques like binary priority list [12], 
Case based ranking [13], EVOLVE [14], fuzzy based requirements prioritization 
approaches [15, 16], Pair wise analysis [17], TOPSIS [18, 19] and fuzzy based 
MCDM approaches [20, 21] among others. Again, none of these techniques is 
flawless. Techniques like binary priority list and fuzzy AHP did not cater for 
dependencies that could exist among requirements before prioritizing them. Case 
based rank is limited in its inability to support coordination among different 
stakeholders through negotiations, EVOLVE is reported to be computationally 
complex along with pair wise comparisons which is also known for producing 
unreliable results. TOPSIS on the other hand do not possess the ability of updating 
rank status whenever requirements evolves while the fuzzy based approaches suffer 
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generally from three major setbacks which include: requirements dependency issues 
as well as lack of implemented tool to support the proposed approaches. Also, 
validations of these techniques with real-world projects have not been achieved yet. A 
detailed analysis and descriptions of existing prioritization techniques with their 
limitations can be found in [22]. Nonetheless, obvious limitations that cut across 
existing techniques ranges from rank reversals to scalability, inaccurate rank results, 
increased computational complexities and unavailability of efficient support tools.  

3 The Proposed Approach   

The main objective of this study is to propose an approach that supports stakeholders 
in ranking software requirements. In this context, the proposed steps are described as 
follows:  

Step 1: Decompose the problem into a hierarchy of requirements and their interrelated 
attributes; 

Step 2: Generate input data consisting of preference weights of attributes across all 
stakeholders; 

Step 3: Synthesize each subjective judgments and compute the global weights; 
Step 4: Calculate the final weights to display prioritized requirements.  

 
The proposed prioritization approach consists of defining a common hierarchy of 

requirements with their respective attributes to aid comparison by all the stakeholders 
involved in the software development project (Figure 1). 

  

Goal 

Aspect 

Attributes  

Requirements

R1 R2 Rn

a11 a21a12 a22 an am…

W1 W3 WnW2 …Weights  

 

Fig. 1. Representation of the 4-level structure of ranking process 

Let us assume that, we have X and Y requirements and the aim is to rank them 
based on the weights of attributes

nn aaaa 221111 ,...,,,..., provided by the respective 

stakeholders, each attribute will then have to be ranked based on a weight scale. 
Therefore, the prioritization process consists of finding the weights that engenders the 
determination of relative importance of requirements. The structure describing the 
proposed approach is shown in Figure 2. 
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Requirements (Attributes) Relative weights by stakeholders (Table 1) 
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Fig. 2. Structure of the prioritization process 

The relative value of each requirement is measured on the basis of the accrued 
weights across project stakeholders. The prioritized output will then be the cumulative 
sums of the accrued weights.  
 
Definition 3.3.1: Let X be a measurable requirement set that is endowed with 
attributes of σ-functionalities, where N  is all subsets of X. A prioritization function g 

defined on the measurable space ),( NX is a set function ]1,0[: →Ng  which 

satisfies the following properties: 
( ) 0, ( ) 1g g Xφ = =     (1) 

But for requirement sets X, Y; the equation for the prioritization process will be: 
]1,0[→∈⊆ NYX     (2) 

From the above definition, gNYX ,,,  are said to be the parameters used to measure or 

determine the relative weights of requirements. This process is monotonic. 
Consequently, the monotonicity condition is obtained as:  

)}(),(max{)( YgXgYXg ≥∪ ; )}(),(min{)( YgXgYXg ≤∩     (3) 

In the case where )}(),(max{)( YgXgYXg ≥∪ , the prioritization function g 

attempts to determine the total number of requirements being prioritized and 
if )}(),(min{)( YgXgYXg ≤∩ , the function attempts to compute the relative 

weights of requirements provided by the relevant stakeholders.  

Definition 3.3.2: Let 
iX

n

i
iXh 1.

1

=

=  be a simple function. 

iX1 , is the attribute function of the requirement set niNX i ,...,1, =∈ ; the sets
iX are 

pairwise disjoints, but if )( iXM is the measure of the weights between all the  
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attributes contained in
iX , then the integral of h which is used to find the local weights 

of requirements is given as: 

iX

n

i
iXMdMh .)(.

1

=

=                                              (4) 

Definition 3.3.3: Let gNYX ,,, be the measure of weights between two sets of 

requirements, the integral of weights measure ]1,0[: →Ng with respect to a simple 

function h is defined by: 

)}(,'min{max))()(()()( iiii YgrXgrhrgrh =∧∨=                (5) 

Where )( irh is a linear combination of an attribute function 
ir1  such 

that
nn YXYX ⊂⊂⊂⊂ ...11
and })(|{ nn YrhrX ≥= . This is used to determine the 

global weights between requirements. 

Definition 3.3.4: Let gNX ,, be a measure space. The integral of a measure of 

weights by the prioritization process ]1,0[: →Ng  with respect to a simple function h 

is defined by 

)()].()(([).( 1 iii Xgrhrhdgrh −−≅                                               (6) 

Similarly, if gNY ,,  is a measure space; the integral of the measure of the weights 

with respect to a simple function h will be: 

)()].'()'(([).'( 1 iii Ygrhrhdgrh −−≅       (7) 

However, if g measures the relative weights of requirements, defined on a power set 
P(x) and satisfies the definition 3.3.1 as above; the following attribute is evident:  

)()()()()(),(, 22222 YgXgYgXgYXgYXxPYX λφ ++=∪=∩∈∀  (8) 

For ∞≤≤ λ0  
Therefore, for requirement set },...,,{ 21 nrrrX = , the density of weights measure 

}{ ii rw =  can be formulated as follows: 
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For ∞≤≤ λ0  
However, h is a measurable set function defined on the certain measurable space of 
requirement weights NX , and assuming )(...)()( 21 nrhrhrh ≥≥≥ , then the integral of 

the weights measure of requirements ( )g ⋅  with respect to ( )h ⋅  can be defined as 

follows:  

 −++−+= −− )]()([...)()].()([)().(. '
1

'
1 nnnnn rhrhYgrhrhXgrhdgh  (10) 

= )()]()().[()]()().[( 1
'

1
'

11 −−−− +−+− nnnnn rhrgYgrhrgXgrh   (11)  

where ),...,,();,...,,( '
2

'
1
'

21 nn rrrYrrrX == . 

Therefore, the computation of relative weights across all the requirements in the 
given sets is a dependent relation between attributes and the stakeholders. Multi-
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attributes multiplicative utility function known as non-additive multi-criteria 
evaluation technique can be used to refine the situations that do not conform to the 
assumption of independence between attributes criteria [23].  

In practical application of the prioritization process, );,...,,( 21 nrrrX =   
),...,,( '

2
'

1
'

nrrrY =  
probably represents two sets of requirements with their respective 

attributes that are to be ranked. In these sets, attributes are not necessary mutually 
independent. In order to drive the synthetic utility values, we first exploit the factor 
analysis technique to extract the attributes that possess common functionalities using 
Equation 1. This caters for requirement dependencies challenges during the 
prioritization process. The attributes with the same functionalities are considered to be 
mutually dependent. Therefore, before relative weights are assigned to the 
requirements by relevant stakeholders, attention should be paid to requirement 
dependencies issues in order to avoid redundant results.  

However, when requirements evolve, it becomes necessary to add or delete from a 
set. The algorithm should also be able to detect this situation and update rank status of 
ordered requirements instantly. This is known as rank reversals. It is formally 
expressed as follows: (1) failure of the type 0 → 1 or 1 → 0; (2) failures of the type 0 → 
φ or 1 → φ (where φ  = the null string) (called deletions); and (3) failures of the type φ → 
0 or φ → 1 (called insertions).  A weight metric w, on two requirement sets (X, Y) is 
defined as the smallest number of edit operations (deletions, insertions and updates) to 
enhance the prioritization process. Three types of rank updates operations on X → Y are 
defined as: a change operation (X ≠ φ and Y≠ φ), a delete operation (Y =φ) and an insert 
operation (X=φ). The weights of all the requirements can be computed by a weight 
function w. An arbitrary weight function w is obtained by computing all the assigned 
non-negative real number w (X, Y) on each requirement sets. This is achieved by 
Equations 2-7. However, in additive and non-additive measurement (rank updates) 
cases, Equations 8-11 is utilized to find the synthetic utilities of each attribute in the 
set within the same factor. On the other hand, there is mutual independence between 
attributes, and the measurement is an additive case, so we can utilize the additive 
aggregate method to conduct the synthetic utility values for all the attributes in the 
entire requirement sets. 

Before requirements prioritization is performed, it is expected to ensure that all the 
attributes and requirements are mutually independent. Thereafter, the relative weights 
and performance score of each attribute corresponding to each requirement set is 
computed across all the stakeholders. Then, these scores are aggregated to obtain the 
final ranks of requirements. The relative weight of the j-th attribute is calculated by 
obtaining the subjective weights of stakeholders using weight scale shown in Table 1.  

Table 1. Weight scale  

Variables    Rank Relative numbers  

Extermely important (EI) 1 (0.75, 0.90, 1.00) 

More important (MI) 2 (0.25, 0.50, 0.65) 

Less important (LI) 3 (0.15, 0.30, 0.45) 
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4 Empirical Example   

To illustrate the concept of our approach, an electronic health records system is 
considered in this case. A hospital would like to develop new software to replace the 
existing one that do not support distributed healthcare delivery services. The new 
system should allow a medical practitioner to administer quality healthcare from any 
geographical location across the three tiers of healthcare institutions (primary, 
secondary and tertiary). The system must be flexible enough to enable physicians gain 
access into the system and administer appropriate healthcare. It is required that the 
system be scalable and interoperable. The project consists of nine stakeholders, with 
four requirements sets denoted as P, F, U, and M representing Performance, 
Flexibility, Usability and Maintainability respectively containing fourteen attributes 
all together. Tables 2-4 show the relative variables, synthesized and global weights of 
the various attributes for the specified requirements.    

Table 2. Relative variables 

 P11 P12 P13 P14 P15 F21 F22 F23 U31 U32 M41 M42 M43 M44 
S1 EI EI EI EI EI MI MI MI MI MI EI EI EI EI 
S2 EI EI EI EI EI EI EI EI EI EI EI EI EI EI 
S3 MI MI MI MI MI EI EI EI EI EI LI LI LI LI 
S4 MI MI MI MI MI LI LI LI EI EI EI EI EI EI 
S5 EI EI EI EI EI MI MI MI LI LI MI MI MI MI 
S6 MI MI MI MI MI EI EI EI LI LI MI MI MI MI 
S7 EI EI EI EI EI EI EI EI LI LI MI MI MI MI 
S8 MI MI MI MI MI LI LI LI MI MI MI MI MI MI 
S9 EI EI EI EI EI MI MI MI LI LI EI EI EI EI 

Table 3. Synthesized weights   

 P11 P12 P13 P14 P15 F21 F22 F23 U31 U32 M41 M42 M43 M44 
S1 0.675   0.675   0.675   0.675   0.675 0.081  0.081  0.081  0.081   0.081  0.675   0.675   0.675   0.675 
S2 0.675   0.675   0.675   0.675   0.675 0.675   0.675   0.675   0.675   0.675 0.675   0.675   0.675   0.675 
S3 0.081   0.081  0.081   0.081   0.081   0.675   0.675   0.675   0.675   0.675 0.020  0.020   0.020   0.020   
S4 0.081   0.081  0.081   0.081   0.081   0.020  0.020  0.020  0.675   0.675 0.675   0.675   0.675   0.675   
S5 0.675   0.675   0.675   0.675   0.675 0.081   0.081  0.081  0.020  0.020  0.081 0.081 0.081 0.081 
S6 0.081   0.081  0.081   0.081   0.081   0.675   0.675   0.675   0.020  0.020  0.081 0.081 0.081 0.081 
S7 0.675   0.675   0.675   0.675   0.675 0.675   0.675   0.675   0.020  0.020  0.081 0.081 0.081 0.081 
S8 0.081   0.081  0.081   0.081   0.081   0.020  0.020  0.020  0.081   0.081  0.081 0.081 0.081 0.081 
S9 0.675   0.675   0.675   0.675   0.675 0.081   0.081  0.081  0.020  0.020  0.675   0.675   0.675   0.675   

Table 4. Global weights 

 P11  P12  P13  P14  P15 F21  F22  F23 U31 U32  M41  M42  M43  M44 
S1 0.40   0.40   0.40    0.40    0.40 0.16   0.16    0.16 0.20 0.20 0.41   0.41    0.41    0.41 
S2 0.40   0.40   0.40    0.40    0.40 0.33   0.33   0.33 0.58 0.58 0.41   0.41    0.41    0.41 
S3 0.13   0.13    0.13    0.13    0.13  0.33   0.33   0.33 0.58 0.58 0.07  0.07  0.07   0.07   
S4 0.13   0.13   0.13    0.13    0.13  0.10  0.10  0.10 0.58 0.58 0.41   0.41    0.41    0.41 
S5 0.40   0.40   0.40    0.40    0.40 0.16   0.16    0.16 0.10 0.10 0.14 0.14 0.14 0.14 
S6 0.13   0.13   0.40    0.40    0.40  0.10   0.10   0.10 0.10 0.10 0.14 0.14 0.14 0.14 
S7 0.40   0.40   0.40    0.40    0.40 0.10   0.10   0.10 0.10 0.10 0.14 0.14 0.14 0.14 
S8 0.13   0.13   0.13    0.13    0.13  0.10  0.10  0.10 0.20 0.20 0.14 0.14 0.14 0.14 
S9 0.40   0.40   0.40    0.40    0.40 0.16   0.16    0.16 0.10 0.10 0.41   0.41    0.41    0.41 
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5 Experimental Results 

The results displayed in Table 5 shows the summary of output executed for the 
prioritized requirements, obtained from preference weights of stakeholders. The 
overall result is shown in Table 6.   

Table 5. Execution output  

Requirements Stakeholders  Mean Std. deviation 

     
QoS (P11) 9  0.411 0.313 
Scalability (P12) 9  0.411 0.313 
Security (P13) 9  0.411 0.313 
Data communication  (P14) 9  0.411 0.313 
Data redundancy (P15) 9  0.411 0.313 
Installation ease (F21) 9  0.329 0.329 
User friendly (F22) 9  0.329 0.329 
Compatibility (F23) 9  0.331 0.327 
Code change (U31) 9  0.252 0.318 
File change (U32) 9  0.252 0.318 
Documentation quality (M41) 9  0.338 0.320 
Maintenance plan (M42) 9  0.338 0.320 
Installation manual (M43) 9  0.338 0.320 
User training  (M44) 9  0.338 0.320 

 
The proposed approach has the capacity to accurately address rank reversal and 

dependency issues as against the existing techniques. For example, in Table 6, R1 and 
R4 emerged as prime requirements even though R1 had more attributes than R4. It is 
also applicable to large numbers of requirements. Determining the weights of 
stakeholder’s requirements was achieved by synthesizing the priorities over all levels 
obtained by varying numbers of requirements.  

Table 6. Prioritized requirements  

Requirements  Final rank  
R1 1.40 
R2 0.51 
R3 0.56 
R4 1.00 

6 Conclusion and Future Work       

Many software development projects fail not because there are no skillful 
programmers but because there are no skillful elicitors who have the capacity of 
acquiring and ranking requirements in an efficient and precise manner in order to plan 
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for software releases.  This research has proposed an approach that will help guide 
developers, elicitors, architects and other stakeholders in their quest to develop 
systems that meet the requirements of the users. Surely, when requirements are 
vaguely elicited, the resulting system will not function as expected even when the 
codes are free of errors. In conclusion, this research proposed a preference weights 
model for prioritizing software requirements. Four user’s requirements with fourteen 
respective attributes were described to describe the application of the proposed 
approach. By using this approach, the subjective judgments can be quantified to make 
comparison more efficiently and reduce assessment biasness. These efforts will aid 
developers in designing an architecture and software with preferential requirements of 
stakeholders. For the future work, the implementation of the proposed approach and 
its application in real-world project with large number of requirements and 
stakeholders is underway. Also, there is need to minimize the disagreement rate 
between final rank weights. 
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Abstract. This paper presents a fuzzy logic-based adaptive communication 
management on a wireless network. A combination of both wireless network 
and handheld device is most widely used in the world today. The wireless net-
work depends on the radio signal to communicate with the device. And the 
handheld device is the mobile node, which is difficult to determine the certain 
location. These unstable features have a negative influence on the communica-
tion QoS (quality of service). Therefore, we adopt the fuzzy logic to improve 
the communication efficiency. The access point (AP) may evaluate the commu-
nication state with the fuzzy logic. Through this, the relay station utilizes  
the evaluation result to handle the communication throughput. The simulation 
demonstrates the efficiency of our proposed model. 

Keywords: Fuzzy Logic, Rule-based Inference, Adaptive Queue Management, 
Wireless Network. 

1 Introduction 

A mobile device technology has evolved over the past decade. And a wireless tech-
nology is also rapidly advanced with the prevalence of mobile devices. Both mobile 
device and wireless system become an integral element of the modern world. Moreo-
ver, both technologies are still evolving with various researchers around the world [1]. 

A wireless network transmits a radio signal to communicate with other devices. 
The wireless signal travels between the atmospheres without regard to the physical 
interruption. Thus, the wireless device is able to connect to the network, regardless of 
the environments [2]. Surely, the wireless signal has an obvious boundary to identify 
the signal. The problem of the coverage arises from the strength of the signal. This 
kind of boundary may be easily solved with multiple relay stations. However, this 
feature makes some side effect for communication reliability. The mobile device is 
frequently moved as its name. In addition, the connection's quality may be different 
according to the environment. Hence, the wireless connection is more unstable than 
the wired. And much study has been done to guarantee the wireless QoS. Most of the 
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study focuses on the transport protocol level. The transmission communication proto-
col (TCP) is the dominant protocol on the common network. However, the TCP may 
be a double-edged sword for wireless system. The TCP is the protocol, which is based 
on the wired environment. Hence, the existing study tries to improve on the TCP 
scheme for wireless network. For instance, some study focuses on the TCP control 
message, which ensures the reliable delivery. On the other hand, the other study 
adopts the supplement method like the packet snooping [3-6]. 

As above, there is much effort to improve the communication quality. This paper 
also has an interest in the similar issue. Our study is based on the packet snooping 
approach. And we adopt the fuzzy logic to manage the communication through the 
wireless network. The base station (BS) captures and holds the packet, which is going 
to the mobile host (MH). In this process, we attach the fuzzy logic to estimate the 
communication reliability between each mobile node. And the estimation result de-
termines the communication cycle and buffer size. Through this, the BS controls the 
communication throughput according to the link's state. 

The rest of this paper is organized as follows: In section 2, we briefly review re-
lates works. And we describe the main idea of our proposed model in section 3. Sec-
tion 4 presents the simulation design and its measured result. And finally we conclude 
in section 5. 

2 Related Works 

Existing studies try to optimize the TCP over the wireless network. The TCP provides 
the reliable connection by using its own flow control. This TCP scheme utilizes the 
control packet to ensure the delivery. However, the wireless communication frequent-
ly faces some failure such as the high bit error rate. This problem comes from the 
environment of the wireless link. Nevertheless, the traditional TCP scheme just fol-
lows the wired-based design. 

The mobile TCP (M-TCP) is one of the improved versions for the wireless link. 
The M-TCP is to ensure the countermeasure for unstable connections. If some packet 
cannot reach to the MH, the M-TCP notifies this information to the fixed host (FH). 
However, the M-TCP does not establish the snooping buffer. Besides, the notify mes-
sage is also one of the TCP packets. It may aggregate the network traffic, and induce 
the performance degradation. The split connection is the alternative option for this 
problem. It means; the network may classify the connection into two groups. First 
connection is to provide the wired communication between the FH and the BS. And 
second connection is to manage the wireless link between the BS and the MH. How-
ever, it also has another problem from the relay agent [4]. 

The snooping TCP is also one of the indirect strategies for wireless connection. 
The snooping is just to capture and analyze the packet over the network. However, 
this scheme may provide the buffer and retransmission process. With the snooping 
module, The AP may recognize the packet flow, and recover the message on its own 
responsibility [6]. 

Our study is based on the snooping TCP, and attaches the fuzzy logic to improve 
the wireless QoS. 
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3 Fuzzy Logic-Based Adaptive Communication Management 

In this paper, we apply the fuzzy logic to estimate the wireless link's status. And the 
BS controls the buffer size and the communication cycle with the estimation result. 
The better state ensures the high priority for communication between the BS and the 
MH. More detailed is as follows: 

3.1 Fuzzy Logic-Based State Estimation 

It is very difficult to judge the communication state clearly. Of course, there are some 
general factors to measure the network performance. However, the performance does 
not fully represent the actual states of the MH. We have also few factors with the uncer-
tain characteristics. We adopt the fuzzy logic in order to solve this uncertainty [7]. 

 

Fig. 1. Fuzzy model to estimate the link's state 

Table 1. Fuzzy Input and Output Parameter 

Parameter Name Function Set of Fuzzy 

Signal Strength μA { Very Good, Good, Weak, Very Weak } 
Distance μB { Near, Middle, Far } 
Timeout μC { Very Rare, Rare, Normal, Frequent, Very Frequent } 
Loss Rate μD { Very Small, Small, Large, Very Large } 
Estimated State μE { Excellent, Acceptable, Questionable, Disappointed } 

Fig. 1 shows the designed fuzzy model to estimate the link's state. As shown in Fig-
ure 1, there are four input parameters for our fuzzy model. Both the signal strength and 
the distance are closely connected with the MH's physical factor. On the other hand, 
both the timeout and the loss rate are to evaluate the communication state. Each input is 
a crisp value, which directly measures from the environments. Hence, each input may 
translate to the fuzzy value. The fuzzy logic only handles a fuzzy value, not a crisp val-
ue. Each input parameter has different fuzzy value sets as shown in Figure 1. 

The inference engine deduces the fuzzy output with the input parameter. To infer 
the result, the fuzzy logic includes its own rule base system. 
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Table 2. Sample of fuzzy inference rule 

μA μB μC μD μE 
Very Good Near Very Rare Very Small Excellent 
Good Middle Very Rare Very Small Excellent 
Weak Near Very Rare Very Small Excellent 
Very Good Near Frequent Large Acceptable 
Very Weak Middle Rare Very Small Acceptable 
Very Good Near Frequent Very Large Questionable 
Very Weak Far Normal Small Questionable 
Good Middle Very Frequent Very Large Disappointed 
Weak Near Very Frequent Very Large Disappointed 
Very Weak Far Very Frequent Very Large Disappointed 

Table 2 shows the example of the fuzzy inference rule. The inference rule includes 
the all combination of input parameters. Table 2 is just a sample to present the com-
position of the inference rule. The actual logic includes total 240 individual rules to 
deduce the μE. In our study, the inference is based on the Mamdani's min-max me-
thod. And we apply the center of gravity (CoG) to defuzzify the output value [8]. 

3.2 Adaptive Communication Management 

Fig. 2 shows the brief appearance of our proposed model. Every packet from the FH 
or the MH may pass the flow analyzer. The flow analyzer not only analyzes incoming 
packets, but also measures the current state of the links. And the flow analyzer sends 
both packets and measured information to the flow controller. According to the cur-
rent link's state, the packet goes to the destination, or the packet buffer. The flow con-
troller determines this process with the state estimation module. And the state estima-
tion module is the fuzzy system, which shown in previous section. Among these 
modules, the flow controller is the supervisor of our model. Our model is based on the 
snooping TCP [4, 6], and includes two major functions. The flow controller not only 
directs the snooping process, but also controls the throughput for flow. 

 

Fig. 2. Brief model for adaptive communication management 
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Fig. 3. Adaptive queue management according to the link's state 

First, the flow controller handles the maximum queue size on the packet buffer. 
Our model does not ensure the static buffer for every MH. The flow controller allo-
cates the buffer size according to the link's state. Fig. 3 describes this adaptive queue 
management of our model. The flow controller gives more buffer space to the better 
connection. For instance, we assume the degradation situation from the former link’s 
state. The flow controller sends the “decrease” order to the packet buffer. In this case, 
some packet might be overflowed from the buffer. However, the packet buffer does 
not drop these packets, and ensure the delivery. And also the flow controller waits 
until the buffer has some idle space. On the other case, the packet buffer increases the 
idle space for target MH's link. And the flow controller requests more packets to  
the FH. 

And last, the flow controller manages the packet transmission throughput. In fact, 
this is the side effect from the adaptive queue management. Fig. 4 shows the pseudo-
code of the flow controller. The flow controller requests next packets according to the 
buffer's state. The flow controller only requests the next packet, when the buffer has 
some idle space. If the buffer has sufficient space, the flow controller may request 
many more packets to the FH. Besides, our model ensures the large buffer space to 
the MH, who has the reliable connection. This behavior gives more chances to the 
superior link. It also allows that the BS may utilize the limited resource efficiently. 
The inferior link has only few spaces on the packet buffer. Above all, the interior link 
cannot empty the buffer as fast as the superior link. The large buffer for the interior 
link induces the waste resource. Of course, this behavior seems to be a severer dis-
crimination for the interior link. However, the state of wireless link can be changed 
easily. And our model periodically evaluates the link's state with the fuzzy logic. 

Therefore, our model may improve the wireless QoS with the proposed process. 
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Fig. 4. Pseudo-code of the flow controller's behavior 

4 Simulation Design and Results 

We design the simulation environment to prove the efficiency of our proposed model. 
The TCP's behavior may translate to the discrete event. Hence, we apply the DEVS 
methodology for our simulation design [9]. 

 

Fig. 5. Brief model design for simulation 

Fig. 5 shows the brief form of our simulation model. We classify the simulation 
model into the device model, and the environment model. The device model is to 
imitate the network device as its name. On the other hand, the environment model is 
to describe the virtual network environment. Our model and scenario are reduced 
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version from the actual full system. There are several fixed hosts and mobile hosts in 
the actual environment. However, our model only contains the single fixed host and 
20 mobile hosts. The base station is an also single model to direct the communication 
flow. The most of TCP behaviors does not reflect in our model and scenario. We only 
apply the essential element to our model and scenario. And each environment model 
is to perform the intentional packet loss. The packet loss might be occurred with the 
random probability. However, we have an interest in the wireless network's failures. 
Hence, we only consider the packet loss situation on the wireless link model. 

In order to compare the performance, our simulation includes three different beha-
viors for base station. First is the no snooping and indirect TCP behavior (I-TCP) [4]. 
Second is the basic snooping TCP behavior (S-TCP) [6]. And the last is our proposed 
behavior (FLACM-TCP). Both scenario and condition are equal for each behavior. 
Every MH shows the same variable pattern on the signal strength and the distance. 
However, the MH's initial condition is different from each other. 

We measure two factors to compare the performance of each behavior. 

 

Fig. 6. Result graph for simulation runtime 

Fig. 6 is the result graph for simulation runtime. In this scenario, the FH sends total 
10,000 packets to the MH. And we measure an actual simulation time to finish the 
delivery. And our proposed model records 4428 milliseconds, which is the least run-
time to deliver 10,000 packets. The record seems too late to apply for the real system. 
However, we handle the simulation time ratio as slow as possible. Otherwise, we 
cannot measure and compare the exact runtime. 

Fig. 7 is the result graph for communication throughput. And we calculate the 
throughput with the following equation: 
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Equation (1) is the formula to calculate the x-th MH's throughput. Ps in equation (1) 
indicates all sent and received packets with the MH. In contrast, Pa indicates the suc-
cessfully received packets for MH. And we don't count the error or duplicated packet 
for Pa. Hence, the lower error leads the high throughput. We run the simulation for 
10,000 milliseconds, and repeat the 256 times to estimate the average for throughput. 
And our proposed method records relatively high throughput than other model.  

 

Fig. 7. Result graph for throughput 

Both results demonstrate that, our proposed method ensures reasonable communi-
cation efficiency on the wireless network.  

5 Conclusion 

This paper presents the fuzzy logic-based adaptive communication management on 
the wireless network. The wireless network is most widely used in the real world. 
However, the wireless link shows poor stability to communicate with the mobile de-
vices. In order to improve the wireless efficiency, we estimate the mobile host's state 
with the fuzzy logic. And the estimation result determines the buffer size for each 
wireless link. The better MH link's state induces the more chance for communication 
service. We simulate our proposed model to prove the efficiency. And the simulation 
result shows the reasonable performance of our proposed model. Therefore, the fuzzy 
logic-based adaptive communication management ensures the appropriate efficiency 
for wireless link. However, we don't consider the handover situation in this study. The 
future work will extend the behavior for multiple base stations. 
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Abstract. Six variants of self-adapting genetic algorithms with varying 
mutation, crossover, and selection were developed. To implement self-
adaptation the main part of a chromosome which comprised the solution was 
extended to include mutation rates, crossover rates, and/or tournament size. The 
solution part comprised the representation of a fuzzy system and was real-coded 
whereas to implement the proposed self-adapting mechanisms binary coding 
was employed. The resulting self-adaptive genetic fuzzy systems were 
evaluated using real-world datasets derived from a cadastral system  and 
included records referring to residential premises transactions. They were also 
compared in respect of prediction accuracy with genetic fuzzy systems 
optimized by a classical genetic algorithm, multilayer perceptron and radial 
basis function neural network. The analysis of the results was performed using 
statistical methodology including nonparametric tests followed by post-hoc 
procedures designed especially for multiple N×N comparisons. 

Keywords: self-adaptive GA, mutation, crossover, genetic fuzzy systems. 

1 Introduction 

The execution time of genetic algorithms constitute a big challenge, especially when 
they are used in hybrid methods to create and optimize different classification and 
prediction models such as genetic fuzzy systems and genetic neural networks. Many 
researchers have developed numerous techniques for speeding up the convergence of 
Genetic Algorithms (GA) or Evolutionary Algorithms (EA) for above two decades. 
The methods for adapting the values of various parameters to optimize processes in 
evolutionary computation has been extensively studied and the issue of adjusting 
GA/EA to the problem while solving it still seems to be a promising area of research. 
The probability of mutation and crossover, the size of selection tournament, or the 
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population size belong to the most commonly set parameters of GA/EA. Three 
taxonomies of parameter setting forms in evolutionary computation have been 
devised by Angeline [1], Smith and Fogarty [2], and Eiben, Hinterding, and 
Michalewicz [3]. The first determines three different adaptation levels of GA/EA 
parameters: population-level where parameters that are global to the population are 
adjusted, individual-level where changes affect each member of the population 
separately, and component-level where each component of each member may be 
modified individually. The second classification is based on three division criteria: 
what is being adapted, the scope of the adaptation, and the basis for change which is 
further split into two categories: evidence upon which the change is carried out and 
the rule or algorithm that executes the change.  

The third taxonomy [3] is a general one distinguishing two major forms of 
parameter value setting, i.e. parameter tuning and parameter control. The first consists 
in determining good values for the parameters before running GA/EA, and then tuning 
the algorithms without changing these values during the run. However, this approach 
stands in contradiction to the dynamic nature of GA/EA. The second form is an 
alternative and relies in dynamic adjusting the parameter values during the execution. 
The third can be categorized into three classes deterministic, adapting and self-
adapting parameter control. Deterministic parameter control is applied when the 
values of evolutionary computation parameters are modified according to some 
deterministic rules without using any feedback from the optimization process. In turn, 
adaptive parameter control is employed when some form of feedback from the 
process is used to determine the trend or strength of the change to the GA parameter. 
Self-adaptive parameter control takes place when the parameters to be adapted are 
encoded into the chromosomes and undergo mutation and recombination. 

Numerous parameter control methods have been proposed in the literature [4], [5], 
[6]. Several mechanisms of mutation and crossover adaptation and self-adaptation 
have been developed and experimentally tested [7], [8], [9], [10].  

For several years we have been developing and evaluating techniques for building 
regression models to aid in property valuation based on various machine learning  
algorithms. Our study included genetic fuzzy systems and artificial neural networks as 
both single models [11], [12], [13] and ensembles built using different resampling 
techniques [14], [15], [16], [17], [18], [19]. An especially good performance revealed 
evolving fuzzy models applied to cadastral data [20], [21]. Evolving fuzzy systems 
are suitable for modelling the real estate market dynamics because they can be 
regularly updated on demand based on new incoming samples and the data of 
property sales ordered by the transaction date can be treated as a data stream. We have 
also explored the methods to predict from a data stream of real estate sales 
transactions based on ensembles of genetic fuzzy systems [22], [23], [24], [25]. Our 
former investigations on the use of evolutionary algorithms to optimize fuzzy 
systems, which included the generation of rule base and tuning the parameters of 
membership functions, showed it is an arduous and computationally expensive 
process. For this reason we attempted to incorporate self-adapting techniques into 
genetic fuzzy systems aimed to generate regression models for property valuation.  
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The research presented in this paper is also a continuation of our former study on 
self-adaptive genetic algorithms [26], [27]. We developed genetic algorithms with 
self-adaptive mutation and crossover based on an idea developed by Maruo et al. [28] 
and tested them using several selected multimodal benchmark functions. The 
algorithms employing self-adaptive mutation and crossover revealed better 
performance than a traditional genetic one. We also applied the self-adapting genetic 
algorithms to compose heterogeneous bagging ensembles [29]. 

2 SAGA Techniques Used to Construct Fuzzy Systems 

Six variants of self-adapting genetic algorithms (SAGA) with varying mutation (M), 
crossover (C), and selection (T) were developed. They were named in the paper SAM, 
SAC, SAMC, SACT, SAMT, and SAMCT, respectively. In all variants of SAGA 
algorithms constant length chromosomes were used and their structures are illustrated 
in Figure 1. To implement self-adaptation the main part of a chromosome which 
comprised the solution was extended to include mutation rates, crossover rates, and/or 
tournament size. The solution part comprised the representation of a fuzzy system and 
was real-coded whereas to implement the proposed self-adapting mechanisms binary 
coding was employed. The mutation rate could be set to values from the bracket 0 to 
0.3, and crossover rate from the range 0.5 to 1.0. Therefore, to encode the mutation 
rate 5 genes and crossover rate 7 genes were used. In turn, the tournament size was 
encoded using 3 binary genes to represent the range from 1 to 7. 
 

 

Fig. 1. Chromosome structures of individual self-adaptive genetic algorithms 

Solution. For each input variable three triangular and trapezoidal membership 
functions, and for output - five functions, were automatically determined by the 
symmetric division of the individual attribute domains. The evolutionary optimization 
process combined both learning the rule base and tuning the membership functions 
using real-coded chromosomes. Similar designs are described in [30], [31]. The 
shapes of the triangular and trapezoidal membership functions after evolutionary 
tuning are presented in Figure 2. 
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Fig. 2. The shapes of the membership functions after evolutionary tuning 

The rule base was real-coded using the Pittsburgh method, where one chromosome 
comprised whole rule base. Each rule was represented by n+1 genes corresponding to 
n input and one output variables The genes contained natural numbers from 1 to 5 
referring to linguistic values of variables, i.e. MLT (much less than), LT (less than), 
ME (medium), GT (greater than), MGT (much greater than), respectively. Zero value 
on the position of a given input meant that this attribute did not occur in the rule. The 
number of genes to encode membership functions was minimized based on the 
assumption that the vertices of adjacent functions overlap. Thus, only 3 genes are 
needed for each input mf and 5 genes suffice to represent the output mf. The real-
coded representation of a fuzzy system in the chromosome is depicted in Figure 3. 
 

 

Fig. 3. Encoding rules and membership functions in the solution part of the chromosome 



 Application of Self-adapting Genetic Algorithms to Generate Fuzzy Systems 53 

Self-adaptive crossover. The self-adaptive crossover, which is depicted in Figure 4, is 
different from a traditional GA crossover. A special K 1 table with real, randomly 
selected values from the brackets 0.5 to 1.0 is created, where K is the number of 
chromosomes in the population. Each chromosome is connected with one real value 
in the table. The self-adaption of the crossover goes on in the following way. For each 
chromosome from population: 

• extract the genes representing the crossover rate from the chromosome, 

• calculate the value of crossover rate extracted from chromosome, 

• if the value from the table is lower than the value of crossover rate from the 
chromosome, then the chromosome is selected to a classic crossover process, 

• the K 1 table remains unchanged during the execution of the SAGA 
algorithm.  

 

 

Fig. 4. Self-adaptive crossover in SAGA algorithms 

Self-adaptive mutation. The self-adaptive mutation applied in SAGA algorithms is 
illustrated in Figure 5. It differs from a standard GA mutation which rate remains 
constant during the run. Each chromosome from the population can be subject to the 
mutation. A special K×L matrix with real, randomly selected values from the range 0 
to 0.3 is created, where K is the number of chromosomes in the population, and L 
stands for the number of genes in a chromosome. Each gene in each chromosome is 
connected with one real value in the matrix. The self-adaptation of the mutation 
proceeds as follows. For each chromosome from population:  

• extract the genes representing the mutation rate from the chromosome, 
• calculate the value of mutation rate extracted from chromosome, 
• if the value from the matrix is lower than the value of the mutation rate taken 

from the chromosome, then the chromosome mutates in a traditional way, 
• the K×L matrix remains unchanged during the execution of the SAGA 

algorithm.  
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Fig. 5. Self-adaptive mutation in SAGA algorithms 

Self-adaptive selection. Three genes were added to the chromosome to encode the 
tournament size which could be set to integer number from 1 to 7. Therefore, before 
selection average tournament size in the population was calculated and this value was 
used as the final tournament size in the selection operation. 

3 Experimental Setup 

The experiments were conducted with our system implemented in Matlab. The system 
was designed to carry out research into machine learning algorithms using various 
resampling methods and constructing and evaluating ensemble models for regression 
problems. We have recently extended our system to include functions for building and 
tuning fuzzy systems by means of self-adapting genetic algorithms. 

Real-world dataset used in experiments was derived from a cadastral system  and 
included records referring to residential premises transactions accomplished in one 
Polish big city within 14 years from 1998 to 2011. After selection and cleansing the 
final dataset counted 9795 samples. Four following attributes were pointed out as 
main price drivers by professional appraisers: usable area of a flat (Area), age of a 
building construction (Age), number of storeys in the building (Storeys), the distance 
of the building from the city centre (Centre), in turn, price of premises (Price) was the 
output variable.  

 

 

Fig. 6. Change trend of average transactional prices per square metre over time 
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The evaluating experiments were conducted for 36 points of time from 2002-01-01 
to 2010-10-01. Single models were built over training data delineated by the time 
span of 12 months. In turn, the test datasets were determined by the interval of 3 
months, current for a given time point. The selected dataset ensured the variability of 
individual points of observation due to the dramatic rise of the prices of residential 
premises during the worldwide real estate bubble (see Fig. 6). 

For comparative tests we took the results of our previous investigations into 
genetic fuzzy systems optimized by a classical genetic algorithm (GA) [32] (see 
parameters in Table 1) and artificial neural networks: multilayer perceptron (MLP) 
and radial basis function neural networks (RBF) [33] conducted over the same 
datasets. To examine the better convergence of SAGA algorithms fuzzy systems were 
built within 50 generations whereas with a classical GA 100 generations were 
executed. The number of epochs to learn each neural network was equal to 100. As 
the performance measure the root mean square error (RMSE) was used.  

Table 1. Parameters of GA to optimize fuzzy sets used in experiments 

Fuzzy system Genetic Algorithm 

Type of fuzzy system: Mamdani 

No. of input variables: 4 

Type of membership functions (mf): triangular 

No. of input mf: 3 

No. of output mf: 5 

No. of rules: 15 

AND operator: prod 

Implication operator: prod 

Aggregation operator: probor 

Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 

Population size: 100 

Fitness function: MSE 

Selection function: tournament 

Tournament size: 4 

Elite count: 2 

Crossover fraction: 0.8 

Crossover function: two point 

Mutation function: custom 

No. of generations: 100 

 
The analysis of the results was performed using statistical methodology including 

nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [34], [35], [36], [37]. The routine starts with the nonparametric 
Friedman test, which detect the presence of differences among all algorithms 
compared. After the null-hypotheses have been rejected the post-hoc procedures are 
applied in order to point out the particular pairs of algorithms which produce 
differences. For N×N comparisons nonparametric Nemenyi’s, Holm’s, Shaffer’s, and 
Bergmann-Hommel’s procedures are employed. 

4 Analysis of Experimental Results  

4.1 Performance of SAGA Fuzzy Systems  

The performance of single SAGA fuzzy models over 36 points of observation is 
depicted in Figure 7. The values of RMSE are given in thousand PLN. We can see 
unstable behaviour of SAMT models which produce excessive errors for two points. 
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However, the differences among the models are not visually apparent, therefore one 
should refer to statistical tests of significance. 

Average rank positions of single SAGA models determined during Friedman test 
are shown in Table 2, where the lower rank value the better model. Adjusted p-values 
for Nemenyi’s, Holm’s, Shaffer’s, and Bergmann-Hommel’s post-hoc procedures for 
N×N comparisons for all possible pairs of SAGA methods are shown in Table 3. For 
illustration the p-values of the paired Wilcoxon test are also given. The significance 
level considered for the null hypothesis rejection was 0.05. Significant differences 
were observed only for one pair of SAGAs: SAC ensembles surpassed the SAMCT 
ones. The paired Wilcoxon test can lead to over-optimistic decisions because it allows 
for rejection of a greater number of null hypotheses. 
 

 

Fig. 7. Performance of SAGA models over 36 points o observations 

Table 2. Average rank positions of SAGA models determined during Friedman test 

1st 2nd 3rd 4th 5th 6th 

SAC (2.86) SAM (3.22) SACT (3.22) SAMT (3.69) SAMC (3.78) SAMCT (4.22) 

Table 3. Adjusted p-values for N×N comparisons of SAGA models for all 15 hypotheses 

Method  vs  Method pWilcox pNeme pHolm pShaf pBerg 
SAC vs SAMCT 0.0184 0.0304 0.0304 0.0304 0.0304 
SAM vs SAMCT 0.0192 0.3501 0.3268 0.2334 0.2334 
SACT vs SAMCT 0.0443 0.3501 0.3268 0.2334 0.2334 
SAC vs SAMC 0.0169 0.5645 0.4516 0.3764 0.3764 
SAC vs SAMT 0.0095 0.8817 0.6466 0.5878 0.4115 
SAM vs SAMC 0.5094 1.0000 1.0000 1.0000 1.0000 
SAMC vs SACT 0.3300 1.0000 1.0000 1.0000 1.0000 
SAMT vs SAMCT 0.5297 1.0000 1.0000 1.0000 1.0000 
SAM vs SAMT 0.4321 1.0000 1.0000 1.0000 1.0000 
SACT vs SAMT 0.1126 1.0000 1.0000 1.0000 1.0000 
SAMC vs SAMCT 0.3300 1.0000 1.0000 1.0000 1.0000 
SAC vs SACT 0.2784 1.0000 1.0000 1.0000 1.0000 
SAC vs SAM 0.3705 1.0000 1.0000 1.0000 1.0000 
SAMC vs SAMT 0.7296 1.0000 1.0000 1.0000 1.0000 
SAM vs SACT 0.8628 1.0000 1.0000 1.0000 1.0000 
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4.2 Comparison of SAGA Fuzzy Models with Other Approaches 

For comparison we took the results of our previous investigations into genetic fuzzy 
systems optimized by a classical genetic algorithm (GA) [32] and artificial neural 
networks: multilayer perceptron (MLP) and radial basis function (RBF) [33] 
conducted over the same datasets. For statistical tests we selected the SAGA fuzzy 
models providing the best performance, namely SAC, SAM, and SACT ones. The 
RMSE of examined methods was computed for the same 36 observation time points. 
The Friedman test values showed that there were significant differences among 
models. Average ranks of compared methods produced by the test are shown in Table 
4, where the lower rank value the better model. Adjusted p-values for the paired 
Wilcoxon test as well as Nemenyi’s, Holm’s, Shaffer’s, and Bergmann-Hommel’s 
post-hoc procedures for N×N comparisons for all possible pairs of algorithms are 
shown in Table 5. The p-values indicating the statistically significant differences 
between given pairs of algorithms are marked with italics. The significance level 
considered for the null hypothesis rejection was 0.05.  

Table 4. Average rank positions of compared models determined during Friedman test 

1st 2nd 3rd 4th 5th 6th 

GA (2.06) SAC (2.58) SAM (2.69) SACT (2.75) RBF (5.36) MLP (5.56) 

Table 5. Adjusted p-values for N×N comparisons of SAGA models for all 15 hypotheses 

Method  vs  Method pWilcox pNeme pHolm pShaf pBerg 

GA vs MLP 1.68E-07 3.10E-14 3.10E-14 3.10E-14 3.10E-14 

GA vs RBF 1.68E-07 9.85E-13 9.19E-13 6.56E-13 6.56E-13 

SAC vs MLP 1.83E-07 2.37E-10 2.05E-10 1.58E-10 1.58E-10 

SAM vs MLP 1.99E-07 1.30E-09 1.04E-09 8.68E-10 6.07E-10 

SACT vs MLP 1.68E-07 2.98E-09 2.18E-09 1.99E-09 1.19E-09 

SAC vs RBF 1.68E-07 4.48E-09 2.99E-09 2.99E-09 1.79E-09 

SAM vs RBF 2.17E-07 2.21E-08 1.32E-08 1.03E-08 5.89E-09 

SACT vs RBF 1.68E-07 4.79E-08 2.55E-08 2.23E-08 1.28E-08 

SACT vs GA 0.003476 1.000000 0.807034 0.807034 0.807034 

SAM vs GA 0.014252 1.000000 0.884254 0.884254 0.807034 

SAC vs GA 0.123650 1.000000 1.000000 1.000000 0.807034 

MLP vs RBF 0.292521 1.000000 1.000000 1.000000 1.000000 

SAC vs SACT 0.278352 1.000000 1.000000 1.000000 1.000000 

SAC vs SAM 0.370519 1.000000 1.000000 1.000000 1.000000 

SAM vs SACT 0.862796 1.000000 1.000000 1.000000 1.000000 

 
Following main observations could be done: despite GA took the first position in 

the Friedman test rank, the post hoc procedures indicated no significant differences 
among GA, SAC, SAM, and SACT models. It should be noted that SAGA algorithms 
were run for 50 generations whereas the classical GA for 100 generations. All these 
four methods outperformed significantly MLP and RBF neural networks. The paired 
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Fig. 8. Illustration of SAC and GA fuzzy system performance over 36 points of observation 

Wilcoxon test again allowed for rejection of a greater number of null hypotheses 
which could lead to over-optimistic decisions. For illustration the performance of SAC 
and GA models over 36 points of observation is shown in Fig. 8. The values of RMSE 
are given in thousand PLN. 

5 Conclusions and Future Work 

In the paper we proposed to apply self-adapting genetic algorithms to generate rule 
base and tune membership functions of fuzzy systems build over cadastral data to 
predict the values of real estates. We devised and implemented six self-adapting 
genetic algorithms with varying mutation, crossover, and selection. To implement 
self-adaptation the main part of a chromosome which comprised the solution, i.e. the 
definition of a fuzzy system, was extended to include mutation rates, crossover rates, 
and tournament size. The solution part was real-coded whereas to reflect the 
parameters of self-adaptive mechanisms binary coding was employed. The resulting 
self-adaptive genetic fuzzy systems were evaluated using records of sale and purchase 
transactions of residential premises taken from a cadastral system. They were also 
compared in respect of prediction accuracy with multilayer perceptron and radial 
basis function neural networks as well as with genetic fuzzy systems optimized by 
a classical genetic algorithm. The analysis of the results was performed using 
nonparametric methodology including the Friedman tests followed by the Nemenyi’s, 
Holm’s, Shaffer’s, and Bergmann-Hommel’s post-hoc procedures designed especially 
for multiple N×N comparisons. 

The preliminary results showed that there were not statistically significant 
differences in accuracy among the majority of SAGA models. We compared three 
SAGA models with three competing methods, namely genetic fuzzy systems 
optimized by a classical genetic algorithm (GA) and two artificial neural networks: 
multilayer perceptron (MLP) and radial basis function (RBF). No significant 
differences among GA, SAC, SAM, and SACT models were observed It should be 
noted that SAGA algorithms were run for twice less number of generations than the 
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classical GA was. Moreover, all SAGA models outperformed significantly the neural 
networks. It is planned to continue the investigation of SAGA algorithms applied to 
generate and tune fuzzy systems.  

We intend continue our study to find optimal parameters of self-adapting 
mechanisms as well as explore the convergence of SAGA algorithms compared to the 
classical ones. Further experiments will be conducted using greater number of 
benchmark datasets taken from the UCI repository. 
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Abstract. Modeling user interests in personalized document retrieval
system is currently a very important task. The system should gather in-
formation about the user to recommend him better results. In this paper
a mathematical model of user preference and profile is considered. The
main assumption is that the system does not know the preference. The
main aim of the system is to build a profile close to user preference based
on observations of user activities. The method for building and updat-
ing user profile is presented and a model of simulation user behaviour
in such system is proposed. The analytical properties of this method are
considered and two theorems are presented and proved.

Keywords: user profile, user preference, profile convergence, evaluating
retrieval systems.

1 Introduction

In modern information retrieval systems modeling user interests is a very impor-
tant task. User has a preference that is changing with time. The system should
guess the user preference and build his profile. User profile is used to recommend
for the user a list of documents that are relevant for him. System should modify
user profile based on his current activities. The better profile the system has,
the better result the user can obtain.

Evaluation of many personalization systems is performed only on experimental
level [2], [3]. It is understandable while the user is only person who can judge
the obtained result. In real system it is impossible to collect data about a large
group of users that are using a new system for some time. Authors of paper [5]
claim that the minimum number of testing users is 30. Usually, a few volunteers
are testing if the system is effective, eg. [1], [7], [8]. The additional difficulties is
that system should be tested for a long time when user preference are changing.
Mathematical properties of personalization system are rarely considered.

In this paper a problem of user profile building and updating is described. A
methodology of modeling user interests as the basis for user profile is proposed. In
our previous papers [12] and [11] the experimental simulations of personalization
system and statistical analysis for effectiveness were presented for 4 adaptation
methods. In this paper the method for profile adaptation based on current user
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activities is presented and analytical properties are considered. The effectiveness
measure is distance between the user preference and the built and adapted profile
in subsequent series. The proofs of two convergence theorems are included.

The rest of the paper is organized as follows. In Section 2 we present a short
survey of classical measures to evaluate effectiveness of personalization methods.
The model of documents set, user preference and profile are presented in Sec-
tion 3. The algorithm for profile adaptation method is also described. Section
4 contains theorems of profile convergence. In the last Section 5 we gather the
main conclusions and future works.

2 Related Works

Evaluating the effectiveness of information retrieval system is a significant part of
building such system. Zhou et al. [15] present the survey of evaluating methods.
The most popular are as follows:

– coverage of documents’ collection;
– response time;
– form of presenting results;
– work that user should do to obtain satisfactory results;
– recall;
– precision;
– multilevel evaluating methods that use correlations between two rankings

(Spearman or Kendall-Tau correlation, etc).

The authors of paper [15] present methods that compare two documents’
ranking. The first ranking is obtained from the system. The second one is a
model ranking that should be prepared for the user. The most effective measure
to compare those rankings is the normalized distance measure. The disadvantage
of this approach is as follows: to compare rankings, both of them should be
complete – it is not enough to know which documents are relevant and which
are not.

The most popular measures are precision and recall but they do not take user
preference into account. Let us consider the situation when two users ask the
same query. The same result document can be relevant for one of them, and not
relevant for the second one. Jarvelin [6] notes that analysis of the results does not
explain user behaviour. It is not clear why user chooses only a few documents
from results’ ranking.

To evaluate the system Sieg et al. [13] propose the method based on user
profile convergence. They consider stability of the profile. Profile is stable when
the rate of increase in interest scores stabilizes over incremental updates. The
main assumption for convergence is as follows. Initially, the interest scores for the
concepts in the profile will continue to change. However, once enough information
has been processed for profiling, the amount of change in interest scores should
decrease. Finally, the concepts with the highest interest scores should become
relatively stable. Similar idea is presented by Trajkova and Gauch [14]. They
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also assume that although the number of concepts in ontological user profile will
monotonically increase, eventually the highest weighted concepts should become
relatively stable, reflecting the user’s major interests. This approach has the
following disadvantages: it is not obvious how stable profile corresponds to real
user interests and even if the user interests are stable, his information needs can
change over time and then the profile is not stable.

In this paper the author presents a novel approach to evaluating information
retrieval system. The user has preference and the system builds user profile.
The profile is better when the distance to preference is smaller. When profile is
adapted based on current user activities, the profile should converge to prefer-
ence, despite of the fact that user preference is dynamic.

3 User Preference and User Profile

In the proposed model of information retrieval system, user preference is a set
of terms that the user is interested in. If the user is asking about some term, it
means that he is interested in it. The system finds documents that are connected
with the user queries and generates a ranking list of the best results. Observing
user feedback, the system can modify the user profile. The more information
about user activities system has, the better profile is built.

The system should seek a situation when the user profile is the same as his
preference. User profile is built and adapted based on current user activities. In
this section we present mathematical formulas for user preference and profile and
we describe a method for profile adaptation. The main goal of the adaptation
method is to create a profile that gets closer to the preference in subsequent series
of profile updates. Distance between user preference and profile is an effectiveness
measure. The value of this measure becomes smaller and smaller when profile is
updated so the profile converges to the user preference.

3.1 User Preference

User preference is a set of weighted terms that the user is interested in. Each term
has a weight that represents the degree of user interest in this term. Determining
user preference is not a trivial problem as the user can have a problem judging
which interest area is more or less important that others. The system observes
and saves information about documents that user has chosen as relevant or asks
user to fill some questionnaire about his interests [4], [10].

In our system we assume the following document representation:

di = {(tij , wi
j) : tij ∈ T ∧wi

j ∈ [0.5, 1), j = 1, 2, . . . ,mi} (1)

where tij is a term from terms set T , wi
j is weight of this term, and mi is a

number of terms is document di.
User preference is the finite set of weighted terms:

Pref = {(ti, vi) : ti ∈ TU ∧ vi ∈ [0.5, 1), i = 1, 2, . . . , k} (2)
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where ti is a term, vi is appropriate weight (degree of user interests in this term),
and k is a number of terms in preference.

The set of terms TU contains the terms that occur in the user preference. The
terms come from the set of all terms T (TU ∩ T �= ∅). Number of terms can
change between the blocks of sessions.

In our approach we simulate real user activities in an information retrieval
system. User preference is determined using the following procedure. A large
collection of documents is considered. The user chooses the set of relevant doc-
uments Dr. The precision and recall for this set is equal to 1. User preference
is obtained based on this set of documents: for each term the average weight is
calculated when the term occurs in many documents or its weight is close to 1.

User preference is changing with time. In the discussed system, we propose to
change a part of relevant documents (e.g. 10% of Dr in each 5 blocks of sessions)
and to recalculate the weights. New terms can also be added to the preference.

3.2 User Profile

User profile is build and adapted by the system based on information about user
queries and relevant documents in subsequent sessions.

D(s) = {(q(s)i , d
(s)
ij

) : i = 1, 2, . . . , I; ij = 1, 2, . . . , iJ} (3)

where i is a subsequent number of the query in the session s and iJ is the quantity
of documents that are relevant to query q

(s)
i .

User profile UP(s) in session s is a set of weighted terms:

UP(s) = {(tj , w(s)
p (tj)) : tj ∈ T profile

U ∧ w(s)
p (tj) ∈ [0, 1), j = 1, 2, . . . , ps}, (4)

where tj is a term from set of terms T profile
U , w(s)

p (tj) is a weight of this term in
session s and ps is the quantity of terms in user profile in session s.

User profile is updated based on user activities. After each session the average
weight of term from user queries is calculated. If a new term occurs in user
queries, the weight for this term is calculated. If the term is in user profile its
weight is recalculated using the following equation:

w(s+1)
p (tj) =

{
w

(s)
d (tj), if tj is new term

w
(s)
p (tj) + γ ·Δ1(w

(s)
d (tj)), in other case

(5)

where w
(s+1)
p (tj) is a weight of tj term in user profile in the session s + 1, γ is

a parameter that was tuned in experiments and Δ1(w
(s)
d (tj)) is absolute change

of degree of user interests in term tj.
The absolute change is calculated based on the following equation:

Δ1(w
(s)
d (tj)) =

{
w

(s)
d (tj)− w

(s−1)
d (tj), if s > 1

w
(1)
d (tj), if s = 1

(6)



66 B. Maleszka

where w
(s)
d (tj) is the average weight of term tj after the current session s and

w
(s−1)
d (tj) is the average weight of term tj after the previous session s− 1.
User profile is updated after a few blocks of sessions (the block contains 5–10

sessions).

4 Analytical Properties of Adaptation Method

In this section we have considered analytical properties of the user profile adap-
tation method. The weight in user profile takes into account the previous weight
and the current user interests (5).

Theorem 1. If the user has the same preference and in each session chooses
all relevant documents then user profile is identical with user preference.

(Pref = const ∧ ∀sDp(s) = Dr(q))⇒ UP = Pref

Proof of Theorem 1. Let us use the following symbols (we consider term tk):

– w
(j)
d ∈ [0.5, 1) – average term weight in relevant documents in current session

– v(j) – weight of considered term in preference (average weight of this term
in all relevant documents)

– w
(j)
p ∈ [0, 1) – weight of considered term in user profile.

Using recursive formula 5, we can perform the following calculations:

– I session:
• average weight after this session: w(1)

d

• weight in user profile: w(1)
p = w

(1)
d

– II session:
• average weight after this session: w(2)

d

• weight in user profile: w(2)
p = w

(1)
p +γ ·(w(2)

d −w(1)
p ) = w

(1)
d ·(1−γ)+γ ·w(2)

d

– III session:
• average weight after this session: w(3)

d

• weight in user profile: w(3)
p = w

(2)
p + γ · (w(3)

d − w
(2)
p ) =

w
(1)
d · (1− γ)2 + w

(2)
d · γ · (1− γ) + w

(3)
d · γ

...
– s-th session:
• average weight after this session: w(s)

d

• weight in user profile: w(s)
p = w

(s−1)
p + γ · (w(s)

d − w
(s−1)
p ) =

w
(1)
d ·(1−γ)s−1+w

(2)
d ·γ ·(1−γ)s−2+ . . .+w

(s−1)
d ·γ ·(1−γ)+w

(s)
d ·γ (7)
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In considered case (user chooses all relevant documents in each session) we
can use the following dependencies:

w
(1)
d = w

(2)
d = . . . = w

(s)
d = wd.

Finally, we obtain the result in equation 8. Using formula for sum of geometric
sequence with parameters: a1 = 1 and q = 1− γ, we obtain:

w(s)
p = wd · (1 − γ)s−1 + wd · γ · (1− γ)s−2 + . . . + wd · γ · (1 − γ) + wd · γ =

= wd · (1 − γ)s−1 + wd · γ ·
[

(1− (1 − γ)s−1)

1− (1 − γ)

]
=

= wd · (1 − γ)s−1 + wd · (1− (1− γ)s−1) = wd (8)

For continuous user preference, user profile is identical as user preference.
In the general case, user preference can change with time: the weight of terms

can increase or decrease or terms can change (user can have new interests or he
can be no longer interested in some other terms).

The proof is performed for single term in user preference. We can prove that
the weight of considered term is statistically convergent in distribution to nor-
mal distribution with parameters that are the same as parameters in preference
distribution.

Equation 7 is a linear combination of terms weights in subsequent sessions.
Thus it can be written in the following way:

Y =

N∑
i=1

ai ·Xi (9)

where ai is a parameter connected with significance of value Xi.
Each random variable Xi has uniform distribution:

pi(xi) =

{
1
δi
, if αi < xi < βi

0 in other case
(10)

where αi and βi are both ends of interval (here we assumed αi = 0.5 oraz βi = 1),
and δi is calculated with the following formula:

δi = βi − αi (11)

Mean and standard deviation for each variable Xi are calculated with the
following formulas:

μi =
βi + αi

2
(12)

σ2
i =

δ2i
12

(13)
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Let us use μ as mean and σ2 as standard deviation:

μ =

N∑
i=1

ai · μi =

N∑
i=1

ai · βi + αi

2
(14)

σ2 =

N∑
i=1

a2i · σ2
i =

1

12

N∑
i=1

a2i · δ2i (15)

Theorem 2. If the user has constant preference and in each session he chooses
only one relevant document (the system presents him a list of documents), then
the weight of this term in user profile is convergent to weight of this term in user
preference.

If weights w(s)
d (tk) of term tk in subsequent sessions s are different, then prob-

ability distribution of weight in user profile after standardization is convergent
to standard normal distribution (N(0, 1)).

(Pref = const ∧ ∀sDp(s) ∩Dr(q) �= ∅)⇒ lims→∞UP(s) = Pref

In the proof of theorem 2 we use Lindeberg lemma, which gives necessary and
sufficient condition for distributions convergence [9].

Lemma 1. Let Xi, i = 1, 2, . . . ,M be mutually independent random variables
with uniform distributions U(αi, βi) in interval (αi, βi).

The necessary and sufficient condition that random variable distribution Ỹ

Ỹ =

(∑s
i=1 aiXi − μ

σ

)
∼ N(0, 1) (16)

which is normalized weighted sum of random variables Xi (μ and σ are defined
by equations (14) and (15), is convergent to standard normal distribution with
the following density function:

g(y) −→ 1√
2Π

e−
y2

2 for s→∞ (17)

is Lindeberg condition:

∀ε>0
1

σ2

M∑
i=1

a2i

∫
ai|x−μi|≤εσ

dx(x − μi)
2pi(x)→ 1 (18)

for ai > 0. pi(x) is the probability distribution function of variable Xi.

The proof of this lemma was presented in paper [9].
Proof of Theorem 2. Let us assume that weights in documents are realizations
of random variables with uniform distributions.
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We calculate values of mean and standard deviation:

μ =

N∑
i=1

ai · μi =
3

4

N∑
i=1

ai =
3

4
(19)

σ2 =
1

12

N∑
i=1

a2i · δ2i =
1

48

N∑
i=1

a2i =
1

48
· ((1− γ)s−1

)2
+

+
γ2

48
·
[(

(1 − γ)s−2
)2

+
(
(1− γ)s−3

)2
+ . . . + (1 − γ)2 + 1

]
=

+
1

48
· (1− γ)2s−2 +

γ2

48
· [(1− γ)2s−4 + (1− γ)2s−6 + . . . + (1 − γ)2 + 1

]
Above equation is a sum of geometric sequence with parameters: b1 = 1 and

q = (1− γ)2. Calculating this sum we obtain:

σ2 =
1

48
· (1− γ)2s−2 +

γ2

48
·
[

1− ((1− γ)2)s−1

1− (1 − γ)2

]
=

=
1

48
·
[
(1− γ)2s−2 + γ ·

[
(1− (1− γ)2s−2)

2− γ

]]
=

=
1

48
· (1− (1 − γ)2s−2) · (2 − γ) + γ − γ · (1− γ)2s−2

2− γ
=

=
1

48
· 2 · (1− γ)2s−2 · (1 − γ) + γ

2− γ
(20)

Going to the infinity s→∞ and calculating infinite sum of geometric sequence
with the following parameters: a1 = (1− γ)4 and q = (1− γ)2, we have:

lim
s→∞ σ2 =

1

48
· lim
s→∞

s∑
i=1

a2i =

= lim
s→∞

1

48
· 2 · (1− γ)2s−2 · (1− γ) + γ

2− γ
≡

≡ lim
s→∞

1

48
· (1− γ)2s−2 +

1

48
lim
s→∞ γ2 ·

s∑
i=3

(1− γ)2(i−1) =

=
γ2

48
·

s∑
j=1

(1− γ)2(j+1) =

=
γ2

48
· (1− γ)4

1− (1− γ)2
=

γ(1− γ)4

48 · (2− γ)
(21)
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Assuming that g is the function of γ ∈ (0, 1), we can calculate the minimum
and maximum values of variance:

lim
s→∞ σ2 =

γ(1− γ)4

48 · (2− γ)
= g(γ) (22)

Calculating the first derivation of g function, we can compare it with 0.

dg

dγ
=

d

dγ

{
γ(1− γ)4

48 · (2− γ)

}
=

=
[(1− γ)4 − γ · 4 · (1− γ)3] · 48 · (2 − γ)− γ · (1− γ)4 · (−48)

482 · (2 − γ)2
= 0(23)

We have:

[(1− γ)4 − 4γ · (1− γ)3] · (2− γ) + γ · (1− γ)4 = 0

(1− γ)4 · (2− γ + γ)− 4γ(1− γ)3(2 − γ) = 0

(1− γ)3[2(1− γ)− 4γ(2− γ)] = 0

2(1− γ)3(2γ2 − 5γ + 1) = 0 (24)

We calculate the roots for γ ∈ (0, 1):

γ1 =
10−
√

(68)

2 oraz γ2 =
10+
√

(68)

2 /∈ (0, 1)

The maximum value of variance is equal to f(γ) =
85
√

(17)−349

1536
∼= 0.00095 for

γ =
5−
√

(17)

4
∼= 0.21922. Maximum standard deviation is σ ∼= 0.0308.

The minimal value of function g(γ) → 0 is reached in the ends of interval:
for γ → 0+ or γ → 1−. Using these values in our system is not desirable, while
for γ → 0+ the current user activity is not taken into account and for γ → 1−

means that history of user activity is omitted.
To sum up, a random variable that is a linear combination of random variables

Xi with uniform distribution in the interval of αi < xi < βi, has the following
parameters:

– mean: μ = 0.75;
– standard deviation: σ ∈ (0; 0.0308);
– variance: σ2 ∈ (0; 0.00095).

5 Summary and Future Works

In this paper the authors consider mathematical model of user preference and
profile in an information retrieval system. The system does not know the user
preference. The system tries to build a profile close to the user preference based
on observations of user activities. The method for building and updating the user
profile is presented and a model of user behaviour simulation in such system
is proposed. The analytical properties of this method are considered and two
theorems are presented and proven.
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Abstract. In this work, we propose a new approach for discovering various re-
lationships among keywords over the scientific publications based on a Markov
Chain model. It is an important problem since keywords are the basic elements for
representing abstract objects such as documents, user profiles, topics and many
things else. Our model is very effective since it combines four important factors
in scientific publications: content, publicity, impact and randomness. Particularly,
a recommendation system (called SciRecSys) has been presented to support users
to efficiently find out relevant articles.

Keywords: Keyword ranking, Keyword similarity, Keyword inference, Scien-
tific Recommendation System, Bibliographical corpus.

1 Introduction

Keyword-based search engines (Google, Bing Search, and Yahoo) have emerged and
dominated the Internet. The success of these search engines are based on the study of
keyword relationships and keyword indexes. The task of measuring keywords’ relation-
ships is the basic operation for building the related network of abstract objects which
are applied in many problems and applications, such as document clustering, synonym
extraction, plagiarism detection problem, taxonomy, search engine optimization, rec-
ommendation system, etc. In this work, we focus on two problems. First, we study the
rank, inference and similarity of keywords over scientific publications on assuming that
the keywords belong to a virtual ontology of keywords. The inference relationship will
help us find parents, children, the similarity relationship will help us find siblings of a
given keyword and the rank of keywords will determine how important they are. Sec-
ond, we apply these relationship in our scientific recommendation system, SciRecSys.
The first problem is not easy since we have to consider four main factors:

i- Content factor. The meaning of the keyword should be considered in the context
of its paper. The paper itself is determined by its keywords;
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ii- Publicity factor. The hotness of a topic (or keyword) depends on how popular it
is. People always find the hot topic for reading.

iii- Impact factor. In the world of scientific publications the citation is a very im-
portant factor. People often follow the citations of a scientific paper for finding the
necessary information;

iv- Randomness factor. Randomness is very important factor in many real complex
systems. Readers sometimes find something for reading quite randomly.

SciRecSys recommendation system is designed to be a search engine for scientific pub-
lications. We want to apply the rank, inference and similarity of keywords to solve
three following problems: (i) Ranking papers matched to the given keyword; (ii) Rec-
ommending additional keywords related to a given keyword to help the reader navigat-
ing the corpus effectively; (iii) Suggesting papers for “Reading more” function in the
context the reader is reading a given topic.

2 Related Works

The similarity of keywords is often used as a crucial feature to reveal the relation
between objects and many methods to measure it have been proposed. One baseline
for similarity measures is using distance functions such as squared Euclidean distance,
cosine similarity, Jaccard coefficient, Pearsons correlation coefficient, and relative en-
tropy. Anna Huang et al. [6] has compared and analyzed the effectiveness of these
measures in text clustering problem. She represent a document as an m-dimensional
vector of the frequency of terms and uses a weighting scheme to reflect their impor-
tance through frequencies tf/idf. Singthongchai et al. [12] make keywords search more
practical by calculating keyword similarity by combining Jaccard’s, N-Gram and Vec-
tor Space. Probabilistic models for similarity measure has been studied in language
speech [4,3]. Ido Dagan et al. have proposed a bigram similarity model and used the
relative entropy to compute the similarity of keywords [4]. Sung-Hyuk Cha has con-
ducted a comprehensive survey on probability density functions for similarity measures
[3]. Ontology-based methods are also exploited to measure the similarity of keywords
[2,11,10]. Bollegala et al. [2] use the Wordnet database - ontology of words to mea-
sure keywords’ relatedness by extracting lexico-syntactic patterns that indicate various
aspects of semantic similarity and modifying four popular co-occurrence measures, in-
cluding Jaccard, Overlap (Simpson), Dice, and Pointwise mutual information (PMI).
Vincent Schickel-Zuber and Boi Falting [11] present a novel similarity measure for
hierarchical ontologies called Ontology Structure based Similarity (OSS) that allows
similarities to be asymmetric. Snchez et al. [10] presents an ontology-based method
relying on the exploitation of taxonomic features available in an ontology.

Markov Chain model which properties are studied in [7,8] is used for computing
the similarity and ranking [5,1]. Fouss et al.[5] use a stochastic random-walk model to
compute similarities between nodes of a graph for recommendation. Vu et al. [1] intro-
duce an N-star model, and demonstrate it in ranking conference and journal problems.
Finally, Lops et al. [9] do a thorough review on state-of-the-art and trends of content-
based recommender systems.
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3 Backgrounds

3.1 Basic Definitions

Suppose K, P are the sets of keywords and papers respectively. p ∈ P is a paper and
A ∈ K is a keyword. K(p) ⊆ K is the set of keywords belonging to p. P (A) = {q ∈
P|A ∈ K(q)} is the set of papers containingA. We assume that K(p) �= ∅∧P (A) �= ∅.
Finally, C(p) ⊆ P is the set of papers cited by p. In the case p has no citing, we assume
that C(p) = P . It guarantees that C(p) �= ∅.

A couple (A, R) is called a ranking system if: (i) A = {a1, . . . , an} is a finite set,
and (ii) R is a non-negative function onA (i.e., R : A → [0,+∞)). A ranking score on
A can be represented as R = (R(a1), . . . , R(an))T . Furthermore, (A, R) is normalized
if RT is normalized (‖ RT ‖= 1).

Suppose A and B are two events. The inference and similarity of two events A and B
are denoted by I(A,B) and S(A,B), respectively. They can be computed as follows:

I(A,B) =
Pr(A and B)

Pr(A)
S(A,B) =

Pr(A and B)

Pr(A or B)
(1)

We have S(A,B) ≤ 1, I(A,B) ≤ 1. S(A,B) is symmetric. I(A,B) = Pr(B|A).

3.2 Relationships of Keywords Based on the Occurrences

Let us introduce two normalized ranking scores Rc, Rp on set of keywords, K, based
on the occurrences. Rc (c stands for counting) is based on counting the documents
containing the given keyword.

Rc(A) =
|P (A)|

ΣB∈K|P (B)| (A ∈ K) (2)

Rp (p stands for probability) is based on the probability of the occurrence of the given
keyword in the papers.

Rp(A) =
1

|P|Σp∈P (A)
1

|K(p)| (A ∈ K) (3)

1
|P| is the probability of choosing a paper from the corpus. 1

|K(p)| is the probability of
choosing keyword A from the paper p containing |K(p)| keywords.

We propose following formulas for measuring the inference and similarity of two
keywords A, B based on the occurrences:

Ic(A,B) =
|P (A) ∩ P (B)|
|P (A)| Sc(A,B) =

|P (A) ∩ P (B)|
|P (A) ∪ P (B)| (A,B ∈ K) (4)

P (A)∩P (B) is the set of papers containing both keywords A and B. P (A)∪P (B) is
the set of papers containing keywords A or B.

4 Relationships of Keywords Based on Graph of Keywords

4.1 Markov Chain Model of the Reading Process

We propose a Markov Chain model to simulate the reading process which can combine
four factors: content, publicity, impact and randomness. We assume that the reader reads
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a topic (keyword) A in some paper p at any time (A ∈ K(p)). S = {(A, p) ∈ K ×
P|A ∈ K(p)} is the set of states. From current state θ = (A, p), the reader will move
to new state ξ = (B, q) ∈ S with the conditional probability Pr(θ → ξ) by applying 4
following actions:

– A1. Same paper - some topic. The reader is interested in current paper, and choose
randomly a topic in the same paper with the probability equal to α1. Thus, p = q.

Pr(θ →A1 ξ) = if(p = q,
α1

|K(p)| , 0) (5)

– A2. Same topic - some paper. The reader is interested in current topic, and choose
randomly another paper which have the same topic with the probability equal to
α2. Thus, A = B.

Pr(θ →A2 ξ) = if(A = B,
α2

|P (A)| , 0) (6)

– A3. Some topic - cited paper. The reader is interested in some cited paper with the
probability equal to α3. First, he choose randomly a cited paper and then choose
randomly a new topic belonging to the chosen paper. Thus, q ∈ C(p).

Pr(θ →A3 ξ) = if(q ∈ C(p),
α3

|C(p)||K(q)| , 0) (7)

– A4. Some paper - some topic. The reader stop reading the current paper and choose
randomly a new paper with the probability equal to α4.

Pr(θ →A4 ξ) =
α4

|P||K(q)| (8)

αi > 0 are constants and Σ4
i=1αi = 1. From the assumptions, we have:

Pr(θ → ξ) = Σ4
i=1Pr(θ →Ai ξ)

The necessary condition of the Markov Chain model is that total of the output condi-
tional probability from any state is equal to 1. Here is the formula of the conditions:

O(θ) = ΣξPr(θ → ξ) = 1

Our readers can check it by apply the formula 5, 6, 7 and 8.
The probability of a reader in state θ = (A, p) is denoted by Pr(θ). We have:

Pr(θ) = Σξ∈SPr(ξ)× Pr(ξ → θ) (9)

Proposition 1. There exists a unique stationary score {Pr(θ)}θ∈S satisfying (9).

Proof. Since a state θ can jump to any state (and itself too) by apply action A4, the
Markov Chain is irreducible and aperiodic (see more [7,8]). The Perron-Frobenius the-
orem [7] states that there exists a unique stationary score {Pr(θ)}θ∈S .
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{Pr(θ)}θ∈S is determined by following algorithm:

Algorithm : Computing Stationary probability {Pr(θ)}θ∈S

1. begin
2. k = 0

3. Foreach θ ∈ S do Pr(θ)(0) = 1
|S|

4. repeat
5. k = k + 1 stop = true

6. Foreach θ ∈ S do
7. Pr(θ)(k) = 0

8. Foreach ξ ∈ S do Pr(θ)(k)+ = Pr(ξ)(k-1)Pr(ξ → θ)

9. if |Pr(θ)(k) − Pr(θ)(k)| > ε then stop = false

10. until stop
11. Foreach θ ∈ S do Pr(θ) = Pr(k)(θ)

12. end

4.2 Ranking, Inference and Similarity of Keywords

The rank score of keyword A based on the transition graph, Rg(A) (g stands for graph),
is equal to the probability of user reads keyword A. We have:

Rg(A) = Σp∈K(A)Pr(θ) (θ = (A, p) ∈ S) (10)

Let n0 be a positive integer. For each sequence s = θ1θ2 . . . θn0 ∈ Sn0 , let Pr(s) is
the probability of s occurs in Sn0 generated by the Markov Chain model. F ⊆ Sn0 , we
denote Pr(F ) = Σs∈FPr(s). For each keyword A, let

P g(A) = {s = θ1θ2 . . . θn0 ∈ Sn0 |∃i ∈ {1, 2, . . . , n0}, p ∈ P : θi = (A, p)}
The formulas for measuring the inference and similarity of two keywords A, B based
on the Markov Chain model:

Ig(A,B) =
Pr(P g(A) ∩ P g(B))

Pr(P g(A))
Sg(A,B) =

Pr(P g(A) ∩ P g(B))

Pr(P g(A) ∪ P g(B))
(11)

We will apply Monte Carlo method for Markov Chain to compute the formulas (11).
First, we generate a large enough number of n0-length sequences of states by our
Markov Chain model. Then we apply counting techniques for approximating the prob-
abilities and computing the formulas.

5 SciRecSys – Recommendation System

In this paper, we want to present three scenarios by using SciRecSys.

Universal ranking vs. keyword based ranking The reader chooses a keyword A to
find some related papers belonging to P (A). Question is “What is the order for
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sorting P (A)?”. There are two ways for ranking: (i) All results are sorted by only
one universal ranking, {Rg

u(p)}p∈P or (ii) The order of the results depend on A
with the keyword based ranking, {Rg

A(p)}p∈P (A). We propose Rg
u(p) is equal to

the probability of user reads p. Hence,

Rg
u(p) = ΣA∈K(p),θ=(A,p)Pr(θ) (12)

We propose Rg
A(p) is equal to the probability of state (A, p). Hence,

Rg
A(p) = Pr(θ) (θ = (A, p), p ∈ P (A)) (13)

Recommending keywords The user is in keyword (topic)A. What are the next recom-
mended topics for following situations: (i) similar topics, Sibling(A)? (ii) more de-
tail topics, Child(A)? (iii) more general topics, Parent(A)? Let mc, mp, ms be
the parameters of the system. We denote: Child(A) = {B ∈ K|Ig(B,A) > mc};
Parent(A) = {B ∈ K|Ig(A,B) > mf}; Sibling(A) = {B ∈ K|Sg(A,B) >
mb}. We remind our readers that keyword A may have many parents or his parent
can be his sibling or his child.

Recommending papers The user is in paper p. The user can choose the most interest-
ing keyword A ∈ K(p) to read more. What are the next recommended papers for
him? The system will request the user to refine recommended papers by choosing
a keyword A and then give the recommendation based on the conditional proba-
bility change from state θ = (A, p) to the papers by applying actions A2 and A3.
Suppose:

Rg
θ(q) = ΣB∈K(q),ξ=(B,q)(Pr(θ →A2 ξ) + Pr(θ →A3 ξ)) (14)

Finally, the recommended papers are chosen based on Rg
θ ranking function.

6 Experiments

We collect data from DBLP1 and Microsoft Academic Search2 (MAS) to conduct ex-
periments. We choose three datasets for experiments from three different domains: (i)
D1 is the publications of ICRA - International Conference on Robotics and Automa-
tion; (ii) D2 is the publications of ICDE - International Conference on Data Engineering
(iii) D3 is the publications of GI-Jahrestagung - Germany Conference in Computer Sci-
ence. ICRA and ICDE conferences are one of the most famous and biggest ones in their
area. They are chosen for rich publications and citations. GI-Jahrestagung is a smaller
conference but its topic is quite various.

Table 1. Experiment datasets

Datasets Paper No. Keyword No. Citation No. State No.

ICRA 9291 4676 125610 28736
ICDE 3254 2755 99492 12365

GI-Jahrestagung 1335 1640 5 2932

1 http://dblp.uni-trier.de accessed on December 2013.
2 http://academic.research.microsoft.com/ accessed on December 2013.

http://dblp.uni-trier.de
http://academic.research.microsoft.com/
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6.1 Experiments for Rank Scores

We do the experiments for three different ranking scores Rc, Rp and Rg . The values on
{αi}4i=1 are chosen for testing different contexts. The rank scores are scaled with the
same rate for the convenience. For each two ranking scores i and j, we do examine: (i)
the Spearman’s rank correlation coefficient (denote ρij) for monotone checking; (ii) the

differences of values: Δij(A) = Ri(A) − Rj(A), %Δij(A) =
Δij(A)
Rj(A) . Here are some

interesting observations:

– The rank scores are monotone but quite different to each others. It comes from that
ρij are close to 1 and the average values of %Δij are very high. For instance with
dataset D1, we have: ρcg = 0.97, ρpg = 0.99, ρcp = 0.97. The average of |%Δcg|,
|%Δpg|, |%Δcp| are 47.13%, 30.06% and 51.76% respectively.

Table 2. Top 5 keywords most different using Rg vs. Rc on D1.

Keyword Rc Rp Rg Δcg Δcg%
Mobile Robot 924 1082 1221 297 32.16
Robot Hand 140 230 276 136 97.40

Path Planning 313 389 442 129 41.19
Motion Planning 393 483 511 118 29.96
Visual servoing 248 316 350 102 41.02

(a) Top 5 increasing values

Keyword Rc Rp Rg Δcg Δcg%
Indexing Terms 419 228 251 -168 40.19

Satisfiability 109 66 83 -26 23.77
Real Time 422 366 397 -25 6.02

Extended Kalman Filter 70 37 45 -25 35.04
Computer Vision 58 37 35 -23 39.11

(b) Top 5 decreasing values

– Rg reflects how hot a keyword is. Let us see the result shown in Tab. 2. All in-
creasing keywords are hot topics now and all decreasing keywords seem not being
currently hot topics for conferences on robotics and automation. Let us see the ex-
ample of two keywords Robot Hand and Satisfiability. They have quite the same
Rc values but Rg values are four times difference. The explanation is that the hot
topics have rich citations which increase the Rg values.

– Rp is more acceptable to Rg than Rc. Let us see Tab. 2 again. For top 5 increasing
keywords, Rc < Rp < Rg. For top 5 decrease keywords, Rp < Rg < Rc. The
explanation is that the probability occurrences reflect the world more exactly than
the counting but they still neglect the latent information like the citation graphs in
the data corpus.

6.2 Experiments for Inference and Similarity

We do experiments to compare (Ic, Sc) vs. (Ig,Sg). For both inference and similarity,
we find out some amazing results:

– Ig & Sg exploits the citation network and the results are domain dependent. Our
approach seems to give “hot” results. Let us see Tab. 3(a), which shows similar
keywords to Real Time over dataset D1. Sg generates “hot” keyword Humanoid
Robot instead of Indexing Terms. This phenomenon also occurs in dataset D2. We
assume the cause is Ig & Sg exploit citation network and the paper–keyword rela-
tionships to generate more attractive keywords. Additionally, similar keywords to
Real Time are quite different between two datasets D1 and D2, so we can say that
these methods are domain dependent.
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– Ig & Sg could help overcome the missing co-occurrence problem. The traditional
methods based on occurrences of keywords could not work when there is no co-
occurrence in the dataset. For instance, Tab. 4(b) shows that Sc generates only one
similar keyword to Sensor Network in small dataset D3. In contrast, Sg could help
us find more acceptable similar keywords.

Table 3. Top 5 similar keywords of “Real Time” using Sc vs. Sg

D1 Sc Sg

1 Mobile Robot Path Planning
2 Indexing Terms Mobile Robot
3 Path Planning Motion Planning
4 Obstacle Avoidance Obstacle Avoidance
5 Motion Planning Humanoid Robot
(a) D1 in robotics domain, |K| = 4676

D2 Sc Sg

1 Stream Processing Data Stream
2 Data Stream Stream Processing
3 Database System Database System
4 Sensor Network Object Oriented
5 Query Processing Data Model

(b) D2 in database domain, |K| = 2755

Table 4. Top 5 similar keywords of “Sensor Network” using Sc vs. Sg

D2 Sc Sg

1 Query Processing Query Processing
2 Data Management Database System
3 Real Time Data Management
4 Data Stream Data Stream
5 Satisfiability Query Evaluation

(a) Top 5 on D2, |K| = 2755.

D3 Sc Sg

1 Distributed System Mobile Device
2 - Web Service
3 - Data Warehouse
4 - Open Source
5 - Middleware

(b) Top 5 on D3, |K| = 1640.

We also find out some interesting observations about inference particularly:

– The inference between two keywords is asymmetric and Ig exploits the citation
network to generate a clear inference.
Unlike similarity between two keywords, inference is asymmetric, i.e., the infer-
ence between A and B differs from the one between B and A. Let us see Tab. 5, the
inference from Robot Hand and Robot Arm are almost different. More interestingly,
Robot Hand could infer Robot Arm but Robot Arm does not infer Robot Hand, so
there is a flow of inference here. Further examination shows that, High Speed is
repeated at top 1 on two inference lists generated by Ic. Whereas, High Speed only
appears on Ig’s Robot Arm inference list, not on Robot Hand inference list. So,
we have a clear inference flow from Robot Hand to Robot Arm then to High Speed
with Ig, not with Ic. To explain this difference, we notice that when we infer from
Robot Hand, High Speed shares more common publications than Robot Arm , 4 vs.
2. However, Robot Hand has more citations from Robot Arm than High Speed, 9
vs. 5. So we assume that our approach exploits the citation network, which is an
asymmetric structure, to generate a clearer inference.

6.3 SciRecSys Recommendation System

We compare universal ranking scores Rg
u(p) and local ranking score Rg

A(p) and conduct
experimental models for recommending keywords. We get some interesting results:
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Table 5. Top 5 inference keywords over D1 using Ic vs. Ig.

D1 B from Ic(A,B) B from Ig(A,B)
1 High Speed Robot Arm
2 Control System Force Control
3 Robot Arm Three Dimensional
4 Force Control Autonomous Robot
5 Parallel Manipulator Parallel Manipulator

(a) A = Robot Hand.

D1 B from Ic(A,B) B from Ig(A,B)
1 High Speed High Speed
2 Obstacle Avoidance Parallel Manipulator
3 Control System Three Dimensional
4 Configuration Space Control System
5 Parallel Manipulator Autonomous Robot

(b) A = Robot Arm.

Table 6. Top 5 recommended papers for the keyword ”Real Time” using Rg
u vs. Rg

A (|K|: key-
word no., |Ci|: citing no., and |Ce|: cited no.).

D1 Local Ranking Rg
A(P ) Universal Ranking Rg

u

No. PaperID |K| |Ci| |Ce| PaperID |K| |Ci| |Ce|
1 395393 10 23 336 395393 10 23 336
2 1749067 2 11 21 1653515 9 19 272
3 1867302 1 0 3 278613 6 35 141
4 1791141 2 4 14 1662450 4 23 171
5 1662450 4 23 171 1451499 8 13 105

(a) Top 5 on D1, |P (”Real Time”)| = 422.

D2 Local Ranking Rg
A(P ) Universal Ranking Rg

u

No. PaperID |K| |Ci| |Ce| PaperID |K| |Ci| |Ce|
1 2158744 1 12 26 2848 8 19 65
2 1209177 2 34 1 3045031 12 22 12
3 1142083 2 10 0 832819 9 32 69
4 2848 8 19 65 3396132 17 6 0
5 1340498 2 18 1 308381 10 20 22

(b) Top 5 on D2, |P (”Real Time”)| = 49.

– Universal ranking prefers most popular papers, whereas local ranking prefers pa-
pers being not only popular but also focused on a small set of topics.
Let us see Tab. 6 (a). Top recommended papers returned by Universal ranking
shows a large number of citing/cited papers. Whereas, top recommended papers
returned by Local ranking have less citing/cited papers but their keywords are more
specific. The average number of keywords in each recommended papers of Local
ranking and Universal ranking are 2.25 and 6.75, respectively, except the common
top ranked paper with ID = 395393. These numbers in D2 are 3.00 and 10.12.
We notice that the average number of keywords in one paper is around 2 and 3 for
those two datasets.

– Keywords recommended with the inference relationship depend on both latent in-
formation and data domain.
Let us see Tab. 7(a) for ICDE, conference specialized in database. Three inference
methods Children, Sibling and Parent generate three lists of specialized keywords
in database domain. On the other hand, for GI-Jahrestagung, small conference with
quite various topics in Tab. 7(b), the recommendation lists are quite diversity. We
also notice that D2 have much more citations information than D3.

– The missing co-occurrence problem can be overcome by using inference relation-
ship.

Table 7. Top 5 recommended keywords for the keyword ”Sensor Network”

D2 Children Sibling Parent

1 Query Processing Query Processing Data Management
2 Database System Database System Query Processing
3 Indexation Data Management Data Stream
4 Data Stream Data Stream Query Evaluation
5 Data Management Query Evaluation Multi Dimensional

(a) Top 5 on D2, |K| = 2755.

D3 Children Sibling Parent

1 Open Source Mobile Device Mobile Device
2 Mobile Device Web Service Data Warehouse
3 Web Service Data Warehouse Self Organization
4 Middleware Open Source Distributed System
5 Data Warehouse Middleware P2P

(b) Top 5 on D3, |K| = 1640.
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As mention above, our approach using stationary probability graph to generate new
states follow Markov Chain Monte Carlo method. This helps to create new states
that have the co-occurrence of keywords. So, we agree that the recommended lists
computed by inference relationship showed in Table 7 are acceptable.

7 Conclusion and Future Works

We have introduced and studied a new approach on discovering various relationships
among keywords from scientific publications. The proposed Markov Chain model com-
bined four main factors of the problem: content, publicity, impact and randomness. The
stationary probability of the states in the model helps us ranking and measuring the
inference and similarity of keywords.

We have proposed SciRecSys recommendation system for navigating the scientific
publications efficiently. By applying the relationships among keywords, we have sug-
gested the solutions for the ranking results of a given keyword, related keywords and
recommended papers. The experiments have shown that our methods can reflect how
hot keyword is and overcome the missing co-occurrence problem. Moreover, our ap-
proach can exploit the latent information of citation network effectively.

As future work, we are planning to i) do experiment on big dataset to upgrade the
quality of our ranking and measuring system, ii) study how to combine inference rela-
tionship by stationary probability graph with a given ranking systems, iii) investigate
the time series in the keyword relationship and the trend prediction problem, and iv)
apply model of recommendation systems in various problems, e.g., product recommen-
dation, event recommendation, and so on.
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Abstract. With the growth of social media usage, the study of online
communities and groups has become an appealing research domain. In
this context, grouping like-minded users is one of the emerging problems.
Indeed, it gives a good idea about group formation and evolution, ex-
plains various social phenomena and leads to many applications, such as
link prediction and product suggestion. In this dissertation, we propose a
novel unsupervised method for grouping like-minded users within social
networks. Such a method detects groups of users sharing the same in-
terest centers and having similar opinions. In fact, the proposed method
is based on extracting the interest centers and retrieving the polarities
from the user’s textual posts.

Keywords: Social network, like-minded users, interest center, senti-
ment analysis.

1 Introduction

Building relationships is one of the principal activities in social networks as this
allows the interaction between users having something in common (ethnicity,
locality, interest center, etc.). Since people are selectively connected to others,
the interactions between users leads to social groups (communities). Therefore,
identifying and understanding groups of users sharing similar interests are emer-
gent tasks of Social Network Analysis (SNA) leading to many applications such
as the friend suggestion systems, the collaborative filtering, etc. Most of the
works concerned with this issue deals with it as a graph-distribution problem, in
which the users are represented by nodes and the relationships between them by
edges [22]. These relationships are generally explicit friendship links (”friend”
on Facebook, ”follower/followee” on Twitter, etc.). According to the big tail
distribution of social networks [21], most of the social media users have only
few links. Therefore, it is hard to find like-minded people who are several steps
away from each other within the same social network. In addition, regarding the
huge number of social network users (over 645,750,000 active registered Twitter
users according to Statistic Brain1), mining only explicit relations within the

1 http://www.statisticbrain.com/twitter-statistics

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 83–93, 2014.
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network do not provide a complete vision. This implies a limitation of link based
approach.

In this study, we propose to group the users sharing the same interests by an-
alyzing their textual posts. The main goal is to retrieve the interest centers from
the users posts and, then, to group those having the same interests. At this stage,
we can find, in a given group, users having opposite opinions about the same
subject. So, they cannot be considered as like-minded users. To overcome this
problem, we add a sentiment-analysis to know whether the user has a positive
or a negative opinion about the interest center. Thus, we obtain two sub-groups
by interest center. Grouping like-minded people based on their interest centers
and their polarities, is a very interesting task. Indeed, it improves the quality of
recommendation and social marketing systems, and leads to many applications
like poll systems and familiar stranger recommendation.

2 Related Work

Several approaches to community extraction based on link information have been
proposed [7]. Moreover, many kinds of information are used to retrieve significant
communities, such as the mutual awareness [16], comments and like actions [23].
Adamic and Glance [3] use the link patterns to measure the degree of interaction
between two political communities. Also, tags are deeply used to construct the
user’s profiles [8], and to classify the interest centers [14]. Abrouk et al. [1] create
tag communities using the Principal Component Analysis (PCA) and assign the
users to the closest communities. Wang et al. [32] connect the like-minded users
using the tag network inference. Given the fact that some users do not employ
tags in their posts and that the same subject can be described by more than
one tag (e.g. ”#WMA”, ”#MusicAward”, ”#DiamondAward” describing the
”World Music Awards” event), the use of tags for community detection may
not succeed or yield to unoptimized results. Therefore, we suggest retrieving the
latent interest centers from textual posts, and then, using the retrieved centers
in order to group the users into communities. In the literature, just a few works
deal with extracting social relations between individuals from text [20].

In this context, the Dirichlet Dynamic Allocation (LDA) and the probabilis-
tic Latent Semantic Analysis (pLSA) are largely implemented to generate the
subject models being used to regroup the tweets [10]. Similarly, Sachan et al.
[28] applies LDA to identify the subjects of discussion based on the interactions
between the users. These subjects are used to create the communities in a second
stage. Using LDA, Hannachi et al. [10] extract the subjects from the published
tweets to build a model directed by them. Tsur et al. [31] propose the scalable
multi-stage clustering algorithm (SMSC) in order to categorize the tweets. The
SMSC algorithm had been tested on a collection of tweets and presented a high
performances.

Our algorithm differs from the classic text based community extraction sys-
tems, in the fact that it allows generating signed communities (positive and
negative) according to user polarities. The closest works to our algorithm are
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Fig. 1. Proposed model of grouping like-minded users

those of Dragomir Radev and his co-authors [2,11], in which, they aim to identify
the sub-groups in on-line discussions. The common principle is to use the text
mining tools to locate the texts comprising opinions, and to specify their targets.
According to the opinion targets, the researchers gather the similar texts. By
using a grouping algorithm, they subdivide the users in sub-groups by taking
into account the polarity and the target of the opinion.

3 Grouping Like-Minded People Algorithm

Given a group of users E, we intent to find the optimal distribution of the group
E in K clusters. The optimal distribution maximizes the correlation between the
intra-group users and minimizes the similarity between the inter-group users. In
our approach, the grouping is based on the content of the messages. The main
goal here is to find the latent centers of interest around which the input data
are concentrated. Then, we calculate the distances between the users and the
centers that we found. Ultimately, we gather the users according to the distances
which separate them from the interest centers. Thus, the users close to the same
center belong to the same group. Each group is then divided into two sub-groups
according to the polarity of the users. The five principal steps of our GLIO
algorithm (Grouping Like-minded users based on Interest-centers and Opinions)
are hereafter detailed. Fig. 1 presents the proposed approach.

3.1 Text Preprocessing

This phase consists of filtering the raw data and displaying them in a new repre-
sentation in order to use them later. In the present work, we deal with the Twitter
text messages known as ”tweets”. Those latter are limited to 140 characters al-
lowing users to share their status. Tweets may contain certain meta-data such
as words prefixed with ’#’ (known as”hashtag”) to describe their subjects, with
’@’ to mention or answer another user, and with ’RT’ to ’Re-Tweet’ (Republish)
another tweet. Tweets are neither structured nor written in a formal language
which may make their exploitation very difficult. To remedy this problem, we
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start by eliminating the stop words(personal pronouns, prepositions, etc.) and
converting all upper-case letters to lower-case ones. Next, we eliminate the words
appearing with less than a prefixed threshold. Then, we group the tweets of each
user and calculate the occurrence-appearance terms in their publications. Thus,
we obtain a representative vector of each user. Finally, we combine these vectors
to form a matrix users× terms.

3.2 Seeking The Latent Centers of Interest

In this step, we seek the latent interest centers within the input data. To do
this, we use the Principal Component Analysis (PCA)[24]. This latter proved
its effectiveness in the themes detection and textual documents clustering [12].
PCA is generally used to reduce the data space or to determine the axes where
data are concentrated as is the case in our study. In our case, the data are the
terms used by the users in their tweets. Consequently, the principal components
are the axis around which the terms are concentrated. In other words, these
components are the latent interest centers in the tweet collection.

Let T = {t1, t2, ..., tm} the bag of words used in the users posts, and U =
{u1, u2, ..., ui, ..., un} the occurrence matrix, with ui is the vector representing
the useri, and n is the number of users. Each user’s vector is of the form ui =
{oi1, oi2, ..., oih, ..., oim}, with oih is the occurrence number of the term th (th ∈
T ) in the posts of the user ui. We calculate the covariance matrix of U and
its eigenvalues and eigenvectors. The obtained eigenvectors present the latent
interest centers within the users posts. Each interest center is of the form Cj =
{cj1, cj2, .., cjl, .., cjm} with cjl is the weight of the term l in the component j.
The terms having the highest weights in Cj are those reflecting its subject [12].
We use the eigenvalues to determine the number of clusters in 3.4.

3.3 Calculating the Similarities between the Users and the Interest
Centers

This phase consists in defining a new representation of the users by taking into
account the interest centers identified in the previous step. Given that the users
who share similar interests are close to the same principal components, we rep-
resent each user by his distance from all the centers of interest (principal compo-
nents). To do this, we calculate the distances between the user’s word occurrence
vector (calculated in the first step) and each eigenvector (principal component).
In this study, we use the cosine measure as a metric for the deviation between
the vectors.

3.4 Assigning the Users to the Clusters

In this step, we employ the kMeans algorithm to regroup the like-minded users in
categories. Indeed, kMeans is a grouping algorithm which classifies the objects
in a number K of groups by taking into account the attribute values. It is
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recognized by its simplicity and effectiveness. As inputs, kMeans takes a set of
data D and the number of groups to be identified K. Then, K centers of gravity
are calculated randomly. In the third step, each object of the data set is allocated
to a cluster C having the closest center. After each allocation of an object to a
cluster, the center of this latter is recomputed by taking account of the allocated
objects. The algorithm reaches its aims when no change is observed and, thus,
we obtain K groups as the output.

Finding the Number of Clusters. The main problem of the kMeans algo-
rithm lies in the difficulty in finding the number of cluster K, which is an NP-
complete problem [19]. Most of the works using the kMeans algorithm either
set the value of K arbitrary or vary it empirically, which is the case of [30,31].
To overcome this problem, we use the eigenvalues calculated in the second step.
Since the principal components correspond to the latent interest centers in the
group of users, the knowledge of the component number is related to the knowl-
edge of the number of interest centers and whence the clusters. In the literature,
many methods are suggested to determine the component number to be consid-
ered [13,6]. In this work, we adopt the Scree Test Acceleration Factor proposed
by [25] as a non-graphical solution of the method of Cattel. In fact, this solution
consists in considering the principal components which precede the coordinate
where the acceleration factor is maximum. These components must also have
eigenvalues higher than 1 or than the Location Statistic criterion LS (generally
the median, the average or one of the 0.05, 0.50 or 0.95 centile). Thus, we obtain
the following system:⎧⎨⎩

naf = Count[(λi ≥ 1 & i < k) with k ≡ argmax(af)]
or

naf = Count[(λi ≥ LSi & i < k) with k ≡ argmax(af)]
(1)

With λi is the ith eigenvalue, and af is the acceleration factor. This latter is
indicated by the abrupt change on the curve slope. It can be given for any
i (between 2 and p − 1 with p is the number of eigenvalues) by the second
derivative f ′′(i). The simplified function of the second derivative can be written
as follows:

f ′′(i) = f(i + 1)− 2 ∗ f(i)− f(i− 1) (2)

3.5 Polarity Mining

To evaluate the polarity of the users toward their interest centers, we use the
method of [4]. This algorithm is proposed to determine the sentimental ori-
entation (positive or negative) of a Facebook comment by using the linguistic
approach. Ameur and Jamoussi [4] propose to dynamically create the positive
and negative dictionaries by exploiting the emotion symbols present in the com-
ments. Thus, they predict the positive and negative polarities of the comment
using these prepared sentiment dictionaries. Furthermore, throughout the step of
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dictionaries construction, the authors assumed that the emotion symbols (emoti-
cons, Acronyms and exclamation words) reflect the sentiment expressed by the
words that precede them. In other words, each word has the same polarity as the
first encountered emotion symbol. As our corpus tweets often contain emoticons,
we focus on this assumption. In this step, we divide each cluster, obtained in
the previous stage, into positive and negative sub-groups, according to the user
polarities.

4 Experimentations

4.1 Baseline

To evaluate and position our algorithm compared to the literature, we use three
reference grouping algorithms; namely, kMeans, LDA and SMSC. To evaluate
the implemented sentiment analysis algorithm, we use the Sentiment1402 API.

kMeans : As a first reference, we use the classical KMeans [18], one of the
most used algorithms for the clustering. Liu [17] uses kMeans to detect the
communities in the networks. We use kMeans to cluster vectors representing
users.

LDA : LDA was introduced by [5]. It is conceived to analyze the latent
thematic structures in the data with large scales, including large collections of
text or web documents. To implement LDA, we use GibbsLDA++, which is a
C/C++ implementation of LDA by using the sampling technique of Gibbs to
estimate the parameters and the inference.

SMSC : In [31], the authors propose the SMSC algorithm (Scalable Multi-
Stage Clustering). This algorithm (1) starts by creating a whole of virtual doc-
uments D′ (a transformation of the messages containing at least a hashtag)
based on a set of document D. The number of messages in D′ is equal to the
number of hashtags in D; (2) classifies D′ messages by applying kMeans; (3)
re-transforms each virtual document into its original version by assigning each
message containing a hashtag to the cluster of the virtual document with which
it is associated. Finally, it assigns the messages which are short of hashtags to
the closest clusters.

4.2 Datasets

Two reference corpora are used in the experiments to evaluate the performances
of the GLIO algorithm vis-a-vis the previously quoted reference algorithms. In
this sub-section, we describe the two used reference bases.

Sander : The Sander corpus is created by [29], and is composed of 5513 tweets
classified by the author into positive, negative, neutral and without importance.
In addition, the corpus is labeled by topic: Apple, Google, Microsoft and Twitter.
The corpus is available on the Sananalytics site3.

2 http://help.sentiment140.com/api
3 http://www.sananalytics.com/lab/twitter-sentiment/

http://help.sentiment140.com/api
http://www.sananalytics.com/lab/twitter-sentiment/
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Citeseer : The CiteSeer corpus [9] is composed of 3312 scientific publications
classified into six classes. Each publication in the dataset is described by a 0/1-
valued word vector indicating the absence/presence of the corresponding word
from the dictionary. The dictionary consists of 3703 single words. Given its
sparseness, the data presented in the Citeseer collection is very close to the social
networks data. We consider every scientific publication as a user publication, and
we use this corpus to evaluate the performances of our algorithm for grouping
like minded users. Since the documents in this collection do not contain hashtags,
we do not apply the SMSC algorithm to the Citeseer corpus.

5 Results

In this section, we present the results obtained using our algorithm and the three
references kMeans, LDA and SMSC. To apply the reference algorithms, we must
manually provide the number of the desired clusters in input, While, our GLIO
algorithm finds this value automatically (see paragraph 3.4).

For a significant evaluation of the clustering systems, several evaluation met-
rics are proposed in the literature. We use four evaluation methods namely: Re-
call, Precision, F-Measure of Rijsbergen [27] and Rand-Index (RI) of
Rand [26].

5.1 Distribution of the Users by Classes and Clusters

For a complete evaluation and a better interpretation of the used systems, we
compare the user distributions by cluster. To evaluate the grouping algorithms,
we consider two principal criteria: integrality and homogeneity. Thus, the system
must put all the users of a given class C in a same cluster K, which contains
only the class C users.

Fig. 2 presents the Sander corpus user distributions by cluster respectively
obtained with the algorithms kMeans, LDA, SMSC and GLIO. We notice that
the clusters obtained with kMeans suffer from a great heterogeneity. Moreover,
the users are almost arranged in only three clusters while four subjects are
initially considered. Each group obtained with LDA presents the four subjects
with close proportions, whereby we can not affirm the dominating subject of
each cluster. We note that the SMSC algorithm succeeded in releasing three
clusters whose users belong to only one class (Cluster 2= Twitter, Cluster 3 =
Google and Cluster 4 = Microsoft). Yet, Cluster 1 contains messages belonging
to the four classes. Finally, it is clear that our GLIO algorithm generates four
very homogeneous clusters and each one of them contains the users of only one
class (Cluster 1= Google, Cluster 2= Microsoft, Cluster 3 = Twitter and Cluster
4 = Apple).

5.2 Results of Grouping Like-Minded Users

Table 1 shows the results of the users’ grouping obtained for the two corpora
(Citeseer and Sander) by applying the algorithms kMeans, LDA, SMSC and
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Fig. 2. Message distribution by topics and clusters

Table 1. Results of grouping Like-Minded users

Citesser Sander
Recall Precision F RI Recall Precision F RI

kMeans 0.27 0.25 0.26 0.68 0.34 0.37 0.35 0.5

LDA 0.59 0.53 0.55 0.79 0.5 0.5 0.5 0.68

SMSC - - - - 0.85 0.75 0.79 0.76

GLIO 0.65 0.66 0.65 0.81 0.98 0.97 0.98 0.97

GLIO. We notice the low values obtained with the classical approaches (kMeans
and LDA). These low values highlight the limits of the classical approaches vis-
a-vis the sparseness which characterizes the data in the social networks. We
also notice that the SMSC algorithm provides good performances which exceed
those obtained with LDA and kMeans for the grouping of like-minded users. The
values of recall, precision, F-Measure and the Rand-Index prove that the results
of our GLIO algorithm exceed those of the reference algorithms. These results
can be explained by the fact that the PCA in step 2 of our algorithm reduces
the data noise. This latter is due to the weak density which characterizes the
corpora of the short texts exchanged in the social networks.

As we do not have information about the ”Citeseer” documents’ sentiment, we
use only the ”Sanders-Twitter Sentiment” set of data to evaluate the sentiment
analysis process. To assess the used algorithm for the sentiment analysis, we
compare its results with those obtained with the Sentiment 140 API. The used
algorithm assigns the right polarity to 72.36% of the users, when only 64.1%
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of them are successfully assigned using the Sentiment 140 API. For a complete
vision, we test the ability of grouping the users having the same opinions. Thus,
we consider only the positive and negative posts in the Sanders collection. Then,
we run our model. We obtain eight groups of users. Each group contains users
dealing with the same subjects and having the same polarity (positive/negative).
The values of the four evaluation metrics for the obtained clusters are over 0.72.
We obtain a Rand-Index and F-Measure equal to 0.86 and 0.75 respectively.
Those results imply that our system, for the most part, successfully groups the
users having similar opinions and sharing the same interests.

6 Conclusion

In this work, we present an algorithm of Grouping Like-minded users based
on Interest-centers and Opinions GLIO. Such algorithm aims to seek the latent
centers in a group of users based on their publications, and to assign each user to
the nearest center. Compared with three reference algorithms, the experimental
results using two datasets (Citeseer and Sander) prove the effectiveness and
the high quality of our algorithm. Additionally, unlike the reference algorithms,
our algorithm allows finding automatically the number of clusters. Moreover,
the proposed algorithm is flexible which allows replacing Kmeans or the used
sentiment analysis algorithm by other algorithms as required.

In the long run, a classification part of online users may be added in order
to study the network evolution. Amongst the prospects which can be considered
is to add a semantic layer by integrating an ontology or Folksonomies such as
ODP. Information about the links between the users can also be enhanced to
improve the grouping results. Finally, it is actually motivating to consider the
subjects which can have more than two opinions.
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Abstract. Within Mobile information retrieval research, context infor-
mation provides an important basis for identifying and understanding
user’s information needs. Therefore search process can take advantage
of contextual information to enhance the query and adapt search results
to user’s current context. However, the challenge is how to define the
best contextual information to be integrated in search process. In this
paper, our intention is to build a model that can identify which contex-
tual dimensions strongly influence the outcome of the retrieval process
and should therefore be in the user’s focus. In order to achieve these
objectives, we create a new query language model based on user’s peref-
erences. We extend this model in order to define a relevance measure for
each contextual dimension, which allow to automatically classify each
dimension. This latter is used to compute the degree of change in result
lists for the same query enhanced by different dimensions. Our experi-
ments show that our measure can analyze the real user’s context of up
to 8000 of dimensions. We also show experimentally the quality of the
set of contextual dimensions proposed, and the interest of the measure
to understand mobile user’s needs and to enhance his query.

Keywords: Mobile search, User’s context, Relevance, User’s Prefer-
ences.

1 Introduction

We live in an information society and expanding technologies provide faster and
broadband Internet connections which make users able to access information
anywhere at any time in their daily lives. This has encouraged the use of mobile
devices as one of the most important web search tools. Since, it is therefore
natural to suggest new approaches of Information Retrieval (IR) in order to meet
the special information needs of mobile users. Often, with mobile applications,
some aspects of the user’s context are available, and this context can affect what
sort of information is relevant to the user. The context can include a wide range
of dimensions that characterize the situation of the user. But the question is:
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What contextual dimensions reflect better the mobile user’s need and lead to
the appropriate search results?

In this paper, we focus our research efforts on this area that has received
less attention which is the context filtering. We have brought a new approach
that has addressed this issue. How to define the relevant contextual dimension
accurately and rapidly?

In fact, our hypothesis is that an accurate and relevant contextual dimension
is the one that provides an interesting improvement in both query profiles (Pref-
erences and Content). Those dimensions can improve the quality of search by
proposing to the user results tailored to the user’s current context.

The remainder of this paper is organized as follows. In section 2, we give
an overview of related work which address Context-centered mobile web search.
We describe in section 3, the Context adaptation approach to user’s preference.
In Section 4, we discuss experiments and obtained results. Finally, section 5
concludes this paper and outlines future work.

2 Related Works

The mobile users enter limited number of terms in a query. This creates a big
challenge to the IR systems which called ”query mismatch problem” [9]. So
many studies integrate different context fields to enhance the query such as [2],
and especially to modelize context, allowing to identify information that can be
usefully exploited to improve search results such as [6], [20], [1], [13] and [22].
In fact, the Related work in the domain can be summarized in terms of two
categories. Firstly, approaches which are using a set of contextual dimension to
personalize all search queries. In this category, several research efforts are pro-
posed in the literature to modelize the current user’s context. Some approaches
such as [3] and [12] have build models able to categorize queries according to
their geographic intent. When [1] operate including Time and Location as main
dimensions besides others to automatically infer the user’s current context. The
previous works propose to use a set of contextual dimensions for all queries and
do not offer any context adaptation models to the specific goals of the users.
In fact, only a subset of dimensions can be relevant and have the potential to
influence the outcome search results Secondly, approaches that are performed
to the aim of filtering the user’s context and exploit only the relevant informa-
tion to personalize the mobile search. This category of approaches such as [7],
[11], [4] are proposed to identify the appropriate contextual information in order
to tailor the search engine results to the specific user’s context. In this cate-
gory, our work has proceeded in terms of adapting the mobile context to user’s
preferences and identifying relevant contextual dimensions. We propose a new
approach allows to define the most relevant and influential user’s context dimen-
sions for each search situation. In the next section, we describe our definition of
this problem.
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3 Context Adaptation to Preferences: CAP Approach

In this section, we focus our efforts on evaluating th user’s context, in order to
leave only a subset of relevant contextual dimensions. These, which go with the
user’s preferences and are able to enhance the search process.

3.1 User’s Current Context

The key notion of user’s context may have multiple interpretations. In this paper,
the context is modeled through a finite set of special purpose attributes, called
contextual dimension pi, where pi ∈ C and C is the user’s context defined by a
set of n dimensions {p1, p2..., pn}. A dimension is a contextual information which
is represented by a unique value.

Contextual dimension, will be defined by computing their capacity to enhance
the type of retrieved documents. We evaluate their capacity to enhance the query
in order to generate results with respect to user’s preferences (Preference Query
Profile). In this section, we will describe in details this profile.

3.2 Preferences Model

Some recent papers have investigated language modeling approach to define the
user’s intention behind the query. In our work we use the language modeling ap-
proach as described in [10] to filter the context. We offer a new query language
model.

1. We build a language model based preferences. For each user’s preference,
we estimate a distribution of terms associated with the user’s preference.
We can then estimate the probability that a query was issued from a given
preference by sampling from the term distribution of that preference.

2. We use the query preference profile to measure the relevance of a contextual
dimension.

Preferences Query Profile. According to [5]: ”One way to analyze a query is
to look at the type of documents it retrieves”. On basis of this rules, we infer that
the best way to analyze a context dimension is to look at its effect on the query.
So, its effect on the type of documents the query retrieves. Specifically, it can be
accomplished by examining the top N documents of retrieval results. The context
dimensions can then be ranked by the probability that they ”generated” best
results after being integrated in the search process. In language model approach
[8] define the document likelihood of having generated the query formally as
presented by the following equations:

P (Q\D) =
∏
w∈Q

P (w\D)
qw (1)

Given a query Q and a document D, qw is the number of times the word w
occurs in query Q. According to Croft and lafferty [18], document language
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models P (w\D), are estimated using the words in the document. We use this
ranking to build a new query language model, P (Pre\Q), out of the top N
documents. It is a new query feature in language model called ”Preferences
Query Profile” that helps us to define the effectiveness of the query to overcome
user’s interests. This query language model is named “the Preference profile of
the query Q”. In fact, a relevant retrieved result is a ranking list which meets,
in a better way, the individual user needs according to their preferences. In this
same spirit of thinking, we are interested in describing the personalized nature of
a query. That’s mean the effectiveness of the query to overcome user’s interests
when it retrieving a precise topic. E.g., Searching for ”Music”, the mobile search
system must take into account the user’s preference ”Jazz”. Therefore, we build a
preferences query profile where documents can be ranked by the probability that
they have been generated depending on the user’s preferences. More concretely,
given a set of preferences “Pre”, and a query Q, our goal is to rank the preferences
by P (Pre\Q) which is initially defined as:

P̂ (Pre\Q) =
∑
D∈R

P̂ (Pre\D)
P (Q\D)∑

D∈R P (Q\D)
(2)

Where “Pre” is the name of the user’s preference. It’s a term that describes
a user preferences category from a data base containing all user’s interest (his
profile). For example if a user is interested by ”Sport” a set of terms such as
(Football, Tennis, Baseball,...) are defined as “Pre”.

P (Pre\D) = { 1 if Pre ∈ PreD
0 Otherwise

(3)

Where PreD is the set of categories names of interests contained in document
D (e.g. Sport, Music, News, Cinema, Horoscope . . . ). The profile, that describes
the user’s interests and preferences could be explicitly set by the user or gathered
implicitly from the user search history. In our experiments, a profile is collected
explicitly before starting the search session.

A very helpful step is about smoothing maximum likelihood models such as
P̂ (Pre\Qin). We used Jelinek-Mercer process created by [19] for smoothing. We
use the distribution of the initial query Qin(reference-model) over preferences
as a background model. Such background smoothing is often helpful to han-
dle potential irregularities in the collection distribution over preferencs. Also,
it replaces zero probability events with a very small probability. Our aim is to
assign a very small likelihood of a topic where we have no explicit evidence. This
reference-model is defined by:

P̂ (Pre\Qin) =
1

|N |
∑
D

P̂ (Pre\D) (4)

Our estimation can then be linearly interpolated with this reference model
such that:

P
′
(Pre\Q) = λP̂ (Pre\Q) + (1− λ) P̂ (Pre\Qin) (5)

Given λ as a smoothing parameter.
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The assumption of the Preference Profile analysis (cf. Fig1) is that irrelevant
contextual dimension’s can’t improve the ’Preference Query Profile’. In fact,
When we integrate an irrelevant dimension into search process, the query pref-
erence profile show no variance comparing to the initial query profile. Given that,
this contextual dimension is not important for a query and shouldn’t be selected.
In contrast, a relevant dimension provides query preferences profile with at least
one peak. Therefore, to define the general effect of a dimension on the search
process, we need a measure to specify the relevance of each dimension according
to its effect on the search outcomes. In the following, we present this measure.

3.3 Preference Score Measure

Our principal objective is to adapt the user’s context to his preferences auto-
matically by filtering it. For this purpose, we need to define the most and least
influential mobile context dimensions. Indeed, there is no existing measurement
method that allows the quantification of the mobile contextual information per-
tinence especially using a statistical property of retrieved result lists. Hence, the
task to be accomplished is to build a relevance metric measure for contextual
dimension. Our metric measure is based KL divergence [24] as an essential com-
ponent to build this metric. We chose Kullback-Leibler divergence as a divergence
measure issued from the domain of probability theory. It will be introduced in
our approach to define the influence of each dimension on the search results.
The KL divergence gives us a test of similarity to the preferences background
model P (Pre\Qin). Our measure ’Preference Score’ is defined basically on the
comparison of two result rankings. It allows to identify whether a mobile con-
text dimension enhancing the user query at his preferences profile. We build
the ”Preference Score” as a new metric to measure the relevance degree of each
dimension.

The ”Preference Score” is defined as:

PreferenceScore ((P,Q)) = Dkl (P (Pre\Qp) , P (Pre\Qin)) (6)

Where Q is the mobile query, we denote the appearance of a dimension P in
a mobile context C (cf. section 3.1) as P ∈{C}. Let P (Pre\Qin) the language
model of the initial query used as a background distribution. And P (Pre\Qp)
the language model of the enhanced query using contextual dimension P . The
proposed context-based measurement model can be expressed in a formal man-
ner with the use of basic elements toward mathematic interpretation that build
representative values from 0 to 1, corresponding to the intensity of dimension’s
relevance. Being null values indicative of non importance for that dimension
(it should not be integrated in personalization of mobile information retrieval
process). In the experiment, we will try to define the threshold that a dimen-
sion should obtain to be classified as relevant or irrelevant information. In the
next section, we will evaluate the effectiveness of our metric measure ’Preference
Score’ to classify the contextual dimensions.
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4 Experimental Evaluation

Our goal is to evaluate the ”Preference Score” metric to predict the type of user’s
context dimension.

4.1 Dataset

We present our training and test collection, our evaluation protocol and then
describe and discuss the obtained results. For the experiments reported in this
work, we used a sample of real queries submitted to the America Online search
engine. We had access to a portion of the 2006 query log of AOL1. We randomly
selected initial sets of 2000 queries for training, development and testing pur-
poses. After a filtering step to eliminate duplicate and navigational queries, we
obtained a set of 1700 queries. While the AOL log is not a mobile search log, so
we simulate the user’s current mobile situation for each query. Thence, we use
three contextual dimensions (Time, Location and Nearby people) to indicate the
mobile search context. Then, for each query in the test set we classified manually
their related contextual dimensions. Each dimension is associated to a label to
indicate whether it is noise, irrelevant or relevant. The criterion to assess whether
a given dimension is relevant, is based on whether the mobile user expects to see
search results related to this contextual information ordered high on the results
list of a search engine. These steps left us, in our sample test queries, with 10%
noise dimensions, 24% irrelevant dimensions and 65,6% relevant dimensions.

4.2 Classification Performance of Our Metric Measure

Our experimental design allows us to evaluate the effectiveness of our technique
to identify user’s relevant contextual fields. For this purpose, we propose an
evaluation methodology of obtained results using manually labeled contextual
dimensions. In fact, a contextual dimension’s class is correct only if it matches
the labeled results. Using the Rp as a classification feature, we build a context
intent classifier.

In order to compute the performance of the classifiers in predicting the di-
mensions classes, we use standard precision, recall and F-measure measures. We
use also classifiers implemented as part of the Weka 2 software. We test the
effectiveness of several supervised individual classifiers (Decision trees, Naive
Bayes, SVM,and a Rule-Based Classifier) in classifying contextual fields using
”Preference Score” as classification feature.

4.3 Results and Discussion

Analysis of Rp Measure. At this level we analyze the ”Preference Score” dis-
tribution for each category of contextual dimensions. Fig.1 shows distribution

1 http://www.gregsadetsky.com/aol-data/
2 http://www.cs.waikato.ac.nz/ml/weka/

http://www.gregsadetsky.com/aol-data/
http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 1. Distribution of ”Preference Score” measure for geographic dimension (Location)

of our measure over different values of Location dimension for different queries.
In this figure we notice that there is a remarkable drops and peaks in the value
of ”Preference Score”. Indeed, the relevance of a contextual dimension is inde-
pendent on his type or value but it depends on the query and the intention of
mobile user behind such query. Hence, the measure hasn’t a uniform distribution
for those contextual dimensions.

Effectiveness of Contextual Dimension Classification. Our goal in this
evaluation is to assess the effectiveness of our classification attribute ”Preference
Score” to identify the type of dimension from classes: relevant, irrelevant, and
noise.

As discussed above, we tested different types of classifiers and Table 1 presents
the values of the evaluation metrics obtained by each classifier. In fact, all
the classifiers were able to distinguish between the three contextual dimension
classes. Fmeasures, Precision and Recall ranging from 96% to 99%. But “SVM”
classifier achieves the highest accuracy with 99% for the F-measure. This first ex-
periment implies the effectiveness of our approach to accurately distinguish the
three types of user’s current contextual levels. It especially allows to correctly
identify irrelevant contextual information with an evaluation measure over 1.
When relevant and noise, achieving over 97% classification accuracy.

In a second experiment, we evaluated the classification effectiveness of our
approach comparatively to DIR approach developed by Kessler [7]. By using the
DIR measure, contextual information is only classified as relevant or irrelevant.
It enables distinguishing between irrelevant and relevant context using a thresh-
old value δ. Whence, we compared the two approaches only on this basis. We
implemented the DIR approach using the SVM classifier which achieves one of
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Table 1. Classification performance obtained using a classifier with ”Preference Score”

Classifier Class Precision Recall F-measure Accuracy

SVM

relevant 0.978 0.989 0.981

99%
irrelevant 1 1 1

noise 0.981 1 0.991
average 0.991 0.99 0.99

JRIP rules

relevant 0.911 0.953 0.924

96.3%
irrelevant 1 1 1

noise 1 0.964 0.926
average 0.965 0.962 0.962

Bayes

relevant 1 0.933 0.966

97%
irrelevant 1 1 1

noise 0.946 1 0.972
average 0.973 0.971 0.971

J48

relevant 1 0.933 0.966

97%
irrelevant 1 1 1

noise 0.946 1 0.972
average 0.973 0.971 0.971

the best classification performance using one simple rule: analyzing the individ-
ual results in two rankings for the same query expanded by different contextual
dimensions. Intended or relevant contextual information must have an impact
that goes beyond a threshold value. Hence, we should obtain a high value of
DIR measure to classify a context as relevant. Table 2 presents the precision,
recall, F-measure and accuracy achieved by the SVM classifier according to the
both approaches. The result of comparison show that, our approach gives higher
classification performance than DIR approach with an improvement of 1% at
accuracy. This improvement is mainly over Relevant context dimensions with
1.3% at Recall.

Table 2. Classification performance on Relevant and Irrelevant dimensions: compari-
son between CAP approach and DIR measure approach

Approach DIR approach CAP approach

Class Relevant Irrelevant Average Relevant Impro Irrelevant Impro Avrege Impro

Precision 1 0.968 0.982 1 0% 0.984 1.7% 0.991 1%

Recall 0.956 1 0.981 0.978 2.3% 1 0% 0.99 1%

F-measure 0.977 0.984 0.981 0.989 1.3% 0.992 0.9% 0.99 1%

Accuracy 98% 99,5% 1,5%

5 Conclusion

We proposed in this paper a new approach for mobile context adaptation to
the user’s preferences. It is evaluates the relevance of contextual dimensions us-
ing different features. This approach is based a new metric ”Preference Score”,
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that allows to classify the contextual dimensions according to their relevance to
enhance the search results. Our experimental evaluation show the classification
performance of our metric measure comparatively to a cognitively plausible dis-
similarity measure namely DIR. For future work, we plan to exploit our proposed
approach to personalize mobile Web search. We will customize the search results
for queries by considering the determined user’s contextual dimension classified
as relevant.
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Abstract. Interlinked Personal Story and user interest in Weblogs to re-use  
information in the blog contents is a new way of communication in a Weblog 
field.  With many existing vocabularies such as Rich Site Summary (RSS), 
Friend of a friend (FOAF) and Semantically Interlinked Online Community 
(SIOC), interlinked among blogs can successfully help users especially  
bloggers to find the relationship that occurs inside the contents of the blogs  
itself. Furthermore, nowadays, personal blog contents are more useful to serve 
as the answer to the Internet users’ search for information rather than existing 
search engines where personal blog contents are always updated. Our proposed 
framework system is designed to accomplish the motivation to interlink  
personal information weblogs and also to improve the uses of the blog among 
the online community. 

Keywords: weblog, interlinked, information retrieval, social network. 

1 Introduction 

Personal Story Information can be found in almost any online community such as 
Weblogs, Facebook, and Twitter. However, the most personal story information  
sharing in social media can be found from the weblogs. The information sharing is 
wide and composed of any type of user background such as a traveler, student and 
even a housewife. In the variety of personal story information, we trust this  
information to be useful for future search engines. Meanwhile, with regards to the 
rapidly growing social media, an Internet user may have developed a lot of social 
media friends. It means that, every internet user may have approved more than one 
person as a ‘friend’ in his online community. In Weblog, a blogger will also have 
‘friends’ in his blog site, and they are known as ‘followers’ or a ‘list of friends’.  Our 
motivation is to implement the visualization blog as a new decentralization of  
information between the owner of the blog and the friends following the blogs where 
the information extracted from the blog can be interlinked and integrated. Previously, 
the user would use the existing search engines like Google, Yahoo and Bing to find 
the information they want, but nowadays with the growing number of blogs, freshly 
updated information is becoming more and more common. The advantage of the  
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motivation is that everyone can re-use the information from the updated blog. To 
accomplish the motivation, Really Simple Syndication (RSS), Friend of a friend 
(FOAF) and Semantically Interlinked Online Social (SIOC) will be implemented in 
the proposed system. The combination of these new technologies that covers semantic 
and ontology will enable the sharing of the contents in the blog. 

The RSS document also known as a feed contains a summarized text, metadata 
such as publishing dates and authorship [1]. It is one of the technologies that underpin 
the rapid pace of publishing. RSS generates a predictable way for particles of content 
to be summed, sequenced, and searched. By implementing the RSS in the proposed 
system, the system can automatically derive newly updated data for content and 
comment on the site. It is a simple way to identify the current content items and the 
most important is the way we can connect our content to the larger Web by enabling 
others to find our contents more easily. 

The FOAF allows the representation of private data and relationships. It is a useful 
building block for developing information systems that support online communities. It 
is simply an RDF vocabulary, and its typical use is akin to that of the RSS.  The 
FOAF can help propose the system in identifying user’s friend in the blog site. Each 
blogger’s FOAF data will be decentralized within blogger’s control and by this  
manner it will give the benefit to blogger to find out a friend’s content easily with the 
help of the RSS. [2] FOAF supports bloggers by allowing provenance tracking and 
accountability [3]. Nowadays, the source of information is important to ensure that 
the information is trustworthy. The RDF tool tracker is used to find out the  
information by implementing FOAF to RDF sources. Besides, FOAF is used to match 
people with similar interests. People will bring together persons with similar interests 
[4]. Relationships that are based on common interests can help people with a similar 
interest to collaborate on that interest. The SIOC is used to facilitate the synthesis of 
information, and it includes the Semantic Web ontology for describing rich data in the 
RDF. Meanwhile, SIOC and FOAF vocabulary is integrated to get the user profile and 
social network information. Implementing the SIOC in proposed system can help the 
user identify the relationship between a blogger’s contents and his or her friend’s 
contents as the SIOC vocabulary that includes SIOC ontology can describe the  
user-created content by way of moving data from one platform to another [5]. 

In this paper, we will discuss the proposed system in the next section that includes 
a brief review of related works. In Section III, we provide the overview of the  
Interlinked Weblog design framework. A proposed system is presented in Section IV. 
Finally, Section V establishes the inevitable conclusion and discusses potential future 
works. 

2 Related Work 

An analysis on blogs [6] studied 25,000 blog sites and 750,000 links to the sites and 
focused on clusters of blogs connected via hyperlinks named blogspaces and  
investigated the extraction of blog communities and the evolution of the communities.  
From the 2013 report [7] stated that 83% people within the age range of 18 to 29 and 
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77% people at the age from 30 to 49 are involved in online social networks. Gruhl et 
al. studied the diffusion of information through blogspace [8]. They examined 11,000 
blog sites and 400,000 links in the sites, and tried to characterize macro topic  
diffusion patterns in blogspaces and micro topic-diffusion patterns between blog  
entries. They also attempted to model topic diffusion by criteria called Chatter and 
Spikes.  Previously, there are several research studies that detect the topic of  
information and track the information based on a number of categories [9]. First story 
detection (FSD) has been used to identify the new topic that has yet to be submitted. 
[10] Proposed a method that used a collection of FOAF and RSS from the web to 
generate the OnLine Analytical Processing (OLAP). The proposed method is claimed 
to provide improvement result for millions of users’ interests by adapting the  
automatic FOAF to the social network services. In [7] research, they had figured out 
the usefulness of the FOAF and Social Network Analysis (SNA) as a platform to 
improve the result of recommending contents to the users. This research used  
common tags and characteristics from the content and they verified that when there 
are more users in the social network, the contents would be more effective and have 
better quality.  

The Content Recommendation Method (CRM) is proposed by [11] based on both 
the FOAF and RSS.  The FOAF is used to analyze the SNS and RSS for evaluating 
the contents. The researchers have found that their proposed CRM provides more 
suitable and trustworthy contents compared to the traditional CRSs. In this paper, we 
use a similar method to recognize a new topic. [12] When the new story is published, 
the FSD will check and compare the contents with the previous stories. If they detect 
any difference in the contents, the story will be designed as the first story; and vice 
versa.   

3 Scenario 

Anyone, from novice internet users to the expert internet users can use the blog to 
update their personal story information or to share his / her experience to be read by 
the public. Put simply, it is a storehouse that contains millions of information to be 
shared with people. The blog has its own term and the details include the site, entry, 
comments and user profile [13]. A standard blog has a site containing the URL, RSS 
(really simple syndication), site name, and entries. It is managed by one or more 
bloggers. A sample scenario (Fig.1) is provided below, where Blogger A uses the 
system to decentralize his blog with other bloggers. Blogger A starts to log in her blog 
link address into the system and the system will extract the information from the  
address link. Then, the system will extract the category which includes the entry itself 
by using the RSS and all the categories will be collected and computed by a feature 
vector. Here, the category will be matched with the template ontology to make it  
easily defined by the system and afterwards, it will be saved in the blogger database. A 
blogger has many choices, whether he or she wants to visualize the data by category, 
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friends or interest topic. In the above example, a blogger wants to display the contents 
via category so here, the system will decentralize all the updated contents from the 
blogger and his friends. In this case, he or she can view their friend’s blog in the  
visualization map where their blog is laid out at the center and by categorizing his or 
her content based on the template ontology, this blogger can also receive other  
information (entry) from their blogger-friends. This decentralization can make the 
integration between blogs to be defined by Blogger A (or user of the system). From 
the above figure, Blogger A can view the categories he or she has defined such as 
‘holiday’, ‘INHA’, ‘MOVIE’, ‘TRAVEL’, ‘research’, and ‘study’. Under the study 
and research category, for instance, Blogger A can view the new information  
extracted by her blog where her friends, who are B and C have published new entries 
similar to entries under his or her category (research and study). In this system,  
Blogger A can recognize the relationship that exists between Blogger B and C that 
might be able to establish this Probability: 

1. Blogger B and Blogger C are friends. 
2. Blogger B and Blogger C are working in the same research area, Pr[2]. 
3. Blogger A, B and C can share interesting information with each other if the   

Pr[2] is true. 

The probability of relationship exists between other categories too, such as ‘holiday’: 

1. Probability of ‘eh1’ and ‘eh2’ (Pr[eh1] = Pr[eh2]) are in the same place or share 
the same time or they both share the same place and time. 

2. Probability of Blogger ‘eh1’ and Blogger ‘eh2’ are going for a holiday together is 
true. 

3. Probability for new updates of information from eh1 and eh2 to be true. 

Next is a friend’s decentralization using the FOAF. In this case, Blogger A will use 
the same way to start the system. However, Blogger A should determine whether she 
wants to decentralize the information via category or friend. In this case, Blogger A 
chooses decentralization by a friend, and she wants to find out some information that 
she can collect from her friends. Once the information is extracted by the system  
using the FOAF, it will proceed to extract the feature vector again from blogger  
entries and categories. This extraction is important to measure blogger’s interest and 
match it with other bloggers. From figure 1, we show an example of group interest in 
the semantic ontology. After computation by the feature vector, the system can  
analyze that Blogger E, F and G have the same interest in semantic ontology. A result 
here will show the highest computation ranking for each group.  The advantages  
include the fact that blogger A can identify her friend’s interest from blogs (including 
their entries and categories) and blogger A can easily decentralize her interest by  
referring to the visualization results of the blogger’s interest topic. Besides, blogger A 
can also integrate and make an interlink between her friends based on users’  
decentralized topics of interest. 
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4 Design and System Architecture (Extracting Personal Story 
Information From Blog Contents for Integration) 

Ideally, the entries in the blog contain some hidden personal story information that 
may be important either for the blogger or internet users. This information is useful 
for many fields such as the fields of science and technology, travel, documentary, 
motivation or entertainment. With the grammatical contents increasing every day and 
bloggers making frequent updates, the information in the content can be extracted 
based on user’s definition.  This section shows how blog contents are extracted from 
real blog data. 

4.1 Crawling through Blog Entry 

First of all, our system surfs through the blogger's blogs to extract blog entries. 

1. The system finds the RSS feeds in the blog. 
2. The system registers the categories and friends in the blog. Each category is  

analyzed to make sure that there is no same category defined by bloggers and  
also there is no similar category in the blog. This process is explained more in 
section B. 

3. In the first visualization, the system visualizes the data by categories in the blog. 
In the second visualization, the system visualizes the data by friends where the 
blogger can identify the contents from all his or her blogger friends. 

4. Return to process 1. 

Visualization Data by Category 
From the first step in section 4.1, the RSS is used to collect the categories in the blog. 
Then, each category is analyzed to prevent similar categories and redundant  
categories. The step for this process is explained in [14]. In this paper, we explain 
how the RSS is used to extract the category in the blog.   

1. Firstly, we make an index file for the blog that is collected through the ping  
server [15]. Each blog entry is assumed to have a unique user ID. 

2. Secondly, all the collected blog categories will be classified into the match  
template ontology [15]. In this part, the content taxonomy such as genres of  
travel, hobbies or movies can be learned. For example, a blogger has a category 
‘Japan’ in his or her blog. From the content the readers will know about the  
blogger’s experience traveling to Japan. In this case, by matching the categories 
into the template ontology, we can filter some categories and they will become 
more general. Refer to Fig. 1. 

Steps to match the category: 

1. Designer chooses the Travel domain to create the category visualizations.’ 
2. Choosing metadata for extracting users’ interests 
3. Classifying Travel into classes as instances 
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To match the same categories, firstly, we used the RSS to extract the contents and 
find the vector features using TF IDF to measure the category that should be matched. 
In the figure above, there are two different categories published by two bloggers. Let 
say Blogger B post entries about traveling in Japan and define the category ‘Japan’. 
The visualization user who is Blogger A defines his traveling category using a more 
general keyword, which is ‘Travel’. In the matching categories of Travel and Japan, 
the template ontology is used (refer to Fig. 1 and Fig. 2). 

 

Fig. 1.  Example of categories in template ontology 

After extracting the contents and measuring the feature vector, we can identify that 
the category Japan is matched with the Category Travel because Travel is defined as 
the Domain while Japan is defined as one of the properties for the Domain Travel. As 
a result, Blogger A can automatically find out the relationship between his entry and 
Blogger B’s entry (in the same category). At the same time, Blogger A can get more 
accurate information after the system classifies the entries into a specific category.  

 

Fig. 2. Example of match category problem 

4.2 Crawling through the Blog Friend 

In this paper, we will describe in more detail the visualization blog by a friend and the 
friend’s interest decentralization. The steps are as follows: 

1. The system will analyze the blog to find the friend list using the FOAF ontology. 
2. The system extracts the information from the friend list including the entry and 

category for each friend. RSS is used to extract the entry and category (section A) 
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3. For the first time, the system will compute the feature vector for each entry  
because we want to find the user’s topic of interest. More explanation is given in 
section D. 

4. Repeat the process to get more updated information using the RSS concept. 

Features Vector for User Interest Topic 
To calculate a feature vector, we use the TF-IDF. There are two ways to determine 
blogger interest. The first is by examining the highest interest defined by the blogger. 
For example, Blogger A has four categories, which are Travel, Research, Music and 
Family. The system should identify which category is mostly used by Blogger A using 
the TF-IDF and RSS. The second way is by examining blogger’s interest by top five 
new update entries published by the blogger. It is a new way to find the blogger’s inter-
est because we find out that Bloggers tend to have their way to express their interests via 
blogging. For example, in the first week, blogger always updated the entry about her 
favorite singer John Elton and the description of a song by John Elton. However, after 
one week, blogger changed her interest where she moved on to talk about another sing-
er. In this case, it is easy to figure out these changes especially in entertainment and 
traveling. However, in the research area, although we can find out about different inter-
ests, blogger still  demonstrated the difficulty to change their interest gradually; for 
example, blogger was researching in the field of semantic ontology and the week after, 
she changed into similar research like the semantic social network or ontology social 
network. In conclusion, the relationship between users’ interests still proves to be useful 
for bloggers in a wide range of fields because nowadays, bloggers are free to determine 
their interests in the blog and by centralizing user interest, they should be able to know 
other bloggers who happen to have similar interests to her. 

4.3 Visualize the Personal Story Information and Relationship in Blog 

The final step is to decentralize and interlink the information from all related blogs in 
visualization. From the visualization, bloggers can gain information and on the other 
hand, they can also identify the relationship that exists between the entries, friends 
and blogs. The blog visualization is created by considering a target blogger who plays 
a central role. The target’s friends and categories which are collected from the target’s 
blog are counted as the second level of the network. Continuously the target’s  
categories are considered as target one if the first targets are friends. The complete 
visualization is decided by n levels where n>1. The blogger profiles are generated. 
Relational linkages among the bloggers are produced by matching the corresponding 
personal profiles with the categories. Notice that there may be many edges tying  
between bloggers or categories. The number of the edges is equal to the number of the 
matches between their corresponding profiles and categories. Here, we define the blog 
visualization as a directed loop graph, as can be referred to Fig. 3 (V1 and V2, where 
we use Blogger A as user). Blog visualization is a directed loop graph with  
quadruple [16]: 

G = (C*; R*;N;M)                       (1) 
 



 Interlinked Personal Story Information and User Interest in Weblog 111 

 

Where, C* is a set of nodes representing bloggers and R* is a set of arcs  
representing the relations between Blogger A: Friend, Category and Interesting entry. 
Each arc is associated by a numerical value being weight (w) of a relation as  
represented by the arc. 

•  =               (2)  

where   is the weight of the friend relation from the friend j to i’s;    is 
the number of collaborative time of the friend j with i’s who is a blogger;  is  
number of friends of i’s. 

• = ,              (3) 
where  is the weight of the category relation from the blogger j to i’s;   

is the number of category time of the author j in i’s blogs;   is the number of  
category-blogger of i’s. 

• The weight of each interesting topic relation is equal to the similar degree between 
two feature vectors representing the corresponding topics. 

-  N is an adjacency matrix of G, written N(G), is the n-by-n matrix in which n is the 
number of nodes in G, entry is the number of arcs in G with endpoints  , /

 . 
-  M is the incidence matrix of G, written M(G), is the n-by-m matrix in which m is 

the number of edges (relations) in G.  
 

 

Fig. 3. Scenario of Visualization 
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The visualization naturally represents such a social network. It is useful to deduce 
an indirect relationship among bloggers. The visualization can be reduced by  
considering only a specific relation or combining all relations. For example, blogger 
visualization is generated by taking only blogger and friends’ relationships. The  
network combining all the relations (called combined blogs) is effective in order to 
find relevant information in blogs. The relationship combines all the relations:  
Blogger, Blogger’s friend, Category and Interesting topic. In particular, we need to 
estimate the weight of a relation in order to blend all the relations. The weight of the 
relation can be calculated using Equation 1, where Er is the combined weight of  
the blogger visualization graph, Cr is the weight of Blogger’s friend relation, Rr is the 
weight of Category, Ir is the weight of interesting topic. To calibrate the coefficients 
α, β, δ, we can generate them by giving consideration to the consensus of suggestions 
put forth by experts. 

                 (4) 

5 Conclusion and Future Work 

In this paper, we have presented a framework for the decentralized personal story 
information and user interest from blogs.  By implementing the RSS we can get the 
updated information automatically whereas implementing FOAF and SIOC ontology 
technology enables us to identify the relationship that exists, whether in the user  
profile or blog’s content. Through this implementation, it can improve the information 
retrieval based on user’s interest. 

For future works, we will study how user interest is matched based on the blog 
content and also user profile by implementing the RSS and FOAF in order to get the 
information needed from the blog. 
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Abstract. Shopping is one of the key activities that humans undertake that has 
an overwhelming influence on the economic, environmental, and health facets 
of their life and ultimately their sustainability. More recently social media has 
been used to connect vendors and consumers together to discover, share, rec-
ommend and transact goods and services. However there is a paucity of aca-
demic literature on sustainable social shopping as well as systems in industry to 
support the same. There is no single online shopping system that provides a ho-
listic shopping experience to customers that allows them to balance financial, 
health, and environmental dimensions. To address this lacuna we propose Sus-
tainable Social Shopping Systems as a means by which we can practically sup-
port individuals to become more sustainable and ultimately transform their 
lives. In this paper we propose and implement concepts, models, processes and 
a framework that are fundamental for the design of such systems. 

Keywords: Individual Sustainability, Finance, Health, Environment, Decision 
making, Habit formations, Online Shopping. 

1 Introduction 

Living a well-balanced and sustainable life is a long-cherished desire of people. In 
order to transform our lives to be well balanced and sustainable, three issues should 
be considered and addressed; Firstly we should understand true relationships among 
life facets; secondly habits for sustainable transformation should be motivated and 
formed; lastly individuals should be able to keep their sustainable lives even there are 
life change events. One of the key activities that humans undertake that have an 
overwhelming influence on their sustainability as an individual as well as a family is 
shopping. Shopping is closely interconnected with multi-dimensional individual life 
values such as financial, health, philosophical and environmental values, and is often 
carried out by individual’s habitual behaviors [1, 2]. Nowadays e-Commerce has be-
come one of the normal ways to shop and social shopping features are essential for e-
Commerce businesses to be successful [3, 4]. Also personal data, such as financial 
and health data, are readily available for a personalized service due to the develop-
ment of wearable and mobile smart technologies. Despite the clear opportunities in 
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the overlapping area of these three concepts, that is supporting multi-dimensional 
individual sustainability through social shopping features in online shopping and inte-
gration of personal data from various sources, no attempts have been made to com-
bine them together in supporting individual sustainability. To address these problems 
and issues, we propose Sustainable Social Shopping (SSSS) as a pathway to individu-
al sustainability, by synthesizing concepts, models, processes, and frameworks from 
sustainability, shopping, social shopping, decision-making, and habit formation. 

This paper firstly reviews the literature and studies related to sustainability, shop-
ping and online social shopping. Secondly, we propose concepts, and models that 
could become the foundation for the design of Sustainable Social Shopping Systems 
(SSSS). Thirdly we propose a framework for the design of SSSS. Finally we describe 
a prototypical implementation of an SSSS in terms of the process and system views. 

2 Sustainability, Shopping and Online Social Shopping 

“Sustainability” became a challenging pressure to businesses over decades. Nawroth 
states that from 1997 to 2012, 24% to 46% of British consumers considered organiza-
tions’ social and environmental contributions and responsibilities in addition to eco-
nomic factors when they were making purchasing decisions [5]. As these indicate, 
“sustainability” became not only organizations’ tasks to consider but also individuals’ 
concerns. Individuals are showing sustainable behaviors by taking pro-ecological, 
frugal, altruistic and equitable actions, and they perceive these actions are closely 
related to their well-being [6]. Therefore individual sustainability should be unders-
tood under the holistic point of view rather than narrowed ecological issue.  

For supporting individual sustainability, shopping is an important human activity 
as it is a common decision-making process that people or households make on a daily 
basis habitually [7]. Also shopping is the activity that can bring fundamental changes 
in our life, because it is interconnected with various life facets and often reflects life 
values [1]. United Nations Environment Program explained that sustainable consump-
tion aims at “doing more and better with less, increasing net welfare gains from eco-
nomic activities by reducing resource use, degradation and pollution along the whole 
lifecycle, while increasing quality of life” [8]. As such, initially “Sustainability”  
concepts have been approached and developed by incorporating ecological and envi-
ronmental issues at organizational level. However it is still stated to be the most  
“obdurate challenge” for sustainability [9] due to a lack of information about sustai-
nability. Seyfang argues that “a lack of information about environmental and social 
implications of consumption decisions” left consumers feeling powerless by “the 
thought that individual action will not make any difference” [7].  

This practical issue can be addressed by e-Commerce, which has become a general 
shopping tendency along with brick and mortar shops. And social shopping is “a sub-
type of e-Commerce that uses social media to support and enhance social interaction 
between customers” [3]. In a shopping behavior context, consumers are spending 
more time and money if family or friends are shopping together [10]. This is because 
consumers can share and get opinions on products that they are looking for and enjoy 
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interactions with other people who have similar interests [11]. Therefore social shop-
ping is rapidly gaining attention and popularity from the marketplace. Also with the 
rise of mobile technologies, various personal data can be easily captured and used for 
a personalized service. For instance, wearable devices track specific health data by 
capturing physical activities or sleep patterns, and accounting mobile app can log 
individual’s expenditures easily. In summary, individual sustainability can be unders-
tood and supported through e-Commerce social shopping which can provide enough 
sustainability information and recommendations to consumers based on their personal 
data captured by various sources.  

3 Research Problems and Practical Issues 

In the recent past the online shopping industry has mushroomed from supplementing 
offline shopping to a mainstream powerhouse [3]. It has expanded rapidly based on its 
unique characteristics which can provide richness of information and personalized 
interactions [12]. Many researchers are attempting to develop effective shopping tools 
while businesses are spending enormous effort in improving their online services in 
order to increase their sales. Most of the effort so far from academia and industry has 
focused on online shopping aid tools that incorporate a recommendation agent (RA) 
and a comparison matrix (CM). RAs are utilized to help consumers in screening for 
potential products they could purchase based on their personal profile. CMs are algo-
rithms that help consumers to compare multiple products attributes for taking effec-
tive decisions. It has clearly been proven that these two tools do significantly impact 
on consumers decision making process [12] and have become common features in 
most online shopping sites. With RA and CA features most grocery-shopping sites 
provide beneficial financial information such as amount that the customer has saved 
during the shopping session. For example, mySupermarket.co.uk, an online shopping 
and price comparison website shows different prices from different grocery shopping 
sites with insightful information like recent price trend. Shopping related health and 
environmental information are offered from independent non-commercial apps  
and websites. Packaged food nutrition information app “FoodSwitch” 
(http://www.foodswitch.co.nz/) shows calories, salt, sugar and saturated fat informa-
tion in easy traffic light form. By suggesting better nutritional products within similar 
product range, this app helps individual and households to make better food choices. 
However the problem is all these services and information are offered separately in 
silos in monolithic systems. Integrated and balanced information that interweaves 
financial, environmental, and health dimensions together is virtually non-existent. 
Due to this information asymmetry, individuals and households are often powerless in 
transforming themselves to be sustainable [13]. If consumers get informed health, 
financial and environmental sustainable information all together from a shopping 
system, they can then choose a better product with a holistic understanding of the 
relationship among those dimensions. This enables customers to make quality, effi-
cient, and sustainable purchase decisions [12, 14].  
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Another closely related issue is social shopping. As previously discussed, social 
shopping and features are currently popular. Generally speaking social shopping con-
nects shops and consumers together to discover, share, recommend and purchase 
products. This means social features can interact with the entire shopping procedures 
and affect customers’ decision making process [4]. Sommer et al. observed consum-
er’s behaviors and they found that consumers with their family or friends were spend-
ing more time and money, when they could share and get support or solicit opinions 
about products that they were looking for [10]. Hence social shopping features are 
useful not only in increasing sales but also in enhancing customer satisfaction.   

It quite clear that online shopping systems can offer a significant pathway to individ-
ual sustainability if they are able to offer: (a) appropriate multi-dimensional information 
to customer to choose products for improving their sustainability and (b) support their 
sustainable transformation through social shopping features. However there is a paucity 
of academic literature on sustainable social shopping as well as systems in industry to 
support the same. There is no single online shopping system that provides such a ho-
listic shopping experience to customers. This raises three important research and prac-
tical issues in designing and implementing Sustainable Social Shopping Systems 
(SSSS): integration of heterogeneous data from various devices and systems, support-
ing sustainable shopping habit formation and personalization of SSSS. To address this 
lacuna we propose SSSS as a means by which we can practically support individuals 
to become more sustainable and ultimately transform their lives (Fig. 1). In the fol-
lowing section, we propose concepts and models that are fundamental for the design 
of SSSS. We then suggest a framework and architecture components of SSSS. Finally 
we illustrate a process and system view of a prototypical SSSS that we are imple-
menting in the real world context of an online supermarket. 

4 Design of Sustainable Social Shopping Systems  

Langley et al. [15] propounded the Interwoven Decision Making model, which is the 
concept that most decisions are interrelated to other decisions or situations that a deci-
sion maker is surrounded by. Interrelated decisions can be sequential (one decision 
making followed by another), lateral (unrelated decisions but considered simulta-
neously) and precursive (unrelated decisions at different times which affected each 
other). Like the interwoven decision model, a “good” decision should be made by 
considering multiple dimensions and suitability for these boundaries and constraints 
[16]. Interwoven Decision Making model and consideration of multiple dimensions 
for decision-making are useful concepts in sustainable social shopping system, be-
cause it should help consumers to make an integrated and balanced choice when they 
purchase a product. 

It is important to understand customers and their behaviors with regard to shopping 
decision-making process to develop the online shopping system. Traditionally, mul-
tiple cognitive steps were broadly adapted to understand consumers’ behavior in  
marketing studies [17]. For example, the five-stage buying decision process model 
explains that when consumers make a purchase of an item, they start the process from 
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Visualizations.  Generating intuitive visualization is essential in this system. Health 
information will be shown in traffic lights format [20], financial information will be 
represented through graphical chart and environmental information will be in meter-
type visualization.  

6 Implementation of a Sustainable Social Shopping System 

6.1 A Process View 

SSSS will provide a shopping experience to consumers through several steps. Shop-
ping process can be initiated by various stimuli. Customers may recognize their shop-
ping needs by their desire for something, promotions or prompted by notifications. 
Once customers log onto the shopping site, a pre-defined shopping list will be dis-
played based on customer profiles, multi-dimensional personal information and shop-
ping histories. This is followed by a product detail page, where customers will be 
given health, financial and environmental information about selected products and 
with recommendations for better options according to customers’ multi-dimensional 
information and profiles. For example, if a customer has diabetes (the personal data 
from profile page or external wearable smart systems) SSSS will integrate various 
data and understand their relationships then try to find a product which is the best for 
the customer. Based on health, financial and environmental dimensions of informa-
tion, customers can make a quality choice for a sustainable life. When a customer 
makes a payment, the customer will be informed on the overall health, financial and 
environmental information via a sustainability dashboard for future references, and it 
would also serve to give them a sense of accomplishment. For post-purchase step, 
SSSS will provide customers with a feature to share their purchase with their families 
and friends through social networking services. Conversely, for SSSS, the shopping 
data will feed to the customer’s shopping history to refine customized suggestions 
(Fig. 4). On the background of these shopping experiences, SSSS has three supporting 
features portraying the habit loop.  

 

Fig. 4. Sustainable Social Shopping Process 

The first feature is a notification. Notification can increase the sense of user control 
and it motivates and satisfies online buyers [21]. Notification can be based on com-
mercial promotions like email notification of new products and special deals, or time 
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Sustainable Social Shopping System will show rich sustainability information 
which can be personalized for each customers and provide social shopping features. 
In the shopping confirmation page, health meter will show the number of healthy and 
unhealthy products purchased in current shopping and overall shopping based on the 
consumer’s particular situation. The financial information dimension will provide 
information on whether a chosen product is in fact cheaper than other options by un-
derstanding a relationship with health and environmental product information. Lastly 
environmental information will be shown based on ecological footprint standard 
(http://www.footprintnetwork.org/en/index.php/GFN/page/application_standards/). 
Having information of three life dimensions in one page, providing an intuitive graph-
ical presentation while they are making a purchase decision will enable consumers to 
have a holistic idea on their decisions. The Profile page includes user’s basic personal 
information. The user also is able to log in using existing social networks or wearable 
device networks, which can provide more useful information about health dimension 
of the user’s sustainability status. 

7 Conclusion 

Sustainability is one of the most often discussed topics in our society. Although no 
one argues that individuals are the main players in changing society and the environ-
ment, individuals have always been treated as just actors and decision makers who 
transform the organizational, societal, national, and/or global sustainability practices. 
Shopping can bring fundamental changes in individual lifestyle, and relationships 
between various life dimensions need to be understood to support individual sustaina-
bility. To be sustainable, integrated and balanced information should be offered to 
consumers. Therefore SSSS can be a very attractive system for both consumers and e-
Commerce businesses, as it not only supports individual sustainability but also has the 
potential of becoming a promising business model. This research proposes concepts, 
models, and processes that have the potential to be the foundation for sustainable 
social shopping and for the formation of sustainable and life transforming habits. 
Furthermore we also propose a framework and architectural components of a sustain-
able social shopping system to realize the aforementioned concepts, models, and 
processes. We are also in the process of prototyping a sustainable social shopping 
system in the context of a purely online supermarket. This system enables customers 
to understand sustainable purchase choices for their quality of life, and aids them to 
transform sustainably through shopping experiences. The system has design features 
based on traditional purchasing decision-making model as well as habit-forming 
models. Shopping aid features support the conceptual models and system framework 
proposed. Links with social media and networks enable customers to transform their 
lives sustainably by measuring various inputs, understanding a relationship among 
those inputs, and benchmarking outcomes historically, with their friends, and with 
others in their social groups. At this stage, the system provides information on three 
life dimensions: health, finance and environment. The data is currently sourced from 
product suppliers, government regulations and studies from expert organizations. 
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However in order to support a holistic individual sustainability, the system needs to 
be flexible to incorporate other aspects of life dimensions and connect to a larger 
variety of data from outside sources. 
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Abstract. Facebook is one of the largest socializing networks nowadays, ga-
thering among his users a whole array of persons from all over the world, with a 
diversified background, culture, opinions, age and so on. Here is the meeting 
point for friends (both real and virtual), acquaintances, colleagues, team-mates, 
class-mates, co-workers, etc. Also, here is the land where the information is 
spreading so fast and where you can easily exchange your opinions, feelings, 
traveling informations, ideas, etc. But what happens when one is reading the 
news feed or is seeing his Facebook friends’ photos? Is he thrilled, excited? Is 
he feeling that the life is good? Or contrary: he is feeling lonely, isolated? Is he 
doing a comparison with his friends? These are some of the questions this paper 
in trying to answer and shaping some of these relationships, the grey system 
theory will be used. 

Keywords: grey incidence analysis, social networks, Facebook, correlation 
analysis. 

1 Introduction 

Facebook is one of the largest socializing networks nowadays, gathering among his 
users a whole array of persons from all over the world, with a diversified background, 
culture, opinions, age and so on. Here is the meeting point for friends (both real and 
virtual), acquaintances, colleagues, team-mates, class-mates, co-workers, etc. Also, 
here is the land where the information is spreading so fast and where you can easily 
exchange your opinions, feelings, traveling informations, ideas, etc. That is just one of 
the reasons why people are becoming more and more attached to this social network.  

But, as this network implies first of all the people, the way all this information is 
transferred from a person to another is very different. Sometimes one can enjoy and 
be happy for someone else’s success, but, in the same time it can be annoyed by 
another persons’ activities, social life, professional life, etc.  

This paper tries to see whether the people from a randomly chosen sample are 
comparing themselves with the ones in their own network by considering the posts 
their friends are making on Facebook (including here the information posted on news 
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feed, their photos, etc.) and whether there is an incidence between the social compari-
son orientation and the appearance of a negative feeling about themselves. Moreover, 
the connection between the number of Facebook friends and the frequency of using 
this social network is analyzed. For this, the correlation analysis will be used along 
with the grey theory incidence analysis. 

2 Now-a-Days Social Networks Analysis 

One of the phenomena encountered in the now-a-days reality in social networks is the 
spreading speed of any type of information within the social network and can be very 
good explained through the so-called “go viral” property. [1] Accordingly to this 
property, not only that the information flow has an enormously highly increased 
speed, but also, the services broadcasted through the social networks are getting very 
fast to their end user.  

As becoming part of our every-day- life, the social networks have an important im-
pact on our behavior, thoughts, ways of action, state of being, etc. For this reason, the 
studies on different aspects related to the social networks have increased recently, 
while these are focusing on different aspects such as: 

• Networks’ stability [2]; 
• Social comparison [3]; 
• Social capital [4]; 
• Social well-being [5]; 
• Personality and Facebook use [6, 7]; 
• Self-presentation in social networks [8], etc. 

This study continues the idea of social comparison presence in Facebook relationships 
presented by Lee in his work [3] and replicate its study in order to see whether this 
relationship still exists even on another continent on the persons which have similar 
characteristics with the ones considered, such as age, background, interests, etc.  

3 Grey Incidence Analysis 

Starting from the grey systems general definition as being a mix of information, partly 
known and partly unknown, it can easily be transferred this grey property to the social 
networks, especially because in these kind of networks the main component is the 
human one, greatly characterized by uncertainty in behavior and decisions.  

Grey incidence analysis is a central piece of grey system theory and it also can be 
considered the foundation for grey modeling, decision making and control. [9] 

Over time, a permanent interest manifested on this method led researchers from 
different parts of the world to study and extended it, which has conducted to the de-
velopment of different other types of grey incidence. [10]  

The classical degrees of grey incidence are computed as in the following. 
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3.1 The Absolute Degree of Grey Incidence 

Considering two sequences of data with non-zero initial values and with the same 
length, data X0 and Xj, j=1...n ,with t = time period and n = variables: [11] 
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with 0s  and js computed as follows:  
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3.2 The Relative Degree of Grey Incidence 

Having two sequences of data with non-zero initial values and with the same length, 
X0 and Xj, j=1...n, with t = time period and n = variables: [11] 

 ),,,,,,( 0,0,40,30,20,10 txxxxxX =  (7) 

 ),,,,,,( ,,4,3,2,1 jtjjjjj xxxxxX =  (8) 

The initial values images of X0 and Xj are: 
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The zero-start points’ images calculated based on (9) and (10) for X0 and Xj are: 
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The relative degree of grey incidence is computed as: 

 
jj

j

j
ssss

ss
r

'
0

'''
0

'
0

'

0
1

1

−+++

++
=  (13) 

with 0
's  and js ' :  

  −
=

+= 1

2
0'
0,

0'
0,0

'

2

1t

k tk xxs  (14) 

  −
=

+= 1

2
0'
,

0'
,

'

2

1t

k jtjkj xxs  (15) 

3.3 The Synthetic Degree of Grey Incidence 

The synthetic degree of grey incidence is based on both the absolute and the relative 
degrees of grey incidence: [11] 

    ,)1( 000 jjj rθθερ −+=        (16) 

with j = 2, ..., n , ]1,0[∈θ and .10 0 ≤< jρ  

With these, the grey incidence will be applied in the next section to the data ga-
thered through a questionnaire regarding the Facebook activity. 

4 Case Study 

Starting from a recent case study conducted by Lee [3] on how the people are compar-
ing themselves with others on social network sites, with application on the Facebook 
network, this paper is redoing the same analysis in similar conditions. The purpose of 
this study is to see whether the results obtained in [3] can be generally valid within 
any Facebook community which has almost the same characteristics.  

For this, in period 1st – 15th March 2014, the students of The Bucharest University 
of Economic Studies, Faculty of Economic Cybernetics, Statistics and Informatics, 
have voluntary participated on this survey and they were ask to sincerely answer to a 
series of questions presented below, most of this questions being similar to the ones 
used in Lee’s study. 

Even though the number of questions was quite large, in this paper it is only pre-
sented the set of questions that are similar with the one used in the mentioned study. 
The types of questions was mixed: there have been both open and closed questions, 
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multiple choice questions and yes-no questions. A 5-point Likert scale was used to 
evaluate the answers received, ranged from 1 (strongly disagree) to 5 (strongly agree).  

Some of these questions were: 

• Personal data: 
─ Age; 
─ Sex; 
─ Study year. 

• Split question: Do you use Facebook? – for a “no” answer, the questionnaire was 
over, while for an “yes” answer it continues with the following questions: 

• Number of Facebook friends: 
─ How many friends do you actually have on Facebook? 
─ Approximately, how many among these were/are your college colleagues? 
─ How many of your Facebook friends are also friends with you in the real life? 
─ With how many among all your Facebook friends you are usually communicat-

ing frequently? (at school, on Facebook, in your spare time, etc.) 
─ How many of them, do you consider to be your close friends? 
─ How often do you communicate with your close friends? 
─ How often do you communicate face-to-face with your close friends? 

• Social comparison on Facebook (expressed through frequency) and in real life: 
─ I often compare myself with my other Facebook friends while I am reading 

news feed. 
─ I often compare myself with my other Facebook friends while I am viewing 

their photos and visited places. 
─ I usually make comparisons between my dearest ones and the other persons in 

my group of friends. 
─ I observe my behaviour in different situations and I often compare it with oth-

ers’ behaviour in similar situations. 
• Self-esteem, uncertainty, anxiety and believes: 

─ I think I am worthy person, at least as my friends. 
─ I think I have plenty of qualities. 
─ I think others are usually appreciating me for my work. 
─ I think others are trusting my decisions and ideas. 
─ In general, my opinions about myself are different from the others. 
─ My opinion about myself is different from one day to another. 
─ I usually change the opinion about myself during a day, depending on the en-

countered events. 
─ Unpredictable events are irritating me.  
─ I feel frustrated when I have lack of information.  
─ I get nervous quite easily. 
─ When dealing with unexpected situations, I become angry and irritated.  
─ Last week, things that usually are not irritating me, bothered me. 
─ Lately, I felt extremely unhappy, even though the dearest ones tried their best to 

get me out of this situation.  
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• Depression and negative feelings: 
─ Sometimes, while reading the news feed on Facebook, I think the others have a 

better life than me. 
─ Sometimes, while watching my friends’ photos on Facebook, I think the others 

have a better life than me, that they are more happily and are more enjoying 
their lives. 

─ Sometimes, while reading the postings on Facebook, I think the others are doing 
so much better than I do. 

─ Sometimes, while reading the posting on Facebook, I feel lonely and isolated 
from the world. 

• Facebook use and expectations: 
─ Facebook is a part of my daily routine. 
─ I feel “out of reality” when I stay away from Facebook for a period of time. 
─ Usually, I connect on Facebook: 
o I stay connected all day long; 
o A couple of times a day; 
o Once a day; 
o Once a week; 
o Once at every few weeks. 

─ When I post something, I expect that the others will positively respond to it. 
─ If none of my friends reacts to my posting, I feel sad. 

The number of respondents was 144, with an age distribution range between 19 and 
28 years old, 33.33% of them being male and 66.67% of them being females. Their 
distribution on study year is: 57% first year, 16% second year and 27% third year.  

By processing the personal data, the following results have been gathered: the me-
dium age of the sample is 20.7 years old, and only 1 person from 144 is not using 
Facebook, representing less than 1% of the whole sample.  

Moreover, by analysing the answers gathered on the questionnaire, it seems that a 
person has, in medium, almost 671 friends on Facebook, 118 among them being col-
lege colleagues. Also, in medium, the respondents have said that approximately 134 
of the Facebook friends are persons they have met in real life. The respondents also 
pointed that only with 52 of these friends they succeed to communicate frequently (at 
school, on Facebook, etc). Even more, the respondents, are considering, that in me-
dium, only 12 of these friends are close friends, their range being between 1 and 150.  

As for the communication with close friends using Facebook, the respondents have 
said that, in medium, they are communicating quite often with these ones: 3.75 points 
on a 5 point Likert scale, while the face-to-face communication with the close friends 
is a more frequent communication way, reaching, in medium, 4.19 points from a 5-
point Likert scale.  

A number of ten items was constructed based on the questionnaire, eight of these 
being structured as in Lee’s study, while the other two (FNF and FUI) are new and are 
replacing the PSC (Private Self-Consciousness) and PUSC (Public Self-
Consciousness) indicators in the mentioned study. It has been decided to proceed to 
this modification as these two indicators (namely PSC and PUSC) were not consid-
ered so strongly related to the research’s purpose and they could easily be integrated 
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in the SCC indicator: SCF - Social Comparison Frequency on Facebook; SCO -  
Social Comparison Orientation; SE - Self-Esteem; SCC - Self-Concept Clarity; IU - 
Intolerance of Uncertainty; AXT -Anxiety; DPR - Depression; FNF - Frequency of a 
Negative Feeling (when seeing others activity on Facebook); FUI - Facebook Use 
Intensity; EXP - Expectations to others’ responses. 

The obtained results can be seen in the Table 1 and Table 2 below. 
The obtained correlation coefficients are stating that in both case studies, the social 

comparison frequency on Facebook is positively correlated to the social comparison 
orientation (0.470 and 0.461) and negatively correlated with the self-esteem level (-
0.290 and -0.148). 
Moreover, a person’s self-uncertainty measured through four indicators, namely SCC, 
IU, AXT and DPR is also positively correlated with the social comparison frequency 
in our study, while in Lee’s study the SCC indicator seems to be negatively correlated 
with the SCF indicator.  

Also for the expectation to others’ responses, the values obtained through both stu-
dies are quite similar, both of them being positively correlated to the social compari-
son frequency. 

Table 1. Correlation coefficients obtained in Lee’s study [3] 

   SCF SCO SE SCC IU AXT DPR PSC PUSC  

SCF 1.000  

SCO 0.470 1.000  

SE -0.290 -0.070 1.000  

SCC -0.540 -0.360 0.560 1.000  

IU 0.250 0.180 -0.320 -0.380 1.000  

AXT 0.320 0.160 -0.330 -0.430 0.620 1.000  

DPR 0.310 0.100 -0.560 -0.600 0.380 0.500 1.000  

PSC 0.450 0.460 -0.200 -0.590 0.250 0.250 0.370 1.000  

PUSC 0.450 0.430 -0.280 -0.540 0.300 0.340 0.360 0.600 1.000  

EXP 0.490 0.400 -0.080 -0.400 0.290 0.260 0.210 0.330 0.390  

Table 2. Correlation coefficients  

  SCF SCO SE SCC IU AXT DPR FNF FUI  

SCF 1.000  

SCO 0.461 1.000  

SE -0.148 0.006 1.000  

SCC 0.473 0.394 -0.142 1.000  

IU 0.227 0.345 0.069 0.338 1.000  

AXT 0.247 0.199 -0.036 0.321 0.500 1.000  

DPR 0.353 0.161 -0.162 0.392 0.130 0.239 1.000  

FNF 0.666 0.365 -0.137 0.504 0.243 0.271 0.333 1.000  

FUI 0.414 0.427 0.143 0.378 0.331 0.186 0.140 0.280 1.000  

EXP 0.521 0.384 0.093 0.381 0.350 0.262 0.180 0.395 0.522  



132 C. Delcea, L.-A. Cotfas, and R. Paun 

 

As for the PSC and PUSC indicators in Table 1, it can be easily observed that their 
correlation values with the other indicators are almost the same and they can be ga-
thered, in the future, in a single indicator that can reflect the self-consciousness. In 
Table 2, these two indicators are mission as they have been incorporated in the SCC 
indicator, and it can easily be observed that this indicator’s value is almost the same 
with the one obtained in Table 2 (0.473 vs. 0.450). 

The two new indicators introduced in our study, FNF and FUI, are positively corre-
lated to the social comparison on frequency on Facebook, which means that a person 
that compares frequently with others on Facebook is more probably to feel a negative 
feeling about herself and also that a person that compares frequently with others on 
Facebook is more likely to use more often the Facebook page.  

 

 

Fig. 1. The relative and absolute degree of grey incidence – SCO vs. FNF 

As for the SCC concept in comparison with SCO, SE, IU, AXT, DPR the results 
obtained in the two studies are opposite: in the Table 1 study it has been detected a 
negative correlation, while in the Table 2 study there is a positive one. The cause of 
this contradiction can be the way in which the questions were addressed in the ques-
tionnaire. For example, in our study, one of the questions regarding self-concept clari-
ty was: “In general, my opinions about myself are different from the others” and the 
answers were 1 for strongly disagree and 5 for strongly agree. The person who an-
swers 1 is, in fact, declaring that his opinion about herself is the same as the others, 
which means that he has a good self-concept clarity. So, as the grades are decreasing, 
the self-concept clarity is better, and the correlation between the grades obtained for 
this question are negative correlated with the ones obtained for the SCO, SE, IU, AXT 
or DPR. 

Having all these observations, it can be said, that, in general, the social comparison 
is correlated with the other considered variables. 
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For better shaping the incidence of the social comparison on someone’s every-day 
life, a grey incidence analysis has been proposed between SCO and FNF. 

The results are presented below in Fig. 1. 
Therefore, the synthetic degree of grey incidence among SCO and FNF is 0.61435 

which denotes a highly incidence of social comparison on Facebook on the frequency 
of a negative feeling appearance on each person’s state.  
 

 

Fig. 2. The relative and absolute degree of grey incidence – no. of friends vs. FUI 

Even more, by applying an incidence analysis on the number of Facebook friends 
and the Facebook use intensity, it can be found that the number of friends on Face-
book is influencing the usage of this social network by its users as the value deter-
mined for the synthetic degree of grey incidence is 0.5018. The values for the  
absolute and relative degrees of grey are in Fig. 2.  

5 Concluding Remarks 

Based on the study conducted on 144 students, it can be seen that there is a positive 
correlation between the social comparison orientation and the other analyzed factors: 
social comparison orientation, self-concept clarity, intolerance of uncertainty, anxiety, 
depression, frequency of a negative feeling, Facebook use intensity and expectations 
to others’ responses. Even more, the respondents to this study have said, that, in me-
dium, they are comparing more with others on Facebook when they are visualizing 
their photos than when they are reading their fiends post. As a future study, it can be 
tried to see whether the group of friends to whom a person is comparing is com-
pounded by all his Facebook friends or only a certain part of them (colleagues, close 
friends, co-workers, persons that may have the same background, etc). 

Also, the respondents have declared, in medium, that Facebook is an integrating 
part of their daily routine (4.38 of 5 points) and that from a certain point they are  
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feeling out of reality when they are not connected (3.76 of 5 points). In medium, a 
person is visiting Facebook a couple times a day. Therefore, it has been analysed the 
incidence on the number of Facebook friends and the Facebook use intensity, and it 
has been discovered a positively non-neglected value. 

Note: the authors’ contribution to this paper is equal. 
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Abstract. Social data have been emerged as a special big data resource
of rich information, which is raw materials for diverse research to analyse
a complex relationship network of users and huge amount of daily ex-
changed data packages on Social Network Services (SNS). The popularity
of current SNS in human life opens a good challenge to discover mean-
ingful knowledge from senseless data patterns. It is an important task
in academic and business fields to understand user’s behaviour, hobbies
and viewpoints, but difficult research issue especially on a large volume
of data. In this paper, we propose a method to extract real-world events
from Social Data Stream using an approach in time-frequency domain to
take advantage of digital processing methods. Consequently, this work is
expected to significantly reduce the complexity of the social data and to
improve the performance of event detection on big data resource.

Keywords: Social Network Analysis, Event Detection, Big data, Data
Transformation.

1 Introduction

Event detection issue, which is close relevant to Topic Trend Detection and
Tracking (TDT) [3], is an interesting research topic recently but it is a hard issue.
Particularly, if the input resource is huge and confused by various topics and also
noise data, where traditional approach to determine events using content-based
analysis reach a limitation in performance and efficiency. So that in this paper
we focus on how to extract real-world events from Social Data of SNS using a
new data representation rather than its original textual data. By representing
input textual data into sequences of numeric values, we convert them to signals
which are materials for digital processing methods in time and frequency domain.
The event detection issue is solved through processes on these pre-constructed
signals. The proposed approach has shown an equivalent efficiency comparing to
methods using content-based analysis.

SNS have been playing an important role in human communication environ-
ments, which is a mediate media for sharing information between friends or from
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news agents (News magazines, Manufacturers, Business Companies and so on)
to subscribers with variety of purposes. At a certain time, if a real-world event
happens, its subject has an opportunity to draw attention from users if its nov-
elty or impression is interesting enough. By using smart personal devices with
wireless connection, these involved persons can immediately share the news on
SNS to their subscribers. From the original source, the news is diffused quickly
on Internet via SNS user’s responses such as re-share, comment, like, re-tweet,
etc. So that the equivalence indication of an event occurrence in Social Data can
be identified by a sudden increment of the number of user’s responses toward a
certain news. The symptom is a main feature for detecting topics or events from
a given corpus. For example, number of tweets and re-tweet action on Twitter
is often increased around actual facts such as The visiting of President Barack
Obama to Asia 2014, The final football match of Champions League Cup 2014,
Earthquakes near Japan and so on. Fig. 1(a) is an illustration of a distribution
of messages which contains keyword ‘Goal’. The discrete signal is constructed by
measuring the meaningful degree of the keyword at certain time ranges contin-
uously. Each strong peak in the signal is possible to be a candidate of an actual
event expressed by using the given keyword.

Using the sudden variation feature and similarity of oscillation pattern in
signals, we proposed a method to identify real-world events from Social Data in
the following sections: Sect. 2 we show several related works of event detection
on Social Data and also big data issue; The model of data representation is
expressed in Sect. 3, then Sect. 4 shows how to detect events from the given

(a) Keyword Signal (b) Signal Overlap

Fig. 1. Demonstration of keyword signals and the overlap of signals related to the
final football match between Chelsea and Liverpool in the FA Cup 2012. (a) Signal of
keyword ‘Goal’, its peaks correspond to the timestamps of the goals and the end of
match; (b) Signal overlap of two keywords ‘Goal’ and ‘1-0’ at the time period of the
first goal.
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data with signal representation form; Sect. 5 is our experimental result and
comparison with other methods, the conclusion is written in the Sect. 6.

2 Related Work

In the rest of this paper, we attempt to extract possible real-world events from
a dataset containing messages/news of several real-world events which receives
attention from SNS users in a finite time period. With a special case study on
Twitter, the main materials for analysing is tweets collected from Twitter Data
Stream. However, instead of parsing the data using its original textual format,
we re-express them in a discrete signal form. Some recent works [1], [9] have
been also drawing attention on investigating the issue. They analyse the social
data by applying some preprocessing methods which transforms the data to a
new dimension space to provide input data for the final analysis tasks.

He, et al. [5] analyse a collected data from SNS by representing each word as
a distribution sequence of number of its occurrences by time, then a frequency
analysis method is applied for detecting events. They use Discrete Fourier Trans-
formation (DFT) method to generate the basic materials for tracking peaks in
the frequency series, power spectrum strength and also periodicity of signals.
Based on characteristic of the features, each word is clustered into one of four
feature types to identify periodic or aperiodic events. The method is extended
in a research of Weng, et al.[8], where authors suggest to use wavelet transfor-
mation to keep time information and frequency together as the result of prepro-
cessing tasks. They assumed that several words are used more frequently when
an event happens, the number of its occurrences is increased rapidly in a short
time period, these words are called ‘burst’ words. Only signals of burst word are
captured, their cross-correlation measurement is used to find subgroup of words
which has strong relevant degree, each group is considered as an event.

However two above approaches just attempt to identify events by grouping
these words using the similarity of signal patterns, but they do not consider
relationship between them in the context of given corpus, so that the result will
be distorted if the dataset is mixed from several events. In other word, each
word is possible related to multiple events, hence one event can be expressed by
a set of meaningful keywords which have totally different signal oscillations. For
example in Fig. 1(b), the signal of keyword ‘goal’ and ‘1-0’ are not similar at
the whole time, even they are relevant to the event of the first goal in the final
football match between Chelsea and Liverpool in the FA Cup 2012. Two signals
are only overlapped at the timestamps when the first goal was scored.

For measuring the efficiency of event detection approaches, Aiello et al. com-
pared several classic event/topic detection methods on three Twitter datasets,
which are different in their time scale and topic churn rate [2]. They found that
classic topic models such as Latent Dirichlet Allocation (LDA) [4] can well cap-
ture the events with narrow topical scope, while methods based on n-gram are
much more suitable for broader events. Besides that, an evaluation framework is
also released to measure the efficiency of each method based on a list of ground
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truth topic files. The comparison features are Topic Recall - Percentage of ground
truth topic successfully detected by a method; Keyword Precision - Percentage of
correctly detected keywords out of the total number of keywords for the matched
topic and Keyword Recall - Percentage of correctly detected keywords over the
total number of keywords of the ground truth topics that have been matched to
some candidate topic. We will use the tool and also the databases from [2] for
evaluating our method in the experiments.

3 Data Representation

In this section, we discuss how to transform a textual dataset into dataset of
discrete signals. Given temporal corpus of news or messages generated by users
on SNS, these messages are distributed in a range of time T = [t1 : t2], we count
the number of messages with a fixed rate ΔT . ΔT is the interval gap between
two adjacent sampling positions, unit of ΔT will decide the size of signals in the
considered period T . It also shows how quickly an event can be detected. The
unit can be a number of minutes, hours or days depend on the time scale of
events included in the corpus. Smaller ΔT makes the detected timestamps of an
event is more accurately but it requires more memory for a signal and time for
processing. Obviously, at the beginning we can use a large value ΔT for quickly
detecting major events, then use other smaller values in a same action on the
reduced groups of messages for determining sub events. Value of ΔT also affects
to the total time needed for analysing all the corpus, so that it should be chosen
in balance between the sensitivity of event detection result and the performance.
The total number of samples in each signal in calculated as N = � t2−t1

ΔT �.

3.1 Keyword Signal

Assuming that KW is a set of distinct keywords in a given corpus, we represent
an individual keyword signal based on its meaningful degree at each sample ith.

Definition 1 (Keyword Signal). Signal of an individual keyword w is ex-
pressed as a finite sequence of its meaningful degree

w(i) = dw(i) ∀i ∈ [0 : N ] (1)

where dw(i) is a score of w at the sample ith, dw(i) is defined as an extension of
TF.IDF score [6] as following

dw(i) =
DFw(i)

M(i)
× log

M

DFw
(2)

where DFw(i), M(i) respectively are the total number of microposts containing
keyword w and the total number of microposts collected at the sample ith. DFw

is total number of microposts containing w and M is total number of microposts
in the given corpus.
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By using this approach, each word in the given corpus has a new representation
as a sequence of numeric values along the sampling time-indexes. Particularly, if
N is an exponential value of 2, we can apply Fast Fourier Transformation (FFT)
method for transforming the signal to a series of complex values. Because the
input data is a pure real sequence, so we only need to consider N

2 + 1 values in
the left half of the transformation sequence to take advantage of the symmetry
property of FFT. According to the property, F (x) and F (N−x) are the complex
conjugates differing only at the sign of their imaginary part [7]. Consequently,
the whole transformation series can be fully generated by using the left half. We
use this feature to reduce the storage size of the power spectral density of signals
as showing in the equation 4.

Besides that, it is an advantage if we design the event detection model using a
fixed number N , but ΔT is variable depend on the time period of input data. The
system for detecting events can be installed as a chain of integrated processing
units as showing in Fig. 2, where output of an unit can be input for another for
retrieving a smooth result in term of time.

 

Event Detection Unit 

Size: N0 = 2
k
 

Event Detection Unit 

Size: N1 = 2
k
 

Event Detection Unit 

Size: N2 = 2
k
 

{message}
T0

 

{ message }
T1

 

{ message }
T2

 

Fig. 2. Architecture for event detection system using a chain of predefined processing
unit. {message}T is list of messages distributed in the time range T .

3.2 Signal of a Message

We have two choices for extracting event from signals. The first approach is using
peaks in keywords signals, where each peak is an event candidate. However it is
not enough, because some time a peak of one event can be blurred by adjacent
peaks, e.g. the peak corresponds to the third goal in Fig. 1(a) is an illustration.
The second choice is the similarity of signal oscillation patterns, an event can be
formed from a group of keywords which shares a similar variation pattern in their
signals. The overlap of signals as shown in Fig. 1(b) give us a sign to determine
event occurrences at these area. However one keyword can be related to multiple
events, hence signal of keywords in one event are quite different, e.g. the signal
in Fig. 1(b) obviously is an evidence. So we propose to consider how do users
combine these words in a complete sentence to express their opinion. The co-
occurrences between keywords in the corpus give us a better image about strong
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(a) Combination Signals (b) Power Spectral Density

Fig. 3. Combination signal of words and an example of Signal Power Spectral Density.
(a) Three signals correspond to events of the goals (b) The power spectral density of
three tweets where twt1, twt2 refer to the first goal and twt3 mention to the third one.

relationships among the keywords. So that, instead of using signal of individual
words we attempt to solve the event detection issue based on a combination
signal of keywords, where each message in the corpus has its own signal as
defined in the Def. 2. The efficiency of this approach is shown in Fig. 3(a), the
peak corresponding to the third goal is enhanced while the adjacent noise peaks
are eliminated.

Definition 2 (Signal of a message). Signal of a message ‘twt’ is a combina-
tion from signals of each keywords contained in the message’s content.

twt(i) = min
∀wj∈twt

wj(i) (3)

The power spectral density Stwt(x) of a message signal is identified via its
Fast Fourier Transformation TWT (x).

Stwt(x) =
|TWT (x)|2

N
, ∀x ∈

[
0 :

N

2

]
(4)

where x is a component frequency and N is the size of the input signal. This
formula is also applied for calculating power spectral density of keyword signals.

Fig. 3(a) is a sample of combination between signal of keyword ‘Goal’ with
signals of keywords ‘1-0’, ‘2-0’ and ‘2-1’ respectively. The result show that the
amplitude of the final signal is maintained at the overlapped areas, but it is
weakened at other areas. So that if a signal is formed from a keyword list which
contains any irrelevant words, its power is attenuated to zero. However in the
opposite case, its power still remained at the overlapped areas. So, messages
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are belonged to one event’s message cluster if their signals are oscillated with
a similar pattern. It also mean that, the messages’ power distribution density
in one cluster are quite equivalent. Fig. 3(b) is the power spectral density chart
of three messages tw1, twt2, twt3 where twt1, twt2 refer to the first goal between
Chelsea and Liverpool in the FACup 2012 final match, twt3 is mentioned to the
third goal in that match. Obviously, the oscillation patterns of tw1 and twt2
are quite similar while the message twt3 has a distinguishable oscillation. This
characteristic is used to extract list of messages of an event as presenting in the
next section.

4 Event Detection

In this work we consider an event in the Social Data Stream is a subject which
continuously attracts a large number discussion from SNS users within a short
time. If we draw the distribution of its messages by time, we can easy find out
there are some peaks at certain positions in the chart, each peak is able to
correspond to the timestamps of the event candidates.

Definition 3 (Event in The Social Data Stream). Event e in the Social
Data Stream is a strong discussed subject on SNS in short time periods.

e = {bunche(ti, tj) ∀ti ≤ tj} (5)

where bunche(ti, tj) is a list of messages which refers to the major subject of the
event e in a time range [ti : tj ].

Property 1 (Event’s score). is a degree value for ranking events in a list of event
candidates extracted from the given corpus.

score(e) =
1

|e|
∑

∀bunche

|bunche(t1, t2)|
t2 − t1 + 1

(6)

Property 2 (Characteristic keywords). CW (e) is a top list of keywords contained
in the event’s messages, the list is ranked by its meaningful degree using the df.idf
method.

According to the Def. 3, each bunch is a set of messages which contains infor-
mation related to the major subject at a specified time range. Depending on the
number of bunches and the occurrence frequency, the corresponding event can be
a periodic or aperiodic kind. It also shows that, the combination signals maintain
its power at the areas contained these bunches, hence the power spectral den-
sity of signals in the same cluster share a similar distribution pattern. By using
the cross-correlation method to compare similarity between two power spectral
density sequences, we have a weight measurement to identify which message is
a member of a given cluster. However the oscillation pattern in these message
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signals are not equalled perfectly so that a similarity threshold should be cho-
sen for clustering these message signals. Algorithm 1 is implemented to cluster
message signals and generate information of event candidates in the corpus, it
uses a membership function named ccl which return a value of cross-correlation
coefficient between the two sequences.

Algorithm 1: Event Extraction from Social Data Stream

Data:
L - is a set of messages;
K - Required minimum number of members;
γ - is a similarity threshold
Result: List of events ranked by its score

begin
Events = ∅;
for ∀m ∈ L do

Finding Q = {mi | ccl(m,mi) ≥ γ}
Grouping messages in Q based on its timestamps.
Eliminating groups if its members less than K
Appending a new event into Events using the groups as its
bunches

end
Calculating score for the extracted events
Sorting the list Events from largest score to smallest.

end

5 Experimental Result

We evaluated our method on datasets of tweets collected from Twitter, these
tweets are often contains noise data with a lot of common hash-tag, special
symbols and misspelling word such as: ‘#FACup’, ‘@Obama’, ‘Goalllllll’, ‘lol’
and so on. So that the datasets need to be cleaned up before doing any analysis
processes. For that goal, we remove all the special symbols and famous slang
words from the messages because it is not useful for determining events, then
these tweets are converted into lower case form. Signal form is constructed for
each individual word with a predefined time interval between two consecutive
samples, actually ΔT is adjusted to a value to make total number of samples
N is equal to an exponential value of 2. In our implementation N = 512 is an
expected value for applying FFT, so that zero value is filled up into extra sample
positions at the tail of a signal to make its size to be reached 512 if its size is
smaller. The final signal of keywords and messages in corpus are transformed
into frequency domain, however only N

2 + 1 values are stored for each signal
based on the symmetric property of FFT sequences. During our implementation
process, we recognize that there are a lot of trivial keywords in our dataset
which is identified by low power or small value of its df.idf score. Even in some
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cases, keywords have high power or score if they are used in many messages
overtime but actually it do not have much meaning, especially in a dataset of
focused topic. For filtering all trivial keywords, we use a heuristic function to
keep only necessary elements. A keyword w is remained if it is satisfied two
following conditions:

1. df.idf(w) is in range from (α−1)∗mins+avgs
α to (α−1)∗maxs+avgs

α

2. Signal power of w is in range from
(α−1)∗minp+avgp

α to
(α−1)∗maxp+avgp

α

where mins, maxs, avgs, minp, maxp and avgp are aggregated from all keywords’
score and their signal power respectively. This trick is also applied to eliminate
messages which has power smaller than a threshold determined automatically
via all rest message signals with a fixed value α ≥ 5.

In [2], authors prepared three dataset of tweets focused on there real-world
activities. They also released an evaluation framework to measure event detection
result from these dataset based on a list of ground truth files. Ground truth files
include sets of meaningful keywords, each set is relevant to one actual latent
subject/event in the messages’ content. Because of limitation in term of time,
we just chose to compare our proposed method with three other methods listed
in the article [2] and only two dataset ‘FACup’ and ‘SuperTuesday’ are used.
The similarity threshold γ is set to 0.9, and minimum number of messages in a
bunch of an event is K = 3. We recognize that our approach gives out a good
result on both two datasets, number of detected events is quite equivalent with
the best method ‘BNgram’ as suggested in the experimental result of the article
[2]. However the keyword precision and recall are a bit better as description in
the Table 1.

Table 1. Comparison of Topic Detection based on ground truth topics. T-REC,
K-PREC, K-REC refers to Topic Recall, Keyword Precision and Keyword Recall
respectively.

Dataset FACup Super Tuesday

Method T-REC K-PREC K-REC T-REC K-PREC K-REC

BNgram 0.769 0.355 0.587 0.500 0.628 0.647
Our method 0.769 0.453 0.533 0.455 0.652 0.714
LDA 0.692 0.230 0.511 0.182 0.325 0.52
Doc-P 0.615 0.311 0.559 0.182 0.325 0.52

6 Conclusion

In this work we proposed a method to extract real-world events from Social
Data Stream using an approach based on time and frequency analysis. Our event
detection model is possible to be implemented as an integrated processing unit
for re-usage purpose. The experimental result shows that the method is valuable
with a promising result. However the event detection and tracking issue is a
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hard topic and complex in processing phases, we need a to continue improve
the achieved results for a more effective event detection model on Social Data
Stream. In the future work we should consider other significant features such as:
the structure of SNS network; the speed of information propagation and so on.
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tional cooperation program managed by National Research Foundation of Korea
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Abstract. Twitter messages, also known as tweets, are increasingly used by 
marketers worldwide to determine consumer sentiments towards brands, prod-
ucts or events. Currently, most existing approaches used for social networks 
sentiment analysis only extract simple feedbacks in terms of positive and nega-
tive perception. In this paper, TweetOntoSense is proposed - a semantic based 
approach that uses ontologies in order to infer the actual user’s emotions. The 
extracted sentiments are described using a WordNet enriched emotional catego-
ries ontology. Thus, feelings such as happiness, affection, surprise, anger,  
sadness, etc. are put forth. Moreover, compared to existing approaches, Twee-
tOntoSense also takes into consideration the fact that a single tweet message 
might express several, rather than a single emotion. A case study on Twitter is 
performed, also showing this approach’s practical applicability. 

Keywords: sentiment analysis, twitter, ontology, text-mining. 

1 Introduction 

While initially designed as a mobile platform on which people could share various 
status messages, Twitter has gradually become the most commonly used micro-
blogging service. Its main feature is that it allows users to broadcast 140 character 
status messages, also known as tweets. With over 240 million monthly active users, 
who post more than 500 million tweets every day, as reported in April 2014, Twitter 
contains news and opinions on virtually everything.  Previous studies have shown 
that micro-blogging posts frequently contain emotional indicators that can be used for 
sentiment analysis [1].  

Sentiment analysis, also known as opinion mining, is a growing area of Natural 
Language Processing, commonly used to determine whether a text has a positive, 
negative or neutral meaning. While it has been previously extensively explored for 
analyzing product and movie reviews [2], forums and blogs [3], it has only recently 
been applied for extracting opinions out of social media websites.  

While many approaches for analyzing Twitter messages have been proposed in the 
scientific literature, most of them only provide a simple feedbacks, in terms of  
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positive, negative and neutral perception. The existing literature on Twitter sentiment 
analysis uses various feature sets and methods, many of them either taken directly or 
adapted from traditional text classification problems [4]. The approach presented in 
[5] combines the usage of n-gram analysis with dynamic artificial neural networks in 
order to analyze twitter brand sentiments. Another approach that focuses on brand 
sentiments, using an expert-predefined lexicon of seed adjectives is shown in [6]. 
Besides evaluating whether the perception is positive or negative, many papers have 
also investigated how the strength of the perception should be evaluated [7].  

Taking into account the increased popularity of social media websites, various 
commercial sentiment analysis tools have also been launched, such as uberVU and 
AlchemyAPI.  

In [8], an interesting approach for using ontologies in twitter sentiment analysis is 
presented. While still evaluating emotions in terms of negative and positive percep-
tion, it takes into consideration the fact that users express opinions about the various 
characteristics of the analyzed subject and not only about the subject as a whole. For 
accomplishing this, semantics are used for analyzing the user’s sentiments on the 
different aspects of the studied subject. The authors also present a case study in which 
they compare user’s opinions on several recent smartphones. They conclude that on-
tologies can be successfully used on studying sentiment analysis on Twitter. 

 In this paper, it has been considered that while knowing the perception of the user 
is definitely important, analyzing the categories of emotions contained in twitter mes-
sages would bring invaluable information that is not currently taken into account. 
Such an approach could provide far more information for the marketing teams, which 
are trying to determine the perception of current and potential customers from the 
social-media websites. Moreover, compared to many approaches in the field which 
are analyzing the tweet as a whole, here, it has been considered that a single twitter 
message can convey multiple feelings [9, 10]. Therefore, in the rest of the paper we 
present the TweetOntoSense, a sentiment analysis engine that uses an emotion ontol-
ogy for determining feelings rather than simple positive or negative feedbacks.  

The paper is organized as follows. The second section describes the approach used 
for choosing and enriching the emotion ontology. In the third section of the paper, the 
steps taken for extracting the user’s emotions from raw tweets are presented, while 
the forth section focuses on the development platform, TweetOntoSense. The last 
section summarizes the paper and shows some of the future research directions. 

2 Sentiment Ontology 

An ontology represents a predefined vocabulary of concepts. The purpose of such a 
“vocabulary” is to assure a higher level of knowledge based on semantics. By doing so, 
the concepts are better defined, while the semantic relations between them are better 
shaped, this conducting directly to the reduction of ambiguity in a specific domain.   

While several sentiment ontologies, currently exist, see [11] for further details, 
here, it has been chosen the emotional categories Ontology presented in [12], for  
determining the emotions expressed by the analyzed tweets. 
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Fig. 1. Ontology of emotional categories 

As shown in Fig. 1, the selected ontology, written using the Ontology Web Lan-
guage – OWL, structures the different emotion categories in a taxonomy. It was in-
spired by recognized psychological models and includes sentiments from several 
other well-known models. Even though the ontology currently supports only English 
and Spanish, it can easily be extended with other languages as shown in [13], where 
the ontology was extended to include concepts in Italian. 

The ontology is organized on several levels as shown in Fig. 2. For each class it 
contains a number of individuals, representing words associated with a particular 
concept. 

 

 

Fig. 2. Levels in the ontology of emotion categories 

In order to obtain a better coverage of the words used to express emotions, we have 
chosen to enrich the ontology using some of the values in the corresponding WordNet 
synsets [14]. Fig. 3. shows the WordNet synset for the word “fear”, corresponding to 
the concept of “Fear” in the emotion categories ontology. 
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Fig. 3. WordNet synset for “fear” 

Several extensions of WordNet for sentiment analysis, like SentiWordNet and 
WordNet-Affect, currently exist and could be used in the future to also add sentiment 
strength detection to the proposed approach. They provide for each synsets three 
scores representing the notions of positivity, negativity and objectivity and have been 
used extensively in approaches that associate a score to the analyzed tweets [13, 14].    

3 Sentiment Analysis Steps 

Sentiment analysis represent a new step in understanding what is happening at micro-
level in social networks. As the human component the main part of any social net-
work, focusing on its sentiments and feeling seems to be the right way to do. Even 
though the individuals’ state of being is quite strictly related to a whole array of fac-
tors such as: past experiences, culture, education, background, etc., some improve-
ments can be made here for modeling their feeling.  

Moreover, [9] argues that the human’s characteristics and feelings are the expres-
sion of the free-will, imagination, conscience and self-awareness, elements that are 
inducing even more their appearance’s unpredictability. 

A lot of discussions can emerge from here: the formation of a feeling, how these 
feeling are desirable outcomes and how they are related one to another, how the mind 
can be controlled, guided and directed and also the relation between the mental ap-
pearance of a feeling and its impact to a person’s behavior. But, all of these will be a 
further research step. 
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Meanwhile, the sentiment analysis of these varied feeling should be performed in 
order to offer the necessary field for new advances. 

Among the difficulties there were encountered while performing sentiment analy-
sis, it can be mentioned the huge variety of topics covered, the informality of the lan-
guage as well as the extensive usage of abbreviations and emoticons. The concise 
nature of the twitter messages can be considered both an advantage and a drawback. 
Given the limited length of the messages, users are constrained to be more concise 
and expressive. On the other hand, the limited number of characters also promotes the 
use of abbreviations that can make the text harder to correctly analyze.   

 

 

Fig. 4. Sentiment analysis steps 

For retrieving the Twitter messages, the Twitter Stream API and the Twitter REST 
API have been used. The steps implied in the sentiment analysis are shown in Fig. 4. 
and are described in further details in the following subsections. 

3.1 Preprocessing 

In the preprocessing stage tokenization, normalization and stemming are performed. 
Given the fact that many users write messages using a casual language, the normaliza-
tion process includes: 

• Removing duplicated letters, which frequently occur in twitter messages and em-
phasize a particular word, in order not to interfere with the stemmer. For example 
the first tweet in the Sentiment140 corpus, presented in [15] is: 

“I loooooooovvvvvveee my Kindle2. Not that the DX is cool, but the 2 is fantastic 
in its own right.” 

• All-caps words are converted to lower case. While it can be argued that further 
information regarding the intensity of a sentiment could be extracted from the use 
of all-caps [7], in this paper it has been chosen to only focus on extracting the as-
sociated emotions. An example of a tweet from the test corpus that uses All-caps 
is: 

“My Kindle2 came and I LOVE it! :)”. 
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• All user tags and URLs are also removed. Hashtags are not taken into considera-
tion in the current version of TweetOntoSense, although they could be included in 
future versions, as they were shown to contain useful information for sentiment 
analysis [16]. 

• Abbreviations are replaced with the corresponding regular words taken from the 
Internet Lingo Dictionary. 

AHH YES LOL IMA TELL MY HUBBY TO GO GET ME SUM MCDONALDS 

• The Google Translate API was used for allowing TweetOntoSense to extract sen-
timents from other languages than English. While other options such as extending 
the ontology with new languages and using MultiWordNet hold the promise of 
providing more accurate results, our initial test have shown that the emotion detec-
tion precision is only marginally affected. 

• For emoticons the Internet Lingo Dictionary was used, although other sources like 
the Smiley Ontology could also be used. A similar set of emoticons is used in [9], 
with the mention that they are only divided into emoticons for expressing positive 
and negative feelings. The following tables present the associated emoticons for 
three concepts inside the ontology of emotion categories.  

Table 1 includes the emoticons that are mapped to the word happiness during the 
preprocessing phase. 

Table 1. Emotions mapped to happiness 

:) : ) :-) :-)) :-))) ;) ;-) ˆ_ˆ :-D :D 

=D C: =)        
 
Table 2 includes the emoticons that are mapped to the word surprise during the 

preprocessing phase. 

Table 2. Emotions mapped to surprise 

:0          
 
Table 3 includes the emoticons that are mapped to the word sadness during the 

preprocessing phase. 

Table 3. Emotions mapped to sadness 

:-( :( :(( : ( D: Dx ‘n’ :\ /: ):-/ 

:Ê =’[ :_( /T_T TOT ;_; (:-(    
 
The last operation of the preprocessing phase consists in applying the Porter stem-

mer on the resulting sequence of words. 
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3.2 Sentiment Analysis 

In this step, the stemmed words are verified in order to determine whether they belong 
to the enriched Ontology of emotional categories. If a match is found, the concept is 
added to the list of emotions associated with the analyzed tweet. The user interface of 
TweetOntoSense is shown in Fig. 5.  

 

Fig. 5. TweetOntoSense User Interface 

The results of the sentiment analysis on a dataset of 100 manually classified tweets, 
extracted from the corpus presented in [15], have been evaluated. Approximately 78% 
of the tweets were found to be correctly analyzed.  

Three types of detection can be underlined:  

• The correct detection category includes the tweets for which all the correct emo-
tions have been detected; 

• The partial detection category includes the cases in which not all the correct emo-
tions were detected, but also no incorrect emotion has been detected.  

• The incorrect detection category includes the number of tweets for which either no 
emotion was detected or at least one incorrect emotion has been detected. 

Despite the limited size of the evaluation dataset, the proposed approach is ex-
pected to provide similar results on larger datasets as well as in real world usage. 

4 TweetOntoSense 

The developed application can be used to constantly analyze all the tweets retrieved 
from the Twitter Stream API, to filter the stream of tweets by particular words or to 
query the Twitter REST API. 

The architecture of the platform is shown in Fig. 6. The platform was developed 
using Node.JS which provides both efficient computation and portability across  
different operating systems and cloud hosting providers. 
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Fig. 6. TweetOntoSense architecture 

5 Concluding Remarks 

In this paper, a novel semantic sentiment analysis approach that extracts emotions 
from Twitter messages, rather than simple positive or negative indicators, has been 
presented and applied. The starting point in our research was the fact that the human 
component plays an important role within any social network and, in most of the cas-
es, it usually shows to have unpredictable and sometimes irrational behavior and feel-
ings. This situation is strictly related to the way humans are thinking and acting,  
combined with a whole array of factors. It has been concluded that in every-day life 
people tend to have a more complex array of feelings, including: happiness, affection, 
anger, sadness and their derivatives. For modeling this complex situation, TweetOn-
toSense proves to be a good step towards a better understanding of the sentiments 
expressed in the millions of tweets written every day, as it takes into consideration a 
more wide sphere of elements. By using it, interesting results have been reached and 
an important step in this direction has been made. 

For this, the further research directions include evaluating the strength of the emo-
tions, as well as applying the proposed approach to other social-networking sites such 
as Facebook and MySpace or to multi-media sharing platforms such as YouTube and 
Flicker. Another research direction could be the creation of a complex semantic social 
analysis platform that combines the approach presented in this paper with the one 
described in [8]. This will provide a more in-depth analysis based on ontologies for 
both the distinct notions mentioned in tweets and for the expressed sentiments. 

Note: the authors’ contribution to this paper is equal. 
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Abstract. An insight into a current concept of teaching/learning is introduced in 
this paper. The article encompasses two main areas which inherently blend to-
gether: didactic area representing the theoretical background and the practical 
level covering the real current educational situation in teaching/learning through 
online courses. The paper introduces an example of smart solution of e-learning 
system adjusting to individual learning preferences of each student.  
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1 Introduction 

Fast technical development and new technologies, globalization of the world, the need 
of unlimited access to education for everybody – these are some of the reasons which 
enabled and caused information and communication technologies (ICT) were brought 
to all spheres of everyday life, including the field of education.   

The process of instruction, especially the technology enhanced learning, is highly 
appreciated by most learners of all age-groups. For adult students, it is often the only 
way how to study and work, and reach new competences. The younger the learners 
are, the more easily they accept this approach. Being called ´digital natives´, com-
pared to ´digital immigrants´ [1], today´s students have changed radically. They have 
not changed their behavior (slang, clothes, body adornments etc.) only, as it happened 
between generations before, but a really big discontinuity has taken place which could 
be even  called singularity, caused by the arrival and rapid dissemination of digital 
technology in the last decades of the 20th century. As a result of this ubiquitous envi-
ronment and the sheer volume of their interaction with it, today´s learners think and 
process information fundamentally differently from their predecessors. These differ-
ences go far further and deeper than most educators suspect or realize. “Different 
kinds of experiences lead to different brain structures. ... Today´s students’ brains 
have physically changed as a results of the environment they grew up, their thinking 
patterns have changed“, Berry says (in [2]). 

2 Individual Learning Preferences 

This result provides impact not only on a single learner but the whole education sys-
tems are affected, curricula reflect this state, particularly in the field of teaching  
methods where the above mentioned ICT can help substantially.  
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People vary in the view upon the same situation; they do not do things and see the 
world in the same way as the others do. They differ in the way of perceiving a situa-
tion, evaluating it, judging its consequences, making decisions. In spite of these  
differences, each person is clever and may be right in his/her own manner. These 
different strategies, called the cognitive and/or learning styles, are commonly defined 
as an individual´s characteristic and consistent approach to perceiving, remembering, 
processing, organizing information and problem solving [3]. Despite some conflicts in 
the field of learning style stability, reliability and validity of measurements, research-
ing this field is expected to be of great importance for the didactics.  

Experience gained in the process of technology enhanced instruction opened dis-
cussions on the theory of learning and teaching styles and their application in the 
technology enhanced process of instruction which provides a wide range of tools to 
accommodate preferences of all learning style learners. As generally accepted the 
instructor´s teaching style should match the student´s learning style. Felder and Sil-
verman say mismatching can cause a wide range of further educational problems. It 
favors certain students and discriminates others, especially if the mismatches are ex-
treme [4]. On the other hand, if the same teaching style is used repeatedly, students 
become bored. Gregorc claimed that only individuals with very strong preferences for 
one learning style do not study effectively, the others may be encouraged to develop 
new learning strategies [5]. Mitchell concluded that making the educational process 
too specific to one user may restrict the others [6]. Only limited numbers of studies 
have demonstrated that students learn more effectively if their learning style is ac-
commodated [7]. The question is whether tailoring the process of instruction running 
within the LMS to student´s individual learning style results in increasing the know-
ledge.  

3 Research Project 

To discover this was the main objective of the three-year project “A flexible model of 
the technology enhanced educational process reflecting individual learning styles“ 
was solved at the Faculty of Informatics and Management, University of Hradec Kra-
love, Czech Republic, in 2010-12. The pedagogical experiment based on the pre-test / 
instruction / post-test concept was held within the online course intentionally designed 
for this purpose in three versions  

• Reflecting the learner´s style (experimental group 1) where students were offered 
such study materials, exercises, assignments, ways of communication and other  
activities which suit their individual learning styles; the selection was made elec-
tronically by an e-application which automatically generates the "offer"; this smart 
solution provides each student with types of materials appropriate to his/her learn-
ing style; 

• Providing all types of study materials to the learner, the process of selection is the 
matter of individual decision, the choices are monitored and compared to expected 
preferences defined by the LCI (experimental group 2); 
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• Reflecting the teacher´s style (control group) where participants study under tradi-
tional conditions, when their course is designed according to the teacher´s style of 
instruction which they are expected to accept.  

The on-line course was designed in the LMS Blackboard. The content focused on 
library services, which is a topic students have to master before they start studying but 
they often have hardly any system of knowledge and skills in this field. The e-course 
was structured into eight parts covering the crucial content, i.e. Basic terminology, 
Library services, Bibliographic quotations, Electronic sources, Bibliographic search 
services, Writing professional texts, Writing bachelor and diploma theses and Pub-
lishing ethics.  

The sample group consisted from 530 university students of bachelor Applied In-
formatics and master Information Management study programs. Three groups were 
formed by the random choice method. The whole process of instruction (teach-
ing/learning) was tracked by the LMS.  

4 Application Generating the Course Content: Background 

The application (plug-in) supporting the flexible model of instruction within the LMS 
was designed. Its main objective is to re-organize the introductory page of the e-
course where the course content is presented to students. The criterion under which 
the application works is the student´s individual learning style. Categorization of 
learner´s preferences (i.e. his/her individual learning style pattern) to a certain type of 
learning style, which is mentioned below (sequential, precise, technical confluent 
processors), is not presented in the binary way (yes/no) but it is described by the 
fuzzy value expressing the relevance rate of each learner to a given group. Single 
items of the course content, i.e. study materials, exercises, assignments, assessments, 
communication and other activities applied within the process of instruction, are pre-
sented in such order which accommodates student´s preferences, i.e. the plug-in ar-
ranges single items of the course content on the introductory page in such order which 
reflects the student´s individual learning style pattern.  

Students´ learning preferences were detected by Johnston´s Learning Combination 
Inventory (LCI) which consists of 28 statements evaluated on five-level Likert scale 
and three open-answer questions. The responses are categorized into four groups as 
follows [8]:   

• Sequential Processors, defined as the seekers of clear directions, practiced plan-
ners, thoroughly neat workers. 

• Precise Processors, identified as the information specialists, info-details researches, 
answer specialists and report writers. 

• Technical Processors, specified as the hands-on builders, independent private 
thinkers and reality seekers. 

• Confluent Processors, described as those who march to a different drummer, crea-
tive imaginers and unique presenters.  



 Intelligent e-Learning/Tutoring - The Flexible Learning Model in LMS Blackboard 157 

 

The LCI differs from other widely used inventories (e.g. by Kolb, Honey and 
Mumford etc.) in emphasizing not the product of learning, but the process of learning. 
It focuses on how to unlock and what unlocks the learner’s motivation and ability to 
learn, i.e. on the way how to achieve student´s optimum intellectual development. 
This was the main reason why the LCI, not any traditional tool was applied for detect-
ing respondents´ individual learning styles.  

Johnston [9] designed the concept “Unlocking the will to learn“ saying that the tra-
ditional learning process is based on belief that all learning occurs as part of learner´s 
intelligence. The greater the intelligence, the more a child can learn. Johnston attracts 
attention to the verb can, as no one says will learn. For centuries, the will has been 
closely aligned with the concept of motivation, being described as the passion, the 
energy that moves individuals to actions. To work effectively, the will must be sup-
ported by the why-question. It can show the learner whether the learning content is 
relevant, meaningful and applicable to real life. In other words, learners want to dis-
cover the wholeness of learning, and it will spark their will to learn. To describe the 
whole process of learning, Johnston uses the metaphor of a combination lock saying 
that cognition (processing), conation (performing) and affectation (developing) work 
as interlocking tumblers; when aligned they unlock an individual´s understanding of 
his/her learning combination. The will lies in the center of the model, and interaction 
is the key. She compares human learning behavior to a patterned fabric, where the 
cognition, conation and affectation are the threads of various colors and quality. It 
depends on individual weaver (learner) how s/he combines them and what the final 
pattern is. 

5 Application Generating the Course Content: Description  

To design the online course reflecting learner´s preferences as described above (expe-
rimental group 1), not only data on each student´s learning style were required but 
also single items of the course content and relating activities were classified according 
to the suitability (appropriateness) for a certain style of learning, i.e. whether the ma-
terial is preferred, accepted or refused by the student. Finally, single types of study 
materials and activities were matched to each student´s learning style pattern and the 
course was tailored to the individual student´s needs. The final phase was carried out 
by the e-application (plug-in). 

As mentioned above, the main objective of the plug-in was to re-organize the  
entry page of the online course where the course content was presented so that the 
provided study materials and relating activities were displayed in such order which 
reflect student´s individual preferences. This objective to be reached (1) learner´s 
preferences were detected by the LCI and (2) learning objects were classified under 
the criterion of in/adequacy for single types of processors (technical, sequential,  
precise, confluent).  
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5.1 Process of Implementation 

The plug-in is implemented as the extension of Building Block type for the Black-
Board Learn system. The administration rights are required for installing the exten-
sion in the system.  The plug-in is distributed in the form of WAR file and script in 
JavaScript language. The WAR file having been installed by the administrator, the 
plug-in is available to course designers to be inserted the Course Content page by Add 
Interactive Tools. The plug-in creates a course item with static HTML code which 
contains: 

─ link to jQuery library hosted at ajax.googleapis.com; 
─ JavaScript code jQuery.noConflict() preventing from collision between the 

Prototype library, internally used by BlackBoard, and the jQuery library, used 
by the plug-in; 

─ link to data/script.jsp file which is part of the Building Block (plug-
in); 

─ HTML DIV element where the new learning content reflecting learner´s prefe-
rences is dynamically generated.  

A new item Table of Contents is added to the main course menu. This item 
opens the entry page of the course where the plug-in is inserted, i.e. where study ma-
terials and learning activities are structured reflecting learner´s preferences. Then, the 
original course content (folders with study materials and activities) is available under 
another item (Course Content) in the main course.  

5.2 How the Plug-in Works  

The plug-in is activated in learner´s browser after accessing the Table of Con-
tents page (where the plug-in is inserted). Then, the plug-in runs following activi-
ties: 

─ it downloads the jQuery library from the Internet (the jQuery library supports 
further activities); 

─ it downloads the JavaScript code generated by the data/script.jsp file; 
• this file generates JSON data providing information on the classification of files 

with learning objects, learner´s preferences detected by LCI, evaluation of 
in/adequacy of learning objects to learner´s preferences and adds the  Java-
Script code read from the /uhk-flexible-learning/script.js file 
within the given course; 

─ it activates the JavaScript code which calculates the in/adequacy rate of each learn-
ing object for each learner reflecting the LCI results; 

─ generates the Table of Contents and displays it in the place of DIV element, 
i.e. single learning objects (study materials and related activities) are presented in 
such order which reflects learner´s  LCI results, i.e. individual preferences.  

If in case of error the Content page is not generated, the error notice appears. 
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5.3 Requirements for Plug-in Work  

Under the Control Panel – Content Collection, resp. Files in the latest 
version, the uhk-flexible-learning folder should be created and the script.js 
and students.csv files uploaded. 

Single topics in the Table of Contents are structured into folders, one topic 
per folder, and the link to each learning object (study material, activity) is included. 

Each learning object in the folder is described by four figures of the value of -1, 0, 
1 which correspond to four types of processors by Johnston´s concept (sequential, 
precise, technical and confluent) as follows:  

─ minus one (-1) means this type of study material, activity, assignment, communica-
tion etc. is refused, i.e. does not match the given learning style;  

─ zero (0) is the middle value, i.e. the student neither prefers, nor refuses, but accepts 
this type; 

─ one (1) means  this type is preferred, it matches the given learning style.  
 
This three-state model could be extended to a wider scale of fuzzy values reflecting 
the Johnston´s model in deeper detail. The above mentioned file students.csv con-
tains the classification of students´ individual learning patterns (i.e. fuzzy values 
reflecting the relevance rate of each learner pattern to a given group of processors – 
sequential, precise, technical confluent) as displayed in table 1. 

Table 1. classification of students´ individual learning patterns. 

User name Classification 1 Classification 2 Classification 3 Classification 4 

krizpa1 25 18 14 20 

webct_demo_69259477001 20 12 18 27 

 
Data are taken from the spreadsheet (e.g. MS Office Excel) in the CSV format, se-

parated by semicolon, e.g. krizpa1;25;18;14;20. 
For designer view the designer user name is included in the students.csv file. 

If missing, the error notice is displayed saying the Table of Contents does not 
reflect student´s preferences. 

The plug-in requires student access to the Internet so that the jQuery library 
could be downloaded from the ajax.googleapis.com server. 

The plug-in was designed for and tested in the BlackBoard Learn system, version 
9.1 and uses the Application Programming Interface (API) for detecting the Course 
Content, metadata for learning object classification, student´s user name and for read-
ing the script.js and students.csv files. Some functions of the API are not 
documented (e.g. reading metadata) and changes in BlackBoard version are expected 
to require modification of Java code using the API.   

5.4 Implementation Details 

The process of plug-in implementation in the course is structured in several steps 
represented by activities of single files. 
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Step 1 is created by create.jsp, create_proc.jsp and modify.jsp 
files. This step is applied only once, in the moment of plug-in implementation in the 
course. The create.jsp and create_proc.jsp files contain codes in Java 
language which work for creating the above described item Table of Contents. 
Following classes of BlackBoard API are used: 

─ Content – the learning object in the BlackBoard system; the object is always 
assigned to a given course and it may belong to the folder; 

─ FormattedText – serves for creating the Table of Contents  formatted by 
HTML code;  

─ ContentDbPersister – serves for saving the learning objects.  

The modify.jsp file displays information the plug-in generated content (Table 
of Contents) cannot be adjusted but deleted if needed.  

Step 2 is introduced by script.jsp file containing the code in Java language ge-
nerating the necessary code in JavaScript which is subsequently interpreted by user 
browser. The script.jsp file processes the original Course Content and infor-
mation on the user and generates data in the JSON format. The script.js file is then 
appended to the generated JSON data to be submitted together to the user´s browser. 

Compared to the previous version, which was designed for previous generations of 
the LMS WebCT/Blackboard, the current version is better implemented regarding to 
API, which was missing in WebCT. Thus the main problem of version 1 was elimi-
nated, i.e. the plug-in dependence on concrete structure of HTML pages, as the Learn-
ing Content was detected by parsing HTML pages. 

Step 3 works with script.js file which contains the main JavaScript code. The 
script.js  is a common file saved in the course which can be easily adjusted by 
course designer so that higher flexibility was reached – if small changes in plug-in 
functionality are required, adjustments in script.js file are made and the plug-in re-
installation is not necessary. The plug-in can be also tailored to the course require-
ments as each course has its own the script.js file. 

The key part of the script.js file is the algorithm calculating the appropriate-
ness of a learning object for the given student which is based on both the learning 
object and student classification (LCI pattern).  The core of algorithm in JavaScript 
language is described below: 

var totalEval = 0; 
for (var i = 0; i < topicData.classification.length; i++) 
{ 
    // rejected 
    if (userData[i + 1] < refuseValue)  
        totalEval += topicData.classification[i] *  
                     (userData[i + 1] - refuseValue); 
    // appreciated 
    if (userData[i + 1] > acceptValue)  
        totalEval += topicData.classification[i] *  
                     (userData[i + 1] - acceptValue); 
} 
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The algoritm in the cycle goes through single values of the given learning object 
classification in array topicData.classification (indexed from 0) and re-
flecting the userData (indexed from 1) it detects for each value whether the student 
refuses, accepts or prefers material of this type. The threshold values for decision-
making process of accepting/refusing the type are saved in constants refuseValue 
and acceptValue. The appropriateness value of the type for the learner´s LCI pat-
tern is added to totalEval value (being 0 at the beginning). The final appropriate-
ness rate is expressed by the totalEval variable. Then, the script.js file ranks 
learning objects in each folder according to the calculated rate and displays them to 
the student – the preferred types of learning materials and activities are on the top of 
the list, underlined, written in bold font of large size and black colour.  

The script.js file uses the jQuery library version 1.4.2 mainly for manipu-
lating with the page content. In jQuery library the “$” function cannot be used as it 
colligates with the same one in the Prototype library used by BlackBoard. That is why 
the jQuery function instead of  $  function is used in the script.js code. 

5.5 Currently Known Limits and Future Work 

While designing the plug-in, several limits have been discovered for the time being. 
We have not succeed in hiding the item with original course content (which does not 
reflect individual learning preferences) in the main menu therefore we have renamed 
it Course Content (as mentioned in chapter Process of implementation) and 
shifted it on the bottom position so that students did not primarily use it.  

Currently the plug-in supports two-level hierarchy of learning objects, i.e. single 
learning materials and activities are presented in the form of files which are clustered 
into folders, one folder per topic. The more-level hierarchy requires changes in data 
structure in JSON format (in the Table of Contents) generated by the da-
ta/script.jsp file and in algorithms creating the new learning content reflecting 
learner´s preferences (Table of Contents).  

6 Conclusion 

Current orientation of university education, which is changing under the influence of 
latest technology development and new key competences, can be researched from 
various, different points of view. The technology enhanced learning has been spread-
ing because of growing popularity of digital technologies in general. Another reason 
is it enables easier and more complex realization of the process of instruction, offers 
the choice of place, time and pace for studying, allows an individual approach to stu-
dents preferring a certain learning style. These are the key values important for the 
efficiency of the educational process. Material and technical requirements having 
been satisfied, strong attention must be paid to didactic aspects of instruction. To 
contribute to this process was the main objective of the above described project and 
this paper.  



162 I. Simonova et al. 

 

The project having been finished, the-application is still tested in subjects Database 
Systems I and II. From the pedagogical experiment focusing on the increase in learn-
ers´ knowledge in online courses reflecting learner´s preferences it can be seen there 
is no definite solution and students´ sensitivity to “facilitating” the process of learning 
widely differs [8]. Unlikely Prensky [1] and Berry (in [2]), whose results formed the 
background of our project, our results proved most students of IT study programs 
(Applied Informatics, Information Management) were flexible in learning to such 
extent they reached the same results either the process of instruction reflected their 
learning preferences, or not. Gulbahar and Alper [10] developed the e-learning style 
scale, collecting feedback from 2,722 student of distance study programmes. Starting 
with 56 items categorized in eight groups, they finally defined 38 criteria structured in 
seven groups. As our research did not prove statistically significant differences in 
learners´ knowledge in the experimental 1, 2 and control groups, we are going to use 
the Gulbahar and Alper´s scale in our future research of the technology enhanced 
instruction. Two decades ago Mehrlinger (in [11]) emphasized that a variety of learn-
ing styles influenced the teacher-designer´s teaching methods and choice of media in 
a given course/lesson and predicted that technology of the future would be more inte-
grated, interactive, and intelligent. Integration continued to escalate through the de-
velopment of advanced multimedia systems and interactivity occurred with increased 
distance learning and Internet interaction, followed by individualized knowledge ad-
dressing the learning styles of each student. That has been imperative for teachers to 
keep abreast of technological changes to empower their students. 

As stated in the EC-TEL 2013 conference there is no doubt that technology en-
hanced learning has created enormous changes in educational institutions of all levels 
and at the workplaces. However, these innovations have tended to be unsustainable – 
they need a high degree of effort to be sustained, i.e. mainly funded. At the same time, 
the technology (mobile and social information and communication technologies) 
makes impact on everything and everybody around. And, above all, most of educa-
tional institutions have taken these technologies up in a systematic way to include 
them into their learning strategy, sustain them and develop by reflecting feedback 
provided by research activities.  
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Abstract. Group communication and diffusion of information and opin-
ion are important but unresearched aspect of collective intelligence. In
this paper a number of hypotheses are proposed in discussed. Each hy-
pothesis proven would be a considerable step towards creating a complete
and coherent model of group communication, that could be used both in
computer and human sciences. This paper also discusses some method-
ology that may be used by researchers to determine the hypotheses.

1 Introduction

Communication processes are an important aspect of social groups dynamic.
They also have a large impact on collective intelligence in human groups and
thus influence the collective intelligence models in computer science. Informa-
tion diffusion in social groups is an especially interesting area, as it may be used
in global education, e-learning, business flow of information and more. Group
communication is becoming a forecasting field of knowledge which is especially
important in the case of unlimited abilities of information flow. Recognizing the-
oretical mechanisms of diffusion allows one to foresee the directions of spreading
opinions, information about the products and purchasers. It also allows one to
foresee some force structures after a political group disintegration.

In this paper we point out and discuss a series of open questions and hypothe-
ses based on them. These question and hypotheses differ from basic ones (with
time groups adopt similar language) to very practical ones (better communica-
tions reduces physical stress). Some of them were considered in other areas of
research, but in this paper we point towards the need to observe the real com-
munications in order to determine the real world characteristics of the process.
Much of the paper may be understood as an outline of a large experiment, where
computer scientists and sociologists would cooperate to determine the real world
aspects of collective intelligence. Gathered data could then be used to create new
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models of information diffusion in social groups – we outline possible approaches
to creating such models. Finally, the models may be again tested in real world
situations, by using them to improve the communication skills of educators and
others.

This paper is organized as follows: Section 2 provides a short overview of
relevant literature in human and computer science; Section 3 provides a group of
open research questions and discusses them shortly; the last Section 4 provides a
discussion of possible approaches to solving the problems with computer science
tools.

2 Related Works

This paper is based in part on theoretical assumption of network communication
made in [3,4,12], which also suggest this problem niche.

One of the basic social capital definition has been suggested in [10]. It states
that social capital is formed by those social organization features such as net-
works (arrangements) of individuals or households, as well as related with them
norms and values which create outside effects for the whole community [9]. The
main advantage resulting from high social capital is reduction of transactional
costs e.g. the costs connected with concluding contracts, court proceedings, and
other formal actions. It concerns an economic sphere of life. High level of social
capital is associated with sound civil state functioning, as well as with creating
groups and associations being a fulfillment between the state and family. Lack
of social capital causes social dysfunctions (corruption, terrorism etc.) and may
lead to an economic shortage or decrease. The crucial element of social capital
is trust.

Voluntary cooperation is also dependent on the social capital. Norms of gener-
alized reciprocation and social involvement networks are favorable to social trust
and cooperation because they decrease the advantages connected with breaking
off. They also reduce uncertainty and provide future cooperation patterns. The
trust itself is a newly formed social systems property and in the same degree
a personal quality. Individuals are able to trust (its not only naivety) thanks
to social norms and interdependence networks covered by their actions. The so-
cial capitals components are: communication and participation network, trust,
divisible norms and values [11].

Through social phenomena examination, both in a real world and in virtual
space, social groups features can by observed, as well as the relations between
them. The group should be consider in categories of relations between individu-
als features and between the individuals (attributes themselves are not enough).
Social research requires taking into account the two of possible attitudes- indi-
viduals attributes, and the context they exist [1].

Relations in the Internet space may be examined by social networks analysis,
using the method set created to test formed in the Net structures, including
persons or objects which are related [5,12].

The theory of consensus which some of proposed research is based on was
developed based on sociological sciences and is based in Consensus Theory [8].
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The basic problem solved with it may be defined as follows: There is a given set
X (of alternatives or objects) that is a subset of some universe U. The selection
is to determine some subset of X based on some criteria. If the selection is deter-
ministic, then repeating it for the same X should always give the same result. In
that case it may be called some selection function. In the consensus theory the
assumption that the result is a subset of X is eliminated [8]. Furthermore, con-
sensus for X may even have a different structure than X, which is a given in the
selection theory. At the beginning of the consensus theory research, the authors
were concerned with simple structures of the universe U, like the linear order,
or partial order. With more advanced techniques, more complex structures of U
were researched (i.e. n-trees, divisions, coverage, complex relations, etc.). Most
commonly a homogeneity of elements in U is assumed.

3 Research Hypotheses

Communication as the process has different levels and components that had been
already examined within subject literature. Here the basic issue concerned is the
information diffusion in the process of collective communication. We assume the
information transmission and relation quality between interlocutors has its own
dynamics and evolves under the influence of the group. On the way of mutual
communication it generates a linguistic, mental and relational agreement level,
and meaning of those issues results from the current review of theories giving
grounds for the studies direction. In addition, that process of communication
has cultural connotations, resulting from superior level of announcement under-
standing in a broader, collective context in which a cultural cohesion of social
realitys picture gives them sense. This area of communication dynamics is where
we propose the main research hypotheses on the groups influence. The hypothe-
ses were based on following questions:

– What is the dynamics of information diffusion process within a weak ties
group? In what way does the sequence of recurrent linguistic categories
within collective communication change?

Hypothesis 1. With increasing time of group communication the frequency of
repeatable sequences is increasing.

Theoretical bases for such hypothesis come from concept assumptions of log-
ical relation between the agreement and common canon of used linguistic cat-
egories. Additionally, theoretical assumptions show that the group agreement
results from a common conviction about obligations, activities and sense shared
by the group members. Therefore, the hypothesis is a logical consequence of
theoretical assumptions, because the length of time of group discussion should
enable information diffusion focusing around common areas of meanings that is
a process of terminological communication cohesion consultation.

– Does common implication of social order in the course of communication
model a collective agreement process?
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Hypothesis 2. Mental similarity in the picture of social order causes similar
people to use common linguistic sequences.

The theoretical basis for this hypothesis is the homophile mechanism and the
objective concept of hermeneutics, which assume that in the process of communi-
cation people express not only their own intentions, but implicate a certain idea
about social reality. Logical consequence of such unintended message occurrence
is a new agreement level i.e. superior mental agreement. Announcers in the group
find common ground not only thus they have common argumentation, but first
of all through interpreting common level of reality representation. Therefore on
a theoretical level the term of hidden sense structures has been introduced be-
cause they show mental level of agreement. Interlocutors accept argumentation
and language style of those ones who in their communication have a similar vi-
sion of surroundings. So far such types of qualitative studies havent been carried
out in groups, alike the mental agreement as a cohesion factor of collective com-
munication forms an essence of cultural diversity of communication processes,
thus it is a factor indication which forms meta-communication within the groups
that is verified by the basic project studies.

– What is the dynamics of relations in community where people communicate
on the Internet in a certain forum? Knowing the mechanisms of social in-
fluence including people connected through the Web acquaintance relation,
one might ask a question: Which of the social influence mechanisms is the
factor responsible for forming consumer attitudes?

Hypothesis 3. It is assumed that even at established level of interaction sim-
plifications it is possible to achieve stable communication systems, pointing out
many interesting properties because the net of interpersonal relations is a signif-
icant information within social phenomena analysis. The researchers attention
focused on the relations linking individuals and not on the actors features allows
to record complex phenomena an different analysis levels including microscale
of individuals relations with the surroundings and macroscale of complex social
system.

Constructed topology of social network may be an important source of infor-
mation on emergent features of complex social system, often impossible to catch
in other form. Through referring the information to marketing studies we can
collect data concerning social relation among researched group. The results of
manifested attitude are connected with the net of social relations. Feature sim-
ilarity between the researched people connected through relations may be the
result of three mechanisms: homophile, external factor effect and social conta-
giousness. An important role in consumer attitudes formation may be also played
by social capital, therefore examining individuals behaviors in the network and
relations taking place among the structures forming themselves in the Internet
can be used for example for modeling public opinion or forecasting changes of
customers behaviors and requirements in a long-term prospect.

– What is the correlation between frequency of used linguistic categories in
collective communication and verbal accent?
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Hypothesis 4. In the course of collective communication linguistic categories
corresponding with the social order implication are going to be more stressed
verbally.

This hypothesis is coherent with hypothesis 2 because it assumes that inter-
locutors not only pass on information or arguments, but also communicate their
personal attitudes to them. Therefore, if the above hypothesis assumes that so-
cial order implication is the key factor of group understanding and agreement.
In that way the accents expressed through a louder saying of those categories
should entail it. This is the way the interlocutors being in a direct relation want
to pay attention not to argumentation, but to information of mental similarity.
On that level certain subgroups secondary accepting the language style, argu-
ments, phrases etc. are formed. Following this issue we will carry out an analysis
of sound spectrum recorded in the course of direct communication.

– Does exist a correlation between a group leaders communication activity and
psychophysical reactions of his body?

Hypothesis 5. Stimulation of muscle activity increases proportionally to col-
lective communication difficulty.

A specific role considered will be a teacher as group leader. The difficulty
here is twofold: the quality of passed on information and the persuasion task
when the teacher is to persuade the group to his arguments. In these levels the
strength of psychophysical relation will be measured with the use of thermal
cameras. On the basis of taken pictures there will be made a statistical correla-
tion of three variables: duration of communication process, intensity of graphic
stimulation with higher temperature, stimulation area of certain part of muscles.
The hypothesis is strengthen by Polish nationwide studies concerning teachers
occupational diseases. Its been known for a long time they are voice dysfunction
diseases. Nationwide data by Nofer Institute of Occupational Medicine (NIOM)
showed that the risk group is enormous. In the USA nearly 3 million people
per year are on sick leaves connected with occupational diseases of vocal or-
gans. Among British the amount of people with such problems reaches 5 mln,
and in Poland it is nearly 800 thousand people annually. The research on this
phenomenon points a strong dependence between occupational diseases of vocal
organs and muscle overactivity. If the scope of transmitted content and the way
of their organizing is chaotic then the teachers muscle tension is additionally
increased, because hes got more difficult communication job to do.

– What are mathematical models of diffusion process in the group?

An important part in the process of knowledge processing in societies is an
effective process of transmitting knowledge and beliefs from one entity to the
other. The second entity may further transmit the knowledge only if it is fully
assimilated by it. On this level this process is different than the simple infor-
mation transmission. An important goal of the research is thus creating such
a mechanism of transmission from one group member to the others that allows
maximization of the entities convinced to the new knowledge. These methods are
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important for example in the process of introducing new products to consumer
markets.

Collective intelligence methods are tools to unify, integrate and solve conflicts
in distributed environments of autonomic entities. In general, they allow creat-
ing the intelligence of the whole group based on the intelligence of its members.
In previous research on the knowledge diffusion process in environments of au-
tonomic and connected entities (like social networks) no collective intelligence
methods were applied. The use of multi-agent technology for simulation and re-
search into knowledge processing is also infrequent. One of the proposed models
is for diffusing and integrating knowledge in different representations (hierar-
chical, logical, relational) from autonomous objects in a collective. The model
for diffusing knowledge should contain the criteria and procedures for this pro-
cess. For this purpose a member of the collective should be modeled with such
elements as: knowledge and belief base; trust distribution; communication pos-
sibility. The general criterion for the diffusion process is based on achieving the
knowledge integrated as similar as possible to an assumed state.

We also consider the analysis of the dependence between the knowledge state
of a collective and the knowledge states of its members. We deal with the prob-
lem of determining the knowledge of a collective where the states of knowledge
of its members are given. We assume that collective members have their own
knowledge bases, which can generate states of knowledge referring to the same
real world, but not necessarily in a complete and certain way. The reason for
this phenomenon can follow from the restrictions the members have, or from the
nondeterministic and complex character of the real world. Thus we assume that
the collective members knowledge states reflect the proper state of knowledge
(the real knowledge state) to some degree because of their incompleteness and
uncertainty.Using methods for knowledge integration we can determine a state
of knowledge of the collective. However, this state may reflect the real state only
to a certain degree. We set the following problem: How to evaluate the quality
of the knowledge of the collective? In other word, what is the distance from
the collective knowledge to the real state? We will build a mathematical model
for this aim, in which we will investigate the relationships between the distance
from the collective knowledge to the real state and the distances from members
knowledge states to the real state. The influence of the knowledge inconsistency
in the collective on the distance from the collective knowledge to the real state
will also be investigated.

As one of possible approaches we propose a framework for belief merging
(with integrity constraint) by negotiation in which a set of rational postulates
for belief merging result are proposed, a model to construct merging operators is
presented, and a representation theorem to characterize the connection between
the set of postulates and the operators is stated. We aim to provide the rational
and effective approaches for belief merging working on pure knowledge bases,
which are including all beliefs or all goals but not both, based on the negotiation
mechanisms. This approach can overcome the disadvantages of traditional ap-
proaches such as agents do not need to expose all their beliefs, the merging work
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do not need the arbitrator, and the merging result is a strong consensus from
participants. Following this part we introduce another framework for negotiation
including axiomatic and strategic models for bargaining and investigate the link
between them. In this framework, the knowledge base of each agent is consid-
ered to include both beliefs and goals. The agents join in the negotiation process
to reach the consensus about goals while referring to their private beliefs. The
purpose of this phase is to work out a new approach for negotiation with the
presence of beliefs, which is more rational and human-like than the pre-existing
approaches, which work on only pure goals.

Finally, we intend to develop a model for ontology alignment in communi-
cating tribes. In this part we will build and analyze an approach to aligning
ontologies, which enables flexible representation of knowledge about the real
world. They can be treated as a decomposition of the considered domain into
objects (concepts or classes) along with defining their inner structures and corre-
spondences between them. The alignment itself is a task of providing a procedure
for reliable transformation of one ontology into another, which assures their in-
teroperability. Therefore, the problem of aligning ontologies can be described as
follows: For given two ontologies O1 and O2, one should determine a set con-
taining tuples < c, c′,Mc(c, c

′) >, where c is a concept in O1 and c′ is a concept
in O2, and real value Mc(c, c

′) representing the degree to which concept c can
be aligned to concept c′. Methods for designating such mappings between on-
tologies become useful when two or more systems need to migrate contents of
their knowledge bases (expressed as ontologies) maintaining their independence
and separation.

– In what range do probabilistic models of diffusion correspond with the col-
lective mental similarity of group members?

Hypothesis 6. The mathematical models of diffusion are subjected to typology
determined by the cultural similarity of communication group members.

Mathematical models are the basis for objectification of collective communi-
cation processes and form the scope for scientific theory. However, using trans-
formation sequence of triangulation, mathematical models need to be confronted
with culturally created similarities of group members. These similarities are on
the level of meta-analysis and concern a certain cohesion in scope of social re-
ality vision. On the theoretical basis those assumptions are strengthened in the
objective concept of hermeneutics.

Three concepts are going to be used for interpreting the research results in
virtual space. First of them is Weak Ties Theory, as the instrument facilitating
establishing and keeping up weak ties is the Internet. The second is the theory of
intergroup relations [2], and the third one concerns the social capital. All of the
theories will be fundamental in formulating aims and instruments in the case of
present research. They form complementary explanations of social integration/
segregation processes.

– What is the correlation between an ordered model of collective communica-
tion leading and information diffusion effectiveness?
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Hypothesis 7. The arrangement of information transmission process in the
group, with following the structure of ordered diffusive model, increases commu-
nication quality.

Theoretical bases of the hypothesis are fully strengthened on the level of inter-
group relations theory in [2], because on the level of different groups contact, a
specific negotiating of similarities ordering the communication process appears.
The hypothesis assumes the diffusive mode which takes into account direct and
general factors of group communication favors a systematized communication.
Acknowledgment of such thesis would be of key importance to optimize infor-
mation management systems, and become economically implemented potential
for the whole research.

– What is the correlation between the directed model of collective communi-
cation and the level of psychophysical stimulation of human body?

Hypothesis 8. In the case of person implementing communication tasks, the
process of communication basing on diffusive models reduces the level of muscle
tension.

Referring to the research on a teachers muscle management it is reasonable to
test the ways of reduction of communication difficulties in a group of students,
thus directed diffusive model implementation becomes the way of more effec-
tive management in the process of information diffusion and it reduces muscle
tension. We consider transformation of quantitative and qualitative communica-
tion parameters in groups with weak ties into theoretical mathematical models.
Acquired data is subjected to quantitative parameters: communication struc-
ture, frequency of used linguistic categories, intensity of linguistic category use,
verbal accent intensity for expressing category, signs of nonverbal language or
the level of psychophysical relations, measured by strength of muscle tension
termography. With the use of these quantitative parameters it is possible to
create diffusive models that are based on mathematical logical algorithms and
statistical correlations. The other group of qualitative data isnt subjected to
quantitative parametrization. The assumption for the research on communica-
tion in groups with weak ties is a cult (centroid) character of this communication.
Current studies show that communication is a product of a certain culture and
its superior level of nonverbal message or hidden meanings is being understood
in this cultures space, and proposed investigation of its culturally consolidated
patterns of agreement is much broader than words or gestures. Another impor-
tant aspect is a common idea of social reality, strengthened in a certain social
groups tradition and culture, which is a meta-level of human mental agreement.
Since the researched groups with weak ties are being formed spontaneously thus
the analysis of communication process exceeds traditional attribute understand-
ing such as: education, social position, experience etc. An important question
appears: as the person passing on information within the group with weak ties is
unknown so why is that some people are more convincing? Lack of group mem-
ber acquaintance excludes the use of described in social psychology attributes of
position in such group, also spontaneity of group conversation decreases chances
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for the use of manipulative techniques. Therefore we should assume the existence
of other factors in collective communication which cause that recipients estab-
lish agreement with a certain person and her arguments seem to be accepted or
reliable.

4 Research Methodology

Social networks analysis is generally focused on the structure of occurred re-
lations between social subjects (people, organizations, regions), and realization
network is illustrated in form of the graphs. This method enables for network
structures assessment, making analyzes of different level relations, identify the
structural gaps, estimate particular persons importance in researched social pro-
cesses, define network parameters (density, coherence). Large part of research
required for proving the proposed hypotheses comes from the Human Sciences
area and will not be discussed in detail in this paper. We instead focus on the
mathematical part.

The need for knowledge integration at the collective level arises i.e. as a con-
sequence of having to use different autonomic sources of knowledge. In such
situations the integration allows: eliminating knowledge inconsistency, creating
a single complex knowledge base. Integration may be done on two levels: syn-
tactic level and semantic level. On the syntactic level the integration process
only operates on a set of some non-interpreted logical formulas. The purpose
of this type of integration is selecting such a formula that for the given syn-
tactic criteria is the best representation of the integrated set. On the semantic
level, the knowledge structures have some given interpretation (in the consid-
ered real world) and their integration may also lead to determining the median
interpretation, or to determining a consistent representation of all the integrated
knowledge structures.

Useful tools for knowledge integration in distributed environments are con-
sensus selection methods. In general, the consensus theory (like data exploration
methods) is mainly focused on data analysis problems for extracting useful in-
formation. The difference between the methods lays in the goals. Were the data
exploration methods look for patterns in the data and determining cause-effect
relationships in it, the consensus theory methods look for a best representative
of the set of data or a compromise between different data, best accepted by all
the sided of the conflict.

The problems that are solved by the consensus theory may be divided into
following groups: problems related to determining the hidden structure of the
object; and problems related to solving data inconsistency problems about the
same object.

The first group contains problems related with determining the structure of
some complex model [6]. The object may be for example a set of elements, and the
structure to discover is the similarity function between the elements. The data
that are the base for the discovery are usually the product of some experiment,
observation or an imprecise model of the structure. The second group contains
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problems where for the same domain experts (or agent, or autonomic programs)
give different models (or vote differently). In such case the task is to find a
method to determine a single version of the model (single result of the vote) for
further processing.

For problems in the second group, three basic approaches may be used: ax-
iomatic, constructive and optimization. In the axiomatic approach some axioms
are used to determine the requirements for the consensus or for consensus se-
lection function. Axiomatic approach is a natural and easy method to solve
consensus problems. Usually a set of postulates for consensus selection func-
tion is defined and the relationships between those postulates are analyzed. The
results of the analysis are used to obtain the most representative selection cri-
teria. Due to the postulates, the most basic properties of selection criterion are
available, which has a high practical importance. The approach allows to de-
termine a broader group of different criteria for selecting the consensus, which
also makes it easier to use in certain practical applications. In constructive ap-
proach, the consensus problems are solved on two levels: microstructure level
and macrostructure level of the universe U. The microstructure of the universe
U is the structure of its elements. Such structure is for example the linear order
in some set or a division or coverage of some set. The macrostructure of the
universe U is the structure of the universe itself, which may be i.e. a preference
relation or a distance (similarity) function between elements in the universe.
As mentioned before, in consensus theory all the elements in universe have the
same structure, but the consensus may have a different one. In the researched
consensus problems the most common macrostructure of U is some binary re-
lation in U or a distance functioned defined based on the microstructure [7]. In
constructive approach the criteria defined in axiomatic approach are also used.
The selection is based on the microstructure and macrostructure of the universe
U. This method is used to solve the problems of determining a representative
of a set of documents in the area of information retrieval and classification.
The research in this area is aimed at developing new algorithms for determining
the consensus (or the representative). In optimization approach, the consensus
function is defined based on some optimization theory rules. A broad survey of
consensus methods and some algorithms for consensus selection may be found
in [8]. Here it is necessary to use proper methods of consensus selection based
on the microstructure of the values of specific attributes, as well as the whole
profile.
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Abstract. The syllabus is a blueprint of course for teaching and learning  
because it contains the important meaning of promise between instructor and 
students in higher education and university. However, the current most of all 
syllabus management systems provide simple functionalities including creation, 
modification, and retrieval of the unstructured syllabus. In this paper, our ap-
proach consists of a definition of the ontological structure of the syllabus and 
semantic relationships of syllabuses, classification and integration of the sylla-
bus based on ACM/IEEE computing curriculum, and formalization of learning 
goals, learning activity, and learning evaluation in syllabus using Bloom’s  
taxonomy for improving the usability of the syllabus. Also, we propose an ef-
fective method for enhancing the learning effect of students through the con-
struction of subject ontology, which is used in discussion, visual presentation, 
and knowledge sharing between instructor and students. We prove the retrieval 
and classification correctness of our proposed methods according to experi-
ments and performance evaluations. 

Keywords: curriculum, e-learning, learning path, syllabus, ontology. 

1 Introduction 

The evolution of World Wide Web technology has been influencing on the 
development of e-Learning technology continuously, for instance, Web 1.0 and 2.0 
led e-Learning 1.0 and 2.0 respectively. Recently, the semantic web and ontology 
engineering technology have been applied in order to conceptualize knowledge of 
many different domains including education to lead e-Learning 3.0. In e-Learning 3.0, 
learning will be socially achieved and will shift from what to learn to how to 
learn[1],[2].  

The syllabus is created by an instructor for students in order to introduce the teach-
ing course and provide useful information and learning materials. Most students may 
use the course syllabus to recognize course purpose, policies, assignments, tests, out-
comes, and so on. The course syllabus, however, doesn’t contain the essential con-
cepts and relations, which must be learned while a semester.  The most syllabus only 
organizes general information about the course like title, description, instructor, grad-
ing policy, textbook, schedule, etc. 
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In this paper, we propose the semantic model of the course syllabus, which is 
called syllabus ontology, in order to represent learning concepts and semantic 
relations between them. In addition, we introduce our learning ontology model and 
propose an effective method for enhancing the learning effect of students through 
constructing learner-based ontologies in which knowledge discovered by students is 
conceptualized and organized. Learner-based ontologies can be merged into teacher-
based ontologies which conceptualize teaching contents in classes. Thus, our subject 
ontology is composed of teacher-based ontologies and learner-based ontologies. 
Teachers and students share and understand knowledge of learning materials based on 
learning ontologies. 

This paper is structured as follows. Section 2 introduces some related work. Sec-
tion 3 represents the revised syllabus structure for supporting adaptive learning of 
students. Section 4 provides an overview of the layered structure of our learning on-
tologies and describes the hierarchical structure of the subject ontology. Section 5 
shows the experimental result and in the end the paper presents our conclusion in 
Section 6. 

2 Related Work 

The researches applying ontology technology to education field are classified into 
curriculum or syllabus ontology creation[3],[4], ontology-based learning object 
organization, and ontology-based learning content retrieval. The studies for the 
creation of education-related ontology include curriculum ontology creation[5] and 
personal subject ontology creation[6]. Mizoguchi[7],[8] proposed an ontology-based 
solution to solve several problems caused by intelligent instructional systems. Other 
works define the metadata of learning objects and learning path based on ontology 
engineering technology[9],[10].  

These works concentrated on the management of learning objects and materials 
and performance enhancement of instructional systems. Ontology technology, how-
ever, can be used to make the knowledge structure, which improves the interaction 
among teachers and students and enables spontaneous learning of students, of teach-
ing contents and learning materials for students based on semantic information[11]. 
Yu et al[12] propose a method to construct a syllabus repository storing the structured 
syllabus. They collect freely available unstructured syllabus from Internet, extract 
topics and convert to the structured format. In order to do, they define an entity map-
ping table and hierarchy structure of the syllabus. 

3 Semantic Modeling of the Syllabus 

In this paper, we design the semantic model of the syllabus to represent the semantic 
relationships of entities. Using this semantic model, the e-learning system can manage 
a standard integrated format of the syllabus and provide the intelligent services 
including adaptive learning path creating. As shown in Fig. 1, a class named Syllabus 
is a main class, which have many different semantic relationships for connecting to 
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other component classes. Adaptive learning path generation refers to the organization 
of learning objects in a proper order so that students can effectively study a subject 
area. In a learning graph a node denotes a learning object or learning element. 
However, effective assessment for learning activities of students is required in order 
to support adaptive learning of students. In other words, a node in a learning graph 
should be composed of lectures, learning goals, learning activities and assessment. 
Thus, we have considered a syllabus as a node in a learning graph because it includes 
course description, learning goals, lectures, activities, and learning materials also 
rather than a course. 

 

 

Fig. 1. A portion of the syllabus model represented by the UML class diagram 

Fig. 2 shows the syllabus-based learning graph in which learning graphs can be 
generated in two levels, i.e. course-level and concept-level. A Syllabus class has a link 
to a LearningSchedule class, which represents learning subjects to be learned weekly 
for a semester. We define a leaning map for a particular subject and create a 
relationship with LearningSchedule class in order to enable students can identify their 
learning sequences. In addition, we define systematic models of learning goal, 
learning activity and assessment should be represented in the syllabus based on 
Bloom’s taxonomy, which classifies behaviors of students to six cognitive levels of 
complexity. Table 1 shows cognitive, attitude, and skill domains of Bloom’s 
taxonomy. 

Definition 1. Learning goal can be defined as a set of tuples in which each tuple is 
consisting of four items, learning goal, cognitive level, attitude level, and skill level.  

 , , ,                            (1) 
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Table 1. Bloom’s taxonomy 
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Definition 3. Learning assessment can be defined by making connection to one or 
more learning goals.  

 
            ,                                           (3) 

In expression (3), QEp denotes one of activities for learning assessment, such as 
exercise, assignment, quiz, and exam. The connection between assessment and 
learning goals enables teachers estimate outcomes of students more precise.  

4 Learning Ontology Design 

As a core component of the intelligent learning system, we design the learning 
ontology which covers several kinds of knowledge of e-learning environment from 
curriculum to learning materials. Commonly, a curriculum can be represented as a set 
of description of courses and syllabuses. Therefore, the curriculum ontology 
conceptualizes the knowledge of curriculum-related concepts, i.e. ProgramOfStudy, 
Course, KeyConcept, AttainmentGoal, AttainmentLevel, and includes the direct 
semantic connections between courses and their syllabus ontologies. The syllabus 
ontology conceptualizes the internal and external structures of syllabuses. A syllabus 
class, which is the core concept of syllabus ontology, has 9 data type properties, i.e. 
titleOfCourse, description, gradingPolicy, goalOfCourse, and 12 object type 
properties, i.e. oldVersionOf, hasInstructor, hasMaterial, hasSchedule, 
hasLectureRoom, to describe  the content and relationships extracted from traditional 
textual syllabus templates. Fig. 3 shows the relationships between syllabus ontology 
and each of other ontologies, top-level ontology, curriculum ontology, and subject 
ontology. Syllabus ontology has one or more subject ontologies because a 
conventional syllabus represents multiple concepts to be taught during a school 
semester. The LearningConcept class is a top level concept in the subject ontology. 
The LearningConcept class has responsibilities to collect lower level topics and link 
to syllabus ontology.  

Subject ontology is composed of one or more of teacher-based ontology, several 
learner-based ontologies and learning materials. Teacher-based ontology contains 
learning concepts and knowledge structure to be studied in a class. Learner-based 
ontology contains concepts and knowledge structure created by students. When a 
teacher presents learning subjects, students investigate the subjects and extract mea-
ningful concepts and knowledge structure to create a new learner-based ontology or 
extend existing learner-based ontology during their learning process. Entities of 
teacher-based ontology are classified into following 3 categories: 

• Learning Concept – Main topics will be described in a class for a semester. This 
category includes fundamental concepts, advanced concepts, related concepts, 
examples and exercises. 
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• Learning Structure – Learning concepts organized as a semantic network to 
describe knowledge structures of topics. In addition, learning path and schedule 
represented in syllabus added to the learning structure. 

• Learning Material – Teacher collects useful resources like web pages, images, 
audios, and videos and creates lecture notes using the resources. These lecture 
notes have connections to relevant concepts. 

 

 
 

 

Fig. 4. A partial example of the ‘Data Structure’ subject ontology 

 

Fig. 3. The layered structure of Top-level ontology, Curriculum ontology, Syllabus ontology, 
and Subject Ontology 
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Subject ontology is described as a set of tuples, <C, P, I, RH, RC>. The symbol C, 
P, I, RH and RC represent class, property, instance, the hierarchical relation between 
classes and association between classes individually. Table 2 represents classes, 
properties, and relations defined in subject ontology.  

 

5 Experiments 

We applied our method to classes, Understanding Data Structure and Java 
Programming, to evaluate the effectiveness of learning ontology-based education. We 
collect and analyze two kinds of experimental data like feedbacks from students and 
test data, such as midterm exam, final exam, quiz, homework, and so on. Feedbacks 
of students are acquired by the interview with the students. From the analysis of the 
feedbacks of the students we know that students understand the fundamental concept 
of ontologies and the way of applying ontologies to learning. However, creating of 
subject ontology is somewhat a difficult work, but it is useful to present, discuss, and 
share of studying subjects of students.  

The graph depicted in Fig. 5 shows the values of learning outcomes, which are  
understanding concepts(LO01), organizing relations(LO02), implementing  
concepts(LO3), finding the related concepts(LO4), application to computer  

Table 2. Classes, properties and relations defined in the subject ontology 

Type Name Description 

CLASS LearningConcept Root class 
FundamentalConcept Conceptualization of fundamental topics of learning 

subjects 

AdvancedConcept  Conceptualization of advanced topics of learning 
subjects 

RelatedConcept  Conceptualization of additional topics of learning 
subjects  

Example  Conceptualization of example topics of learning sub-
jects  

PROPE
RTY 

Name Concept name 
AuxiliaryName  Auxiliary name of concept name  
Definition  Definition of concept  
Description Description of concept  

RELATI
ON 

Fundamental-Concept-Of  A is fundamental class of B 
Reversed relation is Has-Fundamental-Concept  

Advanced-Concept-Of A is advanced class of B  
Related-Concept-Of  A is related concept with B 

Reversed relation is Has-Related-Concept  
Example-Of  A is example class of B 

Reversed relation is Has-Example 
Exercise-Of  A is exercise class of B 

Reversed relation is Has-Exercise 

Same-Concept  Both concepts have same semantic 
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programs(LO5), adding new related concepts(LO6) and sharing knowledge(LO7), 
before and after applying learning ontologies to class. We compute the values of 
learning outcomes of students through evaluating of quiz, exams, homework, and so 
on.  

 
Fig. 5. Learning outcomes before and after applying subject ontology to class 

 

Fig. 6. Comparison of retrieval performance between ST and Non-ST 

Another experiment evaluates the retrieval performance of elements from 
syllabuses before and after transformation to our proposed syllabus template in 
section 3. Syllabus transformation and retrieval have been performed on 45 syllabuses 
in the computer engineering field collected from the Web. As the result of our 
retrieval experiments, we know that precision, recall and f-measure averaged for 10 
test sets is 0.78, 0.87 and 0.82 respectively. In addition, we know that our syllabus 
model is well structured and conceptualized than current syllabus formats from the 
result depicted in Fig. 6. 
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6 Conclusion 

The objective of our designated learning ontology model is the provision of the 
integrated semantic model covering multiple domains from curriculum to learning 
materials. Our ontology model’s main entity is a syllabus because it is used to identify 
and describe the content of a course in detail. We designed curriculum ontology and 
subject ontology to be connected into syllabus ontology for supporting adaptive 
learning and knowledge sharing of students. In adaptive learning path creation, the 
definition of a knowledge unit or learning unit is important. We consider a syllabus as 
a knowledge unit because a syllabus includes learning outcome, assessment, learning 
concepts of a course. Therefore, our structured semantic model of the syllabus has 
acceptable values in integrating the unstructured available syllabuses and generating 
the effective learning path in the course-level and subject-level. Our future work will 
be adaptive learning path generation and recommendations based on the proposed 
learning ontology. 

Acknowledgement. This work was supported by the Korea Research Foundation 
Grant funded by the Korean Government (No. 2010-0006521). 
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Abstract. Intelligent Tutoring Systems offer an attractive learning environment 
where learning process is adapted to students’ needs and preferences. More than 
20 years of academic research demonstrates that learning in groups is more ef-
fective than learning individually. Therefore, it is motivating to work out pro-
cedure allowing a collaborative learning in Intelligent Tutoring Systems. In this 
paper original algorithm for creating collaborative learning groups is proposed. 
The research showed that students working in groups (generated by the pro-
posed algorithm) achieved 18% better results than students working in random-
ly generated groups. It proves the effectiveness of the proposed algorithm and 
demonstrates that creating suitable learning groups is very important. 

1 Introduction 

The Intelligent Tutoring System (ITS) is a computer software that provides management 
of teaching process without the intervention of a teacher [16]. ITS can be also called a 
"computer teacher" [2]. ITS systems are a combination of the latest achievements of 
artificial intelligence (i.e. in the management of the teaching process) and multimedia 
learning environments. The fundamental assumption in the design of ITS systems is to 
most faithfully reflect teacher's work [17]. Furthermore, ITS should be able to fit the 
teaching process to student's individual requirements, needs and abilities. 

ITS systems can consist of multiple modules; their number is dependent on a  
particular design and implementation. The typical ITS architecture consists of four 
modules: subject's knowledge representation, student module, teacher module and 
communication interface [17]. Subject's knowledge representation module is respon-
sible for teaching resources presentation. It contains different types of materials such 
as: statements, charts, illustrations, examples, tasks [18]. The student module contains 
information about users. The teacher module plays a very important role in the sys-
tem. It allows to define and manage  teaching materials. Students interaction with the 
system is possible by means of communication interface module. Figure 1 presents a 
general ITS architecture. 

This work focuses on the teacher module which is a very important part of an intel-
ligent tutoring systems. This module is responsible for providing adequate learning 
material that fits students’ needs, preferences, learning styles and abilities. Moreover, 
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it evaluates student's knowledge and allows student to work in groups. More than 20 
years of academic research demonstrates the fact that studying in groups is more ef-
fective than learning alone [19]. Therefore, intelligent tutoring systems should allow 
users to learn in groups.  

 

Fig. 1. Architecture of ITS system [17] 

This paper focuses on a method which creates an effective collaborative learning 
group. If we take into consideration a diversity of users' needs and preferences it 
seems a difficult task. The proposed procedure will be conducted in two stages. Each 
student in intelligent tutoring system is represented by a set of user's data which con-
tains information about student’s demographic data, abilities, personal character traits, 
interests and learning style (according to Felder and Silverman model). Students cha-
racterized by a particular learning style (for example active students), demonstrate 
stronger needs and preferences for working in groups than others. That is why only 
those attributes were taken into consideration while creating effective collaborative 
learning groups. In the first step we choose attributes which determine that student 
prefers working in groups or working alone. Next, the k-means algorithm is used for 
creating clusters of students with similar learning styles that support group studying.  
The rest of the paper is organized as follows: Section 2 contains a short overview of  
methods creating learning groups together with systems where those were applied. In 
Section 3 there is described proposed method based on learning style and k-means 
algorithm. Section 4 presents the results of experiment and their statistical analyses. 
Section 5 contains conclusions and further work. 

2 Related Work 

2.1 Educational Agents 

"Educational agent" is an intelligent program which aim is to help students to gain 
knowledge and skills [14]. Such agents should be reactive, which means that they 
should be able to respond to signals received from the environment. They should  
also be able to communicate with a user in his natural language. Agents are also cha-
racterized by adaptability, which is the ability to adapt to changing environmental 
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conditions, such as the emotions of the learner. Software agents are usually intro-
duced as a static or dynamic visualization of the form, similar to a human. The impor-
tant feature of educational agents is the role of  “colleague” which assist the student 
during learning process and could imitate the learning in pairs (peer learning).   

Interesting example of an educational agent is AutoTutor [3].  Learning process focus 
on individual conversation with a student in his natural language. Teaching is based on 
the initial presentation of the considered problem and learner's "conversation" with the 
system. AutoTutor uses predefined patterns of conversations which are developed by 
experts. However, this agent does not support typical collaborative learning. 

Another learning agent is Duffy, which can be described as a learning partner [4]. This 
agent plays two roles - a "colleague", which helps studying, and a troublemaker. To force 
learner to reflection (during answering the questions), Duffy (knowing the correct an-
swer) deliberately gives the wrong answer. This causes the enforcement of the learner to 
verify the correctness of his own position. Using such a strategy, the agent is able to as-
sess effectively the confidence of the learner and to recognize his/her emotions. 

Coach Steve is a part of system that allows to move and navigate through a virtual 
engine room of a ship [10]. It can fulfill two roles: a teacher (tutor) and a "colleague". 
In both cases Steve has the expert knowledge. In teacher mode, the agent is able to 
demonstrate different activities, for example how to repair equipment. It can also pro-
vide guidance for learners by detecting and correcting made by them errors. In the 
colleague mode, Steve can execute tasks or track actions performed by learners. 

2.2 Collaborative Learning and Groups Creation 

Collaborative learning is an effective method of knowledge acquisition. It is even 
more effective with the use of computer software [1], especially in fields like mathe-
matics [15]. Unfortunately, the number of tools enabling collaborative learning, is 
small. Many ITS systems are dedicated to the individual learning and do not have 
mechanisms for effective collaborative learning. Recently, peer learning [1, 11] be-
came very popular and researches showed the effectiveness of such solution. 

The problem of the optimal selection of work group is investigated by many re-
searchers. The two factors play important role in effective collaborative learning: op-
timal number of a group and personal features of team members. It is often assumed, 
that the optimal number of group members is 4-5 people [5]. Recent experiments have 
been carried out for peer learning (learning groups consist of two persons) [10, 14]. A 
very important aspect of effective collaboration is personal features of its team mem-
bers. According to many researchers, a group is able to work successfully, when 
people are characterized by similar personality [7, 11], and learning styles [6]. 

3 Method for Creating Collaborative Learning Groups 

The general idea of the proposed algorithm is to check whether students are suitable 
for working in groups by analysing their learning styles. If they do not, they should 
study alone. Otherwise, suitable students (with similar learning styles) should be clus-
tered by using k-means algorithm. Next, students belonging to the same cluster should 
be paired/grouped in a random way (depending on availability in the intelligent  
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tutoring system). The process of collaborative learning will be conducted with the use 
of an implemented intelligent tutoring system. Grouped/paired students will have pos-
sibility to use a tool such as "chat", that will make it possible to contact each other 
and allow to discuss about presented learning materials and tasks.  

 

 

Fig. 2. The general idea of creating collaborative learning group method 

3.1 The Felder / Silverman Model and Learner Profile 

A first step in creating learning groups is to verify whether students are suitable for 
working in groups. For this task the model proposed by Richard Felder and Linda 
Silverman [6] describing learning styles is used. The learner’s behaviour is considered 
in four dimensions: perception, reception, processing and understanding. Every di-
mension is bipolar:  

• processing: active or reflective 
• perception: sensitive or intuitive 
• receiving: visual or verbal 
• understanding: sequential or global 

In order to determine learning styles, the Index of Learning Styles (ILS) [9] can be 
used. ILS is a questionnaire that contains 44 questions (11 questions for each of four 
dimensions). The results obtained in the ILS test are presented as a pair, where first 
element refers to learner’s preferred direction, and the second is a score on a scale 1-
11 that points the intensity of student’s behaviour in a given direction. If one dimen-
sion equals more than zero, it implies zero intensity degree of the second value. In [8] 
it is showed, that ILS questionnaire can be brought to 20 questions, because of each of 
four dimensions, there are exactly 5 most representative questions.  

The analysis of learning style showed that, if based on the processing dimension, 
the intelligent tutoring system could decide whether a student is suitable (or not) for 
learning in groups. An active student should cooperate with other students, whereas a 
reflective student prefers working alone.  

If a student register to the intelligent tutoring system and fill in the ILS question-
naire, then system creates a learner profile. In this paper we assumed that the learner's 
profile is represented as a tuple of values defined as follows: 

VAt →: ,  
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where: 

A - finite set of profile attributes, V - attribute values, 
Aa

aVV
∈

= , 
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Aa

Vat ∈∀
∈

. 

 
The content of the learner profile is presented in Table 1.  

Table 1. The content of the learner profile 

Attribute name Attribute domain 

Login sequence of symbols 

Password sequence of symbols 

Perception {(sensitive,i),(intuitive,j)} }11,...,0{, ∈ji  

Processing {(active,i),(reflective,j)}, }11,...,0{, ∈ji  

Understanding {(sequential,i),(global,j)}, }11,...,0{, ∈ji  

Receiving {(viusal,i),(verbal,j)}, }11,...,0{, ∈ji  

Result of the initial test [0%,100%] 

Result of the final test [0%,100%] 

3.2 Creating Groups by Using k-means Algorithm 

According to [7, 18, 19] it is recommended that people working with each other in 
groups should be characterized by the same (or if it is not possible) similar personality 
features. In [13] authors claim that similar students should learn in the same or very 
similar way. Based on those assumptions, intelligent tutoring systems should ensure 
effective co-operation between such people.  

Groups are created as clusters which consist of students with similar learning 
styles. Such solution allows to personalize learning process. For example students, 
which are characterized as sequential and sensitive, should be supported by intelligent 
tutoring system by set of tasks, experiments, practical exercises. 

For creating groups k-means algorithm is used. This algorithm works by creating K 
clusters and distributes them randomly, then every value of the input dataset is as-
signed to the closest cluster by using a distance function. In our case the input dataset 
are the learner's profiles stored in the intelligent tutoring system. The distance be-
tween learner's profiles could be calculated in the following way: 

=
=
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When all values have been assigned to one given cluster, the cluster position is re-
calculated. The new centroid is calculated as the mean location of the values that are 
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assigned to this cluster. Next, values move from one cluster to another until there are 
no significant changes - then algorithm is finished. The output clusters contain stu-
dents with the same learning styles. Next, students belong to the same cluster, are 
paired/grouped in the random way. They start the learning process by discussing 
about learning materials and tasks proposed by intelligent tutoring system. 

The learning recommendation procedure material suitable for a student’s learning 
styles was described in [12]. 

4 Experimental Results 

The main goal of our experiment is to examine the efficiency of the proposed algo-
rithm in creating learning groups. We try to assess how the collaborative learning 
influences on the learning process.  The experiment was conducted on a group of 84 
people (students) who used the specially implemented for this task a prototype of in-
telligent tutoring system. First, students learned about basics of computational com-
plexity and next they tried to solve a list of tasks. In the second part of the experiment 
students were paired by proposed algorithm or in random way. They learned in 
groups and solved the proposed list of tasks. The list of tasks contained 5 questions 
with 4 possible answers, where only 1 answer was correct. For each correct answer 
student got 1 point. 

The verification of the efficiency of the algorithm was based on the statistical 
comparison that: 

• Students working in pairs generated by the algorithm achieved better learn-
ing results than those who worked individually; 

• The results of work in randomly generated pairs differed from the results of 
the individual work; 

• Results of the work in pairs generated by the algorithm are better than the re-
sults of pairs generated randomly. 

In our experiments students were divided into following groups: 
• 32 students working in pairs generated by the proposed algorithm (16 pairs); 
• 32 students working in pairs generated randomly (16 pairs); 
• 20 students working individually. 

 
The statistical analysis used the following data (samples): 

(1) The results of individual work; 
(2) The results obtained by groups generated by the algorithm; 
(3) The results obtained by randomly generated groups ; 
(4) The results of individual work of students who were paired by the algorithm; 
(5) The results of individual work of students who were paired randomly. 

Some of the results are presented in Figures below. 
Only 2 students correctly answered all questions. Both 4 and 3 points were achieved 

by 3 students. One student gave 2 correct answers. The most common result was 1 
point, obtained by 8 students. Three students did not give a single correct answer. 

Students working in pairs generated by the algorithm, obtained the following results: 
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Fig. 3.   The results of individual work 

 
 

Fig. 4. The results of work in pairs generated by algorithm 

Five pairs achieved the maximum number of points, 2 pairs gave only 1 wrong an-
swer. The most common results was 3 points. The worst result was 2 points, obtained 
by 2 pairs. None of the pairs received both 1 point and 0 points. 

 
 

Fig. 5. The results of work in random groups 
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Diagram 4 presents the results of work in random groups. Only 2 groups gave correct 
answers for all questions in the test. Both 4 and 3 point were achieved by 2 groups. Four 
groups obtained 2 points. The most common result, which was obtained by 5 groups, 
was 1 point. One pair gave wrong answers to all questions, so their result was 0 points. 

The whole analysis was made at significance level α = 0.05. Before selecting 
a proper test, the distribution of each of mentioned samples was analyzed by Lilliefors 
test. The obtained results are presented in the Table 2: 

Table 2. The results of the Lilliefors test 

Sample Statistical test value p-value 
(1) 0.285317 0.000159 
(2) 0.279702 0.001588 
(3) 0.205555 0.069299 
(4) 0.179788 0.010007 

(5) 0.21013 0.000995 
 

The analysis showed that only one out of five considered samples (sample contain-
ing results by randomly generated groups) was from a normal distribution. In other 
cases the null hypothesis was rejected, therefore we assumed that examined data do 
not come from a normal distribution. Therefore, to perform further analysis, a non-
parametric tests were used. 

In order to compare medians, all of the above samples were tested with the 
Kruskal-Wallis one-way analysis of variance. The statistical test value and p-value 
were equal 17.877712 and 0.001304, respectively. This means that medians of consi-
dered sequences differed significantly.  

Next, it was analysed, which samples differ significantly. For this purpose the 
U Mann-Whitney test was used. Results are presented in Table 3. 

Table 3. The results of U Mann-Whitney test 

Tested samples Statistical test value p-value 
(1) and (2) 74.5 0.004662 
(1) and (3) 139.5 0.516567 
(2) and (3) 62.0 0.010122 
(2) and (4) 233.5 0.623410 
(3) and (5) 251.0 0.921121 

 
U Mann-Whitney test showed that two sample pairs were statistically different. 

Table 4 presents the sum of ranks and the mean of the ranks for three samples. 
The best values come from the second sample, which contains the results of stu-

dents working in groups generated by the proposed algorithm. It is clearly visible that 
creating suitable learning groups is very important. Students working in pairs generat-
ed by the algorithm achieved better results than users working in random groups or 
students working alone. This proves that proposed algorithm works and confirms the 
hypothesis that establishing an effective learning group increases the learning results.  
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Table 4. Sum of ranks and the mean of the ranks for three sample 

Sample Sum of rank Average rank group 
(1) 284.5 14.225 
(2) 381.5 23.84375 
(3) 316.5 19.78125 

5 Conclusions and Future Works 

In this paper we proposed a method for creating learning groups and analyzed its ef-
fectiveness. The experiments showed that assigning a learner to a suitable group can 
increase learning effectiveness. The result of experiments demonstrated that students 
working in groups generated by the proposed algorithm, achieved significantly better 
results than students working in randomly created pairs or students working alone. 
Students, who were working in groups created by the algorithm, achieved 18% better 
results than students working in groups generated randomly. This confirms, that suit-
able classification to groups is very important and influence on the effectiveness of 
the learning process. 

In future work it is planned to prepare prototype of ITS system allows a collabora-
tive learning in groups bigger than two students, for example in groups of 4-5  
students. Additionally, we would like to consider other aspects of student’s characte-
ristics, like personal character traits or interests in creating learning groups. Moreover, 
the strategy of creating groups could be changed, i.e. instead of creating groups of 
people with similar learning preferences, match people with a diverse learning styles. 
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Abstract. Evolution of preventive safety devices for vehicles is highly expected 
to reduce the number of traffic accidents. Driver’s state adaptive driving 
support safety function may be one of solutions of the challenges to lower the 
risk of being involved in the traffic accident. In the previous study, distraction 
was identified as one of anormal states of a driver by introducing the Internet 
survey. This study reproduced driver’s cognitive distraction on a driving si-
mulator by imposing cognitive loads, which were arithmetic and conversation. 
For classification of a driver’s distraction state, visual features such as gaze  
direction and head orientation, pupil diameter and heart rate from ECG were 
employed as recognition features. This study focused to acquire the best classi-
fication performance of driver’s distraction by using the AdaBoost, the SVM 
and Loss-based Error-Correcting Output Coding (LD-ECOC) as classification 
algorithm. LD-ECOC has potential to further enhance the classification capabil-
ity of the driver’s psychosomatic states. Finally this study proposed next gener-
ation driver’s state adaptive driving support safety function to be extendable to 
Vehicle-Infrastructure cooperative safety function.  

Keywords: ITS, preventive safety, Internet survey, driver distraction, ECOC, 
AdaBoost, pattern recognition. 

1 Introduction 

Traffic fatalities in Japan as of 2013 have declined for fourteen years by the compre-
hensive countermeasure [1]. However the number of traffic injuries still exceeds some 
0.7 mwwwsillion as shown in Fig. 1. Reducing the number of traffic accident remains 
a key issue for creation of the sustainable mobility society. In the area of passive safe-
ty to mitigate an injury in an event of vehicle crashes, seatbelt system and airbag sys-
tem have developed and introduced into ordinary vehicle for over twenty years. Ac-
cording to a statistical study on the effect of passive safety devices in the traffic acci-
dent, the reduction rate of traffic fatalities which is brought by the airbag system was 
figured as around 20% in 1990s [2,3]. In the area of preventive safety system, electron-
ic stability control system (ESC), lane departure warning, pre-crash safety system 
with functions that detects the direction of a driver’s face or movement of eyes have 
been developed and put into ordinary vehicle [4,5]. Next generation driving support 
safety function is highly expected to evolve into an enhancement in safety performance 
of traffic accident’s prevention or avoidance. Around 90% of the traffic accident is 
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thought to be caused by human errors [6]. Therefore establishing technologies which 
detect driver’s psychosomatic states is highly expected. By executing Internet survey, 
driver’s distraction was identified as one of anormal states while driving [7]. This 
study reproduced driver’s cognitive distraction on a driving simulator by means of 
imposing cognitive loads such as arithmetic and conversation while driving. To 
identify driver’s psychosomatic state, capturing physiological feature is indispensable. 
According to previous study visual features such as gaze direction and head orienta-
tion, pupil diameter and heart rate from ECG were employed as recognition features 
to detect cognitive distraction [8]. This study proposes a method of rapidly detecting 
cognitive distraction using the AdaBoost [9], which is widely used in pattern recogni-
tion. The SVM was adopted to compare with this proposed method. Furthermore 
ECOC [10] in combination with the AdaBoost as a binary classifier was introduced to 
obtain the best classification performance in accuracy of detecting driver’s cognitive 
distraction.  Finally the concept idea was proposed for a driving support safety func-
tion [11].  

 

 

 
 
 
 
 
 
 

 

 

Fig. 1. Transition of road traffic accidents, fatalities, injuries as of 2013 in Japan 

2 Internet Survey of the Traffic Incident 

Accident investigation may be effective means to clarify root cause of the traffic acci-
dent which would establish countermeasures to reduce the number of traffic accident. 
This study reviewed the Internet-based questionnaire survey to collect information 
concerning traffic incidents in normal driving [7] [11]. Screening test was carried out 
to select proper respondents and to avoid bias of age, gender, driving experiences, 
driving usage and area. The system controlled not to appear missing value by manual-
ly checking answer. The questionnaire contained the picture of seven traffic incidents 
scene including near-miss accidents, which are right turn, left turn, crossing path, 
person to vehicle, head-on, rear end, and lane change [12]. These accident models 
were defined as potential accident risks in the ASV Promotion Project conducted by 
the MLIT in Japan. The respondents were asked whether they encountered any such 
experiences within the past two to three years. From the results of the questionnaire 
survey, the number of respondents was 2,000 (1,117 men and 883 women) and their 
average age was 41.1 years; their average driving experience was 19.9 years. The 
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analysis clarified that traffic incidents occurred on an average of 2.39 times during the 
last three years. The twenty-eight questionnaire items were set based on driver beha-
vior just before the traffic incident being classified by the Road Traffic Law violations 
(e.g., no safety confirmation, inappropriate assumption, and desultory driving) ,which 
was defined by National Police Agency in Japan (NAPJ). In the same manner, the ten 
items were set concerning psychosomatic states (e.g., hasty, lowered concentration, 
and drowsiness). Major answers for the driver behavior were “No safety confirma-
tion” (30.9%), “Inappropriate assumption” (23.2%), “Distracted driving” (12.5%), 
“Not looking ahead carefully” (3.7%), “Not looking movement carefully” (2.1%), and 
“Inappropriate operation” (1.2%). From the analysis of the Internet survey, the human 
error related violence of the Road Traffic Law has occurred for at least 74%, which 
agreed with the analytical report of NAPJ. Therefore the Internet survey of this study 
is judged as suitable in use to analyze the root cause of the traffic accident. The result 
means that detecting the driver’s psychosomatic state just before encountering a traf-
fic incident is indispensable for establishing the counter-measure to reduce the num-
ber of the traffic accident. From the analysis of the collected answer, the author ana-
lyzed that major psychosomatic states immediately before traffic incident obtained 
were haste (22%), distraction (21.9%), and drowsiness (5.3%) as shown in Fig.2.  

 
 
 
 

 

 

 

Fig. 2. Driver’s psychosomatic states 

3 Acquisition of Physiological Information 

3.1 Characteristics of a State of Distraction 

When a driver is in a state of cognitive distraction by imposing mental loads of con-
versation and thinking while driving, its affection may appear in eye movement,  
resulting in pupil dilation which causes reduction of the area of focal point of gaze 
direction by acceleration of the autonomic nerve. This also influences heart rate activ-
ity (hereinafter; HR), which decreases heart rate RRI (HR-RRI) [13]. Therefore cap-
turing the change of movement of eyes and head, and heart rate may be effective 
means to detect driver’s cognitive distraction when a driver is engaged in conversa-
tion and thinking [8] [14, 15].  
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3.2 Reproduction of a State of Distraction 

By using a mock-up driving simulator, a state of driver’s distraction was reproduced. 
Subjects were instructed to operate on a course that was projected on the frontal 
screen. The driving course was a rural road without traffic signals, which may allow 
the reproduction of cognitive distraction imposed by mental load. They were two 
types of cognitive loads, one was arithmetic and the other was conversation. Arith-
metic loads involved verbally subtracting prime number (for example 7) from 1,000 
successively. The number of subjects was 10 (7 males and 3 females) who ordinarily 
drove as part of their daily commute and consented to participate in the experiment. 

3.3 Acquisition of Physiological Signal 

This study used the tracking unit composed of stereo camera with data processor (The 
faceLAB, Seeing Machines, Australia) shown in Fig. 3, which measures physiological 
signals from images by tracking movement of eyes and head, and, pupil diameter. The 
tracking unit stores the signal on real time basis. Gaze angle and head rotation angle 
(hereinafter; visual information) were both output as a vertical rotation “pitch angle” 
and a lateral rotation “yaw angle” as shown in Fig. 4. A standard deviation of gaze 
angle and head rotation angle were adopted as features to detect cognitive distraction. 
 
 
 

 
 
 
 

    Fig. 3. Tracking unit (Stereo camera)           Fig.4. Pitch angle and Yaw angle      

The standard deviation (SD) of gaze direction and head direction was derived as 
recognition features by using the data from the preceding five seconds. x(i), σ (i) were 
calculated by the equation (1), (2) respectively. 
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Here, x(i) is combined gaze (head rotation) angle, xpitch(i) is pitch angle, and xyaw(i) is 
yaw angle. σ (i) indicates the standard deviation of the gaze (head rotation) angle.  

3.4 Acquiring ECG Waveform 

Heart rate (HR) and heart rate RRI (HR-RRI) were calculated by measuring an inter-
val between R waves (RRI) in an ECG waveform as shown in Fig. 5. A monitor lead 
method involving standard limb lead (II) and measurement with 3 chest electrodes 
was used. The data was acquired every 5 seconds, and sampling of data set was done 
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at 60 Hz. A 1 – 30 Hz band-pass filter was used to remove the noise. HR was calcu-
lated by the equation (3), where t is time duration of HR-RRI in Fig. 5. 

  
                       (3)                                

 
 
 
 
 
 
 

 

Fig. 5. Waveform of ECG and electrodes layout of Monitor Lead (II) 

3.5 Verification of Physiological Signals 

Verification was executed by confirming the differences in features with and without 
the cognitive loads to physiological signals. Although the frontal focal points were 
scattered widely to the peripheral area during ordinary driving, the frontal focal points 
were concentrated within a narrower range when the cognitive load was imposed. 
Average value of the SD of the gaze angle decreased by 9% while driving with arith-
metic load compared with ordinary driving. This agreed with the trend of previous 
study [8] [14, 15]. However the SD of the head rotation angle decreased by 54% 
compared with ordinary driving. Based on the results, the SD of gaze angle and head 
rotation angle is judged as available as features to classify the cognitive distraction. 
When cognitive loads of arithmetic or conversation were imposed to the subject, the 
pupil dilated by acceleration of the autonomic nerve. An average value of the pupil 
diameter by cognitive load of arithmetic increased by 28.1% compared with ordinary 
driving. Trend of the above results agreed with the previous study [13]. From the 
results, the SD of the combined gaze angle and head rotation angle and pupil diameter 
were concluded available as features for classification of cognitive distraction. The 
average heart rate increased approximately by seven beats per minute when cognitive 
loads were imposed. The order of this result agreed with the previous studies [13]. 
Heart rate RRI of arithmetic decreased by 10.8% compared with ordinary driving. 
This change is believed to be a result of the higher heart rate caused by the cognitive 
loads. Based on the results, the average value of the heart rate RRI was available as a 
feature for classification of cognitive distraction.  

4 Classification of Psychosomatic State 

4.1 Machine Learning  Algorithms to Detect Distraction 

The AdaBoost is one of the widely used machine learning algorithms for pattern recog-
nition called Boosting [9]. Because it has many advantages such as high classification 
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performance and rapid recognition process of time as well extendibility of recognition 
features, this study adopted the AdaBoost for detection of cognitive distraction. Ma-
chine learning of the AdaBoost algorithm involves creating different classifiers while 
successively changing weighting of each training data. A weighted majority decision is 
then made of the multiple classifiers in order to obtain the final classifier function as 
shown in Fig. 6. Each individual classifier is defined as a “weak classifier (e.g. h1 (x), h2 

(x), h3 (x)),” while the combination of classifiers is defined as a “strong classifier (e.g. Ht (x) 

in Fig. 6.)”. This study introduced the GML Matlab Toolbox for the AdaBoost and intro-
duced the stump which is usually adopted for a Boosting framework as a weak classifi-
er. This stump is the simplest with only one classification node on each stump. CPU 
speed was 2.8GHz (Intel Core i7), memory capacity was 4.8GB, OS was Windows 
Vista SP1, and software was ver. 7.4 of the Matlab. The SVM was referred to compare 
the detection performance. The software of the SVM was SVM light. This study adopted 
the Gauss kernel for the kernel function. 

 
 
 
 

 
 
 
 
 
 
 
 

Fig. 6. Schematic diagram of Boosting by the AdaBoost 

4.2 Enhancement of Capability of  Distraction Detection by ECOC 

Many multi-class identification methods has been developed. One method uses loss 
function which treats more than three labels at the same time, and minimizes by some 
methods. Typical approach is said as Neural Network and k-Nearest Neighbor (k-NN) 
algorithm. Although the approaches are easier to analyze on theorem bases, the com-
putational calculation is not easy for a large number of data. The other is to combine a 
multi-class identification method with a binary classifiers because its generalization is 
easy. Error-correcting output codes (ECOC) extends binary classifiers to multiclass 
identification. It divides multi-class classification problem into some binary classifi-
cation problems by an encoding rule and decodes binary classification results to  
multiple classes by a decoding rule. In this study, ECOC was used to obtain the best 
identification capability in combination with the AdaBoost. Loss-Based ECOC (he-
reinafter; LD-ECOC) has potential to obtain the best detection accuracy of driver’s 
cognitive distraction. The schematic diagram of calculation procedure for LD-ECOC 
(or HD-ECOC) is shown in Fig. 7.  
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Fig. 7. Schematic diagram of ECOC                       

4.3 Evaluation Method of the Classification Performance by the AdaBoost  

This study introduced a two-fold cross validation method for both the AdaBoost and 
the SVM, which was generally used as a method for evaluating classification accura-
cy of unknown data. A five-fold cross validation was used for LD-ECOC. Ordinary 
driving (non-cognitive) was defined as positive data (+1) and driving with a cognitive 
load was defined as negative data (−1). Each test subject data was divided into two 
sets, with test set X1 used to evaluate performance when test set X2 was used for learn-
ing. In the same way, test set X2 was used for evaluation when test set X1 was used for 
learning. To obtain classification performance, Op is defined as the positive output 
data, and On is defined as the negative output data. Tp is defined as true data of the 
positive, and Tn is defined as true data of the negative. Then Accuracy, Precision, 
Recall, and the overall classification performance index F were defined as the classi-
fication indexes following (4) - (7) in order to calculate those classification indexes. 
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5 Detection Performance of Driver’s Distraction 

Detection performance of pattern recognition by using the SD of combined gaze angle and 
head rotation angle (Visual information), pupil diameter, and heart rate RRI as recognition 
features are shown in Table 1, where the arithmetic load was imposed. The top common 
result in the average accuracy was 95.5 percent by LD-ECOC, which were combination 
of all the feature of Visual information plus Pupil diameter plus HR-RRI. From the results 
improvement was achieved by using LD-ECO. Average accuracy of Visual information 
of the AdaBoost was 81.6 percent, while the accuracy of the SVM in Visual information 
was 77.1 percent. From the comparison between the AdaBoost and the SVM, the accu-
racy and F value of the AdaBoost was higher than that of the SVM. 

Table 1. Detection Performance in arithmetic load (Units: %) 

 
 

 

 
 
 
 
 
 
 
 
 
 

6 Concept of Driver’s State Adaptive Driving Support Function 

Next generation driving support safety system may be composed by means of using 
driver’s psychosomatic states monitoring feature as shown in Fig.8. 

 

 
 
 
 
 
 
 
 

Fig. 8. Schematic diagram of next generation driving support safety function 
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For example in a front-end traffic incident, to explain its potential ability, the driv-
er’s psychosomatic state monitoring function detects the driver’s distraction as well as 
improper recognition of the driving condition on real time. After the moment, the 
system may deliver sufficient information to the driver, warning alerts, or intervenes 
into the driver’s activity to help lower the risk of incidents. When the driver’s psycho-
somatic state is normal but the driver makes improper assumptions, traffic safety in-
formation from road infrastructures such as represented by ITS services (e.g.; VICS in 
Japan) [16] and the driving safety support system (e.g.; DSSS in Japan) may be em-
ployed [17]. To realize this ITS service, DSRC (Dedicated Short Range Communica-
tion) and Cellular Network (or Mobile communication network) could be employed. 

7 Summary 

The Internet survey was conducted to the traffic incident. The survey identified one of 
major root cause of the traffic incident was driver’s distraction. The driver’s psycho-
somatic state was reproduced by using the driving simulator. The physiological sig-
nals of the movement of eyes and head, pupil diameter as well as HR-RRI in ECG 
was obtained as the alternative of driver’s distraction state. The AdaBoost, the SVM 
and LD-ECOC were introduced for the classification of driver‘s distraction state. 
Finally this study proposed the concept of driver’s distraction adaptive type driving 
support function, which is expandable to a next generation vehicle-infrastructure co-
operative safety function in preventive safety area.  
The conclusion is as follows;  
 

A) Distraction may be one of major root causes of human error which may be in-
volved   in the traffic accident. Internet based survey is effective means to col-
lect real world experiences of the traffic incidents as well as traffic accidents. 

B) Physiological information of driver’s psychosomatic states may be collectable  
C) The AdaBoost is effective means to classify driver’s distraction states. Fur-

thermore LD-ECOC showed best performance of classification of driver’s psy-
chosomatic states in combination with the AdaBoost 

D) Driver’s distraction states adaptive type driving support function may help 
lower the risk of being involved in the traffic accidents  

E) Vehicle-infrastructure cooperative safety function may be evolved for in-
vehicle devices by using next generation mobile communication technology 

 
Future issue includes further enhancement of classification performance of pattern 
recognition and realization of the driver’s distraction states adaptive type driving 
support function into production vehicle. Moreover, the communication interface (or 
communication manager) between in-vehicle communication equipment and roadside 
communication unit would be developed as well as data compression technology of 
related physiological signals. 
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Detection from Moving Vehicle 
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Abstract. This paper proposes a pedestrian detection method using optical flows 
analysis and Histogram of Oriented Gradients (HOG). Due to the time consuming 
problem in sliding window based, motion segmentation proposed based on optical 
flow analysis to localize the region of moving object. A moving object is ex-
tracted from the relative motion by segmenting the region representing the same 
optical flows after compensating the ego-motion of the camera. Two consecutive  
images are divided into grid cells 14x14 pixels, then tracking each cell in current 
frame to find corresponding cells in the next frame. At least using three corres-
ponding cells, affine transformation is performed according to each corresponding 
cells in the consecutive images, so that conformed optical flows are extracted. The 
regions of moving object are detected as transformed objects are different from 
the previously registered background. Morphological process is applied to get the 
candidate human region. The HOG features are extracted on the candidate region 
and classified using linear Support Vector Machine (SVM). The HOG feature 
vectors are used as input of linear SVM to classify the given input into pede-
strian/non-pedestrian. The proposed method was tested in a moving vehicle and 
shown significant improvement compare with the original HOG. 

Keywords: Pedestrian detection, Optical flow, Motion Segmentation, Histo-
gram of oriented gradients. 

1 Introduction 

Detecting pedestrian as moving object is one of the essential tasks for understanding 
environment. In the past few years, moving object and pedestrian detection methods 
for mobile robots/vehicles have been actively developed. For real-time pedestrian 
detection system, Gavrila et al. [1] were employed hierarchical shape matching to 
find pedestrian candidates from moving vehicle. Their method uses a multi-cues vi-
sion system for the real-time detection and tracking of pedestrians. Nishida et al. [2] 
applied SVM with automated selection process of the components by using Ada-
Boost. These researches show that the selection of the components and the combina-
tion of them are important to get a good pedestrian detector.  

Many local descriptors are proposed for object recognition and image retrieval. 
Mikolajczyk et al. [3], [14] compared the performance of the several local descriptors 
and showed that the best matching results were obtained by the Scale Invariant  
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Feature Transform (SIFT) descriptor [4]. Dalal et al. [5] proposed a human detection 
algorithm using histograms of oriented gradients (HOG) which are similar with the 
features used in the SIFT descriptor. HOG features are calculated by taking orienta-
tion histograms of edge intensity in a local region. They extracted the HOG features 
from all locations of a dense grid on an image region and the combined features are 
classified by using linear SVM. They showed that the grids of HOG descriptors sig-
nificantly out-performed existing feature sets for human detection. Kobayashi et al. 
[6] proposed selected feature of HOG using PCA to decrease the number of feature. It 
could reduce the number of features less than half without lowering the performance 

Moving object detection and motion estimation methods using the optical flow for 
a mobile robot also have been actively developed. Talukder et al. [7] proposed a qua-
litative obstacle detection method was proposed using the directional divergence of 
the motion field. The optical flow pattern was investigated in perspective camera and 
this pattern was used for moving object detection. Also real-time moving object de-
tection method was presented during translational robot motion.  

Several researchers also developed methods for ego-motion estimation and naviga-
tion from a mobile robot using an omnidirectional camera [8], [9]. They used Lucas 
Kanade optical flow tracker and obtained corresponding features of background in the 
consecutive two omnidirectional images. Use analyzing the motion of feature points, 
camera ego-motion was calculated. They obtained camera ego-motion compensated 
based on an affine transformation of two consecutive frames where corner features were 
tracked by Kanade-Lucas-Tomasi (KLT) optical flow tracker [10]. However using cor-
ner feature for tracking, the detecting moving objects resulted in a problem that only one 
affine transformation model could not represent the whole background changes. For this 
problem, our previous work [11] proposed each affine transformation of local pixel 
groups should be tracked by KLT tracker. The local pixel groups are not a type of image 
features such as corner or edge. We use grid windows-based KLT tracker by tracking 
each local sector of panoramic image while other methods use sparse features-based 
KLT tracker. Therefore we can segment moving objects in panoramic image by over-
coming the nonlinear background transformation of panoramic image. 

Proposed method is inspired by the works on pedestrian detection from moving 
vehicle [1], [7], using optical flow [10] and ego-motion estimation [8], which is ego-
motion compensated [11]. Pedestrian as a moving object is extracted from the relative 
motion by segmenting the region representing the same optical flows after compensat-
ing the ego-motion of the camera. To obtain the optical flow, feature extracted from 
an image by divided into grid cells 14x14 pixels. Then, track corresponding cells in 
the next frame. At least using three corresponding feature cells, affine transformation 
is performed according to each corresponding cells in the consecutive frame, so that 
conformed optical flows are extracted. The regions of moving object are detected as 
transformed objects are different from the previously registered background. Morpho-
logical process is applied to get the candidate human region. In order to recognize the 
object, the HOG features are extracted on the candidate region and classified using 
linear Support Vector Machine (SVM) [13]. The HOG feature vectors are used as 
input of linear SVM to classify the given input into pedestrian/non-pedestrian. For the 
performance evaluation comparative study was presented in this paper. 
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Fig. 1. The overview of the pedestrian detection algorithm 

2 Motion Segmentation 

This section presents the method to detect object motion from the camera, which is 
mounted on the moving vehicle. In order to obtain moving object regions from video 
or sequent images, it is not easy to segment out only moving object region, because it 
faced two kinds of motion, the first is independence motion caused of object move-
ment and the second is motion caused by camera ego-motion. So, we proposed a me-
thod to deal with this situation [11], [15]. We used optical flow analysis to segment-
ing independent motion of object movement from ego-motion caused by camera, 
which is ego-motion compensated. 

Human eyes will be easy to see and analyze which one is object of interest, such as 
moving object, and otherwise are static environment. However, robot will understand 
the environment base on the mathematical model. The optical flow analysis needed to 
proof that the motion caused of the independent motion of object movement will have 
difference pattern compare with flow caused by ego-motion from camera. These cues 
then will give us the region of moving objects and should be localized. Then, this 
region will be a candidate of detected human/pedestrian after we apply features ex-
traction using HOG and linear SVM as a classifier.  The overview of the pedestrian 
detection algorithm is shown in Fig. 1. 

2.1 Ego-motion Compensated 

In our previous work [11], we apply KLT optical flow feature tracker [10] in order to 
deal with several conditions. Brightness constancy which is projection of the same 
point looks the same in every frame, small motion that points do not move very far 
and spatial coherence that points move like their neighbors.  However, using frame 
difference will not solve the problem, because it represents all motions caused by the 
camera ego-motion and moving object in scenes together. It needs to compensate this 
effect from frame difference to segment out only the independent motion of the object 
movement, so how much the image background has been transformed in two sequent 
images. The affine transformation represents the pixel movement between two  
sequent images as in (1),  AP t     (1) 
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where P and P  are the pixel location in the first and second image respectively. A 
is transformation matrix and t is translation vector. Affine parameters can be calcu-
lated by the least square method using at least three corresponding features in two 
images. 

In this work, the original input images converted to grayscale images, and obtain 
one channel intensity pixel value from the input images. Then, using two consecutive 
images are divided into grid cells size 14x14 pixels, then compare and track each cell 
in current image to find corresponding cell in the next image. The cell has most simi-
lar intensity value in a group will selected as corresponding value. Using method from 
[10], then find the motion distance of each pixel in a group of cell, the motion  in x 
and axis of each cell ,  by finding most similar cell ,  in the next 
image. 

 , ,  (2) 

where  and  are motion distances in x and axis respectively. Using at 
least three corresponding features in two images, affine parameters can be calculated 
by the least square method. So, equation (2) can represented as affine transformation 
of each pixel in the same cell as (3) , A ,           (3) 

where ,  and , are vector 2x1 represent pixel location in the current 
and previous frame respectively,  is 2x2 projection matrix and  is 2x1 translation 
vector.  

To obtain the camera ego-motion compensated, frame difference is applied in two 
consecutive input images by calculated based on the tracked corresponding pixel cells 
using (4) 

 , y | , , y | (4) 

where ,  is a pixel cell located at ,  in the grid cell.  
Suppose two consecutive images shown in Fig. 2 (a) and (b) can not segment out 

moving object using frame difference (c), however when we apply frame difference 
with ego-motion compensate could obtain moving objects area shown in Fig. 2 (d). 

2.2 Motion Segmentation 

Each pixel output from frame difference with ego-motion compensated cannot show 
clearly as silhouette. It just gives information of motion area of object movement. 
Those moving area are applied morphological process to obtain region of moving 
object and noise removal. Ideally, we would seek to devise a region segmentation 
algorithm that accurately locates the bounding boxes of the motion regions in the 
difference image. Given the sparseness of the data, however, accurate segmentation 
would involve the enforcement of multiple constraints, making fast implementation 
difficult. To achieve faster segmentation, we assumed the fact that humans usually 
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appear in upright positions, and conclude that segmenting the scene into vertical strips 
is sufficient most of the time. In this work we define detected moving objects are 
represented by the position in width in x axis. Using projection histogram  by pixel 
voting vertically project image intensities into x coordinate. 

Adopting the region segmentation technique by [12], we define the region using 
boundary saliency. It measures the horizontal difference of data density in the local 
neighborhood. The local maxima correspond to where maximal change in data densi-
ty occur, are candidates for region boundaries of pedestrian in moving object  
detection. 

 

Fig. 2. From two consecutive images (a) and (b), then we applied frame difference (c) and 
comparing when we applied frame difference with ego-motion compensated (d) 

3 Feature Extraction 

In this section present how we extract feature from candidate region obtained from 
previous section. In this work we use Histogram of Oriented Gradients (HOG) to 
extract features from moving object area localization. Local object appearance and 
shape usually can be characterized well by the distribution of local intensity gradients 
or edge direction. HOG features are calculated by taking orientation histograms of 
edge intensity in local region.  

3.1 HOG Features 

In this work, we extract HOG features from 16×16 local regions as shown in Fig.3. 
The first, we use Sobel filter to obtain the edge gradients and orientations were calcu-
lated from each pixel in this local region. The gradient magnitude ,  and  



 Motion Segmentation Using Optical Flow for Pedestrian Detection 209 

 

orientation ,  are calculated using directional gradients ,  and ,  
which are computed by Sobel filter as follow (5), 

 , , ,  (5) 

, tan ,, ,    , 0  , 0tan ,, ,    , 0  , 0tan ,,  ,                                                     (6) 

 

Fig. 3. Extraction Process of HOG features. The HOG features are extracted from local regions 
with 16 ×16 pixels. Histograms of edge gradients with 8 orientations are calculated from each 
of 4×4 local cells. 

The local region is divided into small spatial cell, each cell size is 4×4 pixels. His-
tograms of edge gradients with 8 orientations are calculated from each of the local 
cells. The total number of HOG features is 128 = 8 × (4 × 4) and they constitute a 
HOG feature vector. To avoid sudden changes in the descriptor with small changes in 
the position of the window, and to give less emphasis to gradients that are far from the 
center of the descriptor, a Gaussian weighting function with σ equal to one half the 
width of the descriptor window is used to assign a weight to the magnitude of each 
pixel. 

A vector of the HOG features represent local shape of an object, it have edge in-
formation at plural cells. In flatter regions like a ground or a wall of a building, the 
histogram of the oriented gradients has flatter distribution. On the other hand, in the 
border between an object and background, one of the elements in the histogram has a 
large value and it indicates the direction of the edge. Even though the images are 
normalized to position and scale, the positions of important features will not be regis-
tered with same grid positions. It is known that HOG features are robust to the local 
geometric and photometric transformations. If the translations or rotations of the  
object are much smaller than the local spatial bin size, their effect is small. 

Dalal et al. [5] extracted a set of the HOG feature vectors from all locations in an 
image grid and are used for classification. In this work, we extract the HOG features 
from all locations on the candidate region from an input image as shown in Fig. 4. 
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3.2 Linear SVM Classifier 

In the human detection algorithm proposed by [5], the HOG features are extracted 
from all locations of a dense grid and the combined features are classified using the 
linear SVM. The HOG shows significantly outperformed existing feature sets for 
human detection. This work also used the linear SVM to perform work in various data 
classification tasks. Let ,  ∈ , ∈ 1, 1  be the given training 
sample in D-dimensional feature space. The classification function is given as 

    (7) 

where w and h are the parameters of the model. For the case of soft-margin SVM, the 
optimal parameters are obtained by minimizing 

 

Fig. 4. From a candidate input image size 150x382 (a), HOG features are extracted from all 
locations on the candidate region of an input image with 16x16 pixels region (b), and the result 
shown in (c) 

 , ∑  (8) 

under the constraints 

 0, 1 1, … ,  (9) 

where ξi (≥ 0) is the error of the i-th sample measured from the separating hyperplane 
and C is the hyper-parameter which controls the weight between the errors and the 
margin. The dual problem of (8) is obtained by introducing Lagrange multipliers α = 
(α1, ...., αN), αk ≥ 0 as 

 ∑ ∑ ,  (10) 

under the constraints 

 ∑ 0,    0    1, …  (11) 

By solving (10), the optimum function is obtained as 

 ∑  (12) 
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where S is the set of support vectors. To get a good classifier, we have to search the 
best hyper-parameter C. The cross-validation is used to measure the goodness of the 
linear SVM classifier. 

4 Experimental Results 

In this work, our vehicle system is run in outdoor environment with varies speed and 
detected object moving surround its path. Proposed algorithm was programmed in 
MATLAB and executed on an Intel Pentium 3.40 GHz, 32-bit operating system with 
8 GB Random Access Memory. The proposed algorithm was evaluated by using five 
images sequences from ETHZ pedestrian datasets which contains around 5,000 im-
ages of pedestrians in city scenes [12]. It contains only front or back views with rela-
tively limited range of poses and the position and the height of human in the image 
are almost adjusted. The size of the image is 640 × 480 pixels. For the training 
process, we used person INRIA datasets in [5]. These images were used for positive 
samples in the following experiments. The negative samples were originally collected 
from images of sky, mountain, airplane, building, etc. The number of negative images 
is 3,000. From these images, 1,000 person images and 2,000 negative samples were 
used as training samples to determine the parameters of the linear SVM. The remain-
ing 100 pedestrian images and 200 negative samples were used as test samples to 
evaluate the recognition performance of the constructed classifier. When we imple-
mented the original HOG, which proposed by Dalal et. al using those dataset, the 
recognition rate for test dataset is 98.3%. We used ego-motion compensated and HOG 
feature to evaluate performance improvement. 

   

Fig. 5. Comparison result when we tested our proposed method and Original HOG by Dalal  
et. al. (a) comparison of detection rate and (b) comparison of time consuming 

HOG feature vectors were extracted from all locations of the grid for each training 
sample. Then, the selected feature vectors were used as input of the linear SVM. The 
selected subsets were evaluated by cross validation. Also we evaluated the recogni-
tion rates of the constructed classifier using test samples. The relation between the 
detection rates and the number of false positive rate are shown in Fig. 5. The best 
recognition rate 99.3 % was obtained at 0.09 false positive rates. It means that we 
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obtain higher detection rate with smaller false positives rate. The computational cost 
also reduces eight times better when we use small ratio of positive to evaluated data. 
However, if we increase the number of ratio it also reduces time consuming signifi-
cantly. The results are shown in Fig 6 and false detection shown in Fig. 7 

 

Fig. 6. Successful moving objects detection results 

 

Fig. 7. (a) False positives detection and (b) False negative detection 

HOG feature vectors were extracted from all locations of the grid for each training 
sample. Then, the selected feature vectors were used as input of the linear SVM. The 
selected subsets were evaluated by cross validation. Also we evaluated the recogni-
tion rates of the constructed classifier using test samples. The relation between the 
detection rates and the number of false positive rate are shown in Fig. 7. The best 
recognition rate 99.3 % was obtained at 0.09 false positive rates. It means that we 
obtain higher detection rate with smaller false positives rate. The computational cost 
also reduces eight times better when we use small ratio of positive to evaluated data. 
However, if we increase the number of ratio it also reduces time consuming signifi-
cantly. The results are shown in Fig 8 and false detection shown in Fig. 9. 

5 Conclusion 

This paper presents pedestrian detection method using optical flow based on moving 
vehicle properties. The moving object is segment out through the relative evaluation 
of the optical flow to compensate ego-motion of camera. In order to recognize the 
object, the HOG features were extracted on a candidate region and classified using the 
SVM. The HOG feature vectors are used as an input of linear SVM to classify  
the given input into pedestrian/non-pedestrian. The proposed algorithm achieved 
comparable results comparing with the original HOG, and also reduces computational 
cost significantly using moving object localization. 
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Abstract. This article addresses a possible approach for a higher quality 
diagnosis and detection of the pathological defects of articular cartilage. The 
defects of articular cartilage are one of the most common pathologies of 
articular cartilage that a physician encounters. In clinical practice, doctors can 
only estimate visually whether or not there is a pathological defect with the use 
of magnetic resonance images. Our proposed methodology is able to accurately 
and precisely localize ruptures of cartilaginous tissue and thus greatly 
contribute to improving a final diagnosis. When analysing MRI data, we work 
only with grey-levels, which is rather complicated for producing a quality 
diagnosis. Our proposed algorithm, based on fuzzy logic, brings together 
various shades of grey. Each set is assigned a colour that corresponds to the 
density of the tissue. With this procedure, it is possible to create a contrast map 
of individual tissue structures and very clearly identify where cartilaginous 
tissues have been interrupted. The suggested methodology has been tested using 
real data from magnetic resonance images of 60 patients from Podlesí Hospital 
in Třinec and currently this method is being put into clinical practice. 

Keywords: Fuzzy modelling, Image segmentation, Soft thresholding, 
Membership function, MRI, MATLAB.  

1 Introduction 

Cartilage is a specialized type of fibrous tissue. It is composed of different substances, 
each of them responsible for its overall integrity, deformability, hardness and the 
ability to repair itself. Cartilage is created from mesenchymal cells at the ends of the 
epiphyses of bones during embryonic development in human foetuses. 

Histologically, it is classified into three basic types: elastic, fibrous and hyaline. 
The contact surfaces of joints are covered with hyaline cartilage. Cartilage is 
organized into a layered structure, which is functionally and structurally divided into 
four layers. The surface layer is responsible for its smoothness and is resistant to 
friction. It makes up about 10-20% of the total depth of the cartilage. It can compress 
about 25 times more than the middle layer. 
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Adult cartilage is composed of 75% water and 25% solid compounds. The 
metabolism of cartilage is mainly anaerobic. Due to cartilage’s shortage of its own 
vascular supply and nerve fibres, it has a very low ability to repair itself or remove 
metabolites. Despite its low metabolic turnover, the replacement and the continuous 
exchange of cells occurs in cartilage. [13] [14] [15] 

2 Chondromalacia 

Chondromalacia or chondropathy is a pathological condition in which there is 
softening of the cartilage and damage to the lattice, often with its erosion and 
fissuration caused by damage to adjacent bone. Chondrocytes have only limited 
ability to self-repair. When there is a defect, they do not travel into the affected site 
and are able to only synthesize new cartilage in their immediate vicinity.  
According to the extent of macroscopic disability, the degrees of disability of 
chondromalacia are most often judged according to the Outerbridge classification: 

Degree 0 – physiological cartilage; 
Degree I – cartilage with swelling and softening; 
Degree II – partial rupture with a crack on the surface that does not interfere with    
           the subchondral bone  
Degree III – a crack extending to the subchondral bone with a diameter of up to 1.5 
cm; 
Degree IV - exposed subchondral bone. 

[13], [14], [15] 

3 Displaying Cartilage with Magnetic Resonance Imaging 

Magnetic resonance imaging (MRI) is the most common investigative method. 
Thanks to its high distinctive ability and spatial resolution, it is the optimal non-
invasive method for viewing the soft tissues of joints and cartilage. Chondral 
separations manifest as vertical defects in cartilage that extend deeply to the 
subchondral bone and are sharply outlined against the surrounding cartilage. The best 
results in chondral pathology imaging are achieved via a proton density weighted 
sequence with fat suppression and a gradient spin-echo sequence. During readings 
and evaluations by radiologists or orthopaedists, small chondral lesions may remain 
undiagnosed. Post-processing methods based on colour coding can significantly 
contribute to more accurate diagnostic conclusions. [13], [14], [15], [16], [17], [18] 

4 The Proposed Algorithm of Image Segmentation for 
Articular Cartilage 

The main contribution of this work is to create an appropriate segmentation algorithm 
that can detect changes in the density of cartilage tissue in order to accurately capture 
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ruptures in the surface of cartilage. The main objective is to allow various tissue 
structures that are represented by shades of grey to be clearly separated into isolated 
output sets. Each set is assigned a different colour. The algorithm produces a colour 
map that represents individual analysed structures. Based on these colour maps, it is 
possible to identify not only areas where there is a change in the density of the 
analysed cartilage, but also with suitable thresholding, it can bring out the subject of 
our focus and mark the rest as background. The key factor of the proposed algorithm 
is sensitivity. Sensitivity can control a minimum slope of detected intensity [1], [2], 
[4], [6], [19]. 

4.1 A Fast Thresholding Algorithm 

The proposed fast thresholding algorithm can be used, in particular, for segmentation 
of tissues that contain rather different structures. The core of this approach is to 
determine a suitable membership function for each pixel in the input image and then 
match pixels with the same properties into output classification classes. This approach 
represents the main difference from standard hard thresholding methods where the 
input decision-making criterion is a fixed thresholding value. 

The algorithm can be divided into two main parts: 

pre-processing of the input image data 
outputting for creating colour mapping of tissue structures. 
It is assumed that the image signal, whitch is defined by function f(x,y) that is 
represented by the histogram H(i) is the input for the algorithm,  
where:    
i is the image intensity, 
x, y - coordinates of individual pixels 

The first step in segmentation is dividing the input image into N corresponding 
different regions. 

The second step in segmentation is defining partial membership functions, 
typically for the nth output region: 

   1, 2,...n N=   (1) 

The next step is normalising the input image’s histogram. The approach is practically 
identical to all other thresholding methods because the histogram is the basis for 
identifying the minimum and maximum values for the decisive threshold. Sometimes, 
problems can appear in the separation of tissues in medical images because individual 
levels of tissue structures are quite often not known, this being, for instance, the case 
with articular cartilage mapping. In that case, it is recommended to unify the input 
image as much as possible – of course, all remote values should be, ideally, removed. 
Thus, it is possible to restrict the interval in a closed interval [0,1].  

An important segment of the algorithm is the detection and analysis of maximum 
values. The basic assumption for this step is that the number of histogram peaks 
corresponds to the number of output classes. When mapping complex tissue 
structures, it frequently occurs that the tissue being mapped is comprised of many 
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different intensities that should be distinguished reliably and efficiently. This is a big 
advantage of the proposed solution. The number of histogram peaks can be 
determined as follows:  

 MAXN NUM=  (2) 

Where: 

NUMMAX is number of  histogram peaks. 
The final part in detecting the maximum values is filtration of the output image. A 

low-pass filter was used for filtering. The output histogram downstream from the 
filter can be described as follows: 

   ( ) ( )*LPH i H i K=   (3) 

After the maximum values are detected, it is necessary to adjust N known 
distributions of image intensities. This adjustment is made using the formula that is 
made up of contributions from all partial probability distributions: 

 
1
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H i p x
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where: 
Ωn is a specific weight function 
pn(x) is the distribution probability 
An optimising procedure should be performed to adjust each image intensity. In 

order to minimise errors in image intensity, a gradual iteration algorithm has been 
used. The optimising issue can be described as follows: 
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The next step derives the membership function for each output region. This key phase 
is divided into several parts. First, it is necessary to estimate the probability that the x 
pixel in the input image is a part of the REGn region. Using the standard definition of 
probability, the estimate can be formulated as follows:  
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 (6) 

The key objective is to use the membership function. For this, regularities of the 
histogram are used to model the resulting Fuzzy sets. The sets provide us information 
about the membership. The standard Gauss function of relevance appears to be a very 
efficient approach. 
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Now it is necessary to define and assign the membership function for the 
respective region. The membership function of the input image (x) in the respective 
output REGn region can be defined as μn(f(x)). Let us assume that the following 
restrictions apply with respect to that function: 

 
1

( ( )) 1
N

n
n

f xμ
=

=  (7) 

If the input image is segmented in iteration steps, the first iteration step will be: 

 ( ) max ( ( ))n nTI y f xμ=  (8) 

TI(y) is the output image with thresholding. Of course, this is the example with  
the simplest thresholding. More detailed segmentation needs the neighbouring 
membership values, so it is advisable to carry out another step in the process. 

A common issue that should be kept in mind is the maximum possible noise 
invariance. Colour mapping close to object edges where the intensity of pixels 
changes rather dramatically appears which, of course, impairs the segmentation 
results. For this reason, it is recommended to optimise the process in order to achieve 
greater noise resistance, especially close to the object edges. These artefacts appear 
typically in bone - muscle tissue borders. This approach is linear. For a non-linear 
process, a median can be used for each channel. The final mathematical model is: 

 ( ( )) ( ( ( )))n n nf x med f xμ μ=  (9) 

A median is normally used as a robust indicator of position which is robust against 
remote observations. The median is calculated for the environment of each pixel. In 
some cases, a rather good solution has been to replace the median with another 
averaged operation. But here, only the medial with the best noise resistance is used. 
Using the non-linear approach, the final thresholding image can be formulated using 
the formula below: 

 ( ) max ( ( ( ( ))))n n nTI y med f xμ=  (10) 

[10], [11], [12],[16], [17, [18] 

5 Testing of Algorithm 

The following outputs show the use of the proposed algorithm for real patient data. A 
very important aspect for doctors is the identifying regions of interest (ROI) of the 
analysed image of the suspected pathology. Consequently, it is necessary to 
interpolate the selected area in order to improve the quality of the analysed record. It 
is important to note that the quality of the input image largely affects the quality of 
segmentation and hence the relevance of the results obtained. 
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• Pathology 1: 
An obvious cartilage defect of the medial femoral condyle affecting the subchondral 
bone - Outerbridge grade IV. The resulting segmented image (Error: Reference source 
not found) clearly indicates the defect in the cartilage and compared to the native MR 
image (Error: Reference source not found), it significantly displays anatomical structures.  

 

Fig. 1. A Sagittal T1 WATS-c sequence selectively displaying articular cartilage with the 
maximum suppression of signals of the surrounding tissues 

 

Fig. 2. A Sagittal T1 WATS-c sequence selectively displaying articular cartilage with the 
maximum suppression of signals of the surrounding tissues - colour mapping with interpolation 
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• Pathology 2: 
In the native MR image, the cartilage defect of the medial femoral condyle is 

apparent (Fig. 3). The image with interpolated colour coding (Fig. 4) also shows 
chondropathy in the dorsal section of the medial femoral condyle - Outerbridge grade 
II, which was not recognized in the native image.  

 

Fig. 3. A Sagittal T1 WATS-c sequence selectively displaying articular cartilage with the 
maximum suppression of the signals of surrounding tissues 

 

Fig. 4. A Sagittal T1 WATS-c sequence selectively displaying articular cartilage with the 
maximum suppression of signals of the surrounding tissues - colour mapping with interpolation 



 Articular Cartilage Defect Detection Based on Image Segmentation 221 

Pathological changes in the cartilage in the marked area (ROI) are shown on data 
obtained from an MRI. These changes are often indistinctly represented by visible 
changes of luminance values. The output of the proposed algorithm is a selective 
colour map that duplicates individual tissue structures according to their density. For 
pathology no 1, the cartilage tissue is marked with a deep red colour. In the upper part 
of the image, the interruption of cartilage is clearly visible, which was not very clear 
in the original image. 

6 Conclusion 

Image segmentation has a very wide application for medical image analysis. Images 
from magnetic resonance form the core basis for the analysis and detection of 
pathological changes in knee cartilage. The main disadvantage is that the pathologies 
of cartilage are often poorly identifiable. It is often a pressing issue for the physician 
to detect locations subject to pathological changes as those locations are typically 
presented by a minor change in the brightness scale which is almost impossible to 
recognise for a human eye. The only chance to improve visibility of pathological 
changes is supply of a contrast substance which, however, loads a human organisms 
with a radiation dose and effects of such examination are not too satisfactory. The 
proposed segmentation method can efficiently separate each tissue structure and 
identify locations subject to pathological changes. This is of a major benefit for the 
physicians who may perform a better diagnosis even with pathological changes being 
in an early stage. The proposed methodology is able to successfully identify 
individual structures that appear in the analysed tissue under varying densities. A 
colour mapping algorithm has been developed in collaboration with Podlesí Hospital 
in Třinec. MRI images have been used as test data. After selecting the region of 
interest, an interpolation of image data has been carried out in order to soften and 
smooth the image map. With this segmentation methodology, we are able to very 
effectively identify the interruption of cartilage and to suggest further treatment plans.  
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Abstract. This paper presents an enhanced facial preprocessing and feature  
extraction technique for an illumination-roust face recognition system. Overall, 
the proposed face recognition system consists of a novel preprocessing descrip-
tor, a differential two-dimensional principal component analysis technique, and 
a fusion module as sequential steps. In particular, the proposed system addition-
ally introduces an enhanced center-symmetric local binary pattern as  
preprocessing descriptor to achieve performance improvement. To verify the 
proposed system, performance evaluation was carried out using various binary 
pattern descriptors and recognition algorithms on the extended Yale B database. 
As a result, the proposed system showed the best recognition accuracy of 
99.03% compared to other approaches, and we confirmed that the proposed  
approach is effective for consumer applications. 

Keywords: Face recognition, Preprocessing, illumination variation.  

1 Introduction 

Numerous face recognition methods have been developed for face recognition in the 
last few decades [1]. However, an illumination-robust face recognition system is still a 
challenging problem due to difficulty in controlling the lighting conditions in practical 
applications [2], [3]. Recently, numerous approaches have been proposed to deal with 
this problem. Basically, these approaches can be classified into three main categories: 
preprocessing, illumination invariant feature extraction, and face modeling [4]-[6]. 
Among them, local binary pattern (LBP) has recently received increasing interest to 
overcome the problem caused by illumination variation on the face [7], [8]. More re-
cently, a centralized binary pattern (CBP) [9] and a center-symmetric local binary pat-
tern (CS-LBP) [10] were introduced for face representation.  

In this paper, we propose a novel face recognition method using a preprocessing de-
scriptor and facial feature robust to illumination variation. We first devise an enhanced 
center-symmetric local binary pattern (ECS-LBP) descriptor emphasizing the diagonal 
component of previous CS-LBP to make a more illumination-robust binary pattern 
image. Here, the diagonal components are emphasized because facial textures along 
the diagonal direction contain much more information than those of other directions. 
Next, we introduce a fusion method based on a facial feature, i.e., differential two-
dimensional principal component analysis (D2D-PCA). The proposed D2D-PCA can 
be simply derived from 2D-PCA, in which 2D-PCA is line-based local features. Since 
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differential components between lines rarely vary in relation to illumination direction, 
we expect the proposed feature to be able to cope with illumination variation.  

2 Illumination-Robust Face Recognition 

2.1 System Architecture 

This paper proposes a novel face recognition system that uses an enhanced facial pre-
processing technique, i.e., ECS-LBP, and an illumination-robust facial feature, i.e., 
D2D-PCA. The ultimate aim of the proposed approach is to improve the overall recog-
nition performance under harsh illumination conditions. The whole architecture of the  
proposed system is depicted in Fig. 1. The face image first undergoes the enhanced 
preprocessing procedure using the ECS-LBP descriptor, producing an illumination-
robust image. The binary pattern image is then partitioned based on the vertical center 
line which is the eye center of the face region. Next, D2D-PCA is performed on the left 
and right images, and each distance score is computed using Euclidian distance mea-
surement. Finally, the score normalization and fusion procedures are applied, and the 
nearest neighbor classifier is utilized to recognize an unknown user.  

 

Fig. 1. Block diagram of proposed face recognition approach 
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2.2 Preprocessing 

To make a more significant pattern, we modified the CS-LBP operator by reordering 
the bit priorities as pre-defined directions in this work. Generally, the decimal value of 
most binary pattern operators is created by combining each binary code toward conti-
nuous direction. In this view, we can suppose that each binary unit has a different cha-
racteristic in terms of facial texture. Thus, we rearrange the bit priorities in time of 
pattern generation as follows:  
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where )(, pw RP means a weighting function to decide the bit priority. Here, suppose 

that the 3x3 neighborhood pixel positions are set as shown in ref [10]. When P and R

are set 8 and 1, respectively, )( pw  is defined by 

.3,2,1,0),0,2,1,3()( == ppw  (2)

In the proposed ECS-LBP descriptor, we assign the high weight to components of 
diagonal directions, and we then assign weight to components of the vertical and hori-
zontal directions as sequential steps. Fig. 2 shows facial texture images transformed by 
various binary pattern operators, such as LBP, CBP, CS-LBP, and ECS-LBP. As seen 
Fig. 2, we can confirm that the ECS-LBP operator achieves a more significant facial 
texture than other operators, since we set the smallest bit priority to component of the 
horizontal direction.  

 

 

(a) (b) (c) (d) (e) 

Fig. 2. Example of various binary pattern images; (a) original image, (b) binary pattern image 
obtained by LBP operator, (c) binary pattern image obtained by CBP operator, (d) binary pat-
tern image obtained by CS-LBP operator, (e)  binary pattern image obtained by proposed ECS-
LBP operator. 

2.3 Differential 2D-PCA 

The basic idea of D2D-PCA is that 2D-PCA [11] is a line-based local feature set; 
therefore, the differential components between line features will be more robust 
against illumination variation than the original feature. In the face recognition using 
principal component analysis (PCA) [12], 2D face image matrices were previously 
transformed into 1D image vectors column by column or row by row fashions. However, 
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using a whole face image, because line features contain horizontal information of the 
face, and the horizontal pixel-level intensities of the left and right regions differ ac-
cording to the illumination directions. Thus, we separately considered partial face 
images as shown in Fig. 4, and integrated corresponding score results from sub-
images. Next, we applied a sigmoid function to normalize these raw-scores from 0 to 
1, since the distance scores from the left and right half-face images have different 
numerical ranges and statistical distributions. Then, the score fusion phase is per-
formed using two normalized-scores, and the nearest neighbor classifier is utilized to 
recognize an unknown user.  

 

  

(a) (b) 

Fig. 4. Region partitioning of sample face images; (a) original images, (b) partitioned images 

3 Experimental Results 

Performance evaluation was carried out using the extended Yale face database B 
which consists of 2,414 face images for 38 subjects representing 64 illumination con-
ditions under the frontal pose [13]. An example images from the extended Yale face 
database B are shown in Fig. 5. In this work, we partitioned the extended Yale face 
database B into training and testing sets. Each training set comprised five images per 
subject, and the remaining images were used to test the proposed system. Note that 
illumination-invariant images were used for training, and the illumination-variant 
images were employed for testing.  

 

  
(a) 

  
(b) 

Fig. 5. Some face images from the extended Yale face database B; (a) training images, (b) test 
images 
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In the first experiment, we investigated the recognition performance of the pro-
posed ECS-LBP descriptor using various recognition algorithms, such as PCA, linear 
discriminant analysis (LDA) [14], 2D-PCA, and D2D-PCA. The experimental results 
were also evaluated using several binary pattern descriptors, such as LBP, CBP and 
CS-LBP, for performance comparison. The recognition results obtained using the 
PCA, LDA, 2D-PCA, and D2D-PCA recognition algorithms with whole-face images 
are shown in Table 1. From the experimental results, the recognition rates were found 
to be 85.86%, 73.06%, 96.37% and 98.26% for PCA, LDA, 2D-PCA and D2D-PCA, 
when an ECS-LBP image was employed. For overall recognition algorithms, the ap-
proach using the ECS-LBP descriptor outperformed methods using the other binary 
pattern descriptors in terms of recognition accuracy. Also, the D2D-PCA approach 
with an ECS-LBP operator showed performance improvements of 13.83%, 2.38%, 
19.98%, and 8.33% compared to raw, LBP, CBP and CS-LBP images, respectively. 
Consequently, the proposed method using the ECS-LBP descriptor and D2D-PCA 
feature showed better recognition accuracy than other approaches. These results con-
firm that the proposed ECS-LBP descriptor and D2D-PCA feature is robust to illumi-
nation variations.  

Table 1. Summary of Recognition Accuracies using Whole-Face Images 

Input Image 
Recognition Algorithms 

PCA LDA 2D-PCA D2D-PCA 

Raw 49.11% 55.26% 64.58% 84.43% 

LBP 73.24% 51.87% 91.46% 95.88% 

CBP 50.67% 46.57% 66.55% 78.28% 

CS-LBP 61.33% 49.06% 75.81% 89.93% 

ECS-LBP 85.86% 73.06% 96.37% 98.26% 

 
In the second experiment, we performed a fusion experiment using left and right 

sub-images to minimize the illumination effect, leading to performance improvement. 
Here, we only employed 2D-PCA and D2D-PCA in the fusion experiment, and the 
fusion process utilizes the sigmoid function-based normalization method and 
weighted-summation rule. Fig. 6 shows each recognition result of 2D-PCA and D2D-
PCA obtained when a raw image and an ECS-LBP image were used. Note that this 
experiment was performed by employing half-face images as input images. When the 
ECS-LBP operator was applied, the recognition rates of D2D-PCA were 92.62% and 
97.70% for left and right images, respectively. In addition, the recognition rates of 
2D-PCA were 91.41% and 94.10% for left and right images, respectively. In addition, 
Note that the recognition rates of D2D-PCA were better than those of 2D-PCA. In 
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particular, the 2D-PCA approach with an ECS-LBP image achieved performance 
improvements of 25.72% and 31.65% compared to the results of left raw images and 
right raw images, respectively. Also, the D2D-PCA approach with an ECS-LBP im-
age showed performance improvements of 5.26% and 8.45% compared to left raw 
images and right raw images, respectively. These results also confirm that the pro-
posed ECS-LBP operator is an effective preprocessing method against illumination 
variation.  

Also, we performed the fusion experiments with different weights of the left face 
score against 2D-PCA and D2D-PCA using raw images and ECS-LBP images. The 
fusion results along with different weights are shown in Fig. 7, and the maximum 
recognition results are summarized in Table 2. From these results, we can notice that 
the proposed approach using the ECS-LBP images and D2D-PCA feature achieved 
better accuracy than the other approaches over the entire range of weights. Also, the 
corresponding maximum recognition rates of methods using D2D-PCA were 95.59% 
and 99.03%, for raw images and ECS-LBP image, respectively. In other words, the 
proposed fusion approach with ECS-LBP images showed performance improvement 
of 3.44% in comparison to the method with raw images when D2D-PCA were  
employed. Consequently, we confirmed the effectiveness of the proposed face recog-
nition system under illumination-variant conditions from the experimental results. 

 

 

Fig. 6. Recognition accuracy when using half-face images 
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Fig. 7. Recognition results obtained using fusion approach 

Table 2. Summary of Recognition Accuracies for Fusion Approaches 

Recognition Algorithms 
Input Image 

Raw 
ECS-LBP 

(Proposed Approach) 

2D-PCA 

Left Face 65.69 % 91.41 % 

Right Face 62.45 % 94.10 % 

Fusion 73.57 % 96.94 % 

D2D-PCA 

Left Face 87.36 % 92.62 % 

Right Face 89.25 % 97.70 % 

Fusion 95.59 % 99.03 % 

4 Conclusions 

This paper presented an enhanced facial preprocessing and feature extraction tech-
nique for an illumination-roust face recognition system. To minimize illumination 
effects and maximize performance improvements, the proposed system employed a 



 Enhanced Face Preprocessing and Feature Extraction Methods 231 

 

novel ECS-LBP operator, D2D-PCA feature, and a fusion technique integrating two 
half-face images. Performance evaluation of the proposed approach was carried out 
with the extended Yale B database, and the corresponding recognition results con-
firmed that the proposed approach achieves the best recognition rate of 99.03%. 
Through the experimental results, we were able to confirm the effectiveness and per-
formance improvement of the proposed system under illumination-variant conditions.  
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Abstract. This paper proposes a robust facial expression recognition approach 
using an enhanced center-symmetric local binary pattern (ECS-LBP) and em-
bedded hidden Markov model (EHMM). The ECS-LBP operator encodes the 
texture information of a local face region by emphasizing diagonal components 
of a previous center-symmetric local binary pattern (CS-LBP). Here, the di-
agonal components are emphasized because facial textures along the diagonal 
direction contain much more information than those of other directions. Gener-
ally, feature extraction and categorization for facial expression recognition are 
the most key issue. To address this issue, we propose a method to combine 
ECS-LBP and EHMM, which is the key contribution of this paper. The perfor-
mance evaluation of proposed method was performed with the CK facial ex-
pression database and the JAFFE database, and the proposed method showed 
performance improvements of 2.65% and 2.19% compared to conventional me-
thod using two-dimensional discrete cosine transform (2D-DCT) and EHMM 
for CK database and JAFFE database, respectively. Through the experimental 
results, we confirmed that the proposed approach is effective for facial expres-
sion recognition.  

Keywords: Facial Expression Recognition, Binary Pattern, EHMM.  

1 Introduction 

A challenging research issue and one that has been of growing importance to those 
working on human-computer interactions are to endow a machine with an emotional 
intelligence. Such a system must be able to create an affective interaction with users: it 
must have the ability to perceive, interpret, express and regulate emotions [1]. In this 
case, recognizing the user’s emotional state is one of the main requirements for com-
puters to successfully interact with humans [2]. Facial expression recognition is one of 
the most powerful, natural and immediate means for human beings to communicate 
their emotions. Automatic facial expression analysis is an interesting and challenging 
problem, and impacts important applications in many areas such as human–computer 
interaction and data-driven animation. There are two common approaches to extract 
facial features: geometric feature-based methods and appearance-based methods. 
Geometric features present the shape and locations of facial components, which are 
extracted to form a feature vector that represents the face geometry. Facial action cod-
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ing system (FACS) introduced by Ekman and Friesen [3] is one of the most popular 
geometric feature-based methods that represents facial expression using a set of action 
units (AU), where each action unit corresponds to the physical behavior of a specific 
facial muscle. On the other hand, appearance-based methods employ image filter or 
filter bank on the whole face or some specific regions of the facial image in order to 
extract changes in facial appearance. Recently, facial expression analyses based on 
local binary pattern (LBP) [4] and its variants such as centralized binary pattern (CBP) 
[5] and CS-LBP [6] have gained much popularity for their superior performances.  

In this paper, we propose a robust facial expression recognition approach using 
ECS-LBP and EHMM. In fact, the methodology using 2D-DCT and EHMM was pre-
viously employed in the face recognition fields. However, this paper applied the 
EHMM in a different manner for successful facial expression recognition. In particular, 
we devise a novel feature descriptor, i.e., enhanced center-symmetric local binary pat-
tern (ECS-LBP), to achieve better performance compare to conventional features such 
as 2D-DCT, LBP, CBP and CS-LBP. The ECS-LBP descriptor is the modified binary 
pattern of emphasizing the diagonal component of previous CS-LBP to make a more 
illumination-robust binary pattern. Here, the diagonal components are emphasized 
because facial textures along the diagonal direction contain much more information 
than those of other directions. Consequently, we implemented a novel facial expression 
recognition system with ECS-LBP feature descriptor and EHMM. Performance eval-
uation of the proposed system was carried out using an extended Yale B database 
which consists of 2,414 face images for 38 subjects representing 64 illumination condi-
tions under the frontal pose. In the experiments, we will demonstrate the effectiveness 
of the proposed approach by comparing it with various other approaches. 

2 Feature Descriptor for Facial Expression Recognition 

2.1 Conventional 2D-DCT 

Two-dimensional discrete cosine transform has been employed in face recognition to 
reduce dimensionality. The advantage of 2D-DCT is that it is data independent. That 
is, the basis images are only dependent on one image instead of on the entire set of 
training images. It can be also implemented using a fast algorithm. Feature extraction 
of a face image using 2D-DCT consists of two steps [7].  

In the first step, the face image is divided in small block images. Let LP× be the 
window size of 2D-DCT, and MQ× be the overlap size in the horizontal and vertical 
directions of the image. Then, the number of blocks is calculated by the following 
equation for an image with W rows and H columns.  

     (1) 

In the next step, the 2D-DCT coefficients of the image block ),( yxf are calculated. 

If we assume that P and L  are equal to N  ( NLP == ), then 2D-DCT coefficients, 
),( vuC  is computed defined by  
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2.2 Conventional Binary Patterns 

Recently, the LBP has received increasing interest for face representation to overcome 
the problem of performance degradation caused by illumination variation. The LBP 
operator labels the pixels of an image by thresholding a 3x3 neighborhood of each 
pixel with the center value, and considering the results as a binary number, of which 
the corresponding decimal number is used for labeling. The LBP code is derived by 

   (3) 

where cg  and ig denote the center pixel value and neighborhood pixel values,  
respectively. Also, the CBP operator compares pairs of neighbors which are in the 
same diameter of the circle, and compares the central pixel with the mean of all the 
pixels as shown in Fig. 1. Furthermore, the CS-LBP operator can be computed by only 
considering the corresponding patterns of symmetric pixels as shown in Fig. 1.  

 

 

Fig. 1. Symmetric based-binary patterns 

2.3 Proposed Binary Pattern 

To make a more significant pattern, we modified the CS-LBP operator by reordering 
the bit priorities as pre-defined directions in this work. Generally, the decimal value  
of most binary pattern operators is created by combining each binary code toward  
continuous direction. In this view, we can suppose that each binary unit has a different 
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•

kN1 is the number of embedded-states in the thk - super-state. 
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continuous observation density function. The probability density function that is 
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Since 0Λ  denotes the set of one-dimensional HMM in each super-state, the 

EHMM can be completely specified by the following parameter set,  

,     (7) 

where }1:{ 00 Nii ≤≤=Λ λ , and thk - super-state is defined by the set of parameters 

as },,{ 111
kkkk BAΠ=λ . Although EHMM is more complex than a one-dimensional 

HMM, EHMM is more suited to 2-D images.  

4 Experiments 

The experiments were performed with two well-known data sets which are collected 
from the CK facial expression database [9] and the JAFFE database [10]. A set of 
prototypic emotional expressions includes anger, disgust, fear, happiness, sadness, 
and surprise. This six-class expression set is further extended as a seven-class expres-
sion set by adding a neutral expression. The CK database consists of sequences of 100 
university students aged from 18 to 30 years, of which 65% are female, 15% are Afri-
can-American, and 3% are Asian or Latino. Each sequence begins with a neutral ex-
pression and proceeds to a peak expression. In our setup, we selected 320 sequences 
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In addition, the proposed method showed a better recognition rates compared to LBP, 
CBP, and CS-LBP feature descriptors. Also, we performed the experiments for 
JAFFE facial expression database. As a result, the recognition results are shown in 
Table 3 and 4 for 5-fold and 10-fold cross-validation, respectively. The maximum 
recognition rates showed 57.65% and 61.77% for 5-fold and 10-fold cross-validation, 
respectively. Similar to CK facial expression database, the maximum rates were re-
vealed in the proposed approach that uses ECS-LBP feature descriptor. Also, the pro-
posed method showed performance improvement of 2.19% compare to 2D-DCT. 
Consequently, we confirmed the effectiveness of the proposed approach using ECS-
LBP and EHMM from the experimental results.  

Table 1. Five-fold facial expression recognition results for CK database 

 2D-DCT LBP CBP CS-LBP ECS-LBP 

Set 1 71.83% 57.94% 65.48% 69.44% 67.86% 

Set 2 70.47% 68.11% 63.39% 70.47% 73.23% 

Set 3 64.98% 64.59% 60.31% 67.32% 69.65% 

Set 4 68.34% 63.71% 66.02% 69.88% 69.50% 

Set 5 67.83% 75.97% 80.62% 78.29% 75.97% 

Average 68.69% 66.06% 67.14% 71.08% 71.24% 

Table 2. Ten-fold facial expression recognition results for CK database 

 2D-DCT LBP CBP CS-LBP ECS-LBP 

Set 1 65.87% 55.56% 48.41% 57.94% 76.19% 

Set 2 58.73% 63.49% 68.25% 70.63% 68.25% 

Set 3 68.50% 64.57% 62.20% 69.29% 65.35% 

Set 4 72.44% 61.42% 61.42% 64.57% 68.50% 

Set 5 64.34% 59.69% 51.16% 67.44% 72.09% 

Set 6 63.28% 62.50% 62.50% 64.84% 64.06% 

Set 7 72.09% 66.67% 61.24% 71.32% 68.99% 

Set 8 74.62% 72.31% 75.38% 74.62% 71.54% 

Set 9 68.22% 70.54% 79.07% 77.52% 70.54% 

Set 10 66.67% 82.17% 77.52% 83.72% 78.29% 

Average 67.47% 65.89% 64.71% 70.18% 70.38% 
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Table 3. Five-fold facial expression recognition results for JAFFE database 

 2D-DCT LBP CBP CS-LBP ECS-LBP 

Set 1 52.38% 61.90% 52.38% 57.14% 59.52% 

Set 2 59.52% 57.14% 45.24% 54.76% 57.14% 

Set 3 59.52% 47.62% 45.24% 45.24% 52.38% 

Set 4 57.14% 33.33% 50.00% 54.76% 54.76% 

Set 5 55.56% 71.11% 57.78% 66.67% 64.44% 

Average 56.82% 54.22% 50.12% 55.71% 57.65% 

Table 4. Ten-fold facial expression recognition results for JAFFE database 

 2D-DCT LBP CBP CS-LBP ECS-LBP 

Set 1 52.38% 61.90% 71.43% 57.14% 61.90% 

Set 2 61.90% 57.14% 57.14% 80.95% 76.19% 

Set 3 66.67% 57.14% 66.67% 61.90% 57.14% 

Set 4 57.14% 52.38% 33.33% 47.62% 47.62% 

Set 5 71.43% 47.62% 57.14% 52.38% 57.14% 

Set 6 52.38% 42.86% 52.38% 42.86% 52.38% 

Set 7 47.62% 42.86% 52.38% 42.86% 52.38% 

Set 8 61.90% 38.10% 52.38% 76.19% 80.95% 

Set 9 45.45% 36.36% 40.91% 36.36% 36.36% 

Set 10 65.22% 86.96% 82.61% 69.57% 95.65% 

Average 58.21% 52.33% 56.63% 56.78% 61.77% 

5 Conclusions 

In this paper, we proposed a facial expression recognition approach using ECS-LBP 
and EHMM. By devising the ECS-LBP descriptor, we designed the facial expression 
recognition system. To evaluate the performance of the proposed approach, experi-
ments were performed with the CK facial expression database and the JAFFE data-
base, and the results confirmed that the proposed approach is effective compared to 
conventional approaches.  
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Abstract.  This article deals with lean manufacturing principles and its model. 
We describe basic principles, metrics and rules for creating lean manufacturing 
knowledge base. The case study included in this paper deals with creating of a 
knowledge base that supports an implementation of the concept of lean manu-
facturing. The knowledge base could be used for identification of waste in each 
level of production areas. The knowledge base also can be used for a recom-
mendation of appropriate methods and tools of industrial engineering to reduce 
the waste. The knowledge base is build using the expert system NEST. 

Keywords: lean company, lean manufacturing, expert systems, knowledge 
base.  

1 Introduction 

We live in the global market environment, which is characterized by high levels of 
competition.  It is very important to use information systems and BI solutions out-
puts. Output data provide the managers information support of decision-making 
processes and help the managers to develop or change corporate strategy [10]. The 
management teams of business companies have to increase the flexibility and tempo 
of decision-making in order to maintain pace with market developments [11]. 

New methods of management principles which achieve a competitive advantage 
are gaining importance. Getting a competitive advantage is very important for the 
survival of firms in the global market environment nowadays. Using the principles of 
lean company concept is one form of gaining a competitive advantage. These prin-
ciples seek to eliminate all unnecessary processes and activities that do not bring val-
ue to the customer and profit for the company. The aim is to streamline the contrary 
and support processes with business value which deliver profit. 

This article deals with possibility of using knowledge base of expert system for 
support implementing of lean manufacturing concept. We suppose that with expert 
system should be significantly accelerate the process of implementing lean manufac-
turing concept. Attention will be focused on basic information about the NEST expert 
system, which includes general information about the system, its structure, knowledge 
representation, knowledge base syntax and the rules of inference (inference  
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mechanism). The case study deals with creating of knowledge base for supporting 
implementing of lean manufacturing concept. The knowledge base will be used for 
identification wasting (losses in production efficiency) in each level of production 
areas and then there will be recommended appropriate methods and tools of industrial 
engineering to reduce this wasting. Knowledge base will be edited in expert system 
NEST, which is an empty expert system for diagnostic applications based on rules. 

2 Lean Company 

The management of a company may use several types of efficient management me-
thods and approaches. One of the most effective approaches is effort to implement the 
lean company concept. The concept of lean manufacturing (lean production) was 
introduced at Toyota company in 50-60 of the 20th century.   

We can consider this concept as a value chain oriented approach. Concentration on 
a framework based on value flow is very important. The lean philosophy is based on a 
single principle: all forms of wasting should be identified and eliminated. This seems 
simplistic, but it is not because recognizing true areas of waste is difficult [7].  

The lean manufacturing paradigm is simple. Take a process. Focus on the intent of 
the process. Eliminate all the parts of the process which do not contribute to meeting 
the intent, all those that do not contribute to value. Then look at each remaining part 
and work continually to lower its cost, make it timelier, and improve the quality of 
results. This focus on eliminating all wasteful effort, the fat that did not contribute to 
achieving the desired outcome, resulted in Toyota´s lean production system [5].  

Benefits from the introduction of the principles of the lean company can be divided 
into a number of the following groups: operational, administrative and strategic. The 
most important are operational benefits as follows: reducing the use of space, improv-
ing of quality, reduction of unfinished inventory, increasing productivity and decreas-
ing product cycle time. Strategic benefits are for example reducing the time required 
for implementation, reducing costs and improving of quality. 

3 Expert Systems 

Expert systems are computer programs, designed to make some of the skills of the 
expert available to non-experts. Since such programs attempt to emulate the thinking 
patterns of the expert, it is natural that the first work was done in Artificial Intelli-
gence (AI) circles [9]. Expert systems are characterized by separation of knowledge 
and inference mechanisms for their use. This is significantly different from traditional 
programs. There are some modern methods for knowledge base development. The 
most popular ones are for example: fuzzy logic, neural networks and Bayesian net-
works. Fuzzy logic is a multivalued logic that allows intermediate values to be de-
fined between the two aforementioned conventional evaluations. With crisp logic, it is 
difficult to represent notions like rather warm or pretty cold mathematically and  
have them processed by machines. Such linguistic terms help in applying a more  
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human-like way of thinking to the programming of computers. Using fuzzy logic 
makes the system more flexible, transferable, and user-friendly [1]. 

4 Case Study: Creating a Knowledge Base to Support the 
Concept of Lean Manufacturing 

Manufacturing companies have been shifted from financial strategies to manufactur-
ing strategies to derive competitive strategy and profitability. Although financial 
strategies are still important to a manufacturing company, these are manufacturing 
strategies that are being used to increase profitability [8]. 

Expert systems can be applied in many areas.  This case study deals with using 
knowledge base of expert system to support implementation of lean manufacturing 
concept. The analysis of lean manufacturing principles and measurement of these 
principles is usually consulted with the experts. It is also possible to use expert system 
for this analysis. Using expert system should be faster and less expensive way how to 
provide managers necessary information for making decision in process of lean manu-
facturing implementation.  

The main objectives of the case study is creation of a knowledge base for assessing 
the state of the introduction of the concept of lean manufacturing using expert system 
and evaluation using the knowledge base on data from selected companies in each 
level of waste production areas and then finally recommend appropriate methods and 
tools of industrial engineering to reduce this waste. The aim is therefore to help pro-
vide recommendations for the implementation of lean manufacturing in an enterprise. 

Sub-objective of the case study is to define a model for area of the lean manufac-
turing and convert model of lean manufacturing in the form of rules of the knowledge 
base for expert system NEST. 

4.1 Lean Manufacturing Research in the Czech Republic 

What is the situation about using concept of lean manufacturing in the Czech Repub-
lic? We performed a questionnaire survey focused on manufacturing companies in the 
Czech Republic to answer this question.  We were trying to get basic information 
such as knowledge of lean manufacturing concept in companies, using the lean manu-
facturing concept in company and rate of experts for lean manufacturing concept 
working in companies. 

It was sent about 3500 questionnaires during this research to manufacturing com-
panies. We received responses from 112 companies in the Czech Republic and data 
were mostly from mechanical, electrical and chemical companies.  

We received the following information about using the lean manufacturing con-
cept: 62.5% of companies know the concept of the lean manufacturing and there was 
implemented training of this concept in 49% companies. The lean manufacturing 
concept is fully implemented in only 7% of companies, partially implemented is in 
36%. There is amount of 20% companies which are planning to implement this con-
cept. 37% of companies claim that there will be no implementation of the concept in 
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the future. Building a knowledge base for identification of the main areas of wasting 
in production and recommendation of appropriate methods and tools of industrial 
engineering to reduce this waste can be important for the following reasons: 78.6% 
companies are sure that there are some types of waste in process of production and 
there are only 30.4% of companies where is working expert for lean manufacturing 
concept. 

4.2 Expert System NEST 

NEST is an empty expert system which includes inference mechanism. NEST was 
developed at the University of Economics in Prague, Czech Republic. The program 
provides a graphical user interface (GUI) for: creating, editing and loading knowledge 
bases, setting the access processing of uncertainty, consultations, the target evaluation 
and recommendation statement with an explanation of the findings. NEST is the pro-
gram designed primarily for the academic purposes, which puts emphasis not only on 
the appearance, but also on the functionality of the program aimed at creating a know-
ledge base, comparing the results of consultation in the selection of various types of 
work with uncertainty [4].   

NEST consists of the following components:  

• stand-alone version - a program for consultation, 
• editor - creating and editing knowledge bases, 
• client-server version. 

Knowledge base of NEST is represented by attributes and propositions, rules,  
contexts and integrity constraints. 

4.3 Acquisition of Knowledge for Building Knowledge Base about Lean 
Manufacturing Concept 

The most important factor for the quality of each expert system is a good knowledge 
base including knowledge expressed by the different types of rules. Very important is 
good cooperation between an expert and knowledge engineer or to study relevant 
issues to acquire the knowledge. There are many sources and literature for example 
[3], [5] or [12] which provide a detailed overview about lean manufacturing principles 
and about methods and tools of industrial engineering, specifying the characteristics 
and benefits of the various methods and instruments. There will be mention two im-
portant groups of necessary information and knowledge for building knowledge base 
in the expert system: criteria for lean manufacturing and methods and tools of indus-
trial engineering to support lean manufacturing implementation.    

4.4 Criteria for Lean Manufacturing 

There are many criteria for lean manufacturing, but the basic idea is to reduce the 
basic types of waste in production. The types of waste in different areas of manufac-
turing can be divided into these 8 different categories: 
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Fig. 1. The basic model of types of waste in manufacturing (Source: adapted from Košturiak) 

We can define appropriate criteria for lean manufacturing according to the specific 
type of waste. To identify the rate of the level of waste in lean manufacturing concept, 
we need at first to define some key elements for lean manufacturing which are  
describe for example in [6]. 

We can use some numerical criteria relating to lean manufacturing processes as for 
example follows: productivity of manufacturing area, percentage of planned perfor-
mance standards, values of the productive use of the facilities etc. We can also use 
various questions that can be answered by selecting predetermined scales. 

4.5 Methods and Tools of Industrial Engineering 

Industrial engineering is an important tool to achieve higher business productivity. 
Implementation of industrial engineering methods is the responsibility of the industri-
al engineers who are trying to implement appropriate methods to achieve higher 
productivity and to avoid excessive wastage in the enterprise. 

Methods and tools of industrial engineering are final statements of created know-
ledge base. Inference mechanism will recommend appropriate methods and tools of 
industrial engineering according to rules in knowledge base and input information 
about situation in manufacturing processes. Inference mechanism can recommend 
these  methods and tools of industrial engineering such as: Kanban, MOST (Maynard 
Operation Sequence Technique), OPF (One Piece Flow), Poka–yoke, 5S, DMAIC, 
SMED (Single Minute Exchange of Dies), TOC (Theory Of Constraints), TPM (Total 
Productive Maintenance), VSM (Value Stream Mapping), Pull system, Process 
layout, team working or workshops. 

4.6 Building Knowledge Base in the Expert System NEST 

There were set out basic criteria that will be used for creating rules in knowledge base 
in the previous section. Knowledge base is created by the NEST editor and saved in 
XML file. Knowledge base of expert system NEST is using XML version 1.0 and 
coding windows - 1250 and has the following basic structure of the elements: 

• global properties, 
• attributes and propositions, 
• contexts, 
• rules: apriori rules, logical rules, compositional rules, 
• integrity constraints. 
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First step in process of building knowledge base is to enter the global parameters. 
Important settings include specifying the range of weights, the threshold of a global 
context and condition. It is possible to define a type inference mechanism (standard 
logic, neural network or hybrid). It is also possible to add the name of an expert and 
knowledge engineer, including a description of the knowledge base. 

Knowledge base has the following hierarchical structure: 

• queries, 
• intermediate statements, 
• final statements. 

The structure of the knowledge base "lean manufacturing" is shown in the follow-
ing figure as a viewport of knowledge base for lean manufacturing and specifically in 
the area of waste of overproduction. 

 

Fig. 2. Part of the designed knowledge base focused on overproduction in lean manufacturing 
(Source: Own source) 

The types of rules which we used to create the knowledge base can be systemati-
cally classified into the following groups: 

• evaluation (basic) rules, 
• recommending rules 
• specific rules, 
• direct rules. 

Evaluation (basic) rules represent the part of the rules that can be used to derive the 
types of waste directly from the basic questions (input data obtained from the ques-
tionnaire survey). Recommendation rules are provided in its intermediate questions 
(types of waste) and at the conclusion of the rule are industrial engineering methods 
that can be applied to eliminate the waste. Specific rules combine in its assumption 
intermediate inquiries and basic questions and recommend the choice of specific  
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methods of industrial engineering. Direct application of the rules is used to significant 
questions that lead directly to the specific recommendation methods of industrial  
engineering. 

It was necessary to make some corrections after testing knowledge base on real  
data from 20 companies when was the knowledge base finished. There was important 
to make consultation with industrial engineer and make some corrections. There were 
subsequently modified some rules for deriving the final recommendations in the form 
of appropriate methods and tools of industrial engineering to reduce waste in manu-
facturing according to consultation with industrial engineer. 

Statistics of the total number of attributes, propositions and rules used to establish 
the knowledge base "lean manufacturing" shows the following figure.  

 

Fig. 3. Knowledge base “lean manufacturing” (Source: Output from NEST editor) 

4.7 Consultation Process and Testing 

We can start consultation process in the NEST expert system after the knowledge 
base is created. The consultation process is based on acquiring data from the user. 
There are 33 queries about situation in manufacturing processes. There are derived 
final results (goal statements) by inference mechanism that works with the knowledge 
base that contains knowledge in the form of rules and with input data which are based 
on the responses to questions during consultation process. 

We have about 30 data sets from Czech manufacturing companies for testing our 
knowledge base. Data sets include information for consultation process using created 
knowledge base. There is an example of results of consultation process using data 
about manufacturing processes from one real Czech manufacturing company: figure 4 
shows the most recommended methods and tools of industrial engineering to reduce 
waste and following figure 5 shows identified rate of each type of waste in manufac-
turing. We can see minimal and maximal weight values for propositions from the 
interval [-3; 3].    
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Fig. 4. Recommended methods and tools of industrial engineering to reduce waste (Source: 
NEST, knowledge base: “lean manufacturing”) 

 

Fig. 5. Identified rate of each type of waste in manufacturing (Source: NEST, knowledge base: 
“lean manufacturing”) 

5 Conclusion 

The case study describes the building process of a knowledge base in the expert sys-
tem NEST that can be used for identification of the losses in production efficiency 
and lean manufacturing concept implementation. Knowledge base can be used for 
identification wasting in each level of production areas and for recommendation  
appropriate methods and tools of industrial engineering to reduce this wasting.  

We have tested the knowledge base using real data from Czech manufacturing 
companies. We want to improve the knowledge base by adding more rules and we 
want also test knowledge base in a real industrial setting in the future. We suppose 
that users of this knowledge base will be production managers. We hope that our 
knowledge base of expert system will be useful for supporting decision making about 
lean manufacturing concept implementation.   
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Abstract. This paper presents the design and implementation of the scalable 
and open multi-agent Cognitive Integrated Management Information System 
(CIMIS) as an application of computational collective intelligence. The system 
allows for supporting the management processes related with all the domain of 
enterprise’s functioning. The system is based on LIDA cognitive agent architec-
ture, described shortly in the first part of the paper. The main part of article 
presents the logical architecture of CIMIS. The examples of selected agent’s  
functionality are discussed at the last part of article. 
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Planning, cognitive agents, decision making, computational collective intelli-
gence applications. 

1 Introduction 

Integrated Management Information Systems (IMIS), equated also with ERP (Enter-
prise Resource Planning) systems, play an essential role nowadays in the operation of 
companies, being one of the most important solutions that allow to gain competitive 
advantage. Note that in the age of information, the entire economy is based on infor-
mation and knowledge, therefore companies must employ systems which allow to 
collect, process and send large volumes of information as well as draw conclusions 
from the information, i.e. create knowledge of an organization. Contemporary IMIS 
exemplify such features, they are already commonly used by the companies and are 
characterized by full integration both at the system/application level and the business 
process level. Note, however, that the properties of contemporary IMIS are becoming 
more and more inadequate. Apart from collecting and analyzing data and generating 
knowledge, the system should also be able to understand the significance of pheno-
mena occurring around the organization. It is becoming more and more necessary to 
make decisions based not only on knowledge but also on experience, thus far re-
garded as purely human domain [4]. In order to accomplish tasks set by IMIS, a mul-
ti-agent system can be used consist of several cognitive agents. They not only enable 
quick access to information and quick search for the required information, its analysis 
and conclusions, but also, besides being responsive to environment stimuli, they have 
cognitive abilities that allow them to learn from empiric experience gained through 
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immediate interaction with their environments [13],  which consequently allows a 
number of decision versions to be automatically generated and to make and execute 
decisions. The cognitive information processing is detailed presented at [22]. 

The purpose of this paper is to present the design and implementation of the scala-
ble and open IMIS based on Learning Intelligent Distribution Agent  (LIDA) architec-
ture. The system is named CIMIS (Cognitive Integrated Management Information 
System) and it is an application of computational collective intelligence[17, 18] me-
thods in form of multi-agent system. The first part of article describes the structure 
and functioning of the LIDA agent. Next, the logical architecture of CIMIS is pre-
sented. The examples of selected agent’s functionality are discussed at the last part of 
article. 

2 The LIDA Cognitive Architecture 

In the study [4] considering the taxonomy of cognitive agent architectures with re-
spect to memory organization and learning mechanism, three main groups of the  
architectures were distinguished:    

1. Symbolic architectures which use declarative knowledge included in relations rec-
orded at the symbolic level, focusing on the use of this knowledge to solve prob-
lems. This group of architectures includes, among others: State, Operator And  
Result [14],  CopyCat [12],  Non-Axiomatic Reasoning System [23]. 

2. Emergent architectures using signal flows through the network of numerous, mu-
tually interacting elements, in which emergent conditions occur, possible to be in-
terpreted in a symbolic way. This group of architectures includes, among others: 
Cortronics [8], Brain-Emulating Cognition and Control Architecture [20].  

3. Hybrid architectures which are the combinations of the symbolic and emergent ap-
proach, combined in various ways. This group of architectures includes, among 
others:  CogPrime [7], Cognitive Agents Architecture [11], The Learning Intelli-
gent Distribution Agent (LIDA) [6]. 

The realization of the CIMIS is based on the  LIDA cognitive agent architecture 
[6], which is of emergent-symbolic nature, owing to which the processing of both 
structured and unstructured  knowledge is possible. In addition, the Cognitive Compu-
ting Research Group established by S. Franklin, elaborated in 2011 the framework (in 
Java language) significantly facilitating the implementation of the cognitive agent. It 
should also be emphasized that the whole framework code is open, i.e. the developer 
has access to the definitions of all methods, as opposed to, for instance, Cougaar ar-
chitecture framework software, in which the agent's software code constitutes the so-
called "blackbox". The LIDA cognitive agent’s architecture consist of the following 
modules [3,6]: 

• sensory memory, 
• perceptual memory, 
• workspace, 
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• episodic memory, 
• declarative memory, 
• attentional codelets, 
• global workspace, 
• action selection, 
• sensory-motor memory. 

In the LIDA architecture it was adopted that the majority of basic operations are 
performed by the so-called codelets, namely specialized, mobile programs processing 
information in the model of global workspace[6]. The functioning of the cognitive 
agent is performed within the framework of the cognitive cycle and it is divided into 
three phases: the understanding phase, the consciousness phase and the selection of 
actions and learning phase. At the beginning of the understanding phase the stimuli 
received from the environment activate the codelets of the low level features in the 
sensory memory [3]. The outlets of these codelets activate the perceptual memory, 
where high level feature codelets supply more abstract things such as objects, catego-
ries, actions or events. The perception results are transferred to workspace and on the 
basis of episodic and declarative memory local links are created and then, with the use 
of the occurrences of perceptual memory, a current situational model is generated; it 
other words the agent understands what phenomena are occurring in the environment 
of the organization. The consciousness phase starts with forming of the coalition of 
the most significant elements of the situational model, which then compete for atten-
tion so the place in the workspace, by using attentional codelets. The contents of the 
workspace module is then transferred to the global workspace, simultaneously initia-
lizing the phase of action selection. At this phase possible action schemes are taken 
from procedural memory and sent to the action selection module, where there com-
pete for the selection in a given cycle. The selected actions activate sensory-motor 
memory for the purpose of creating an appropriate algorithm of their performance, 
which is the final stage of the cognitive cycle [6]. The cognitive cycle is repeated with 
the frequency of 5 - 10 times per second. 

Parallely with the previous actions the agent's learning is performed, which is di-
vided into perceptual learning concerning the recognition of new objects, categories, 
relations; episodic learning which means remembering specific events: what, where, 
when, occurring in the workspace and thus available in the awareness; procedural 
learning, namely learning new actions and action sequences needed for solving the 
problems set; conscious learning relates to learning new, conscious behaviours or 
strengthening the existing conscious behaviours, which occurs when a given element 
of the situational model is often in the module of current awareness. The agent's learn-
ing may be performed as learning with or without a teacher. 

It is worth emphasizing that LIDA agent have the ability of grounding the symbols, 
namely assign relevant real world objects to specific symbols of the natural language. 
This is necessary to correctly process unstructured knowledge saved mainly by means 
of the natural language and thus, for instance, the clients' opinions on products.  

The next part of article describes the architecture of CIMIS based on the LIDA 
cognitive agents. 
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3 The CIMIS System Architecture 

The CIMIS system is dedicated mainly for the middle and large manufacturing enter-
prises operating on the Polish market (because the user language, at the moment, is a 
Polish language). There is no unequivocal definition that specifies what sub-systems 
form an IMIS and, in addition, according the surveys presented at work [16], there are 
only 326 publications, during the period 1997-2010, relates with enterprise manage-
ment systems. However, the analysis of subject literature and practical solutions [2], 
[5], [19], [15], [1], [24] allows to systematize the architecture of the system, conclud-
ing that it is composed of the following sub-systems: 

• fixed assets, 
• logistics, 
• manufacturing management, 
• human resources management, 
• financial and accounting, 
• controlling, 
• CRM, 
• business intelligence. 

The fixed assets sub-system  includes support for the realization of processes re-
lated to fixed asset and involved their depreciation.  

The logistics sub-system has all the main features supporting the employees of lo-
gistics department in their effective work [10]. The logistics sub-system enables 
maintaining optimal stock to meet the needs of production department. 

The manufacturing management sub-system support a processes related to a manu-
facturing execution . It include functions from the scope of the technical preparation 
of production capacity, production planning, material consumption planning, planning 
and execution of a manufacturing tasks, manufacturing control, visualization, moni-
toring and archiving.  

The human resources management sub-system supports realization of  such 
processes, as the employees of the company data and contract registering, recording 
of working time, wage calculation, creating the tax and social security declaration. 

The financial-accounting sub-system supports registering, to the full extent, eco-
nomic events, also provides important, from the point of view of business manage-
ment, information, concerning, inter alia, payment capacity, revenues, costs, financial 
result.  

Controlling sub-system is automatically processing data related to  profit and loss 
account in cooperation with accounting sub-system. The controlling sub-system con-
sist of both a strategic and operational controlling.  

The CRM sub-system is engaged in matters connected with ensuring the best com-
pany-customer relations and collecting information in the customers' preferences in 
terms of product purchase in order to increase sales. The enterprise’s environment 
monitoring is also realized by this sub-system.  
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The purpose of business intelligence sub-system is to enable easy and safe access 
to information in a company, operation of its analysis and distribution of reports with-
in the company and among its business partners, which in turn enables quick and 
flexible decision making. In the context of, most of all, the business intelligence sub-
system, but other sub-systems as well, the CIMIS makes cognitive visualization fea-
tures available, meaning it enables a visualization of multi-dimensional data in one 
picture that allows to find the source of a problem in a short time and contributes to 
creating new knowledge about an object or problem [25]. 

Considering the fact, that the structure of CIMIS uses cognitive agents, figure 1 
presents the logical architecture of the system.  

 

Fig. 1. The CIMIS architecture 
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The system assumes that all agents are at 'not-taught' status in the initial phase. 
They can be initially grouped according company's needs for sub-systems. For in-
stance, one group of agents is assigned to the logistics sub-system, another one is 
assigned to the manufacturing management sub-system and yet another one to finan-
cial and accounting sub-system. Within the groups, the agents can be initially 'taught' 
by the company that implements the system. Next stages of learning for both grouped 
and ungrouped agents are done by the company staff. Agents can also learn without 
teacher through analyzing the results of their decisions. 

The agents of all sub-systems cooperate themselves in order to better business 
processes realization. For example, the enterprise’s environment monitoring results 
performed by CRM sub-system agent are using by the other agents. 

The main operating purpose of the Supervisor agent is to monitor the proper opera-
tion of other agents, mainly in the field of detection and solving conflicts of know-
ledge and experience. The agent analyzes, in close-to-real time, the structures of 
knowledge and experience of all agents. Whenever a conflict occurs, it employs a 
solution algorithm based on a method that uses consensus theory [9, 21], and the re-
sult of the agent's actions is accepted by the system as current state of knowledge and 
experience. 

Note that all CIMIS sub-systems are connected by a single, coherent stream of in-
formation and knowledge available online to the management, because nowadays 
attention is paid to functional complexity, managing all fields of operation in a com-
pany, proper flow of information and knowledge among sub-systems as well as the 
ability to perform a variety of analyses and to create reports for management. The 
implementation of this solution is realized as follow: 

1. Communication between modules of agents architecture was ensured by using 
LIDA framework’s codelets, 

2. Communication between agents is based on Java Message Service (JMS) technol-
ogy. The representation of information and knowledge (generated in result of 
agents’ operating)  in form of  XML format document, was adopted (the JMS mes-
saging  is at the text type). The communication is realized in publish/subscribe 
messaging domains – it guarantee, that information or knowledge generated by one 
of agents is immediately available for the other agents. The asynchronous message 
consumption is used. 

All of the sub-systems functions are available as a local services or e-services (e.g. 
e-business, e-procurement, e-payment) by using Web Services technology. 

At the physical level, the IMIS is built on the basis of the main  two technologies – 
the LIDA framework (due to framework is developed at Java language and it is open 
the implementation of the other Java technologies – mentioned JMS, Java Database 
Connectivity or Java API for XML Web Services - is possible) and Microsoft SQL 
Server 2008 database management system. 

The examples of functionality of selected CIMIS agents is presented in the next 
part of article. 
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4 Functionality of the Selected Agents 

The CIMIS system is now in the prototyping phase. The two agents was implemented 
for now: the CRM sub-system agent and the manufacturing management sub-system 
agent. The examples of functionality of these agents will be presented in the further 
part of the article. 

4.1 CRM Agent 

The cognitive agent of CRM sub-system perform, for instance, the following tasks 
(assuming the agent’s environment is the company and its environment): 

1. The agent receives, in a continuous manner, stimuli from the environment on sales 
characteristics, such as sales dynamics indexes categorized into each customer, 
product opinion from customers (e.g. from the data base of the company's online 
shop), the characteristics of products offered by competitors, the characteristics of 
actions taken by competitors (e.g. from competitor monitoring agent). Sales cha-
racteristics are stored on an ongoing basis in the sensory memory of the agent. 

2. Next, sales characteristics are sent to perceptual memory, where they are inter-
preted. For example, interpretation includes determination whether customer opi-
nions are positive or negative, determination of difference between characteristics 
of products offered by the analyzed company and offered by the competitors. 

3. The results of perception in the form of objects or events are  sent to the work-
space. Then, using the events stored in episodic memory (for instance 'last year 
witnessed a drop in sales', 'two years before competitor introduced a product with 
better characteristics'), and rules stored in declarative memory (for instance 'if user 
opinions are negative then sales will drop'), a current situational model is generated 
in the form of objects (e.g. sales characteristics), events (e.g. competitor's actions) 
and connections between them (e.g.: 'competitor has offered a product with better 
characteristics and our company is witnessing a drop in sales'). 

4. At the next stage, important elements of the situational model are formed (the 
agent 'rejects' unimportant elements of the situational model, e.g. 'a drop in sales to 
customer X was noted, because he wound up their business activity' – the element 
is unimportant because no marketing action can be taken towards customer X). 

5. Next, important elements of the situational model are transferred to a global work-
space and, with the elements as basis, specific schemes of actions are taken from 
the procedural memory – for instance 'improve product characteristics' or 'lower 
product price' or 'introduce a new product that will meet customer expectations'. 

6. Next step is to perform a selection of the actions. For instance, the following action 
will be selected: 'lower product price', 'introduce a new product that will meet cus-
tomer expectations'. The actions are transferred to the sensory-motor memory, 
where procedure algorithms are initiated – for example a set of steps to be taken in 
order to introduce a new product to the market. 
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4.2 Manufacturing Management Agent 

The manufacturing management agent perform, for instance, the following tasks: 

1. On the basis of orders collected by the agent of CRM sub-system and specific 
manufacturing capacity (it was assumed, that the enterprise produces in three shift 
system) the agent creates manufacturing plan. 

2. Then agent automatically creates a detailed schedule of manufacturing orders (and 
thus also the demand for materials), and the automatic transfer of orders to carry 
out the production line is realized. 

3. At 11 pm the CRM sub-system agent, which monitoring the enterprise environ-
ment acquired the information that the sale of the manufacturing at this point prod-
ucts to one of the customer is impossible (for example the customer is established 
in a country which has just been suspended trade). 

4. Because at 11 pm in the enterprise there is no person liable to decide on production 
the orders related to that customer, the manufacturing management subsystem 
agent  take a decision itself. It  may, suspend the realization of these orders and to 
send information (e.g. SMS) to the person managing the company or automatically 
change the manufacturing plan and execution schedule. This type of action can 
protect the company against large losses. For example, consider a company that 
produces animal feed for farm animals. The manufacturing capacity of the produc-
tion line is 1200 tons per day. Assume further that the foreign company has or-
dered feed, which failed to sell in our market (for example, to feed antibiotic is 
added in a proportion of non-compliant by the laws of our country, but is permitted 
by the law of the customer’s country). If deciding on production plan changes will 
wait until the arrival of the decision-making person, for example to 7 am next day, 
the losses incurred by the enterprise can reach hundreds of thousands of euros 
(from 11 pm to 7 am next day will be manufactured 400 tons of feed - the cost of a 
tone of it around 1000 euro- the loss could reach the amount of 400000 euro).  

On the basis of the presented example, it can be noted that the functioning of the 
cognitive agent allows enterprise to not only make decisions in close to real time, but 
also to reduce the cost of functioning of an enterprise. 

With regard to the described two agents, the sensory memory is implement by us-
ing “java.net” packed which classes allow to read information from the internet web 
pages (for example online shops, competitors web pages, social networks)  - current-
ly, the sensory memory of the CIMIS prototype can sense only strings,  in the future it 
is planned to adapt the sensory memory to sense the audio - speech recognition, and 
graphics – image recognition). The low level codelets perform tokenization process of 
text documents shallow analysis. The perceptual memory is implemented as a seman-
tic net in a topic map standard. The LIDA represents a topics as a node and associa-
tions as a links, with activation level (slipnet). This allows to perform by high level 
codelets such processes of  shallow analysis as  morphological analysis, removing the 
ambiguity, recognize their own names, replacing pronouns, cutting sentences. The 
results of perception are transferred to workspace and global workspace also as slip-
net. The episodic memory rules condition and conclusion are stored in form nodes 
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and links. In episodic memory nodes and links have a timestamp. The procedural 
memory consist of names of specific schemes of actions and names of java classes, 
which consist of a procedure algorithms (they are stored in sensory-motor memory). 

5 Conclusions 

The CIMIS as an application of computational collective intelligence allows for group 
decision supporting related with enterprise’s processes management. Cognitive agents 
that operate in the system replace humans in making decisions on the operational, 
tactical and strategic level. They can also perform many routine activities instead of 
human (e.g. receiving an e-mails, actions related to production line). Of course, it is 
also necessary to apply appropriate actuators.  

It is important to emphasize that such approach does not assume making em-
ployees redundant in the company, because, while the agent is performing a certain 
task, they should perform supervision over the agents, improve their knowledge and 
seek solutions that will expedite the operation of the company in a specific field. 
Therefore, the benefits from implementing the discussed system in a company will 
not be found in lower costs of employment, but rather in the following aspects: in-
creasing work efficiency (the agent program can work non-stop while human work is 
connected with such events as unworked hours), having proper amount and most up-
to-date information, drawing conclusions based on the information, accelerating the 
decision-making process (the agent makes decision in close-to-real time), lack of 
influence from non-substantive factors (such as fatigue, pressure from third parties) 
on the decisions made, increase in the automation of business processes, providing 
information and suggesting solutions to managers and employees, lower risk of work-
related accidents (humans do not have to be present in the manufacturing hall). 

Due to this article volume, the details algorithms and methods of agents implemen-
tation as well as the experimentation and case studies will be presented in subsequent 
publications. The work on the implementation of the other sub-system agents and 
multilingualism options is in progress. Using a Microsoft SQL Server 2014 database 
management system, with In-Memory OLTP technology, is also planned to facilitate 
the IMIS performance. 
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Abstract. Video-games industry is specially focused on user entertain-
ment. It is really important for these companies to develop interactive
and usable games in order to satisfy their client preferences. The main
problem for the game developers is to get information about the user be-
haviour during the game-play. This information is important, specially
nowadays, because gamers can buy new extra levels, or new games, inter-
actively using their own consoles. Developers can use the gamer profile
extracted from the game-play to create new levels, adapt the game to
different user, recommend new video games and also match up users.
This work tries to deal with this problem. Here, we present a new game,
called “Dream”, whose philosophy is based on the information extrac-
tion process focused on the player game-play profile and its evolution.
We also present a methodology based on time series clustering to group
users according to their profile evolution. This methodology has been
tested with real users which have played Dream during several rounds.

Keywords: Video-games, Gamer profile, User evolution, Time Series,
Clustering.

1 Introduction

Game extensions are an emergent business over the last few years [4]. Usually,
different companies sell optional phases, characters or costumes to the gamers
more interested in the games. Gamers which have been immersed in a deep
game experience feel attraction for this extra content, however, a high number
of options is usually provided by the different business making difficult to the
user to select their preference.

From a different perspective, it is also important to understand how the user
adapts himself to the video game during the game-play experience. This infor-
mation provides a general profile of the gamer which allows the developers to
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adjust the game to a concrete user profile, for example, according to their age,
gender, play time, etc. [10]. Moreover, the video game can also be used to define
the player behaviour, extracting data from different movements and decissions
chosen during the game-play [5].

There has been used different approaches, based on Machine Learning and
Data Mining, to model the player behaviour. These approaches, usually named
human or robot behaviour modelling, have been applied in different domains like
Robossocer simulations [1]. Due to this extraction process is initially blind, it is
interesting to consider unsupervised Data Mining techniques, such as, clustering,
in order to face this problem.

Clustering [2] is an extensive unsupervised Data Mining field. These tech-
niques are based on a blind pattern identification process usually carried out
through statistical models [9]. The most classical clustering algorithms are [7]:
K-means and Expectation Maximization (EM). Over the last decade, clustering
techniques have exploited forecasting fields, and have been specially focused on
time series analysis [8]. Measuring the evolution of several time series, which are
group by the clustering algorithms, these techniques can be used to predict a
new series trend.

This work is focused on the application of time series clustering techniques to
the user profile extraction, based not only on the general behaviour, but also on
its evolution (because gamer evolution shall also be considered in the profile def-
inition process). In order to consider this information we extract players profile
and generate an evolutionary model based on player game-play during different
rounds. A whole video game, named “Dream”, has been designed using extra
data extraction and analysis modules, in order to improve the game-play from
several perspectives, and extract the user profiles and its evolution. This game
has been tested with some players during different rounds in order to achieve
these goals.

The rest of the paper runs as follows. Next Section introduces the Dream
game and the data analysis architecture. Section 3 describes the experimental
setup for the analysis, while Section 4 presents the experimental results. Finally,
in Section 5, conclusions and future work are discussed.

2 The Video-Game Analysis Architecture

The game architecture is divided into four modules. This section describes each
module and their goals.

2.1 Game Module

Dream is a computer game in 3D Action-RPG genre. This game is very simi-
lar to the dynamics of games like Skyrim, Oblivion or Dark Souls. The player
controls the main character and his goal is to eliminate certain key enemies in
order to finish the game. To do this, the user has a set of skills that, together
with its basic attack, will help him to defeat enemies. The user will manage its
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own equipment, inventory and attributes. The enemies have different types of
artificial intelligence, forcing user to change his tactic during each phase. The
enemy tactics are: pursue the player, pursue the player and call other enemies
when his life takes down below a certain threshold, or pursue the player forming
groups of enemies. The map is divided in four main phases with enemies (see
Fig. 1 right, “Ph. 1” to “Ph.4”), a tutorial (see Fig. 1 right, “Tutorial”) and a
resting place (see Fig. 1 right, “Rest”). After each phase the player is teleported
to the resting place.
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Fig. 1. Game-play example of Dream game (left) and the whole map divided by regions
(right)

Dream has been developed using Unity3D and C# as the programming lan-
guage. Unity3D [3] is a game engine platform which incorporates a development
environment to create game. Video game creation programs and 3D animation
were used for 3D elements. Fig. 1 (left) shows an example of the 3D environment
during the game-play.

2.2 Data Extraction and Representation Module

This module extracts the statistical data of each player and stores these statistics
in the database of the game. This process is divided into two parts: the data
compilation within the game and the sending process.

The Data Compilation process takes place within the game and it is trans-
parent to the player. Because there are different types of statistics that are
extracted from the game, not everything is collected and sent in the same way.
There are events that are collected asynchronously: use of objects, acquisition
of objects, attacks (from players and enemies), use of skills, level up, increment
abilities, ect. Also there are some data which is taken synchronously: enemies
and player movements (every 2 seconds). Statistics collected are sent directly to
the server, and not stored in the local machine.
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The Sending process takes place once the communication between the game
and the web server is established. The game communicates with the server using
the HTTP protocol. To send stats, the game sends these statistics as a POST
parameter. The server is able to process these statistics and provides different
visualization options such as the player or enemies movement, enemies position,
etc. Fig. 2 shows an example of two visualizations: player trajectory and enemies
position.
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Fig. 2. Example of the maps representation of Dream. The left image shows the player
movement around the map. The right image shows the enemies position in each region.

2.3 Basic User Profile Module

This module will be responsible for calculating and representing profiles of each
player. In order to define a clear user profile, different metrics have been defined
combining the information extracted in the previous module. Each of these met-
rics quantify a characteristic of the gamer in order to group the players with
similar profiles. All metrics are normalized in range [0,1] (0 is the lowest possible
value and 1 the highest). The metrics are defined as follows:

– “Strength”: This metric indicates whether a player (pl) has an aggressive
profile. A player with a high value will be the one that prefers physical at-
tacks (PA) instead of magical attacks. This kind of user usually increases
attributes like strength (SA) and agility (AA) instead of the other at-
tributes (tot(A)). Also, the metric considers the number of enemies that
the player has killed (EK) over the total of enemies present in the game
(ET). Finally, the level reached by the player (LP) also influences the final
value achieved in that metric. The value of the metric is:
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stpl =
1

4

(
EKpl

ET
+

SApl + AApl

tot(A)pl
+

max(PApl)

max(PAall(pl))
+

max(LPpl)

max(LPall(pl))

)
.

(1)
– “Agility ”: This metric indicates whether the player (pl) solves the puzzles

easily and if he has chosen to kill only the minimum number of enemies to
overcome each of the phases. A player with a high value will be the one who
solves each different phase in the shortest possible time (PT(i)), compared
against the times of the rest of players (all(pl)). Moreover, the metric also
considers the number of enemies killed (EK) to complete each phase. The
lower the number of enemies killed, the higher the value of this metric. The
value is defined by the following formula:

agpl =
1

2

(
4∑

i=1

PT (i)pl
max(PT (i)all(pl))

+
1

EKpl

)
. (2)

– “Items”: This metric indicates whether the player (pl) behavior is based
on the acquisition (ac()) and use (use()) of objects that can be found in
the video game or, on the contrary, he dispenses with the items to complete
the game. A gamer with a high value will be the one to collect as many
objects scattered around the map and use those objects for his own benefit.
The use and acquisitions of potions (PO) and equipment (EQ) will increase
the value of this metric. The value of the metric is:

itpl =
1

4

(
ac(PO)pl
tot(PO)

+
ac(EQ)pl
tot(EQ)

+
use(PO)pl
ac(PO)pl

+
use(EQ)pl
ac(EQ)pl

)
. (3)

– “Defense”: This metric indicates whether the player (pl) chooses to avoid
damage and confrontations. A player with a high value increments attributes
that increase resistance (RA) over other attributes (tot(A)). The minimum
hit (min(H)) by an enemy is also considered. Finally, the total number of
deaths that the player suffer (DE) and the enemies killed (EK) are part of
the metric. The final value is:

dfpl =
1

4

(
1

EKpl
+

RApl

tot(A)pl
+

1

min(H)pl
+

1

1 + DEpl

)
. (4)

– “Intelligence”: This metric indicates whether the player (pl) bases its of-
fensive strategy in the use of magic skills (MS), and whether he increases
his level (PL) killing the minimun possible number of enemies (EK/PL).
A player with a high value uses offensive skills compared to other play-
ers (all(pl)). He also increases magical abilities MA over other attributes
(tot(A)). The value of this metrics is:

inpl =
1

3

(
MSpl

max(MSall(pl))
+

MApl

tot(A)pl
+

(EK/LP )pl
max(EK/LP )all(pl)

)
. (5)
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2.4 Profile Evolution Module

This module tries to group the users according their similarity. In this case, the
profile metrics and their evolution during the different rounds are considered.
This allows the analyser to consider not only the global information of each
player, but also his learning abilities. The analysis steps are as follows:

– The time series statistics of the players are generated. The temporal statistics
are generated by round, this allows to compare the player evolution during
different rounds.

– We clusterized the time series of the players per metric, using this informa-
tion, we generate a matrix with the metric cluster and the player associated
as follows: ⎛⎜⎜⎜⎜⎜⎝

C(st)1 C(st)3 C(st)4 . . . C(st)1

C(in)2 C(in)3 C(in)2 . . . C(in)4

C(it)1 C(it)2 C(it)1 . . . C(it)3

C(df)3 C(df)2 C(df)3 . . . C(df)3

C(ag)4 C(ag)3 C(ag)1 . . . C(ag)4

⎞⎟⎟⎟⎟⎟⎠ (6)

In this matrix each row represents a metric and each column represents a

player. The elements of the matrix C(metric)
i represents the assignation of

each user to a determined cluster during the time-series clustering process.
– Using the previous matrix, we generate a dissimilarity matrix around the

players, and we will use this dissimilarity matrix to clusterized the players
using a medoid based clustering algorithm. The dissimilarity measure applied
for players is the following:

diss(pi, pj) = 1−
∑

Cq
δiCq
· δjCq

M
(7)

Where M is the number of metrics considered, pi, pj are the players to be
compared, Cq represents the posible clusters per metric, and δiCq

defines the
Dirichlet delta defined by:

δiCq
=

{
1 if pi ∈ Cq

0 otherwise
(8)

– The medoid based clustering algorithm is applied again to determined the
most relevant medoids of the datasets which corresponds with the most rep-
resentative players (due to we have generated a players clustering process).

3 Experimental Setup

The experiments have been carried out with around 30 users. These users have
been playing to Dream during several rounds (at most 17, depending on the
user). Each round has been a complete game which has finished when the user
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has completed all the phases or he has been defeated. All the data per round
has been colected in order to extract the user profile. Also the evolution of the
metrics during each round has been used to measure the user profile evolution.

The algorithms which have been used for the analysis are a combination of
time-series clustering [8] and Partition Around Medoids (PAM) clustering [6].
The time-series clustering process has been carried out in the following steps:

1. The times series have been set in the search space.
2. The time series dissimilarity is calculated to generate a dissimilarity matrix.
3. PAM is applied to group the time series by their similarities.

Once the time series are clusterized, the similarity matrix among the users is
generated for the user profile evolution phase (see Section 3). The final clustering
process is also carried out using PAM. This algorithm uses a dissimilarity matrix
as a search space and chooses the most relevant instances in this dissimilarity
matrix. All the data instances are candidate solutions for the algorithm, and the
final solutions are composed by the most representative data instances, called
medoids.

The metric used by the time series clustering process is the dissimilarity met-
ric called Autocorrelation-based Dissimilarity [8]. This measure performs the
weighted Euclidean distance between the simple autocorrelation coefficients. It
is defined as:

d(x, y) = {(ρx − ρy)tΩ(ρx − ρy)} 1
2 (9)

where ρx, ρy represent the autocorrelation vectors, and Ω is a inner product
which depends on a geometric weights decaying factor p, as follows:

Ω =

⎛⎜⎜⎜⎝
p(1− p)1 0 . . . 0

0 p(1− p)2 . . . 0
...

...
. . .

...
0 0 . . . p(1− p)n

⎞⎟⎟⎟⎠ (10)

The p value which provides more stable solutions in this analysis is 0.075. Also
the number of clusters which provides the most stable solutions, according to
the Within-Sum quality metric [7], is 3.

4 User Profiles Analysis

The application of the time series clustering techniques have shown three relevant
profiles as the chosen medoids for the final analysis. Fig. 3 and 4 show the global
profiles and the evolutionary profiles, respectively, of the chosen users. These
results discriminate three different user behaviours and evolutions:

– Inexperience Gamer Profile: This profile is associated with User 15 and
covers the 60% of the total users. Analysing the general profile of this kind
of player (see Fig. 3) we can discover that the values related to strength,
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User  15

strength

agility

intelligence

defense

items

User  26

strength

agility

intelligence

defense

items

User  29

strength

agility

intelligence

defense

items

Fig. 3. User global profile extraction based on the five metrics. These results represent
the most relevant users of the profile extraction process.

items and intelligent are low, the agility is the lowest and his strategy is
only focused on the defense. The evolution of the player (see Fig. 4) shows
that this kind of gamer has usually been defeated several times and he only
starts to learn after several rounds. In this case, the learning improvement
is remarkable for all values but the agility. It means that this kind of gamer
does not deeply adapt to the game.

– Average Gamer Profile: This profile is associated with User 29 and covers
the 20% of the total users. The average profile, in general terms (see Fig.
3), has balanced and low results according to all the metrics except for the
intelligence. These users tries to profound in the game-play and interact
more with the environment. According to their evolution (see Fig. 4), it is
clear that their learning process is fuzzy but there are some trends which
indicates that they are trying to improve a metric per match, specially the
defense, agility and items used.

– Hardcore Gamer Profile: This profile is associated with User 26 and
covers the 20% of the total users. The hardcore gamer shows good general
statistics (see Fig. 3) according to all metrics (the best for the three rep-
resentative users). This means that these users quickly adapt to the game
enviroment and have a deep game-play experience. Their evolution is a little
fuzzy (see Fig. 4), which is usual with this kind of user because the real
adaptation becomes during the first or second round. These users specially
focused their evolution on the strength and agility trying to optimize their
game-play decisions. They modify their behaviour according to satisfy this
goal, using a deep knowledge of the game, as it is shown in the high values
of each metric.

With the information of the users profile, we are able to choose those users
which could be more interested on the different extensions and propose different
options to each profile, for example, helpful objects and equipments for aver-
age users, new abilities which makes the game easier for inexperienced gamers
and more complex phases for hardcore users (which can provide an interesting
challenge for them). Also, given a new user, we are able to identify the most
accurated profile according to his features and evolution.
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Fig. 4. Evolution of each user in the different games that he has played. These results
are used for the time-series clustering process.

5 Conclusion

This paper has presented a new game, named “Dream”, which is an Action-
RPG game for individual gamers. During the game-play, the player has to defeat
different enemies using abilities and items in order to help him to improve his
performance. The game extracts data of the user experience giving information
about the enviroment, user position, user decisions, enemies decisions, etc.

Using the information provided by the data extraction process, developers are
able to redesign different parts of the game visualizing the different aspects, such
as user path, enemies path, user most frequent abilities, hit statistics, etc. Also
this work proposes some metrics to extract the user profile using the previous
information.

With the information about the profiles, we also propose a methodology
(based on time series clustering) to analyse user profile evolution during the
game-play experience, in order to discriminate players according to their learn-
ing skills. With this information we identify three main profiles: Inexperienced,
Average and Hardcore players. Using these profile, future game extensions may
be offered to the users, in order to improve their game experience in a personal
way.
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Future work will be focused on online games and multi-player analysis. Using
the profile evolution, we might be able to propose gamers for different teams
in order to improve the multi-player experience and also analyse the team as a
whole, in order to propose extensions to different teams.
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Abstract. This paper studies rehandling strategies for pickup contain-
ers in marine container terminals where a truck appointment system
(TAS) is in place. The main purpose of the TAS is to address the im-
balance of peaks and troughs of truck arrival times, thereby reducing
the number of external trucks during peak hours and improving their
turnaround time. This study suggests that the TAS can also be used
to improve the efficiency of yard handlings for pickup containers, thus
improving the productivity of yard handling equipment. To this end,
a stochastic dynamic programming (SDP) model was proposed consid-
ering the truck appointment information. A branch-and-bound (B&B)
approach was shown to be able to provide the exact solution to calculate
the expected number of rehandlings in the decision tree. To overcome the
computational restriction of the exact solution, a heuristic was proposed
and its performance was compared with that of the B&B approach.

Keywords: container relocation problem, truck appointment system,
stochastic dynamic programming.

1 Introduction

Once containers are stacked in a container yard, they can be accessed only from
above. Therefore, a trade-off between the efficient use of yard surface and the
minimisation of rehandling problem arises. According to [6], the main objectives
of a stacking strategy are i) efficient use of storage space, ii) efficient trans-
portation from quay to stack and vice versa, and iii) avoidance of unproductive
moves. The stack with only one height would be optimal for the third objective,
but would lead to an inefficient use of storage yard, which conflicts with the
first objective. Therefore, the container relocation problem arises as a result of
stacking containers on top of each other, and reducing the number of rehandles,
i.e. unproductive moves, is of practical interest to terminal operators.

1.1 The Container Relocation Problem (CRP)

The CRP or the block relocation problem (BRP) ([12]) is a classic optimisation
problem in container terminals, which may be formally defined as follows: given

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 272–281, 2014.
c© Springer International Publishing Switzerland 2014
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a retrieval order for containers in a given stack configuration, the objective is to
retrieve all containers with the minimum number of moves. The basic setting of
this problem is static in the sense that it assumes all containers are sequenced
with the predefined departure order and no containers arrive during the retrieval
process. In practice, however, container arrivals and departures overlap; incoming
containers are stored in a stack while some containers in the stack are claimed
for departure. This setting is referred to as dynamic and the associated problem
may be referred to as the dynamic container relocation problem (DCRP). While
most studies on the relocation problem deal with the static problem, a few studies
allow container arrivals during the retrieval process ([18,3]). There are also some
variants to this problem; e.g. some studies assume that only the containers above
the target container are allowed to be relocated while a few studies remove this
restriction ([22,3]). In this paper, we assume no container arrivals as in the static
CRP, but the departure order is determined by truck appointment, which gives
uncertainty to the containers booked in the same time slot.

Export containers arrive at the terminal with high uncertainty, but leave the
terminal with a predetermined sequence by a ship loading plan. This pattern
is the opposite for import containers: they arrive with predetermined unloading
sequence; but they leave unpredictably over days. For studies of export con-
tainer stack, [13] derived an optimal stacking strategy for export containers
given weight group information whereas [10] studied the same problem under
uncertain weight information. [15] developed a system for determining the stor-
age position of an arriving container to minimise the number of reshuffling moves
by the reshuffle index. While the previous studies assumed no container arrivals
during the retrieval process, [18] allowed container arrivals during the retrieval
process. [14] studied the CRP in the range of multiple bays. For studies of im-
port container stack, [19] proposed an accessibility index as an indication of
rehandling occurrences and applied it to estimate the expected number of re-
handles. [5] studied two storing strategies for import containers: one based on
the expected number of moves per container and the other based on segregating
containers according to their arrival times. [11] proposed analytic evaluations
to estimate the expected number of rehandles to clear all containers in a bay.
[12] considered the CRP for import containers in a bay and proposed a heuris-
tic based on the expected number of additional relocations. [20] considered the
problem of finding the stacking policy for incoming containers to minimise the
total number of rehandles by exploiting the property called storage demand unit
(SDU), which can be stored together and retrieved in any order. To evaluate the
stacking strategies by the number of rehandling moves generated, [16] developed
a mathematical model based on probabilistic distribution functions for container
dwell times. [17] extended the CRP by considering the distance travelled by the
crane.

1.2 The Truck Appointment System (TAS)

The main purpose of the TAS is to address the imbalance of peaks and troughs
of truck arrival times, thereby reducing the number of trucks during peak hours
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and improving their turnaround time. This study suggests that the information
available from the TAS can also lend itself to improving the handling for import
containers. In this paper, we consider the CRP under the TAS. Then, the revised
objective is, given the appointment information, to provide a sequence of moves
that minimises the expected number of rehandles to clear the stack.

There is a limited amount of research on the TAS, but only a little addresses
the rehandling policy in a container terminal. [8] formulated a problem of finding
the appropriate level of capping for the allowable number of trucks given at each
zone and in each time window. [9] developed an event-based simulation model
that captures interactions among various subsystems, assuming the port must
have some method of gathering information about containers’ departure time,
e.g. the expected dwell time. [21] assumed truck arrival times are obtained after
import containers are stored on the yard. [1] applied a discrete-event simulation
model to evaluate the impact of a TAS on the performance of online container
stacking rules discussed in their prior research ([2]).

The paper is organised as follows: in Section 2, we formulate the problem
into a SDP model; in Section 3, a heuristic rule to overcome the restriction of
the exact solution is described; in Section 4, the computational experiments are
demonstrated and compared; in the last section, we conclude our findings and
suggest future research topics.

2 The CRP with Time Windows

We develop our model under the following assumptions: i) containers are reshuf-
fled iff any container below them is to be retrieved; ii) each reshuffled container
is moved once only for a retrieval of any container; iii) no container is arriv-
ing in the stack during the retrieval process; iv) all containers in the stack are
booked by the time slots, which are mapped to retrieval sequences, ascending
by the hour. Unlike the cases for groups of blocks introduced in [12], the same
sequence does not mean that containers with the same sequence can be retrieved
in any order. It means that the actual departure order among them is unknown
until the corresponding truck arrives in the stack, and we assume there is equal
probability for any departure among the containers with the same sequence.

2.1 Stochastic Dynamic Programming (SDP) Model

A decision tree in a SDP model consists of chance and decision nodes. A chance
node is a tree structure expressing stochasticity whereas a decision node ex-
presses possible decision. Each node in the decision tree corresponds to a state
of the stack. The states in children are produced from the parent by an action,
i.e. one or a series of moves. In our B&B approach, each decision node produces a
combination of compound moves and a bounding procedure is applied. Following
the notations from [7], lower bound (LB) consists of two parts, Zn

LB = Zn
R +Zn

M :
Zn
R considers the reshuffles that occurred until the node n; Zn

M considers the
minimum reshuffles that will occur until emptying the stack. The first part is
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trivial. The second part is not, but is at least greater than or equal to the num-
ber of misplaced containers across columns, i.e. those placed above the earliest
departing container in the column. Upper bound (UB) also consists of two parts,
Zn
UB = Zn

R + Zn
F : Zn

R is the same as above; Zn
F considers the reshuffle events

that will occur until emptying the stack. Zn
F is not necessarily the minimum

number of future rehandles. Different heuristics may yield different number of
future rehandles differently. With Zn

LB and Zn
UB in each node, a set of nodes

can be pruned en masse when the LB of that node is greater than or equal to
the best known UB, Zbest

UB , such that Zbest
UB = min(Zbest

UB , Zn
UB). The following

notations are used for the formulation of our SDP model:

– N : the total number of containers in the initial stack

– ak: the action taken for the removal of the kth container

– Sk: the state of the stack after k containers are retrieved from the stack
– Ck: the set of the earliest sequenced containers at the state Sk.

– ck: the container to be retrieved during action ak. It is a stochastic variable.

– pk(ck): the probability of retrieving ck among Ck given the state Sk such
that

∑
ck∈Ck

pk(ck) = 1

– π(Sk, ck): the state transformation function that observes container ck to
retrieve from the state Sk.

– S(k′): the state transformed by π(Sk, ck). If |Ck| = 1, Sk = Sk′
= π(Sk, ck).

– r(ak|Sk−1′)): the number of rehandles that occur during action ak given the
state Sk−1′

.

– f(Sk): the expected minimum total number of rehandles to retrieve the
remaining containers from the state Sk.

The problem can be formulated as the recursive function shown in Equation
(1). ck is a stochastic variable because we do not know with certainty how the
state will be transformed before ck is observed by the external factor, i.e. the
truck arrivals. A general recursive function may be derived as in Equation (2).

f(S0) = E[min
a1

[r(a1) + f(S1)]|π, S0] =
∑

c0∈C0

p0(c0) min
a1

[r(a1|S0′) + f(S1)]

where S0′ = π(S0, c0) and S0 S0′ ,a1

−−−−→ S1

(1)

f(Sk−1) =
∑

ck−1∈Ck−1

pk−1(ck−1) min
ak

[r(ak|Sk−1′
) + f(Sk)]

f(SN ) = 0

where Sk−1′ = π(Sk−1, ck−1) for k = 1, ..., N

and Sk−1 Sk−1′ ,ak

−−−−−−→ Sk for k = 1, ..., N

(2)
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2.2 Numerical Case

Fig. 1 illustrates a simple case of 3x3 stack with five containers by our branching
method. At the state S0, the number of the earliest sequenced containers is only
one. Therefore, it is trivial that r(a1|S0′) is 2, which is the number of containers
placed above. Thus, f(S0) = 2+f(S1). Since there are three possible decisions at
the S0, some children may be pruned by the bounding procedure while branching
out each decision. Table 1 summarises the optimal solution at each possible state
S1. As the solutions for f(S0) in each case indicate, moving to the state [1.1], is
the optimal policy for the action a1 by yielding the minimum f(S0).

Even though the SDP model above may solve the problem exactly, it is com-
putationally prohibitive to be applied to a practical situation. The CRP was
already shown to be NP-hard in previous studies ([4]). Allowing containers to
be booked in the same time window makes the problem even harder due to the
stochastic branches, which cannot be pruned until their expected values are fully
computed down the tree. Suppose that we have 10 containers to be retrieved at
the initial stack and all containers are booked in the same time window. Such
a situation would yield 10! stochastic branches, which may be multiplied by
the number of rehandling options during each retrieval stage. Such a task is
formidable, thus being called the curse of dimensionality. Therefore, we intro-
duce a simple heuristic to overcome this computational restriction.

Fig. 1. A decision tree example considering the same time slots
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Table 1. Summary of expected rehandles calculated by each node at level 1 of Fig. 1

S1 min r(a1) p2(c2) min r(a2) min r(a3) min r(a4) min r(a5)

[1.1]
[2]

0.5 via [1.1.1] 1 0 0 0
0.5 via [1.1.2] 0 0 0 0

f(S0) = 2 + 0.5(1 + 0) = 2.5

[1.2]
[2]

0.5 via [1.2.1] 1 0 0 0
0.5 via [1.2.2] 1 0 0 0

f(S0) = 2 + 0.5(1 + 1) = 3

[1.3]
[2]

0.5 via [1.3.1] 1 0 0 0
0.5 via [1.3.2] 1 0 0 0

f(S0) = 2 + 0.5(1 + 1) = 3

3 The Expected Reshuffle Index (ERI) Heuristic

The Reshuffle Index (RI) heuristic, defined by [15], is the index indicating
the number of containers that depart earlier than the incoming container in
the column. This heuristic chooses the column to be reshuffled by computing
the lowest RI, and the tie is broken towards the taller column and arbitrarily
afterwards. The RI heuristic cannot calculate the index of a column where there
exist containers with unknown precedence relationship. We hereby propose the
ERI heuristic, a variant of the RI heuristic, to calculate the expected number
of containers that depart earlier than the incoming one in the column where
there exist containers with unknown precedence relationship. We introduce the
following notations.

– n: number of the containers in which precedence relationships are unknown
– k: number of earlier departing containers among containers in the column

with unknown precedence relationship
– pn(k): the probability of having k number of earlier departing containers

below the incoming container
– fn(k): the marginal contribution of having k number of earlier departing

containers to the ERI
– fn: the marginal expected reshuffling index (ERI) of the column

fn(k) = kpn(k) (3)

fn =

n∑
k=0

fn(k) (4)

fn(k) and fn can be computed by Equation (3) and Equation (4), respectively.
Then, the total reshuffling index of the column is the summation of fn and
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the already observed number of containers booked in earlier departure time.
Initially, there will be (n+ 1) containers with unknown precedence relationships
including the incoming container. Fig. 2(a) illustrates the case of two existing
containers, all being booked in the same time slot. At the root node of level
0, three containers including the incoming one contain uncertainty with respect
to the retrieval sequence, thus generating three branches with equal probability
of 1/3. At level 1, the first branch yields no earlier container below the first
departing container, therefore there is no need to branch out further. Now since
there are two containers with unknown precedence relationships, the second and
third branch produce two children with equal chance of 1/2, respectively. This
establishes all precedence relationships of the initial column in Fig. 2(a). The

ERI for the case n = 2 is calculated to be 1 by f2 =
∑2

k=0 f2(k) = 1/3+2/3 = 1
using Equation (4), the general case of which is summarised in Table 2. The
table induces Equation (5), which provides us with a simple heuristic to our
problem.

Fig. 2. A case where there exists two unknown precedence relationships (n=2)

Table 2. The ERI calculation table for general case

k
prob. of reaching each leaf number of

pn(k) fn(k)
with k earlier containers such k node

0 1/(n+ 1) 1 1/(n+ 1) 0
1 1/(n+ 1)n n 1/(n+ 1) 1/(n+ 1)
2 1/(n+ 1)n(n− 1) n(n− 1) 1/(n+ 1) 2/(n+ 1)

...
n 1/(n+ 1)! n! 1/(n+ 1) n/(n+ 1)

fn =

n∑
k=0

k

n + 1
=

1

n + 1

n∑
k=0

k =
1

n + 1

n(n + 1)

2
=

n

2
(5)
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4 Computational Experiment

A computer program was developed to compare the performance between B&B
and the ERI heuristic in this problem. It was programmed in Java language
and the program was run on Intel i5-2500 3.3 GHz CPU and 8GB RAM using
windows 7 enterprise 64-bit.

Since this study is the first attempt to model the CRP with time windows,
no benchmarking instance is available. Therefore, we randomly generate thirty
instances per stack configuration, the column size of which ranges from 3 to 12.
Considering a straddle carrier(SC)-based terminal, we have restricted the height
of the stack to 3. The stacked ratio for each instance is about 2/3 and does
not vary for the sake of comparison convenience. For each instance generation,
we impose that the ratio of the different retrieval sequence groups divided by
the number of containers be over 50% since a too low ratio may not provide a
meaningful interpretation to our model setting.

The B&B approach was run once per instance since the expected outcome will
always be the same in every run. The ERI heuristic was simulated by 500 times
per instance, and the overall average rehandles as well as the average of the best
rehandles are summarised in Table 3. The best rehandles in the heuristic run
mean the minimum number of rehandles observed among the repeated simula-
tion. It turns out that the B&B approach is no longer viable when the number
of columns exceeds 6. It is also notable that the standard deviation for the com-
putational time in the B&B approach increases exponentially as the number of
columns increases. Among the instances of seven columns, some instances could
be solved within 10 seconds whereas others could not be solved even with 10
hours’ computation. The last column, (d)/(a), indicates the best-case scenario
among the simulated cases. In overall, our conjecture from available comparison
is that the heuristic performance is reasonably good by deviating marginally
from the exact solution and is applicable to stacks of any practical size.

Table 3. Comparison between the expected B&B and the ERI heuristic simulation

col. x
average B&B average of 500 heuristic runs performance

(a) (b) sd. sd. (c) (d) best (e) sd. sd.
(c)/(a) (d)/(a)

tier rehand. time(s) (a) (b) rehand. rehand. time(s) (c) (e)

3x3 2.16 0.03 1.03 0.08 2.26 1.65 0.15 1.18 0.14 1.03 0.71
4x3 2.22 0.07 1.25 0.10 2.27 1.6 0.19 1.25 0.13 1.02 0.62
5x3 3.41 2.22 1.04 3.84 3.50 2.89 0.22 1.11 1.10 1.02 0.81
6x3 3.65 47.6 1.11 90.45 3.7 3.2 0.30 1.08 0.01 1.02 0.86
7x3 4.35 3.8 0.40 1.47 0.02
8x3 4.77 4.1 0.48 1.35 0.02
9x3 5.21 4.6 0.6 1.25 0.02
10x3 6.17 5.5 0.73 1.42 0.02
11x3 6.25 5.55 0.90 1.55 0.19
12x3 7.38 6.9 1.09 1.51 0.17
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5 Conclusion

Since truck appointment allocates groups of containers to predetermined time
window, precedence relationships among those in the same time window are not
known. This is a typical situation in import container stack, but the appointment
system reduces the uncertainty to a certain degree. The difference of this study
in comparison to the static CRP is that the retrieval sequences are mapped by
the appointed time slots and the same sequence indicates the uncertainty which
will likely increase the expected number of rehandles.

We have proposed the ERI heuristic to compute the RI index of a column
containing containers booked in the same time window. In the computational
experiment, we have run the simulation to calculate the minimum expected
number of rehandles in the given stack configuration. The result shows the fast
computation as well as its reasonable performance in terms of a marginal gap
(of about 2-3% increase on average) from the exact solution. One limitation in
this interpretation is that there were relatively a very few instances that could
be solved exactly. Therefore, our efforts on the future research will be focused
on the exact solution approaches that can expand the boundary of the problem
size so that we can improve the validity of the benchmarking result.

We suggest this heuristic is directly applicable to terminals using the TAS.
This heuristic can be powerful when choosing a stack for import containers.
When the terminal system chooses a grounding stack, there are generally sev-
eral criteria to evaluate. So far, the expected number of rehandles was hardly
one of them for import stack due to the unpredictable retrieval order. That is
why mainstream literature on the CRP addresses the relocation problem from
the perspective of export stack where retrieval sequences are predetermined by
a loading plan. Now that we may have some, though incomplete, information
available for truck arrivals by using the appointment system, exploiting such
information further will provide us with interesting topics for future studies.
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Abstract. An approach to refine and revise the general framework of KiP
(Knowledge Intensive Process) is presented. The specific case of collaborative
KiP is studied and the prominent role of collaborative KiPs in the general con-
text of Business Processes is revealed. The approach is based on Formal Concept
Analysis.

1 Introduction

Nowadays there exists a growing interest in deeply understanding business processes
based on the use of Knowledge in an intensive way (Knowledge Intensive Process,
KiP). This kind of processes are governed by Business Processes (BP) at several levels
within knowledge companies. The task of obtaining an adequate integration of KiP into
classic BP informational ecosystems represents a challenge that Knowledge Economy
needs to solve [9], [12].

The design and extraction of patterns [18] for KiP is inherent to this challenge. BP
patterns provide a number of benefits for BP models (BPM). As is it well known, ob-
taining BP patterns, allows to (see [11]): simplify work, encourage best practices, assist
in BP analysis, show inefficiencies, remove redundancies and greatly aid to consoli-
date interfaces for a proper design of BPs as well as to facilitate their re-use. KiP are
particularly complex BP (even more for the collaborative ones) and the study of their
patterns is particularly challenging. An analysis of the requirements, characteristics and
frameworks for KiPs is mandatory to state a successful formal basis for their modeling
and extraction of patterns [8]. The formal basis is the first step in an attempt to answer
questions as Which is the adequate pattern for a concrete KiP? Are we facing a new
KiP? Which kind of KiPs are the best in a concrete BPM?

In order to formalize the detailed analysis of KiP and to study real-world applications
and experiences, the aim of this paper is to show how to use Formal Concept Analysis
(FCA) in the refinement of characterizations and requirements for managing and exe-
cuting KiPs. Specifically we propose a formal refinement of the semantic relationships
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Table 1. Characteristics of KiPs [8]

Characteristic Explanation

C1: Knowledge driven The status and availability of data and knowledge objects drive human decision making
and directly influence the flow of process actions and events.

C2: Collaboration-oriented Process creation, management and execution occurs in a collaborative multi-user en-
vironment, where human-centered and process-related knowledge is co-created, shared
and transferred by and among process participants with different roles.

C3: Unpredictable The exact activity, event and knowledge flow depends on situation- and context-specific
elements that may not be known a priori,may change during process execution, and may
vary over different process cases.

C4: Emergent The actual course of actions gradually emerges during process execution and is deter-
mined step by step, when more information is available.

C5: Goal-oriented The process evolves through a series of intermediate goals or milestones to be achieved.
C6: Event-driven Process progression is affected by the occurrence of different kinds of events that influ-

ence knowledge of workers’ decision making.
C7: Constraint- and rule-driven Process participants may be influenced by or may have to comply with constraints and

rules that drive actions performance and decision making.
C8: Non-repeatable The process instance undertaken to deal with a specific case or situation which is hardly

repeatable, i.e., different executions of the process vary from one to another.

among characteristics and requirements of KiPs. An analysis of this kind can aid to clar-
ify in which status KIPs are in BPM field. FCA has been successfully proved as an useful
tool to analyze phenomenological reconstructions of Complex Systems [5], and BP in
Knowledge-based companies are inherent complex systems where the understanding
and classification of their elements strongly depends on the features used.

The motivation of this work is based on the fact that this approach clarifies a number
of features associated with the evaluation and assessment of KiP, as for example: to re-
fine evaluation and assessment frameworks by means of semantic methods, to compare
requirements and characteristics of different KiP models and concrete cases, to decide
which sets of requirements represent an innovation niche, etc.

Lastly, the application of FCA allows to revise KiPs associated with specific tools
for Knowledge Management (KM). The resuls are applied to the analysis of Ontoxi-
cWiki’s KiP for collaborative enrichment, extension and refinement of Documentation
on ontologies [4] (see Sect. 5).

Structure of the paper. The next section introduces the main characteristics and re-
quirements of the KiPs considered in this paper. Sect. 3 succinctly reviews FCA. In Sect.
4 FCA based analysis of KiPs is described, showing a number of interesting features
of KiPs from this semantic perspective. In Sect. 5 a first application of this analysis to
some processes, assisted by a semantic knowledge externalization tool (OntoxicWiki)
is presented. Lastly, related work and some insights on future work are given.

2 Characteristics and Requirements for KiPs

In collaborative KiPs three dimensions converge: the Knowledge Dimension, its col-
laborative nature, and its consideration as Business Process. All these three dimensions
have to be modeled. A consensus on KiP definition is a key step in order to understand
hidden mechanisms and patterns that operate in this kind of processes. A definition
catching the complex nature of KiP could be the following (see [17] and also [8]):

A KiP is a process whose conduct and execution are heavily dependent on knowledge
workers performing various interconnected knowledge intensive decision making tasks.
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Table 2. Requirements for KiPs [8]

Requirements on data (RD)

R1 Data modeling

R2 Late data modeling
R3 Access to appropriate data
R4 Synchronized access to shared data
Requirements on Knowledge Actions (RK)

R5 Represent data-driven actions

R6 Late actions modeling
Rules and constraints (RR)

R7 Formalize rules and constraints
R8 Late constraints formalization
Requirements on Goals (RG)

R9 Goals modeling
R10 Late goal modeling

Requirements on Processes (RG)

R11 Support for different modeling styles
R12 Visibility of the process knowledge
R13 Flexible process execution
R14 Deal with unanticipated exceptions
R15 Migration of process instances
R16 Learning from event logs
R17 Learning from data sources
Requirements on Knowledge Workers (RW)

R18 Knowledge workers’ modeling
R19 Formalize interaction between knowl. workers
R20 Define knowledge workers’ privileges
R21 Late knowledge workers’modeling
R22 Late privileges modeling
R23 Capture knowledge workers’ decisions
Requirements on Environment (RE)

R24 Capture and model external events
R25 External events late modeling

KiPs are genuinely knowledge, information and data centric and require substantial
flexibility at design- and run-time

A fine analysis of the main elements to consider in KiP analysis is given in [8]. The
authors enumerate two sets of ingredients to describe and study KiP in order to provide a
precise characterization. On the one side, it is mandatory to highlight the characteristics
that could make KiP different of other BP (see Table 1). On the other side, a list of
requirements retrieved for KiPs was considered (see Table 2). Both sets of ingredients
were extracted from real-world application scenarios.

Requirements for KiPs are driven to achieve a sound representation and performance
of the KiP instance models. In Table 2 a complete requirement list, due to Ciccio et al.,
[8], is shown. The aim of our work is to refine the analysis given in that article, by means
of a systematic treatment of requirements and characteristics and other features which
are essential in KiP analysis. In order to devise a robust (semantic based) refinement,
a formal analysis is applied to concepts associated to Ciccio et al.’s framework. The
analysis is carried out by means of formal concept reasoning.

3 Formal Concept Analysis

FCA mathematizes the philosophical understanding of a concept as a unit of thoughts
composed of two parts: the extent and the intent. The extent covers all objects belonging
to the concept, while the intent comprises all common attributes valid for all the objects
under consideration [10].

A formal context M = (O,A, I) consists of two sets, O (objects) and A (attributes),
and a relation I ⊆ O×A. Finite contexts can be represented by a 1-0-table (identifying
I with a boolean function on O ×A). Given X ⊆ O and Y ⊆ A, it defines
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Fig. 1. Formal context of fishes, and its associated concept lattice

X ′ = {a ∈ A | oIa for all o ∈ X} and Y ′ = {o ∈ O | oIa for all a ∈ Y }

The main goal of FCA is the computation of the concept lattice associated with the
context. A (formal) concept is a pair (X,Y ) such that X ′ = Y and Y ′ = X . For exam-
ple, the concept lattice from the formal context of fishes of Fig. 1, left (attributes are un-
derstood as live in) is depicted in Fig. 1, right. Each node is a concept, and its intension
(or extension) can be formed by the set of attributes (or objects) included along the path
to the top (or bottom). For example, the bottom concept ({eel}, {Coast, Sea,River})
is the concept euryhaline fish. CL contains every concept that can be extracted from
the context. As well, concepts are defined but it is possible that no specific term (word)
exists to denote it.

Knowledge Bases (KB) in FCA are formed by implications between attributes. An
implication is a pair of sets of attributes, written as Y1 → Y2. It is true with respect
to M = (O,A, I) according to the following definition. A subset T ⊆ A respects
Y1 → Y2 if Y1 �⊆ T or Y2 ⊆ T . Y1 → Y2 is said to hold in M (M |= Y1 → Y2 or
Y1 → Y2 is an implication of M ) if for all o ∈ O, the set {o}′ respects Y1 → Y2.

Definition 31. Let L be a set of implications and L be an implication.

1. L follows from L (L |= L) if each subset of A respecting L also respects L.
2. L is complete if every implication of the context follows from L.
3. L is non-redundant if for each L ∈ L, L \ {L} �|= L.
4. L is a (implication) basis for M if L is complete and non-redundant.

A particular basis is the Duquenne-Guigues or so called Stem Basis (SB) [13]. The
SB for the context of Fig. 1 is shown (down). In this paper no specific property of the
SB is used, so it can be replaced by any other basis. In order to reason with implications,
a production system can be used (see e.g. [2]).

Theorem 1. Let S be a basis for M and {A1, . . . , An} ∪ Y ⊆ A. The following state-
ments are equivalent:

1. S ∪ {A1, . . . An} �p Y (�p is the entailment by means of a production system).
2. S |= {A1, . . . An} → Y
3. M |= {A1, . . . An} → Y .
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Fig. 2. Formal Context extracted from [8] and its associated STEM basis

In FCA, association rules are also implications between sets of attributes. Confi-
dence and support are defined as usual in data mining. The Stem Kernel Basis (SKB) is
the subset of the SB formed by the implications with nonzero support. To simplify, we
assume that LM is a concrete basis for M (it is not necessarily the Stem basis). Like-
wise, the kernel of LM is denoted by LsM . As it was above-mentioned, in the specific
framework of CS observability, the set of implications with nonzero support gives some
insights in a number of applications on both, micro and macro levels (cf. [1,3]).

4 FCA-Based Analysis of KiPs

In this section a number of results on the nature of (collaborative) KiP, obtained by
means of FCA tools, are presented. The following subsections show a number of con-
sequences, obtained from the semantic analysis performed on the concepts involved in
Ciccio et al.’s framework, about the analysis performed about the refinement of the set
of the characteristics, requirements, characterization of kind of KiPs and formal rela-
tionships. A brief analysis of the basis gives some insights about the KiP framework.
Due to the lack of space, different applications have to be selected in each subsection.
The analysis starts from an excellent and deep review [8]. A natural assumption from
this paper is that the deep analysis made on it, is consequence of the study of a great
number of KiPs, tools an BPM.

The relationship among KiP requirements (as objects) and characteristics (as fea-
tures) is described in the formal context M1 depicted in Fig. 2 (left). The Stem basis
LC associated to the context, is also shown in Fig. 2 (right). Likewise, the dual context
M2 is considered (that its, that one built by using characteristics as objects and require-
ments as attributes). M1 is very useful to understand how characteristics are related in
the basis on requirements, while M2 is very useful to relate requirements, showing if
they are independent, if there exists subsumption among them, etc.

The concept lattice associated to M1 has 31 concepts. In this case, a concept can be
viewed as a set of characteristics with common attributes, which are the common re-
quirements for a set of characteristics. The analysis of LC gives a number of interesting
insights of the framework. Without being exhaustive, the main consequences are:
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Fig. 3. Concept lattice considering requirements as attributes

4.1 Any Non-repeatable KiP Has Emergent Nature

This is the interpretation of the fact

LC |= C8→ C4

Thus, from the point of view of [8] framework, the overall process of non repeatable
KiP cannot be univocally determined by step-by-step elements.

4.2 Essential Requirements for Characteristics of KiPs

By analyzing the concept lattice associated to M2 (see Fig. 3), it is possible to associate
to each characteristic an essential requirement characterizing it. For example, from the
point of view of the collaborative dimension, the following facts hold:

– C1 is characterized by R2 and R4: late data modeling and data access to shared data
is essential for knowledge-driven KiP.

– C2 is characterized by R19: That is, every KiP accomplishing R19 (the process
formalizes the interaction between knowledge workers) is collaboration-oriented.

– C3 is characterized by R6 and R4: KiP which accomplishes synchronized access to
shared data and late actions modeling are essentially unpredictable.

– C4 is characterized by R2 and R6: late data modeling and late action modeling are
essential requirements of emergent Kips.

– C5 is characterized by R10 and R12: KiP satisfying the visibility of process knowl-
edge and late goal modeling are goal-oriented KiPs.

– C6 is characterized by R24: The capture and modeling of external events is the key
feature of event-driven KiPs.

– C7 is characterized by R7: Constraint- & rule-driven KiPs formalize rules and con-
straints. Another more interesting characterization is ”R2∧R8”: late data modeling
and late constraints formalization.
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Fig. 4. STEM basis for M2

– C8 is characterized by R15 and R16 (or R15 and R17). That its, non-repeatable
KiPs usually provide the migration of process instances -R15- (that would that
facilitates the instantiation and number of agents working in the process) and also
helps to learn from data (event logs, as R16 or data sources, as R17).

4.3 Requirements Refinement

The analysis of the stem basis for M2, LR (see Fig. 4), shows a number of redundant
requirements. A set of requirements S ⊆ {R1, . . . R25} is a minimal descriptional
requirement system (mrds). It is possible to describe any requirement by conjunction
of requirements of S, and any proper subset of S does not. In logic terms,

LR ∪ S |= Ri for any 1 ≤ i ≤ n

and LR ∪ (S \ {R}) �|= R for any R ∈ S. The following set of requirements is a mrds:

{R2, R4, R6, R7, R10, R12, R15, R16, R19, R24}
A fine analysis of the mrds is interesting. On the one side, it contains requirements

of each kind, supporting the completeness and non redundancy of the classification
of the requirements from [8]. On the other side, any requirement is subsumed by the
conjunction of at most two requirements of the mrds. Thus the mrds is a nice set of
requirements to accomplish in order to design complete KiPs models and software.
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Fig. 5. Projection of Nonaka & Takeuchi’s cycle (left) and its interpretation in Ontoxicwiki[4]

4.4 The Conceptual Nature of Collaborative KiPs

Collaboration oriented (C2) KiPs are important KiPs to consider in current BPMs. The
recognizing of the collaborative nature of actions/process is important in order to design
proper models as well as to detect patterns. In the concept lattice, C2 represents the
intent of a concept that comprises the 48% of requirements, which gives us a sense of
the relative complexity of collaborative KiPs within KiP. Moreover, the extent provides
a fine definition in terms of requirements by means of FCA of collaborative KiPs:

R1, R2, R3, R4 (that is, every requirement on data), R12, R15,
R18, R19R20, R21, R22, R23 (that is, every requirement on knowledge workers)

Therefore, data and knowledge workers are essential elements in collaborative KiPs,
allowing to (a priori) recognize collaboration in KiPs.

5 Case of Study: OntoxicWiki as a Collaborative Tool for KiP

OntoxicWiki [4] was designed to provide a semantic bridge between the knowledge
activities of the projection of Nonaka and Takeuchi’s cycle (NTC) for Knowledge ex-
ternalization [15], enhancing both Web2.0 and SW solutions in this context (fig. 5).
The tool is designed to satisfy several needs which arise when NTC is adapted for a
semantic framework. Specifically, OntoxicWiki aims to bridge the gap between user
and ontology. The main objective of this application is to represent ontologies in an
intuitive and easy understandable way for any user by providing them with an environ-
ment from which the can repair and document ontologies socially, concretely with wiki
technologies and associated patterns collaborative methods. KiP activities associated
to OntoxicWiki are intimately related with the semantic specialization of NTC, which
shows four needs for creating truly SW2.0 communities: emergent semantics, semantic
user interfaces, knowledge networks and ontology alignment (see fig. 5):

Therefore, KiPs associated to Ontoxicwiki use fit on CKW life cycle from [14]. As
KiP tool, OntoxicWiki exploits the social nature of Wiki technologies with the format-
ting, by means meta-data, of knowledge on use of concepts by knowledge workers. The
knowledge processing cycle associated to OntoxicWiki ecosystem is depicted in Fig.
6 (specialized to a Pharmaceutical lab). To study its collaborative nature, authors have
analyzed the fourteen requirements associated to collaborative KiP according to FCA
interpretation of Ciccio et al.’s framework.
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Fig. 6. Ontoxicwiki assisted process as a KiP

The requirements on data are accomplished by the Reparation of Ontology Process
(ROP) and the Use Documentation Process (UDP). Both process also accomplish the
full set of requirements on knowledge workers. However R12 and R15 are not satisfied
by ROP and UDP. Therefore, an interesting consequence of the FCA-based analysis ap-
plied to OntoxicWiki’s KiP suggest the inclusion of tools for visualizing the knowledge
process (which Wiki technologies hide on edition logs and it is affected by user permis-
sions), allowing the fair migration of process instances (mainly, the basic operations of
ontology class edition and documentation).

6 Related Work

An approach to refine and revise the general framework of KiP has been presented.
The specific case of collaborative KiP is has been studied, and the prominent role of
collaborative KiPs in the general context was revealed. Other approach to recognize
collaboration by means of FCA applications can be found in the scientific literature.
In [6] FCA is applied for detecting and recognizing recurring collaborations among
software artifacts. Our approach is at general level and it covers general KiPs in BP. An
ambitious program would be the application of this approach to the BPs archived in the
MIT process handbook (http://ccs.mit.edu/ph). In this case, it is convenient
the use of the association rules basis (called Luxenburger basis) instead of Stem Basis.

Our approach is bottom-up, but an top-down approach to the semantic analysis of
KiP can be achieved by means of ontologies. In [7] an ontology for KiP, KIPO, is pre-
sented. This approach is useful due to the fact that ontologies provide reuse of KiPs, and
current research in the literature points to the lack of approaches of this kind. Require-
ments enumerated in that paper highlight the role of tacit knowledge in KiPs. Authors
propose an orthogonal approach to the one devised in this paper: KIPO declares internal
elements of KiPs whilst our approach only declares exogenous requirements for KiPs.

7 Future Work

With respect to the preliminary analysis of KiPs associated to the use of OntoxicWiki, it
is interesting to remark that OntoxicWiki outputs documented evidence of KiPs

http://ccs.mit.edu/ph
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(ontology versions). Therefore it is possible to enhance OntoxicWiki in order to ac-
complish requirements on learning from log and data (R16, R17). With respect to the
documentation of KiPs, a similar analysis to the one made in this paper can facilitate
the reuse as well as to detect patterns in documentation of KiPs [16].

Lastly, a further work is the analysis and characterization of KiPs which autonomous
agents execute in Knowledge based tasks. In the case presented in [3], dialogue and
argument-based process follow KiP patterns which can be reused in other BPM.
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Abstract. This paper presents a method for robust motion estimation using an 
optimal partial rotation error based on spirits of the rotation averaging and the 
minimum spanning tree approaches. The advantage of an omnidirectional cam-
era is that allows tracking landmarks over long-distance travel and large rota-
tion of vehicle motions. The method does not process the optimal rotation at 
every frame due to the computational time, instead that, the optimal rotation er-
ror is applied for each interval of motion called partial motion so that the set of 
landmarks are tracked in all sequent images. This approach takes advantage of 
partial optimal error for reducing the divergences of estimated trajectory results 
in long-distance travel. The global motion of the vehicle is estimated in high 
accuracy based on utility of the optimal partial rotation error based on the rota-
tion averaging method, which contrasts with traditional bundle adjustment us-
ing the minimum Euclid distance of back-projection errors. The experimental 
results demonstrate the effectiveness of this method under the large view scene 
in the outdoor environments.   

Keywords: Fusion sensors, motion estimation, visual odometry, structure from 
motion, omnidirectional camera, optimal rotation error.  

1 Introduction  

In recent years, many methods have been developed for localization, navigation, visu-
al odometry, which have been applied in modern intelligent systems, autonomous 
robots, especially intelligent transportation in outdoor environments, surveillance 
systems, such as [1-9]. The localization estimation, mapping, scene understanding are 
the key step towards the autonomy. For localization, the onboard GPS devices receive 
signals from satellites and then plot the absolute positions of vehicle. In partial error, 
the signals from satellites using cheap GPS receivers are often drifted as comparing 
with the ground truth. Moreover, under high building regions in urban scenes and 
eclipse regions, the positional signals may be lost or jump in certain period, vehicle 
localization information may be lost. Therefore, the position GPS signal is acceptable 
in global shape of ego-motion but low accuracy in the local position. The improve-
ment of that method is supplemented by other sensors such as wheel odometer, IMU. 
The wheel odometer can improve the translation but it may work inaccurately if the 
wheels slip or move on the rough surface of roads. The laser rangefinder (LRF) is also 
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a good choice in these cases. The signal is weak in the case of objects in far distance 
or non-reflection. The authors in [1] describes method for localization and reconstruc-
tion using multiple sensors of LRF and IMU in outdoor environments. The position 
and attitude of a robot is estimated by particle filters using the likelihood of positions. 
Other approaches focus on vision odometry methods using vision devices. Some au-
thors proposed methods using a single camera or binocular cameras [4, 7]. Because of 
FOV limitation, some authors used the Omni-camera for odometry systems [10-13]. 
The basic principle of approaches is the corresponding feature points and the epipolar 
geometry constraints. The main disadvantage of this approach is accumulative error 
over time. The trajectory is diverged when the vehicle moves under long-distance 
travel without any prior information. This is also a challenge of the incremental me-
thods. Moreover, monocular vision is process on the scale trajectory. Some researcher 
groups proposed methods based on the fusion of vision systems and other electro-
magnetic devices [1, 14, 15]. The results were significantly improved. Due to limited 
of precision of sensors and additional ambient noise, there are location and mapping 
estimation errors. Over time, the errors will also be accumulated when a vehicle 
moves in the large scale scenes. Therefore the final global trajectory will be diverged 
and distorted. The system can yield the accurate results in a short distance of move-
ments or integrating with information from the GPS receiver.  

Therefore, to overcome the drawback mentioned above, this paper presents an op-
timal solution using the omnidirectional vision could deal with some disadvantages 
above. The advantages of omnidirectional vision are the wide-angle of view. It is 360o 
of view which rich information for long range tracking the landmarks. It is suitable 
for error correction under long- distance travel. The problem of motion estimation is 
how to detect and remove outliers as well as optimize the results with the highest 
accuracy. The main reason of the outlier problem is caused by motion blur and distor-
tion. There is different the formulation optimizations between the omnidirectional 
camera and the perspective camera. By using the spherical model, the error is opti-
mized in the angular value error instead of the Euclidean distance of back-projection 
3D points and image points in the case of the perspective camera.  

This paper is organized into six sections. The next section describes the basic of 
visual odometry based on geometry constraint of omnidirectional images. The motion 
constraint in the omnidirectional camera based adjustment is presented in section 3. 
Section 4 describers the optimal motion estimation to minimize partial rotation error. 
The experimental results are showed in section 5. Finally, conclusions and future 
works are presented in section 6. 

2 Omnidirectional Camera Based Visual Odometry  

The visual odometry system is composed of consecutive images to determine the 
position and orientation of a vehicle by analyzing the associated camera images. In 
this work, the geometry constraints are analyzed directly by the epipolar constraint 
based on the essential matrix to discovery the motion of a vehicle using a monocular 
omnidirectional camera. In order to apply epipolar geometry constraint to the omnidi-
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rectional image, it should be converted to the spherical model. The method in [16] is 
used to calibrate the camera system and construct the projection rays from the focal 
point of the hyperboloid mirror to points in the world space. The geometry constraints 
are analyzed based on the epipolar constraint using the essential matrix. There is 
much kind of features that have been considered in recent researches in a feature ex-
traction and matching problem, e.g., SIFT, SURF. In this paper, the corresponding 
image points in sequent images are extracted by the SIFT method [17]. The SIFT is 
demonstrated that this feature descriptor is very invariant and robust for feature 
matching with scaling, rotation, or affine transformation. The corresponding points 
are also projected to the spherical model and the matching process using RANSAC 
algorithm[18] for outlier removal. A 3D point P with respect to two corresponding 
projection rays of r and r' from the center projection of the hyperboloid mirror at two 
camera poses to the same world point P and that of in the spherical model. Notice 
that, the omnidirectional camera using the hyperboloid mirror is a single center pro-
jection. The rays of r and r’ are observed from two camera poses, whose relative 
geometry satisfies the constraint as follows: 

 0' =Err T  (1) 

where the essential matrix E is defined as E=[T]×R. The matrix [T]× is a skewed sym-
metric matrix of the translation vector T=[TX,TY,TZ]T. The rotation matrix R=RZRYRX, 
where RZ, RY, RX are yaw α, pitch β , and roll γ rotation matrices, respectively. Notice 
that, the multiplication of the rotation matrix according to X, Y, Z is not algebraic 
commutation.   
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Fig. 1. Epipolar geometry of spherical model with triangular back-projection error 

The set of corresponding rays of r and r' from two sequent images are computed 
based on calibration omnidirectional camera parameters by (1). The points in the 
spherical model of the different types of mirrors, for example parbola or ellipsol, are 
also computed similar way. The point P


 is the intersection point of two lines of rays 

r and r'. In practical, due to the limited precision, rays r and r' do not intersect each 
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other, point P


 can be estimated by the point which nearest both lines of two rays r 
and r'. The solution problem is that solves (2) to estimate the translation and the rota-
tion parameters. There are several methods to deal with this problem. The canonical 
solutions to the problem are the eight-point method in [19]. Recently, the one-point 
RANSAC[12] and the one-point combining with edge feature [10] are considered as 
the typical algorithm with the vehicle motion cause of the car-like structured model 
and planar motion assumption. In this paper, the eight-point RANSAC, full constraint 
method, is used to estimate the homogenous camera transformation. 

3 Omnidirectional Vision Based Adjustment  

The structure from motion is estimated based on sequent images. However, there is 
error in result due to noises on measured data and computational precision. The esti-
mated result is refined through a local minimization error. As mentioned above, the 
advantage of an omnidirectional camera is the sufficient tracking landmarks under 
long-distance motion and large rotation. Taking into account advantage reduces the 
estimated error of a vehicle motion. In this experiment, one adjustment is applied for 
each local motion where at least nth corresponding points are tracked in all frames of 
this interval. The threshold nth=21, which is defined by experimental try and test. 

Let C={Ci} and M={Mi}, with i=1… n, be n poses of the camera and the center of 
the spherical model with known homogeneous rigid body transformations. Let P={Pj} 

and { }jP P=
 

, with j=1..m, be the world points and the estimated corresponding 3D 

points based on the camera motion estimation, respectively. The problem is finding 
the set of the 3D points in sequent images so that minimizes the error of the transfor-
mation estimation. Ideally, the perfections in measurements and motion estimations 
are that the angles between the rays from the spherical center M to P and the back-
projection of the estimated 3D points P


 to M will be zero, e.g., they are coincided 

each other. Due to noises of the measurement, matching and computational precision, 
the angle error α is non-zero in reality, see also Fig. 1. Thus, we can estimate the 3D 
points P̂  so that minimize the cost function ε of angular back-projection error α,  as 
follows. 

 

ˆ ˆ(P )
tan( )

ˆ ˆ(P )T

r M

r M
ε α × −= =

−  

(3)

 
where [r]× and M̂ are skewed symmetric matrix of r and the center of spherical model.  

The optimal problem is that minimizes the error cost function of angular back-

projection based on a set of estimated point P


with respect to ray r. The convenience 
of tangent function is that it monotones with angle α, when α is belong in each square 
of unit circle. In this paper, angular error is considered in [0, π/2]. That means the 

quotient of (4) is a positive value, (P ) 0Tr M− ≥


.  According to the advantages of 

second order cone programs (SOCP) in multiple view optimazation in [20], the coin 
with the vertex is the center of sphere intersect when the radius is more sufficiency. 
The final optimization problem is 
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Equation (5) can be written in general form of SOCP as follows: 
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Kahl et al. in [21] point out that the L2-norm error of the cost function in multiple 
views triangulation results three local minima whereas the L∞-norm result a single 
minimum. Taking the advantage of L∞-norm, it is easily used to minimize the error 
function. Notice that the problem has some convexity properties. Thus, this problem 
can be solved by quasiconvex optimization method. Considering of local adjustment 
to m views and n corresponding points, the criterion is minimalized. 

 

Fig. 2. Optimal motion estimation based adjustment in partial travel. The landmarks are tracked 
in long- distance travel by an omnidirectional camera. 

Difference to the method in [22], it considers the corresponding image points in 
each pairwise images, our method considers to process the corresponding points, 
which are tracked in all partial sequent frames, see also Fig. 2.  

4 Optimal Rotation Error 

This section presents the optimal partial motion error based on the rotation averaging 
method. In this work, the corresponding points are considered as the invariant fea-
tures. The property of the omnidirectional camera is that allows capturing scene in 
long-distance of travel, which is suitable for optimal estimated error of the partial 
motion. Since the estimated rotation using pairwise images is archived in each inter-
val of vehicle motion, the goal now is finding the relative rotation of omnidirectional 
images for minimal error. In the case of a perspective camera, some common ap-
proaches for camera registration have been proposed. The cycles in the camera graph 
and a Bayesian framework was used for incorrect pair-wise detection in [21]. Another 
linear solution based on the least squares method was presented in [23]. Whereas a 
branch-and-bound search over the rotation space was used to determine the camera 

….

Vehicle at t1 

Landmark P1 

Vehicle at tn 

Landmark Pm 

C1 
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orientation in [19]. In this work, we apply a robust rotation averaging method for 
omnidirectional images based on the method in [22, 24]. The results demonstrate that 
the graph-based sampling scheme efficiently removes outliers in the individual  
relative rotation based on the RANSAC scheme.  

The partial motion of the vehicle is represented by a weighted graph. Each posi-
tional frame is presented by a vertex. The relative rotation between pairwise images is 
represented by an edge, which can estimate directly. The weighted edge is estimated 
based on the rotation error. For initial the weighted graph, all edges are assigned by 
the identical value. In difference with previous authors, landmarks are tracked in all 
frame of partial motion, which are considered to minimize the estimated rotation er-
ror. The relative rotation Rij, which represents the rotation from frame i (Ri) to frame j 
(Rj) in the global coordinates, as follows  

 j ij iR R R=  (6) 

The objective of this optimal is that minimizes the error of the global rotation Ri 
and Rj based on the relative partial rotation Rij. The error is represented by the differ-
ence between Rj and RijRi, which is denoted by d(Rj, RijRi). 

5 Experiments 

The sequent images were collected by an omnidirectional camera system, which con-
stitutes from the classical perspective camera and the hyperboloid mirror. The expe-
riments were carried out the electric vehicle with the omnidirectional camera mounted 
on the roof, the GPS receiver, IMU and the laser device mounted on the bumper as 
shown in Fig. 3. The omnidirectional image direction was defined at the first frame, 
collinear with the directional head of the vehicle. The parameters of omnidirectional 
image are 1280×960pixesl resolution, center point (646, 460), inner circular radius 
150 pixels, and outer circular radius 475 pixels. The corresponding image points are 
extracted from sequent images by the SIFT method [17]. The camera system was 
calibrated by using the toolbox in [16]. The calibration result contents γ=276.26. The 
SICK LMS-291 laser worked under the conditional parameters of angular range 180 
degree, angular resolution 0.5 degree, and maximum distance measurement 80m. The 
transformation of LRF is estimated by using the Iterative Closest Point (ICP) method 
[25]. The camera-LRF system was calibrated by using [26]. In this experiment, LRF 
information is only used for extracting translation magnitude, which supports for 
absolute motion estimation. The ground truth is measured by using the IMU MTi-G-
700. The optimization toolbox of Matlab is used to solve the equation systems. 

Geometry information at the starting and the ending positions were computed 
based on an average of GPS location measurements, which is used as the ground truth 
for comparison. The GPS position is computed based on an average of ten times of 
measurements. The error of GPS measurement is ±5m under normal condition. The 
travel is about 1,220m, with 281 key images and laser scans, which were collected 
under maximum speed 10km/h. GPS locations, images, laser scans were simultaneous 
collected. An average distance between key sequent frames is about 4.34m. 
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Abstract. The continuous evolution of internet and web 2.0 technolo-
gies facilitates the creation of dynamic content. Social networks with
georreference can be helpful to handle information from different sources
and provide user-oriented services. Among these applications we can con-
sider the intelligent systems for mobility.In this paper we introduce our
geosocial network platform called Vidali. The open source social platform
Vidali is developed provides a set of tools for the benefit of interactiv-
ity and collaboration between people and the provision of location-based
services, which creates an environment that enhances collective intelli-
gence. Starting with this platform as base, we developed a solution to
improving mobility in local environments, which includes among other
features the management of shared vehicles. We discuss the design and
implementation of Vidali and of a smart mobility system.

Keywords: geosocial network, smart mobility system, intelligent col-
lective.

1 Introduction

The application of information technology and communications to enhance mo-
bility, traffic and logistics of cities is one aspect that contributes to smart cities.
Efficient management and sustainable use of infrastructure, transport resources
and the mobility needs of citizens requires suitable technologies to handle infor-
mation from different sources and provide user-oriented services. Current avail-
ability of all types of connected mobile devices enables consistent data capture,
ongoing communication and exchange of data in real time. This same availability
demand from users of online information services allows them to make decisions,
resolve incidents and manage appropriately. Among these applications we can
consider the intelligent systems for mobility in urban spaces where people, ve-
hicles and infrastructure exchange information in real time, allowing activities
such as: efficiently managing public roads by improving accessibility, traffic and
parking; reducing the use of private vehicles, strengthening public transport
and car sharing; tracking vehicles and people mobility, analyzing and predict-
ing behavior and guiding users. Significant papers addressing the development
of systems to improve mobility are found in the literature, and of these many
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analyze Intelligent Transportation Systems (ITS). Recent reviews of technolo-
gies associated with ITS can be found in [4] and [10]. In this area, planning for
travel and transportation are called Traveler Information Systems (TIS), which
provide information and knowledge about the means and modes and also of-
fers appropriate path alternatives [13], [1], with multimodal characteristic as the
trip planning system proposed by Su J-m. and Chang C-h. [20] or the transport
network model developed by Zhan et al. [23]. In [18], the authors proposed an
advanced traffic system with collaborative information in real-time. Several ITS
are proposed, with use or absence of georeferenced information, which provide
information and perform analysis, modeling and decision making for strategic
planning [2], [21], [6].

The development and evolution of internet technologies, applications and ser-
vices oriented towards more interactive and collaborative environments, is cur-
rently an indisputable reality. Applications and services in web 2.0 facilitate the
collaborative creation of dynamic contents. One of its greatest exponents of Web
2.0 are social networks.Social networks are a set of tools to create virtual spaces
to promote communities and social exchange, which can generate new knowl-
edge, learning and collective intelligence [19]. With these platforms, a social,
participatory and real time web is a social, economic and business phenomenon
which guides the activity to the end user or customer as protagonist.

Moreover, for several decades systems have been developed and technologies,
which have allowed geographically localized data to be captured, stored, an-
alyzed, shared, and visualized are found in Geographic Information Systems.
These systems handle spatial information and their capabilities are based on
geolocation or georeference, location or positioning systems data or mapping
coordinates. Developments of these technologies have emerged in the context of
the web, the GeoWeb or in the context of Web 2.0, the Web Mapping 2.0 [12].
In recent years location-based service (LBS) have been developed with the pop-
ularization of mobile phones, smartphones and tablets. These services make use
of the capabilities of mobile devices to facilitate location through GSM phone
triangulation, GPS or information sent by the user [22]. Thus through LBS,
knowing the geographic position of the device can identify people or objects,
and has driven applications in multiple contexts [5].

Geosocial networks are social networks which include capabilities and services
based on georeferencing, and geotagging. It uses mapping interfaces systems, ca-
pable of geolocation, participatory and collaborative systems, which facilitate
collective intelligence. These features provide users with additional social dy-
namics by integrating the interaction according their location. There are several
commercial geosocial platforms available, such as Wikitude, which applies aug-
mented reality to the geolocated content of the users, GPSMess which allows
users to leave messages in a location, Foursquare, which allows ”check -ins ” to
be made on visited places and allows the user to receive discounts, Yelp which
suggests business places for users, and can evaluate them and respond to their
concerns. None of these platforms is open, neither in data nor in development
nor are they aimed at the provision of services in the context of intelligent
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mobility and literature on the engineering and development of these systems is
non-existent. Some references in this field on geosocial networks are available. A
general survey on social networking in georeferencing can be found in [17] and
a preliminary description of the services that geography provides information to
social networks is seen in [15].

In this paper we contribute a system for intelligent mobility, dedicated to
transportation information, support media selection and routes, allowing inter
alia exchange information on user routes which also meets transport demands
as well as sharing vehicles. It is a georeferenced system interface that allows
real-time communication between devices that facilitate integration and data
processing, able to aggregate data from multiple heterogeneous sources and in-
formation provided by users about mobility. This system is implemented on an
open source social platform based on geosocial networks and their design and
development is presented. In addition to open source other features are that it
can be installed on any server, it is flexible and can be extended through new
applications. From the point of view of applications it is directed to the devel-
opment of services in environments of local development, urban development,
smart cities and smart mobility.

To our knowledge in the literature there are no mobility systems that are
oriented towards an integrated and global vision of information processing and
services for the stakeholder, end user, transport operator and responsible stew-
ardship and considers public and private transport, as we propose. Various
shared services vehicles settings are available in the market, such as Blablacar,
Carpooling or Uber. These environments are closed systems that do not have
information about existing transport services nor do they allow the information
generated to be used.Some references in the literature on systems that share
vehicles are [8] and [3], and models of planning support [16] and [14]. In addi-
tion, there are proposals to develop platforms which offer services within social
communities, such as Carpal [7], offering carpooling systems that share travel
information in a decentralized travel mode, allowing users to interact with each
other without the need for a home server.

The remainder of this paper is organized as follows. Section 2, it details the
platform developed, Vidali, explaining its design and implementation. In Section
3, we describe the intelligent mobility system, a service developed using the ca-
pabilities of Vidali. Finally, in Section 4 we present the conclusions and describe
future research and developments.

2 Vidali

An innovative, modular and scalable geosocial platform with additional features
is developed which coincides with the present day evolution and innovation of
location-based social networks. Vidali is a service platform supported on an open
source geosocial network (AGPLv3 license). The georeference allows knowledge
of users with their geographic location and other information from the envi-
ronment to be published and shared. The integrated social media tools permit
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interaction with other related and/or nearby users, and offer features such as
creating a user profile, creating and joining groups, managing a group, being
added as contacts for other users, chatting, uploading files, updating events and
status, and positioning it in a georeferenced interface. Each user can add up to
150 contacts, which is the number of individuals that a human being can process
within their social skills [9].

Fig. 1. (A) Platform interface. (B) Service interface.

The main actors of this geosocial service platform include: end users, busi-
nesses and organizations of any type, and application developers. Each of them
share and exchange information in order to cover a range of needs. Users are
now asking and sharing more information from their environment, activities or
a specific location. Companies and organizations need to meet their demands
and user ratings in relation to its activities or services. Developers need to have
a number of available resources to develop new applications. The benefits to
these actors are mainly based on feedback, as they bring knowledge to other
actors, companies, organizations and developers to meet the demand of users
and improve user experience. Moreover, developers can create applications for
companies and organizations, which generate a portfolio of beneficial services on
the platform for the user.

The technological characteristics of the design and development of the plat-
form lead to the following activities:

– Enhancing the interaction between people with similar likes and character-
istics (through groups and messages). This application intuitively represents
groups and users nearby, where this is part of their interests. The purpose
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of this interaction is to allow members of each group to publish information
of interest to its members.

– Harnessing the activity and environmental events. User location and all el-
ements nearby are obtained and represented on the map, which facilitates
orientation and search activities.

– Report real-time active service. The location of the user can choose a source
of open data to provide additional information about its environment.

– Provide feedback to users using the information generated in the platform.
With the purpose that all possible actors of this platform may have data on
their activities in Vidali, a management panel is offered where people can
know the value of their business and solve potential conflicts.

– Extend the platform with additional services. As open source software, the
community of developers, businesses and organizations can create services
and applications within Vidali, thereby exploiting its resources. The platform
can be installed and adapted on each server.

A mid to long term aim of this platform is to become a decentralized social
operating system, allowing the community to generate a personalized and ac-
cessible environment. The design of this application follows a client-server type
architecture, in which client applications can be accessed from the browser or
from the mobile app, and the server is responsible for responding to all received
requests.

Within this architecture, the software that is sustainable and can be ex-
tended is implemented. The implementation of the client side and the server
side is a Model-View-Controller (MVC). In relation to the implementation of this
platform programming and markup languages such as PHP, BASH, Javascript,
HTML5 are used, and CSS3 is generated by LESS for the UI design. We use also
frameworks such as Slim PHP, Underscore, Backbone.JS, Require.JS, JQuery,
Bootstrap and Leaflet for facilitate the development. OpenStreetMap is used for
get collaborative and editable maps and MySQL is the database engine selected
for data storage. These tools are used to develop an adaptable platform to any
device and scalable to any need for end users, businesses and government. The
platform is also intended to facilitate the modularity of the project and promote
its growth, following the principles of reuse and flexibility, and allowing for better
control on the evidence of each party and its maintenance.

The use of RequireJS and Backbone in the case of the client application leads
to an assumed library structure, so we extend these classes of controllers, views
and models. Since this application connects to the server via REST API using
BackboneJS, the models must contain the URI which must perform the query to
get the data. For the application server, we implement the system APIs through
the Slim framework, capturing the URI’s that the client sends, and if they are
correct, we proceed to load the corresponding server items, previously checking
system security. Once everything is verified, we return to the results returned to
the client in JSON format.

The scalability and modularity of the developed platform allows applica-
tions or fully integrated services to be deployed. These applications can use the
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Fig. 2. Client-server arquitecture

Fig. 3. Structure diagram

resources and capabilities of the platform to obtain and manage data, interface,
user profiles and groups, system events, notifications and system messages via
calling the general API.
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As seen in the figure, the main structure of project is made up of the following
components:

– Admin Panel: All management activities for network and element manage-
ment for third parties.

– Elements and user activities: Define the hierarchy of items available for each
user platform.

– Elements of groups: Defines the hierarchy of elements within groups.
– Files: Sets the level of activity for file processing on the platform.
– System elements: Defines the hierarchy of system actions, which deals with

the control of the user interface, system security and service layer that can
be implemented.

3 Smart Mobility System

One of the goals of our platform Vidali is to develop services that tackle real needs
and problems of local environments. A special interest is to satisfy the needs
of different policy areas of Smart cities, economy, people, governance, mobility
and environment [11]. This paper, and specifically this section, addresses the
demands of emerging smart mobility.

A support system and smart mobility management is developed with Vidali.
This service provides a social and collective intelligence layer in order to improve
mobility, and focuses on: sharing information on transportation and user trips,
identifying the demands of transport and offers that are close to each user and
facilitating optimal management of shared vehicles private or public. This ser-
vice integrates data from multiple sources, provides optimal solutions applying
different smart processes and properly displays results in the mapping interface.

Three actors are involved in this service: transport users, public transport
administrators and suppliers (operators) of transportation services. The main
need of transport users is to find adequate information and be assisted in find-
ing the best means and mode to move in. Transport operators try to attract
users to their services and provide services in the best conditions. Managers of
public administration need knowledge about the mobility of users and the uses of
infrastructure and transportation. Actors profit from exchange and share infor-
mation. Users can select the best means and modes of transportation among all
available ones (public, private, proper, collective, shared, on-demand ...) to move
in. Operators (including public or private companies, rental, ...) obtain detailed
information about users and demands, but in real time, offer services on demand,
complement current offers and new services. Public administrations analyze and
evaluate transport services and promote measures to improve mobility.

A smart mobility system has three important features:

– Transport information: multiple data of all actors, which can display ratings,
results of routes and stops, reception data of other actors and give feedback.

– Shared Transport: This functionality includes operations of the interaction
between actors in the management of shared vehicles, either from a public or
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Fig. 4. Recommendation system. Flow diagram

Fig. 5. Knowledge map

private service (taxi, private car or other on-demand medium). This system
is based on two intelligent search procedures. A variation of the A * heuris-
tic to solve the problem of shortest paths between source and destination
and other, GRASP metaheuristics to solve the Travelling Salesman Problem
(TSP) and the best route to go through a set of nodes. In both cases, the
approach is multicriteria and multimodal. This approach generates the best
solutions for user trips and also allows the same for the service supplier.
Taking into account the rating of users and providers, the recommendation
system uses the following strategy:
The result is a set of optimal solutions that shows the user the right informa-
tion to select which service he is interested in. Once the user makes the trip,
he evaluates the service provider and the quality of the recommendation, a
result for future recommendations.

– Knowledge on urban mobility: This feature provides a set of analytical tools
and data mining. Its purpose is to extract patterns and new knowledge with
the aim of improving mobility decisions. It provides periodic reports of the
uses of infrastructure, transport facilities and frequent itineraries. The data
mining tools use historical data to uncover different patterns of user behavior
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and knowledge of mobility for planning, for example, new infrastructure,
new bus lines transport and measures to improve efficiency, reduce costs and
negative environmental externalities.

In Figure 5 show a map of knowledge with a view of the knowledge generated
by the actors and the flow of tacit to explicit knowledge.

4 Conclusion and Future Works

The proposed application is a solution to improving mobility in local environ-
ments, which includes among other features the management of shared vehicles.
The open source social platform that is developed provides a set of tools for
the benefit of interactivity and collaboration between people and the provision
of location-based services, which creates an environment that enhances collec-
tive intelligence. Its modularity and scalability allow the development of services
such as the ones presented. As future work, we hope to improve and extend its
functionality, such as the incorporation of information from other devices or sen-
sors and other intelligent methods to the current system of recommendations,
including the optimization procedures and massive data processing. Finally, the
expansion of the platform through P2P protocols t build a social distributed
platform is a other possible improvement.
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Abstract. This study proposes the HTML5 geolocation-based vehicle speed 
alert application aims to facilitate the passengers who could not see the 
information on the dashboard of vehicle. The traditional vehicle speed 
determined from HTML5 geolocation API is improved using haversine distance 
calculation. The speed limit value is automatically set according to the specify 
type of vehicle and the current type of road. The prototype was developed and 
tested under the transportation regulations in Thailand. The result reveals that 
the enhanced HTML5 geolocation speed determination using haversine distance 
significantly improves the accuracy of vehicle speed detection compared with 
the traditional HTML5 geolocation API.  

Keywords: HTML5 geolocation, vehicle speed alert, mobile devices, GPS, 
haversine distance.  

1 Introduction 

Road speed limits have been enforced in many countries to set the minimum or 
maximum speed of which vehicles may legally travel on the road. Speed limits may 
be vary mostly depends on locations, types of road and types of vehicle. Speed limits 
are normally indicated on a traffic sign beside the road in which driver can easily 
acknowledge. There are several reasons to do this, especially to improve the traffic 
flow and for safety reason. In Thailand, the road speed limits are set by the 
department of land transport, ministry of transport.  

In ages, the development of the vehicle garget that facilitates the driver in 
conveniently travelling on the road is becoming more important. There are many 
technologies support the driver built in the vehicle. The vehicle dashboard installed 
behind the steering wheel gives the information to the driver such as speed of vehicle 
or the fuel remain. To track the speed of the vehicle, normally, the driver can 
acknowledge the vehicle speed from dashboard display calculated by speedometer 
built in the vehicle. However, passengers who could not see the dashboard display 
might also want to know how fast the vehicle is moving.  

Nowadays, mobile device, especially smart devices, is one of the gargets that 
increasingly being used and change people’s lifestyle. One of the great features of 
mobile device is the location services [1] such as cell site based, WiFi based and GPS 
satellite based positioning system. The location services determine the current 
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position of the smart device. Therefore, people be able to have their GPS navigation 
with more features in hand. There are many location-based applications have been 
launched, for example, mobile navigation, location tracking system [2], location 
aware applications, as well as using the location-based services in the transportation 
system. 

GPS is one of the technologies can be used to measure the speed of the moving 
vehicle. Thus, passengers can use their mobile devices with built in GPS to determine 
the speed of vehicle they are travelling with. There are many techniques have been 
proposed to measure the speed of vehicle using GPS [3-6]. One of the possible 
techniques is HTML5 geolocation API [7]. Anyway, the preliminary experimentation 
has revealed that the speed taken from the API has low sensitive to the speed change, 
especially the determined speed usually lower than the actual speed. This might cause 
from many reasons such as the efficiency of the mobile device, the GPS mechanism 
or satellite errors [8] or the API itself [9]. To improve the accuracy of the speed, this 
study propose the mobile vehicle speed alert system using enhanced HTML5 
geolocation API. The proposed prototype improves the accuracy of the GPS speed 
detection in HTML5 geolocation API using the haversine distance calculation. The 
proposed prototype also introduces the automatic speed limits value setting using 
Google geocoding API [10]. The accuracy of the speed was tested by comparing the 
speed determined from traditional API and the enhanced API. The result reveals that 
the enhanced API significantly improves the accuracy of speed compared with the 
traditional HTML5 geolocation API. 

The rest of this paper is organized as follows. Sect. 2 gives the background 
literature that related to this study. Sect. 3 describes the purposed system and the 
experimentation. Sect. 4 reveals the results. Finally, Sect. 5 draws the conclusions and 
future works.  

2 Literature Review 

2.1 Thailand’s Vehicle Speed Limits 

The speed limits are different in each country. The unit of speed limits is generally 
measured in kilometers per hour (KPH) or miles per hour (MPH). In Thailand, the 
road speed limits are set by the department of land transport, ministry of transport. 
The speed limits in Thailand are defined by types of vehicle, areas, and types of road. 
Generally, the speed limits between 80 – 90 KPH. In Bangkok and Pattaya, the speed 
limits for motorcycle and car are 80 KPH, 60 KPH for truck, and 45 KPH for trailer. 
Outside Bangkok and Pattaya area, the speed limits 90 KPH for motorcycle and car, 
80 KPH for truck and 60 KPH for trailer. There are two special types of road; 
intercity highway and motorway. The speed limits are 100 KPH for truck weight 
below 1,200 kilograms, 80 KPH for trailer, and 120 KPH for the other types of 
vehicle. The speed limits are also restricted in some special environments, for 
example, inside educational institutes, the street in front of the schools, for instance. 
The drivers have to observe the traffic sign beside the road to control the speed of the 
vehicles by themselves.   
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2.2 Speed Calculation 

Speed is a scalar quantity states how fast an object is moving from one point to 
another point in an exact duration. The speed can be calculated as follow.  

 
t

d
s =  (1) 

where s denotes speed, d denotes distance, kilometers or miles, between origin and 
destination, t denotes total time, seconds, minutes, or hours, spent for travel. 

2.3 Distance Estimation on the Maps 

To measure the speed of vehicle using GPS in Eq. 1, the distance between two points 
defined by latitudes and longitudes on the maps must be calculated. The haversine 
formula [11-13] is a well-known equation used to calculate the distance between two 
points from longitudes and latitudes. The haversine formula (haversine distance) is 
calculated as follow. 

 d = R × c (2) 

where R is earth’s radius (mean radius = 6,371 km) and c is calculated from  

 ])1(,[2tan2 aaac −=  (3) 

where a is calculated from 
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where Δlat  is a minus of two latitudes, Δlong is a minus of two longitudes.  

Another possible solution to estimate the distance between two points on the maps 
is to use Google API named Distance Matrix [14]. To retrieve the result, application 
sends the latitudes and longitudes of origin and destination using REST web service 
via URL interface. The current latitude and longitude of GPS device can be retrieve 
from HTML5 geolocation API using getCurrentPosition() or watchPosition() method. 
However, the smart device has to connect with internet, and the result from the API 
might delay.  

2.4 HTML5 Geolocation API 

HTML5 is the latest version of HyperText Markup Language (HTML). It has been 
designed to fulfill the gaps between web application and software development. 
HTML5 enables a cross-platform application development comes with many mobile 
device plugin connections, for example, camera, graphic, multimedia, as well as 
geolocation. The geolocation API allows user to provide the current position of the 
smart device to web applications so applications can provide users the smarter 
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location-based services. The accuracy of HTML5 geolocation API has been 
continuously improved [9]. To determine user's current location using HTML5 
geolocation API, the getCurrentPosition() method is called. This method requests the 
positioning hardware such as GPS, WiFi, GSM, to get the position of the device. 
When the position is determined, the defined callback function is executed. To 
monitor the position of the device, the watchPosition() method is used. The method is 
called every exact time to update the location, as well as to calculate speed of device 
movement. The important properties of HTML5 geolocation API are listed in Table 1.  

Table 1. The important property of getCurrentPosition() and watchPosition() 

Property  Description  
coords.latitude The latitude as a decimal number 
coords.longitude The longitude as a decimal number 
coords.accuracy The accuracy of position in meters 
coords.speed The speed in meters per second 
timestamp The date/time of the response 

3 Experimental Methodology 

3.1 System Architecture 

The proposed prototype was developed using HTML5, JavaScript, jQuery and jQuery 
mobile in a cross-platform application development concept. The application was 
built using Cordova. To automatically set the speed alert value, mobile device must be 
connected to the internet to get the information from Google geocoding API. The 
architecture of the proposed prototype is shown in Fig. 1. 

 

Fig. 1. Architecture of the proposed prototype 

3.2 Procedure of the Proposed Prototype 

When the vehicle stops, the application shows a zero speed. When the vehicle is 
move, the watchPosition() is called to update the speed of vehicle. The updated speed 
is compared with the defined speed alert value. The speed alert value may be set as 

Mobile with GPS

GPS Satellite

Google Geocode API

REST Web 
Service Interface
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Manual or automatic. If the speed is higher than the defined value, application will 
alert with red screen, danger message and sound, otherwise, application will show 
safe message with green screen. The procedure of the prototype is drawn in Fig. 2. 

 

Fig. 2. Flowchart of the speed limits alert system 

3.3 Manual and Automatic Speed Limits Value Setting 

The prototype allows user to define the speed limits value in two modes, manual and 
automatic. The manual mode allows user to define the fixed numeric value in which 
the application uses this value for the whole journey. This mode does not require data 
connection. On the other hand, the automatic mode updates the speed limits value 
according to the type of vehicle and road. To get this done, the watchPosition() 
method returns the latitude and longitude to the application. After that, application 
connects to Google geocoding API and uses the latitude and longitude to query the 
name of street and city, which will be compared with the speed limits value as 
described in Sect. 2.1. The example of Google geocoding request is as follow. 

https://maps.googleapis.com/maps/api/geocode/json? 
latlng=latitute,longitute&sensor=true&key={App Key} 

Google geocoding looks for the nearest street and address, then return the result in the 
defined format, in this case JSON, as the following example. 

Select speed setting mode
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Input additional vehicle 
information

Set speed alert value

Display speed = 0

No

Display updated speed

Is higher than speed alert 
setting value?

Display Alert Display safe

STOP

START

RETURN

Set alert speed value 
from rules

Yes

Yes No

Yes

No

Update vehicle speed

End?

Yes

No
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"results" : [ { "address_components" : [ { "long_name" : 
"Motorway 7", "short_name" : "Motorway 7", "types" : [ 
"route" ] }, { "long_name" : "Bangkok", "short_name" : 
"Bangkok", "types" : [ "locality", "political" ] } ], 
"status" : "OK" } 

Finally, application extracts the result from Google geocoding and compares with the 
defined rules to get the appropriate speed limits value. There are two important 
information in the address components; route and political. Attribute “route” returns 
the name and number of the nearest street if exists. Attribute “political” returns name 
of city or country. As an example, the street named “Motorway 7” locates the vehicle 
on the road type motorway in Bangkok. Thus, if the vehicle was set as motorcycle or 
car, the speed limits will be automatically updated to 120 KPH, for instance. 

3.4 Vehicle Speed Detection Using HTML5 Geolocation API 

As described in Sect. 2.4, the watchPosition() method is called to get the current 
latitude and longitude of the vehicle and to monitor the movement of vehicle. The 
code is written in JavaScript as the following example. 

navigator.geolocation.watchPosition( 
  hasPosition, null,{  
   "enableHighAccuracy":true, 
   "timeout":27000, "maximumAge":500 
}); 
Function hasPosition(position) { 
 var speed = position.coords.speed; 
} 

As shown in the example source code, when watchPosition() is called, the 
hasPosition() function is operated. The enableHighAccuracy option is set to true in 
order to force hardware to get the location from GPS. The timeout and maximumAge 
options are manually set, which must be calibrated on the actual devices to get the 
best accuracy. The maximumAge is important to define the time interval to refresh the 
location. In the prototype, the default timeout is set to 27000 and the maximumAge is 
set to 500. 

3.5 Vehicle Speed Detection Using Enhanced HTML5 Geolocation 

From the preliminary experiment, the speed taken from HTML5 geolocation as 
described in hasPosition() method in Sect. 3.4 is lower than actual speed and, 
moreover, is low sensitive with the speed change. This might cause from many factors 
such as the delay or the deviated location of GPS, or from the API itself. Thus, the 
proposed enhanced HTML5 geolocation calculates the new distance using haversine 
distance calculation mentioned in Sect. 3.3 as the following equation. 



318 W. Jakkhupan 

 

 
12

haversine
t-t

Distance Haversine
S =  (5) 

where Shaversine is the speed calculated from haversine distance, t2 is the timestamp at 
the destination, and t1 is the timestamp at the origin acquired from position.timestamp. 
The latitude and longitude of the origin and destination are located using 
position.coords.latitude and position.coords.longitude. The example of the enhanced 
speed calculation using haversine distance from Eq.2 – Eq.5 and HTML5 geolocation 
API written in JavaScript is shown as follow. 

var lat1=0, lat2=0, time_start=0 
Function hasPosition (pos) { 
 var lat2=pos.coords.latitude; 
 var lon2=pos.coords.longitude; 
 var diff_time=time_start–pos.timestamp; 
 var R=6371; //Earth's radius in Kilometers 
 var x1=lat2-lat1; var dLat=x1.toRad();   
 var x2=lon2-lon1; var dLon=x2.toRad();   
  var a=Math.sin(dLat/2)*Math.sin(dLat/2)+ 
  Math.cos(lat1.toRad())*Math.cos(lat2.toRad())*  
  Math.sin(dLon/2)*Math.sin(dLon/2); //a from Eq.4 
 //c from Eq.3 
 var c=2*Math.atan2(Math.sqrt(a),Math.sqrt(1-a));  
 var d=R*c; //d from Eq.2 
 var speed=d/diff_time //Haversine Enhanced Speed 
 lat1=pos.coords.latitude; 
 lat2=pos.coords.longitude; 
 time_start=pos.timestamp; 
} 

Finally, the speed is compared with the speed limits value. If the speed is higher than 
the limit value, application will alert with danger message, red screen and sound, 
otherwise, application will show the safe message and green screen. 

4 Results 

The prototype was tested in multi operating systems of smart devices. Firstly, it was 
tested on the web browsers using Mozilla Firefox, Safari and Google Chrome. After 
that, the prototype was built in HTML5 hybrid application platform using Cordova 
PhoneGap. It was installed and tested in Android, iOS operating system. The 
screenshot of the prototype is shown in Fig. 3. 

The accuracy of the prototype was tested by comparing the result on mobile device 
with the actual vehicle speed shown on the dashboard display. The test speed has been 
controlled by increasing from 0 to 50 KPH within 5 seconds and then decreasing from 
50 to 5 within 5 seconds. The result is shown in Fig. 4. 
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with the traditional speed from HTML5 geolocation API. The proposed application 
allows user to manually or automatically set the speed alert value. The automatic 
speed alert value is set follow the transportation regulation of Thailand. The prototype 
was developed based on HTML5 cross-platform development concept, which can be 
built in multiple mobile operating platform such as Android, iOS or run through the 
web browser. For the future works, the accuracy of speed detection when the speed is 
decreased can be improved. The prototype will allow the passenger to track the 
movement of the vehicle on Google Maps. Finally, the location of the vehicle 
movement will be stored in the mobile device and the user will be able to share the 
directions on the social network such as Facebook.  

References 

1. Lane, N.D., Miluzzo, E., Lu, H., Peebles, C.D., Campbell, A.T.: A survey of mobile phone 
sensing. IEEE Commun. Mag. 48(9), 140–150 (2010) 

2. Menard, T., Miller, J.: Comparing the GPS Capabilities of the iPhone 4 and iPhone 3G for 
Vehicle Tracking using FreeSim_Mobile. In: 4th IEEE Intelligent Vehicles Symposium, 
pp. 278–283. IEEE Press, New York (2011) 

3. Liou, R.H., Lin, Y.B., Chang, Y.L., Hung, H.N., Peng, N.F., Chang, M.F.: Deriving the 
vehicle speeds from a mobile telecommunications network. IEEE Transaction on 
Intelligent Transportation Systems 14(3), 1208–1217 (2013) 

4. Chang, J.-Y., Wang, T.-W., Chen, S.-H.: Multiple Vehicle Speed Detection and Fusion 
Technology on the Road Network: A Case Study from Taiwan. In: Future Information 
Technology, Application, and Service. LNEE, vol. 164, pp. 223–230. Springer, Heidelberg 
(2012) 

5. Cortés, C.E., Gibson, J., Gschwender, A., Munizaga, M., Zúñiga, M.: Commercial bus 
speed diagnosis based on GPS-monitored data. Transportation Research Part C: Emerging 
Technologies 19, 695–707 (2011) 

6. Şimşek, B., Pakdil, F., Dengiz, B., Testik, M.C.: Driver performance appraisal using GPS 
terminal measurements: A conceptual framework. Transportation Research Part C: 
Emerging Technologies 26, 49–60 (2013) 

7. W3C, http://dev.w3.org/geo/api/spec-source.html 
8. Miura, S., Kamijo, S.: GPS Error Correction by Multipath Adaptation. International 

Journal of Intelligent Transportation Systems Research, 1–8 (2014) 
9. Gup, A,  

http://www.andygup.net/how-accurate-is-html5- 
geolocation-really-part-2-mobile-web/ 

10. Google Developers, 
https://developers.google.com/maps/documenttation/geocoding/ 

11. Chris, V.: http://www.movable-type.co.uk/scripts/latlong.html 
12. Palmer, M.C.: Calculation of distance traveled by fishing vessels using GPS positional 

data: A theoretical evaluation of the sources of error. Fisheries Research 89(1), 57–64 
(2008) 

 
 



 A Prototype of Mobile Speed Limits Alert Application 321 

 

13. Feng, T., Timmermans, H.J.: Transportation mode recognition using GPS and 
accelerometer data. Transportation Research Part C: Emerging Technologies 37, 118–130 
(2013) 

14. Google Developers , 
https://developers.google.com/maps/documentation/ 
distancematrix/ 

15. Apache, https://cordova.apache.org/docs/en/ 
3.0.0/cordova_geolocation_geolocation.md.html 



D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 322–331, 2014. 
© Springer International Publishing Switzerland 2014 

Data-Driven Pedestrian Model:  
From OpenCV to NetLogo 

Jan Procházka and Kamila Olševičová 

University of Hradec Králové 
Rokitanského 62, Hradec Králové 500 03, Czech Republic 
{jan.prochazka,kamila.olsevicova}@uhk.cz 

Abstract. Our objective was to replicate the movement of real pedestrians in 
NetLogo agent-based model using the video recording of pedestrians as the 
source of reliable data. To achieve this, it was necessary to develop the video-
processing extension for NetLogo. The paper presents the principles of video 
data transformation, the implementation of the extension and the experiment 
with a sample video stream that demonstrates the self-organization of bi-
directional flows of walkers. The extension builds on the computer vision  
library OpenCV. 

1 Introduction 

Pedestrians and crowd motion simulations can help us to identify and analyze spatial 
walking patterns under normal or competitive situations, to design pedestrian facilities 
or to define evacuation scenarios. Thanks to the computing performance and availa-
bility of empirical data, current pedestrian simulations shift from quantitative  
reproduction of various aspects of crowds towards qualitative reproduction [4]. Tech-
nically, pedestrian simulations build on cellular automata principles, social force 
models, velocity-based models or network models [3]. Various implementation 
frameworks and platforms are available, for applications see e.g. [1, 2, 7].  

Our primary objective was to create a video-to-agent-based pedestrian simulation 
using the video records from traffic cameras as a source of reliable data about walking 
patterns of individuals. The idea behind is to transform the behavior of entities from 
video recording into the behavior of artificial agents, independently on the agent-
based simulation platform. To achieve this, we developed the video-processing exten-
sion which enables detection and tracking of objects from the video recording. The 
extension was tested using NetLogo [8], but can be connected with other Java agent-
based frameworks too. The extension is presented in the rest of the paper. The process 
of video data transformation is described in section 2, the implementation of exten-
sion using algorithms from open source computer vision library OpenCV [5] is ex-
plained in section 3 and the experiment with a sample video stream of bi-directional 
flows of pedestrians is provided in section 4. 
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2 Video to Agent-Based Model Transformation 

2.1 Video Processing 

Video-to-agent model is a data-driven model where an input video recording supplies 
the agent-based model with data about agents, their positions and movements. The 
transformation T takes the input V (sequence composed of f video frames) and trans-
forms it to a sequence A (sequence of sets containing data about agents’ positions 
within the model environment, one set for one time point t, t is integer). 
 :        (1) 
 , , … , ;     , , … , ;    | | | |  (2) 

 
A single video frame is formalized as a matrix Ft. Elements of the matrix corres-

pond to pixels of the t-th frame (3). Matrix size is given by the video frame dimen-
sions (height h, width w). In case of 8-bit color depth and RGB color model, the  
matrix elements are represented by ordered triples of integers in range [0, 255]. 

   , , , , , ,, , , , , , ;        , ,   ⟨0, 255    (3) 

 
Set A defines x, y and z coordinates of all agents at the given time point (4). 
  

    x, y, z , , x, y, z ,  , … , x, y, z ,    (4) 
 
The transformation (1) is composed of T1 and T2. 
      ;                           (5) 
 
In the first transformation T1, a single video frame Ft is transformed to the set Ot of 

coordinates x, y, z of objects of our interest (5). 
 :  ;                 , , ,  , … , , , ,  ;  | |     (6) 
 
The second transformation T2 operates with the set of objects’ coordinates Ot at 

time t and the set At-1 of agents’ positions within the model at time t-1 (6). 
  :  ,   ;    x, y, z ,  , … , x, y, z ,  ;   | |  (7) 
 
The splitting of T into T1 and T2 reflects different problems treated on each level. 

While the objective of T1 is to identify position of specific objects shown in a video 
frame, T2 solves a problem of agents’ lifecycles: recognizing new agents entering the 
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scene, keeping track of agents and recognizing disappearance of agents leaving the 
scene.  

The fig. 1 illustrates both transformation levels and the third step which is optional: 
storing objects’ positions into the data file. The proposed extension is suitable for real 
time applications, i.e. agent-based models running simultaneously with online camera 
stream processing. Alternatively, it is possible to run only the first level transforma-
tion (to determine positions of objects and to store them) and to use the data file later. 
This approach allows user to run the same model several times without a need to 
process the video data repeatedly. 

 

 

Fig. 1. Video-to-agent model transformations 

2.2 From Video to Objects’ Positions 

First level transformation (6) is an image processing task. To recognize objects means 
to identify more or less well defined shapes using appropriate algorithm. We focused 
on circle finding using Hough transformation function and spot finding, i.e. searching 
continuous areas of pixels that match certain color characteristics.  

Image processing algorithms require pre-processing (simplification) of the input 
using e.g. Gaussian blur to decrease the noise, or conversion to black and white. The 
turn of pixel P of the original video frame into white or black is defined by RGB con-
ditions C (8) that specifies color shades of objects to be identified. One RGB sub-
condition is a triple of intervals for R, G, and B (9). The disjunction (10) or other 
logical expressions can be used for specification of color characteristics of objects. 
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: , , ;      , ,    (8) , , , ;  , , , ;  , , ,   (9)     ?   ∈ ∈ ∈| |   (10) 
 
Hough circles transformation returns a set of circles that were found in the input 

frame. The circle center and radius represent a position of the object and its size. 
Hough transform works well even when many circles are presented in the scene, but 
the rate of false detections is high and the transformation function is sensitive to its 
parameters. The spot-finder does not operate with any specific object’s shape.  

2.3 From Static Objects to Moving Agents 

The second transformation (7) provides data about agents’ movements based on ob-
jects’ changing positions in subsequent video frames. In each time step t new posi-
tions of all agents are determined. Objects in a radius k(A1,rk), are candidates to be 
associated with the next agent’s position (fig. 2). The radius corresponds to the max-
imal possible length of the agent’s step. The agent’s speed is another important para-
meter. The movement of agent from position A1 to position A2 is: 

 : | | ;   :  | |   (11) 
 

 

Fig. 2. Agent’s next position determination 

The agent’s lifecycle is managed by the following rules: 

─ An object is associated with an agent already existing in the model → the agent 
moves to new coordinates corresponding to the object’s position in the scene. 

─ An object is not associated with any agent already existing in the model → a new 
agent is created in the model with coordinates corresponding to the object’s posi-
tion in the scene. 

─ An object moves out of the scene → the agent goes out of the model borders and is 
destroyed. 

─ An object is not moving for certain time → the agent is destroyed (agent’s detec-
tion or tracking was wrong). 
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2.4 Time and Space Scales 

Both video recording and agent-based model have their own time and space scales 
which must be taken into account. 

The video recording has got the following time parameters: frames per second 
(fps), video footage duration (tv) and the real duration of the process (tr) (the video 
footage can be slower or faster).  

Moreover there is a period Tf in which a single video frame is processed for objects 
identification in the first level transformation (6). Tf =1 means that every frame is 
used to identify objects, Tf =5 means that only every 5th frame is used. The NetLogo 
model has an internal clock measuring in ticks. The model receives new data about 
objects’ positions at every tick and transforms them according agents’ lifecycle rules. 
Let us use tm for the number of ticks elapsed since the beginning of the model run. 
The relationship between the video recording and agent-based model time-related 
measures is expressed: 1     1   1          1   1      1          (12) 

 
In relation to space scale, the video frame height Hv and width Wv in pixels are giv-

en. The real scene is the 3D space. If the video recording is taken from the bird’s view 
and the scene is small enough, the distortion of the image can be neglected and the 
scene  coordinates can be simplified to only height Hr and width Wr (in meters). The 
NetLogo model environment is defined by its height Hm and width Wm (in patches). 
The size of patch em in pixels corresponds to a real size er in meters. The transforma-
tion between real and model coordinates is:   1                                               (13) 

When camera view is not orthogonal and the scene cannot by understood as 2D 
surface, then the transformation of coordinates requires more information (e.g. a refe-
rential size of the object when shot from a given distance) and more complex  
processing (e.g. object shadows identification). 

3 Implementation 

We implemented a video to agent capture system (V2ACapture) as an end-to-end 
system processing the input video file into the agent-based model in NetLogo. The 
system composition is shown in the UML component diagram (fig.3). 
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Fig. 3. UML component diagram of V2ACapture  

The system consists of the following three subsystems: 

─ V2ACapture_OpenCV_Wrapper is a dynamic link library in C++. It provides the 
functionality of VideoHolder for maintaining video replay and manipulation with 
frames and two objects finders’ functionalities: SpotFinder and CirclesFinder. 

─ V2ACapture_Extension is a NetLogo extension written in Java and deployed into 
the NetLogo installation as Java archive repository (jar). It provides functions to be 
used in NetLogo models for manipulating input video files and finding objects. 

─ NetLogo is an instance of NetLogo system in which the NetLogo models using our 
V2ACapture extension are hosted. 

The following interfaces interconnect subsystems into one seamless system: 

─ OpenCV-API (I1) is standard C++ API interface between our wrapper dll and 
OpenCV libraries. 

─ Java-Native-Interface (I2) interconnects C++ code of VideoHolder, SpotFinder 
and CircleFinder with Java code of NetLogo extension. V2ACapture.dll provides 
this interface to enable access to OpenCV functionalities from any Java code. 

─ NetLogo-API (I3) is the interface provided by NetLogo extension to any NetLogo 
model to call extension functions for manipulating videos and finding objects di-
rectly from NetLogo. 

─ Interface-to-another-Agent-Based-Systems (I4) demonstrates the fact that the ex-
tension is developed in Java, therefore its functionalities can be simply used by any 
Java agent-based system. This increases the usability of our extension. 

The SpotFinder component searches for continuous areas of the same color. We 
used a simple four-way seed fill algorithm which is sufficient for our purpose and can 
process video frames in real time (more than 25 fps). Numerous better performing 
algorithms could be used in the same way. Parameters are: 

─ Blur diameter for the Gaussian blur algorithm,  
─ spot_min_size and spot_max_size specifying the spot in pixels.  
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The SpotFinder returns the spot size in pixels, its minimum and maximum x and y 
coordinates and the spot centre coordinates [(x_max - x_min) /2),(y_max - y_min) / 2]. 

The CirclesFinder component encapsulates Hough circles transformation function 
of OpenCV. Parameters are:  

─ dp = the inverse ratio of resolution, 
─ min_dist = minimum distance between two circles centers, 
─ param_1 = upper threshold for the internal Canny edge detector, 
─ param_2 = threshold for center detection, 
─ min_radius = minimum circle radius,  
─ max_radius = maximum radius to be detected. 

The CircleFinder returns a vector of coordinates and radiuses of circles that were 
found in the input video frame.  

4 Experiments 

The functionality of the system was tested using the sample pedestrian lane formation 
video that demonstrates the self-organization of bi-directional flows of walkers [6]. 
The video was shot from the bird’s perspective and the pedestrians wear white caps, 
therefore the 3D scene could be understood as 2D and the identification of individuals 
was manageable. Parameters of the input MP4 video file were: 

─ video frame size: 640 x 360 pixels, 
─ real scene size: 10 x 6 m, 
─ video duration: 77 seconds, 1937frames, i.e. 25 fps. 

NetLogo model parameters for our video were: 

─ environment size: 64 x 36 patches, 
─ patch size: 10 x 10 pixels,   
─ patch real world size: 0.15  x 0.16 m, 
─ 1 real world second = 25 ticks, i.e. 1 tick = 0.04 seconds. 
 
The Netlogo model interface consists of several sections (fig. 4). The figure 5 shows 
original video frames of two situations (crowded and not crowded corridor), their pre-
processing and the visualization in the agent-based model. The model parameters 
were: 
 
─ ticks_to_move = 5 ticks = 0.2 seconds – the period for which the agent can stay still 

not receiving position updates, before the agent may dismiss from the model.  
─ existing_turtle_range = 2 [patches] = 0.30 m – the maximum distance the agent 

can move during 1 model tick.  
─ RGB conditions: R_min = 215, R_max = 256, G_min = 216, G_max = 256, 

B_min = 215, B_max = 256. These intervals represent color shades close to white. 
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Fig. 4. Model interface: (a) visualization of agents, (b) video holder setup, (c) Gaussian blur 
pre-processing parameter and spot min/max size specification, (d) initial SpotFinder’s RGB 
conditions, (e) video replay control, (f) parameters for association of objects with agents. 

 

Fig. 5. Crowded (a) and not crowded (b) pedestrian situation: original video frame (1),  
pre-processed frame (2), agent-based model (3) 
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Over 300 thousands records about agents were collected by the NetLogo model for 
the sample video. Each record contains data about ticks, current position of agent, its 
direction, speed and neighbors. The agent’s trajectory can be reconstructed from the 
output data. Moreover, it is possible to observe how agents are affecting each other 
(fig. 6).  

 

 

Fig. 6. NetLogo model output for agent A 235: whole trajectory and details for tick no.700:  
heading = 102, speed = 4.25 patch/sec, two neighbors in the agent’s vision angle and distance 
with headings 307 and 100 and speeds 4.75 and 5. 

5 Conclusion 

We presented the proof-of-concept of OpenCV-based application which allows trans-
formation of video data into the reliable agent-based pedestrian simulation. The appli-
cation loads the pedestrian video file to the agent-based platform (NetLogo in our 
case) and visualizes agents’ trajectories. Models of other types of real-life movable 
entities can be developed analogically with our extension, if relevant video records 
were available. Our further work is focused on more complex data-driven simulations 
based on OpenCV. Two main research challenges are (1) identification of agents and 
their trajectories from non-orthogonal camera view and (2) combination of video-
based agents with artificial ones (3).   
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Abstract. The paper focuses on using geotagged resources from the so-
cial network service (SNS) for searching the famous places from keyword.
We extend the HITS[9] algorithm in order to rank locations which are
collected from geotagged resources on SNS. Our approach not only uses
the similarity measurement between locations’tags for computing the
value of locations but also calculate the term frequency of tags which
occur in each location to modify the value of tags for ranking. We imple-
ment and show the experimental results with the set of locations from
the geotagged resources.

1 Introduction

Social network services (e.g, such as Facebook1, Photobucket2 and Flickr3) own
billions of images and videos, which have been annotated and shared among
friends, or a community that cover certain interesting topics [3,5,7,8,13]. In fact,
users comment on the content in a form of tags, ratings, preferences etc and
that these are applied on a daily basis, gives this data source an extremely
dynamic nature that reflects events and the evolution of community focus [5].
There are so many studies using tags as well as its attributes for predicting [3],
recommendation system [1,10,14], data clustering [6], data classifying, etc.

There are some studies focusing on traveling problem by using geotagged
resources [3,11,10,12]. While traveling, the people usually wonders ‘How to find
the best restaurant to enjoy a delicious meal?’ ‘Where is the best beach to
travel?’, etc. In this paper, we indicate that distributed geotagged resources
on SNS can solve these issues. Thus, when focusing on a place and provide a
solution to find out the ranked locations with each keyword in order to answer
the question ‘where is the best location for to do something?’. Here, we present
the experimental results with the set of tags from the geotagged photos on SNS.

The Fig. 1 show the work flow for searching the famous place related to the
resources content based on its tags. Its components are described as

� Corresponding author.
1 www.facebook.com
2 www.photobucket.com
3 www.flickr.com
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– Collecting data: Dataset is collected by using Open’s API of SNS;
– Tag analysis : The list of tags is refined by removing the stop words and

classified based on the geotagged photos (all tags will be determined the
number of locations it’s belongs to) and determined the set of common tags

– GeoHITS algorithm: According to [2,4,9], we apply the HITS algorithm by
using a set of nodes which are tags or locations for an undirected graph,
called GeoHITS;

– Extend GeoHITS : We use similarity measurement between tags of each loca-
tion and a set of common tags (called GeoHITSS algorithm). Another way,
we use the tag frequency (TF) in order to add value for tag nodes (called
GeoHITSTF algorithm).

 

Tag analysis (2) 

 

 

 

 

 

 

Collecting data (1) 

Extracting & 
Refining 

Classify 
locations 
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Algorithm(3) 

Determineing 
Common tag 

Locations Ranking by GeoHITS  
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(Social Network Service) 

Extend GeoHITS (4) 

 

 

 

Tag Similarity 

Tag TF weight 

Locations Ranking by GeoHITSS  

Locations Ranking by GeoHITSTF  

Fig. 1. An overview of work flow of locations ranking system

The paper is organized as follows. Sect. 2 introduces Backgrounds. Sect. 3
shows the algorithms for ranking locations. In Sect. 4, experimentation was con-
ducted to evaluate the results. Sec. 5 draws a conclusion and future work of this
study.

2 Backgrounds

2.1 Definitions

When mentioned about a place, there are a list typical things coming from it
(e.g., Japan relates to ‘sumo’, ‘sushi’, ‘flower of cherry’). On the other hand,
talking about a keywork, there will have a series of locations that related to
it (e.g., ‘tower’ relates to France, Malaysia, United States, etc). Our approach
discovers the famous places which come from geotagged photos on SNS by using
ranked method.
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We denote T = {ti} is a set of tags, L = {lj} is a set of locations, Lti is a
set of locations which contain tag ti, T

lj is a set of tags of location lj. We use
a function f in order to determine tag ti is contained in location lj or not, as
follows:

f(ti, lj) =

{
1, if tag ti is contained in location lj.

0, otherwise.
(1)

Definition 1 (Location). A location lj is presented by a name of a country,
a region, a city, or a place where is identified by a set of tags T lj = {ti : ti ∈
T, |Lti | � 2, f(ti, lj) = 1}.
In this issue, we use a set of geotagged photos in order to find out the best
location by ranked method. These tags which occur on many locations should
be selected for using in this work. And if a tag only occurs in a location that is
not worth for ranking locations. So, in order to rank locations, we need to use a
set of special tags (called common tag as defined by Def. 2).

Definition 2 (Common tags). Common tags (denoted TC), are a set of tags
TC = {ti : ti ∈ T and |Lti | � α, with α � 2}.
For example, to help someone who would like to know where is the best place with
‘Kimchi’ can find out a good answer. Using the keyword ‘Kimchi’ for collecting
data from SNS, we collected 1416 geotagged photos (as shown in 1). In which,
there was 10 locations (|L| = 10) and 23395 tags. With α = 5, we have TC =
{kimchi, spicy, soup, food, lunch, korean, noodles, tofu, rice, salad, restaurant,
hot, egg, travel, dinner, pork, market, kimchee} (|TC | = 18), and the list of tags
of locations is showed in Tab. 3.

2.2 Using Tag Frequency

Using term frequency to compute the term weight is popular such as classifying
document [18]. They can determine the valued class of a document by using term
frequency from a set of words in that document.

For this work, we compute the weight of tags with locations (called tag fre-
quency - TF). We calculate the occurrence of tag ti in location lj (is denoted
wij). The value of wij is computed as follows:

wij =
tf(ti, lj)

max{tf(tk, lj)|tk ∈ T lj} (2)

with tf(ti, lj) is the number of occurrence of tag ti in location lj .

3 Ranking Locations

3.1 The Formalization of Locations Ranking by HITS

According to [9], the HITS algorithm is used for webpages ranking. The hy-
perlinks from these webpages form a directed web graph G = 〈V,E〉, where V
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is the set of nodes representing webpages, and E is the set of hyperlinks. The
hyperlink topology of the web graph is contained in the asymmetric adjacency
matrix L = {lij}, where lij = 1 if pagei → pagej and lij = 0 otherwise. And
each webpage pi has both a hub score pHub

i and an authority score pAut
i .

In the paper, we use the relationship between tags and locations same as hubs
and authorities in [9] and [4]. However, we use an undirected graph G = 〈V,E〉,
where V is the set of nodes representing tags or locations, and E is the set of
edges. V = T ∪ L, and E = {(ti, lj) : f(ti, lj) = 1}.

At the beginning, all nodes have weight equal to 1. For each iterations, they
are computed by the formulas as follows

lj =

m∑
i=1

1

|Lti | ti; ti =

n∑
j=1

1

|T lj | lj ; (3)

The formula to compute the value of nodes as follows:

Tag = ALoc and Loc = ATTag (4)

where A is an adjacency matrix (m × n) and aij is determined by Equ. 1,
Tag = {t1, t2, . . . , tm}T , Loc = {l1, l2, . . . , ln}T .

According to [2], we can compute Equ. 4 by recursive computing (similar to
Equ. 3.2 in [2]) as follows

Tag = AATTag and Loc = ATALoc (5)

For each iteration step, the value of nodes are recomputed and normalized.

3.2 Locations Ranking Algorithm

From studying results of [2,9], we have proposed the GeoHITS Algorithm (as
shown in Alg. 1). In which each node is represented by a tag or a location.

To extend the GeoHITS Algorithm, we focus on two aspects:
(1) Tag similarity: Using statistics methods [6,17] with the dataset, we com-

pute the set of common tags. To calculate the ranking coefficient for each location
based on its tags, we have used the Jaccard method [15] for determining the sim-
ilarity between the set of common tags and the set of tags of each location. We
extend GeoHITS Algorithm by using the similarity coefficient for each location
node (called GeoHITSS Algorithm).

(2) Tag term frequency: Both GeoHITS and GeoHITSS, the weight of each
tag is not considered. In actually, the value of each tag in each location is distin-
guished. Consequently, the value of each tag for each location will be different.
Thus, we compute the TF weight [16] for each tag and propose the GeoHITSTF

Algorithm.
We implement three algorithms (GeoHITS, GeoHITSS, GeoHITSTF ) with

the dataset that is described in Tab. 1 on the next section.
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Data: Tag,Loc, ε
Result: R
Initialization;
Determine a set of common tags;
Determine matrix A(m× n);
Let Tag = {t1, . . . , tm} denote the vector {1,. . . ,1};
Let Loc = {l1, . . . , ln} denote the vector {1,. . . ,1};
Iterations=0;
while max of |Lock − Lock−1| ≥ ε or Iterations=0 do

Computing ti =
n∑

j=1

(aij .lj) for ∀i ∈ [1 : m];

Computing lj =
m∑

i=1

(aij .ti) for ∀j ∈ [1 : n];

Normalize(Tag);
Normalize(Loc);
Iteration+=1;

end
R < −arsort(Loc);
Return(R)

Algorithm 1: GeoHITS Algorithm

4 Experimentation

4.1 Dataset

We collect data and perform basic processes to get the data in Tab. 1 as the
basis dataset to experiment. In Tab. 1, there are 5 keywords (kimchi, pho, pizza,
poutine and sushi) of 5 traditional dishes which are from 5 different countries:
Sounth Korea, Vietnam, Italy, Canada and Japan.

Table 1. The dataset

Keyword #Photos #Tags #Locations

kimchi 1416 23395 10
pho 5141 72612 46
pizza 1544 23805 40
poutine 1027 10352 24
sushi 2615 28063 57

With each keyword, we calculate the number of locations for ranking based on
geotagged photos. We classify the dataset for each keyword based on geotagged
photos. For example, the value of Tab. 2 shows 10 locations (countries) to rank.
We also can rank with regions of a country as an option to implement.
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Table 2. The list of locations for ranking (by country) with ‘kimchi’

# Location The list of locations

10 Canada, China, France, Japan, North Korea, South Korea, Taiwan,
Thailand, United Kingdom, United States

4.2 Results on Ranking Locations

Here, we used the GeoHITS algorithm for ranking locations based on tags.
Giving a set of tags for ranking locations, these tags and locations are described
as Def. 1 and Def. 2.

We conduct the experimentation with two methods for ranking which are
called online and offline. With offline ranking, we use the dataset in order
to calculate all variables before using iterations of GeoHITS. Using the Alg. 1
with ε = 10−8 (with ‘kimchi’),we found that the convergence of iterations is very
rapid (k = 9). The results is showed in Fig. 2.

With online ranking, we use the dataset as the same collecting time. We add
more tags at each iteration step as well using ε value, and the convergence value
is obtained at k = 395 (with ‘kimchi’) as shown in Fig. 3.

For the purpose of comparing and solving the feasibility of this approach for
ranking locations based on tags, we use TFIDF and determine tags similarity to
expand the GeoHITS Algorithm. We has tried with ‘kimchi’ and showed results
as shown in Tab. 4. In order to make more clearly for comparing, the values in
Tab. 4 are normalized at [0. . . 1].

For comparing the results, we focus on Tab. 3 and Tab. 4. Based on the results
of Tab. 4, we can comment that the GeoHITS got early convergence so that
is the best algorithm. However, in this work we are considering using tags for
ranking locations. Thus, we consider the analyzed data in Tab. 3 and conclude
that it isn’t an exact answer. Indeed, the ranking with GeoHITSTF converge
slower than GeoHITS and GeoHITSS but the result is more suitable than two
algorithms above.

The experimental results which are presented in Tab. 5 show that there are
four returned values match with the expected results (‘kimchi’-South Korea;
‘pho’-Vietnam; ‘poutine’-Canada and ‘sushi’-Japan). Additionally, we imple-
mented the dataset and got five top positions that are constant. With these
results, we believe that this approach is useful to rank locations based on geo-
tagged resources from SNS.
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Table 3. The dataset for ranking locations with ‘kimchi’

Location #Photo #Tag Top-10 popular tags

Canada 26 244 kimchi, food, korean, toronto, spicy, banchan,
market, scallions, finch, foodie

China 26 432 kimchi, china, beijing, duck, daejeon, travel, noo-
dles, airport, friends, cold

France 10 337 food, kimchi, soup, noodles, pickled, rice, cuisine,
ginger, balls, pepper

Japan 32 435 kimchi, japan, food, korean, tokyo, dinner restau-
rant, pork, hot, lunch, shrimp

North Korea 212 2208 kimchi, pyongyang, korea, dprk, juche, arirang,
koryo, travel, cold, fun

South Korea 504 10983 kimchi, korea, food, korean, seoul, restaurant, cul-
ture, red, spicy, dinner

Taiwan 16 225 kimchi, taiwan, taipei, geotagged, food, , egg,
tomato, soup, pot, watermelon, hot, tainan,
shrimp

Thailand 13 93 kimchi, teachingsagittarian, kimchee, korean,
thailand, bangkok, delicacies, chilli, food, vegeta-
bles

United Kingdom 82 607 kimchi, food, korean, kimchee, london, gimchi,
season, extenstion, fermentation, restaurant

United States 495 7831 kimchi, korean, food, bulgogi, dinner, ssam, ban-
chan, shrimp, pork, restaurant

Table 4. The results on locations ranking with ‘kimchi’ (offline)

GeoHITS (k = 9) GeoHITSS (k = 11) GeoHITSTF (k = 30)

SouthKorea 0.16494845 SouthKorea 0.16439629 SouthKorea 0.16573591
UnitedStates 0.15979381 UnitedStates 0.15937351 UnitedStates 0.16394372
Japan 0.10824742 Japan 0.10835741 Japan 0.11062289
UK 0.10309278 UK 0.10056532 UK 0.10655475
France 0.09793814 Taiwan 0.09865156 France 0.1018892
Taiwan 0.08247423 China 0.0869082 NorthKorea 0.07972374
Canada 0.07731959 Thailand 0.08109632 China 0.0770678
NorthKorea 0.07216495 France 0.07255086 Taiwan 0.06713576
China 0.06701031 Canada 0.06695163 Canada 0.06549773
Thailand 0.06701031 NorthKorea 0.06114889 Thailand 0.06182849
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Table 5. Top-10 locations ranking with 5 keywords (GeoHITSTF -online)

Pos. kimchi (KR) pho(VN) pizza(IT) poutine(CA) sushi(JP)

1 SouthKorea Vietnam USA Canada Japan
2 USA USA Italy USA USA
3 Japan Canada UK SouthKorea Canada
4 UK Thailand Canada France UK
5 France Australia Australia UK Australia
6 NorthKorea UK Germany Ireland China
7 China SouthKorea Spain HongKong Taiwan
8 Taiwan Philippines China China Spain
9 Canada HongKong France Netherlands Germany
10 Thailand China Netherlands Taiwan Singapore
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5 Conclusion and Futrure Work

For the purpose of ranking locations based on geotagged resources, we propose
using GeoHITS algorithm and modifying value of nodes with tags and relevant
locations. Besides, we extend GeoHITS by using similarity between the set of
common tags and a set of tags of each location, called GeoHITSS algorithm.
Moreover, we use term frequency of tags in each location in order to compute
the weight of tags and apply them into the GeoHITSTF algorithm.

In our experiments, more importantly, we empirically showed that the Geo-
HITS algorithm (offline case) converge quickly. The obtained results with three
algorithms are quite interesting and suitable. Although we could not determine
the precision of these results, but based on the reality with keywords belong to
countries, our results have obtained the high ranking values.

In spite of the imbalance of dataset with many locations for ranking (a large
part of dataset belongs to United States due to users of Flickr), our method
found out locations which hold traditional dishes for each keyword as shown in
collected dataset. We appreciate using term frequency of tags in each location
(called GeoHITSTF algorithm).

As future work, we plan i) to propose a location recommendation system for
traveler based on tags from SNS; ii) to detect events based on geotagged photos
from SNS as a our new approach.
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Abstract. NVIDIA’s Tesla Graphics Processing Units (GPUs) have been used 
to solve various kinds of long running-time applications because of their high 
performance compute power. A GPU consists of hundreds or even thousands 
processor cores and adopts (Single Instruction Multiple Threading) SIMT) 
architecture. This paper proposes an approach that optimizes the Tabu Search 
algorithm for solving the Permutation Flowshop Scheduling Problem (PFSP) on 
a GPU. We use a math function to generate all different permutations, avoiding 
the need of placing all the permutations in the global memory. Experimental 
results show that the GPU implementation of our proposed Tabu Search for 
PFSP runs up to 90 times faster than its CPU counterpart.     

Keywords: GPU, CUDA, Parallel algorithm, Tabu Search, Permutation 
Flowshop Scheduling Problem.  

1 Introduction 

A GPU (Graphics Processing Unit) has hundreds, even more than one thousand, of 
processing elements, making it very suitable for executing applications with big data 
and data-level parallelism [1, 2]. Compute Unified Device Architecture (CUDA) [3-5] 
is proposed by nVIDIA for easier programming on nVIDIA GPUs. Due to the low 
cost and the popular GPU-inside desktops and laptops, more and more researchers 
focus on how to parallelize various algorithms on GPU architecture. On the other 
hand, computational intelligence has been successfully applied to solve many kinds of 
applications [6-9]. Researchers have investigated how to use GPU computing to 
accelerate computational intelligence. For example, Janiak et al. [10] proposed the 
GPU implementations of the Tabu Search algorithm for the Travelling Salesman 
Problem and the Permutation Flowshop Scheduling Problem. Lots of research has 
reported that the optimized GPU implementations can run tens of times, or even more 
than one hundred times, faster than their sequential CPU counterparts.  

                                                           
* Correpsonding author.  
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The Tabu Search algorithm is a neighbourhood-based and deterministic 
metaheuristic, which is proposed to solve many discrete optimisation problems by 
Glover [11, 12]. This algorithm is similar to the function of human’s memory. If the 
solution has been chosen by the previous generation, then it cannot be chosen again 
until a specified time interval has passed. This way can avoid choosing the local 
optimal solution to the problems. While computing the flowtime of the permutations, 
we use the Tabu list to record which permutations have been chosen to produce local 
optimal solutions during the previous several generations. In addition, users can set an 
initial value for the so called Tabu value, which determines how many generations the 
corresponding permutation cannot be used again since the permutation is selected. 
Whenever a permutation is selected, it is added into the Tabu list and its 
corresponding Tabu value is set to the user specified input value. Each Tabu value in 
the Tabu list will be decreased by one whenever proceeding to the next generation. 
The permutations in the Tabu list cannot be used until its corresponding Tabu value 
becomes zero. How to optimizing Tabu search on GPUs has been discussed on 
several projects [13-15].   

The Permutation Flowshop Scheduling Problem (PFSP) has been first proposed by 
Johnson [16] in 1954. The PFSP is to find the best way to schedule many jobs to be 
processed on several ordered machines, which minimizes the flowtime that is equal to 
the total processing time of a permutation of the jobs. PFSP can be applied to the 
manufacturing and resources management in factories and companies. Due to the 
large number of jobs, the sequential program for PFSP is too slow to be adopted. 
Therefore, this paper proposes a high performance parallel approach to implement the 
Tabu Search algorithm for PFSP on CUDA GPU architecture. Compared with the 
sequential CPU version, our approach can run up to 90 times faster.  

This paper is organized as follows. Section 2 introduces the CUDA architecture, 
the Permutation Flowshop Scheduling Problem, and related parallel methods. In 
Section 3, our proposed approach for implementing the PFSP on a CUDA GPU is 
described in detail. Section 4 demonstrates the experimental results and analyse the 
performance. Finally, conclusions are given in Section 5. 

2 Related Work 

2.1 Compute Unified Device Architecture 

The CUDA (Compute Unified Device Architecture) development environment is 
mainly based on a sequential programming language, such as C/C++, and extended 
with some special functions that hide most issues of GPUs [3-5]. A GPU consists of 
several streaming multiprocessors (SMs) and each SM has multiple streaming 
processor cores [1-2]. From the software perspective, a CUDA’s device program is 
organized as a hierarchy of grids, blocks and threads. To design a CUDA device 
program, programmers must define a C/C++ function, called kernel. While a CPU 
invokes a kernel to execute the kernel on GPU, the programmer must specify the 
number of blocks and the number of threads to be created. A block will be allocated 
to a SM and the threads within a block are able to communicate each other through 
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the shared memory in the SM. Each thread is executed on a streaming processor. One 
or more blocks can be executed concurrently on a streaming multiprocessor at a time. 
There are hundreds or even thousands of threads within a block on CUDA. These 
threads can be organized as a 1-, 2- or 3-dimensional array. However, blocks can be 
organized as only a 1-, or 2-dimensional array. 

There are many types of memory on GPU. They have different size, access time, 
and whether they can be written or read by blocks and threads. The description of 
each memory type is as below. Global memory is the main memory on a GPU, it can 
be allocated and deallocated explicitly through invoking the CUDA APIs in the kernel 
to communicate the CPU with the GPU. It has the largest memory space on the GPU, 
but it requires 400-600 clock cycles to complete a read or write operation. Blocks can 
communicate with each other via the global memory. 

Constant memory is accessible as global memory except it is cached. A read 
operation takes the same time as that for the global memory in the case of a cache 
miss, otherwise it is much faster. The CPU can write and read the constant memory. It 
is read-only for GPU threads. Shared memory is a very fast memory on the GPU, it is 
used to communicate between threads in the same block. Data in the shared memory 
of a block cannot be directly accessed by other blocks. Accessing shared memory 
requires only 2-4 clock cycles. Unfortunately, the memory space of shared memory is 
limited. The maximum space is 16384 bytes per block for Tesla C1060. When a 
thread needs more space than the shared memory, the thread has to swap out and in 
the data in shared memory explicitly. Registers are the fastest memory that can only 
be used in the thread scope. They are for automatic variables. The number of 32-bit 
register is limited up to 16384 on each streaming multiprocessor on Tesla C1060. 
Local memory is used for large automatic variables per-thread, such as arrays. Both 
read and write operations take the same time as that for the global memory.  

2.2 Permutation Flowshop Scheduling Problem 

In the PFSP, a set of N jobs is to be processed on a set of R machines. Each job will 
be divided into R parts and go through the R machines in a predefined order. Assume 
Mi is Machine i, and Jk is Job k. Let Pi,j denote the processing time of Job k on 
Machine i. Compute the flowtime, denoted as Ci,k, for processing Jk on machine Mi, 
which is defined as the following formula. Each permutation has its own flowtime 
Cm,n. 
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To solve the PFSP is to find the minimum of all flowtimes from all permutations. 
Let ωi is a permutation, then Cm,n(ωi) denotes the flowtime of the permutation ωi. Ωx 
denotes the set of all permutations of length x.   
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Because the PFSP is a NP problem, it has been parallelized to shorten its execution 
time. For instance, Chakroun et al. [10] used the branch-and-bound algorithm and the 
inter-task parallel method to improve the performance of the flowshop problem on 
GPUs. In the inter-task method, each thread calculates the flowtime for a permutation. 
Each thread is responsible for sequentially computing the flowtime for a permutation. 
The advantage is that the threads have no data dependency between each other in the 
block, so they do not need to synchronize with each other or wait for another. The 
disadvantage is that each thread needs a large amount of the shared memory space for 
processing a permutation. It has low performance when more jobs and machines have 
to be processed because threads in the same block contend for the use of the shared 
memory. Due to the limitation of available shared memory space, the maximum 
number of threads per block cannot be very large.  

On the other hand, the intra-task method let all the threads in a block process a 
permutation together. Michael et al. [11] used the intra-task method by well utilizing 
the characteristic of the GPU memory, such as memory coalescing for accessing the 
global memory, and avoiding bank conflict on the shared memory. They let each 
block be responsible for computing the flowtime of a permutation, where multiple 
threads in a block work together to compute the flowtime for a permutation. The 
advantage of the method is that a larger number of threads can execute the PFSP 
concurrently because of using less shared memory when the flowtime of a 
permutation is processed by a block. In other words, it means the elements in an anti-
diagonal have no data dependency between each other. Unfortunately, this method 
has two drawbasks. First, the number of threads in each phase is not equivalent. It 
causes the waste of thread resources, due to the idle threads in some phases. Second, 
the elements in each anti-diagonal have to wait for the results produced by the 
elements in the previous anti-diagonal. It needs synchronization between threads and 
blocks, making it necessary to invoke one kernel for each phase.  

3 Our Tabu Search for PFSP on CUDA 

For the Tabu search for PFSP, in each generation, the permutations to be processed 
are generated based on the best processing order of jobs produced in the previous 
generation. If there are N jobs, there will be CN

2 permutations at most to be processed 
in each generation, where any permutation leading to a job processing order the same 
as one in the Tabu list will be prohibited in the generation.  

To compute the flowtime of all permutations, the previous work proposed placing 
all the permutations in the global memory initially [10]. These permutations are 
produced by CPU sequentially. In each generation, each thread will read a 
permutation from the global memory. For efficient global memory access, the authors 
of Reference [10] proposed a data placement method that enables coalesced global 
memory accesses. They arrange all the permutations in an interleaving way. In other 
words, all the i-th elements of CN

2 permutations are stored in the global memory 
contiguously. Following the i-th elements are the contiguous CN

2 (i+1)-th elements. 
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Nevertheless, it takes time to read the permutations from the global memory in each 
generation. The latency of global memory access is about 300 to 400 cycles. To 
address the problem, we propose the following approach to generate permutations on 
the fly, avoiding the need of accessing global memory in each generation. 

3.1 Distribute Tasks to Threads and Blocks 

Our method is similar to the approach proposed in [10], i.e. we adopt the inter-task 
parallel method. Consequently, the total number of threads is equal to the number of 
all permutations. If there are N jobs, then we have N(N-1)/2 permutations. Generally 
speaking, there are 512 or 1024 threads in a block on CUDA. However, we aim at 
generating the permutations on the fly, instead of placing all the permutations on the 
global memory statically as in [10]. If the number of the permutations is too large, 
then we divide the permutations into sets of permutations. Each set of permutation 
will be processed in a phase. That is, we need multiple phases to complete the 
computations of the flowtimes for all the permutations. For example, there are 4 jobs 
in Figure 1. If we process the all the permutations at the same time, we need 6 
threads, as sown in Figure 1(a). On the other hand, if we use only three threads 
totally, two phases are required, as shown in Figure 1 (b). Three permutations are 
processed in each phase.   

Although multiple phases are required to complete all the tasks, we can avoid 
performance degradation because of shared memory contention by excessive number 
of threads within a block.  

 

Fig. 1. Subtasks of threads and blocks. (a) The 6 permutations are processed concurrently. Six 
threads are required. (b) Three permutations are processed at each phase. Three threads are 
required but two phases are needed.  

Because the odd and even numbers of jobs have different characteristics, we 
propose two different generation methods for these two cases. Figure 2 shows the 
generation function for the case having odd number of jobs. In the table on Figure 
2(a), there are 10 permutations totally if the number of jobs is 5. In the table, the cell 
in row i and column j means we need to swap the i-th job and the j-th job in the 
original job processing order to generate a new job processing order, i.e., a new 

 
     (a)  
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permutation. If we assign one row to one block, four blocks are required. 
Furthermore, the workload of each block varies. For instance, the first row needs four 
threads for the four assigned permutations by different swapping of two jobs. 
Consequently, we have the problem of load imbalance among blocks. To address the 
problem, we move the last two rows to the heads of the first rows and merge them one 
by one, as shown in Figure 2(b). The third row is merged with the second row and the 
fourth row is merged with the first row. Moreover, the order of each of the last rows is 
reversed before it is merged with the preceding rows. In this way, the number of 
permutations in each row is constant. After moving and merging, the number of 
threads required in each block is increased by one while the number of blocks is half 
of the original. In the case shown in Figure 2, we need two blocks and each block 
consists of five threads.  

If there are N jobs and N is odd, we need (N-1)/2 blocks and each block is comprised 
of N threads. For a thread, if its threadIdx is larger than its blockIdx, it has to generate a 
new permutation by swapping Job blockIdx and Job threadIdx. Otherwise, the thread 
needs to swap Job (N – 2 - blockIdx) and Job (N – 1 - threadIdx). 

Similarly, Figure 3 shows how to generate the permutations when the number of 
jobs is even. Assume there are 4 jobs. Originally, we require three rows and each row 
consists of three columns, as shown in Figure 3(a). We move the last row to the head 
of the second row and merge these two rows, resulting two rows in the new table as 
shown in Figure 3(b). Before merging, we reverse the order of the cells in the third 
row. Assume there are N jobs and N is even. We need N/2 blocks and each block is 
comprised of (N - 1) threads. For a thread, if its threadIdx is larger than or equal to its 
blockIdx, it has to generate a new permutation by swapping Job blockIdx and Job 
(threadIdx +1). Otherwise, the thread needs to swap Job (N – 1 - blockIdx) and Job 
(N – 1 - threadIdx). 

 

(a)                       (b) 

Fig. 2. The mapping of odd number of jobs, N=5 

 

Fig. 3. The mapping of even number of jobs, N=4 
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3.2 Shared Memory Utilisation 

Shared memory is fast memory for the scope of a CUDA block. The number of 
threads is limited by the available space of shared memory if each thread requires 
shared memory space. In other words, if each thread uses less shared memory space 
to process and compute the flowtime of a permutation, the block can have more 
threads. For PFSP, the number of machines is less than that of jobs in general. To 
keep the required shared memory as much as possible, the number of shared memory 
words per thread is equal to the number of machines. As shown in Figure 4, if there 
are 3 machines and 4 jobs, we allocate 3 shared memory words for a thread. Then, it 
computes sequentially according to the order of the permutation. 

 

 

Fig. 4. Shared memory usage 

3.3 System Flow 

Figure 5 shows the flow chart of our proposed approach. To ensure the correct values 
are read across blocks, blocks have to be synchronized. We use two kernels to 
implement this GPU-based approach. In the following, we describe the functions of 
the two kernels. 

Kernel 1. Based on the best job processing order determined in the previous 
generation, each thread computes the flowtime for the new job processing order, i.e., 
the new permutation, by swapping two locations in the best permutation produced in 
the previous generation. However, we need to check if the new permutation matches 
with any one in the Tabu list. Only those permutations not in the tabu list do we need 
to compute their flowtimes. Finally, we update the Tabu list by decreasing each Tabu 
values by one. The tabu list is saved in the global memory. Because CUDA does not 
implement any primitives for synchronizing blocks, we cannot update the Tabu list 
right after the block finds out which is the local best permutation. Otherwise, a block 
may get the wrong data value from the Tabu list. Instead, we compare the flowtimes 
of all permutations in each block and write the best one to the global memory. Finally, 
kernel 1 is returned to the host to ensure the solution of each block has been 
completely written to the global memory. 
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Kernel 2. In this kernel, at first, we use a block to find the best solution from all the 
local best solutions produced by blocks Kernel 1. The best solution selected in the 
kernel will become the parent permutation in the next generation. Secondly, the Tabu 
list is updated again because the best solution found in the generation should be added 
into the Tabu list. Finally, we get the global best solution by comparing the best 
solution found in this generation and the original global best solution. 

 

 

Fig. 5. System flow 
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4 Experiment Results 

The sequential version of the Tabu Search for PFSP is written in C and evaluated on 
an AMD Phenom X4 2.5 GHz CPU with 1 GB memory. Detailed configurations are 
shown in Table 1. The parallel version is developed using CUDA and evaluated on 
the same workstation equipped with an NVIDIA GeForce GTX460, , as shown in 
Table 1, which has only one chip, 336 CUDA cores, and 768MB memory.  

We use CUDA version 3.2 to implement the parallel approach for the Permutation 
Flowshop Scheduling Problem using the Tabu Search algorithm. The operating 
system installed is Linux and its version is openSUSE 11.2, 32-bit. 

Table 1. The specifications of the AMD CPU and the NVIDIA GeForce 460 

AMD Phenom 9850 Quard-
Core 

GeForce GTX 460 

# of cores 4 # of GPU 1 
# of threads 4 Thread Processors 336 
Clock speed 2GHz Clock speed 1.35GHz
Memory size 4GB Memory size 768MB 
Cache size 512KB Memory clock 1.8GHz 

As shown in Table 2, when the product of the number of jobs and the number of 
machines is small, the performance of the parallel evaluation is lower than that of the 
sequential version. The reason is the required huge transfer time between the CPU 
memory and the GPU memory, comparing with the small amount of computation 
workload. The performance is also convergence in the large number of machines and 
jobs because of the specifications of GTX460. If the number of permutations is larger 
than the number of thread processors on GTX 460, the performance will be reduced. 
We are also trying to find other factors of the performance degradation. 

Table 2. Speedups of Tabu Search for PFSP between the parallel approach and the sequential 
program 

iteration 
machines jobs m*j  10  100  1000  
4  3  12  0.03  0.03  0.03  
6  13  78  1.58  0.865  0.265  
9  35  315  14.551 14.386 5.68  
12  223  2676  90.413 87.577 84.118  
15  301  4515  70.398 69.926 69.099  
18  356  6408  90.258 88.825 85.913  
22  417  9174  75.468 72.766 70.667  
30  500  15000 54.11  53.18  50.795  

 



 Solving the Permutation Problem Efficiently for Tabu Search on CUDA GPUs 351 

 

5 Conclusions 

In this paper, a parallel approach was presented for the Tabu Search algorithm to 
solve PFSP on a CUDA GPU. We discussed how to create the appropriate numbers of 
threads and blocks and efficiently manage the shared memory. Moreover, we propose 
using a math function to generate all the permutations on the fly, without the need of 
generating all the permutations by CPU and placing them on the global memory. 
According to our experimental results, the performance can be as high as 90 times 
faster than a sequential CPU version. Although CUDA programs require data transfer 
between a CPU and a GPU, they still almost have higher performance than the 
sequential versions. The reason is that the parallel programs let many subtasks be 
processed at the same time.  

In further work, we will apply more optimization techniques of CUDA and utilize 
the features of a GPU workstation to optimize the Tabu search algorithm, such as how 
to efficiently manage device memories, synchronize blocks, and reduce the number of 
computing subtasks. 
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Abstract. Customer defection is critically important since it leads to
serious business loss. Therefore, investigating methods to identify defect-
ing customers (i.e. churners) has become a priority for telecommunication
operators. In this paper, a churn prediction framework is proposed aim-
ing at enhancing the ability to forecast customer churn. The framework
combine two heuristic approaches: Self Organizing Maps (SOM) and Ge-
netic Programming (GP). At first, SOM is used to cluster the customers
in the dataset, and then remove outliers representing abnormal customer
behaviors. After that, GP is used to build an enhanced classification tree.
The dataset used for this study contains anonymized real customer infor-
mation provided by a major local telecom operator in Jordan. Our work
shows that using the proposed method surpasses various state-of-the-art
classification methods for this particular dataset.

Keywords: Churn prediction, Genetic Programming, Self Organizing
Maps, Telecommunication.

1 Introduction

Nowadays, presence of multiple service providers in the mobile telecommuni-
cation industry creates an intensive competition environment. Therefore, it is
possible for any customer to have different subscriptions with the same service
provider or switch completely to another service provider for cost or quality
reasons. The case when a costumer cancels his subscription is called ”customer
churn”. Since the customer is considered as the most important asset for the
company, many researchers and practitioners tackled the customer churn prob-
lem in the telecommunication sector [1–5].

Service providers are concerned about predicting when a churn might happen.
The Customer Relationship Management (CRM) activities intend to maximize
the lifetime of a customer, they include acquisition, followup, and retention.
For that it is important to target more those customers expected to churn. An
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illustrative example in [2] shows how a CRM contact might extend the lifetime
of a customer intending to churn. Due to the huge number of subscriptions for a
service provider, CRM personnel need to focus on those expected to churn soon.

In literature, researchers and practitioners have developed wide range of data
mining and heuristic based models for industrial and business applications [6–8].
For churn prediction in particular, applied data mining approaches include tradi-
tional classification methods like Decision trees algorithms, Naive Bayes and Lo-
gistic Regression [2,9,10]. It also includes artificial intelligence based approaches
like Artificial Neural Networks, Genetic Programming and Support Vector Ma-
chines [11–13]. Among the numerous number of data mining approaches applied
in the literature for predicting customer churn, we noticed that Genetic Pro-
gramming (GP), which is an evolutionary heuristic technique, is much less in-
vestigated. We believe that GP has some powerful features which can contribute
to the problem domain.

In this paper we propose a framework for predicting customer churn in telecom-
munication companies. The framework is based on combining Self Organizing
Maps (SOM) and GP in a hybrid churn prediction technique. This work is dif-
ferent from previous works in that no one to the best of our knowledge have
proposed the idea of hybridizing two different methods similarly. In a nutshell,
SOM is used to perform data reduction and eliminate outliers, and then GP is
applied to develop the final prediction model to classify a set of testing data. The
main goal of the proposed hybrid technique is to enhance the ability of identify-
ing which customer are expected to churn. The hybrid technique is tested using
real data obtained from a major Jordanian telecommunication operator. The ap-
proach is then evaluated using different criteria and compared to other classical
classification techniques.

This paper is structured as follows. In section 2 we present the overall frame-
work proposed in this work. An overview of the data set used in this work is
given in section 3. The valuation criteria used in order to evaluate the proposed
hybrid approach are listed in section 4. Experiments and results are discussed
in section 5. Finally, the conclusion of this work is provided in section 6.

2 Proposed Churn Management Framework

The model development method proposed in this research is based on using SOM
clustering with GP in two stages. In the first stage, data reduction is performed
by applying SOM clustering algorithm on the selected training data set. This
process will split the training data set into a number of smaller sets (clusters).
Clusters which contain only churners or non-churners are selected to form a new
training data set. While other clusters that could not separate churners and non
churners are excluded. In the second stage, GP is applied on the joined clustered
resulted from stage one. Consequently, GP starts its evolutionary cycle and de-
velops the final classification model. Finally, the developed GP model is assisted
using left aside data set. We will denote for this approach as SOM+GP. The
proposed framework is illustrated in Figure 1 while SOM and GP are described
in the following two subsections.
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Fig. 1. Customer churn prediction framework

2.1 SOM Clustering

SOM represent a special type of unsupervised Neural Networks [14–16]. SOM
is based on a basic idea of mapping input layer patterns to n-dimensional set
of output layer nodes, while preserving the inputs topological organization in
the output layer [15, 16]. Therefore one among many applications of the SOM
is clustering. Vector Quantization [17] is a data compression technique used in
SOM to simplify output space. This makes SOM powerful in representing huge
and complex input data in a relatively simple output space [18].

A simple way to represent SOM is the analogy of an input layer nodes mapped
to an output matrix, map of nodes, where each node in the output map is linked
to every input node [15,18]. Figure 2 shows how ”Customer” nodes are connected
to all the nodes in the output layer. If W and H denote the width and the height
of the output map respectively for N inputs, the number of the links in the SOM
is the product of W , H and N . There are no interconnections between the map
nodes, therefore each node in the map is identified with (i, j) width and height
coordinates respectively, while having the center node as a reference anchor
point [16, 18].

SOM algorithm seeks reducing the neighborhood distance in the output clus-
ters. Normally a hexagonal form represents the neighborhood area. It starts with
a large radius and shrinks it over the runs. Having the nodes falling within the
radius as neighbors with various weights. Where as closer the nodes to the refer-
ence node as more the weight [16,18]. Over time the output layer, output space,
becomes smoother with representative clusters of nodes.



356 H. Faris, B. Al-Shboul, and N. Ghatasheh

Fig. 2. SOM structure

2.2 Genetic Programming

Genetic Programming (GP) is an independent domain evolutionary algorithm
which automatically creates computer programs. It was first inspired by the
biological evolution theories [19, 20]. GP has some advantages when used to
model complex problems such as flexibility and interpretability, [21, 22].

GP algorithm performs as an evolutionary cycle which can be summarized in
the following five basic steps in order:

1. Initialization: GP algorithm starts by creating a predetermined number of
individuals which form a population. This number is set by the user. Each
individual represents a computer program which is in our case a classification
model for customer churn prediction. The output of the model will be 1 for
churn or 0 for active customer. GP individuals can be viewed as symbolic
tree structures which are graphical representations of their equivalent S-
expressions in LISP programming language [23]. Figure 3 gives an example
of a simple GP symbolic tree where X1 and X2 are some input variables
multiplied by random coefficients.
The following next three processes are performed while the termination con-
ditions in step 5 are not met.

2. Fitness Evaluation: In this process, each individual is evaluated using a
specific measurement. In this work, we use mean squared error (MSE) for
evaluating all individuals. MSE can be represented by the following equation:

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (1)

where y is real actual value, ŷ it the estimated target value. n is the total
number of measurements [23]. Therefore, the fittest individual is the one
which has the minimal MSE value. The goal of GP is to minimize the MSE
of the evolved individuals.
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Fig. 3. Simple genetic program represented as a structure tree

3. Selection: In this process a number of individuals are selected to reproduce
new individuals and form new generation. There are different techniques to
perform this selection [24]. In this work, Tournament selection is applied
which is one of the common and effective selection techniques.

4. Reproduction: This evolutionary process creates new individuals using re-
production operators and which replace others. In general, this process makes
small random changes to the construction of the individuals. Reproduction
operators include the following:
– Crossover: Refers to producing two new individuals (children) by se-

lecting a random subtree in each of the two parents and swapping the
resultant subtrees. The new individuals form a new generation or off-
spring.

– Mutation: This operator is applied on a single GP individual. A random
node is selected in the tree of the individual and then the subtree under
this node is replaced by a new randomley generated subtree. Usually,
the mutation rate is set to be much smaller than the crossover rate.

– Elitism: This operator selects one or more individuals with high fitness
values and copies them to the next generation without any modification.

5. Termination: GP evolutionary cycle stops iterating when it finds an in-
dividual with the required fitness value or when the maximum number of
iterations set by the user is reached.

By this process the individual programs evolve and have better fitness values
by time. In this work, GP will develop a classification model in order to fit the
given data set and minimize the error with respect to the actual value .

3 Dataset Description

Data used in this research was provided by a major cellular telecommunica-
tion company in Jordan. The data set contains 11 attributes of randomly se-
lected 5000 customers subscribed to a prepaid service for a time interval of three



358 H. Faris, B. Al-Shboul, and N. Ghatasheh

months. The attributes cover outgoing/incoming calls statistics. The data were
provided with an indicator for each customer whether the customer churned (left
the company) or still active. The total number of churners is 381 (7.6% of total
customers).

4 Model Evaluation Criteria

In order to evaluate the developed churn prediction model, we refer to the confu-
sion matrix shown in Table 1 which is the primary source for accuracy estimation
in classification problems. Based on this confusion matrix, the following four dif-
ferent criteria are used for evaluation:

Table 1. Confusion matrix

Actual
non-churners churners

Predicted non-churners A B

Predicted churners C D

1. Accuracy: Identifies the percentage of the total number of predictions that
were correctly classified.

Accuracy =
A + D

A + B + C + D
(2)

2. Actual churners rate (Coverage rate): The percentage of predicted churn in
actual churn. It can be given by the following equation:

Actual churners rate =
D

B + D
(3)

3. Hit rate (HR): Shows the percentage of predicted churn in actual churn and
actual non-churn:

Hit rate =
D

C + D
(4)

4. Lift coefficient (LC): shows the precision of model. It can be given by the
following equation:

Lift coefficient =
D

(C + D).CP
(5)

where parameter CP represents the real churn percentage in the data set.
The higher the lift is, the more accurate the model is [13].
Since the churn dataset is highly imbalanced, using only accuracy rate is
insufficient. Therefore, we refer to more appropriate evaluation criteria; they
are the churn rate, hit rate and lift [25]. These criteria give more attention
to the rare class which is in our case is the churn class. Our goal is to obtain
a prediction model with high churn and hit rates.
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5 Experiments and Results

Before applying SOM to cluster the training subsets, the number of clusters has
to be determined. To find the optimal number, different empirical SOM sizes
were applied on all the datset (i.e; 2×2, 3×3, 4×4 and 5×5). Then we found
that SOM with the size of 3×3 is the best in identifying two clusters with the
highest rates of churners and non-churners. This approach was adopted in [26].
Thus, 3×3 SOM is used in the first stage of our experiments to reduce the
training sets as described earlier in section 2.

Table 2. Largest two clusters identified churners and non-churners using different SOM
sizes

SOM size Churners non-Churners

2×2 10 (1.2%) 1232 9 (89.73%)

3×3 793 (95.08%) 6774 (49.03%)

4×4 821 (98.44%) 5099 (37.11%)

5×5 784 (94.01%) 4626 (33.67%)

In order to give a better indication of how well the developed classification
model will perform when it is asked to classify new data, a cross validation with
five folds is applied. The data set described in the previous section is split into
5 random subsets of equal sizes. The first four subsets are used for training
and the last one is used for testing. Therefore, all criteria described earlier are
computed for the testing subset. Then the same process is repeated for different
four subsets and another subset is used for testing. Consequently, this process
is repeated five times. Finally, the average values for the five different tests is
calculated.

Training and testing subsets were loaded into Heuristiclab framework1 then a
symbolic regression via GP was applied with parameters set as shown in Table 3.
The best generated GP model tree was evaluated using all the criteria mentioned
in section 4 and compared with those for basic GP without SOM, k-Nearest
Neighbour (IBK), Naive Bayes (NB) and Random Forest (RF). For IBK, linear
search was used to find the best number of neighbours which is found to be 1.
For RF, number of trees was set empirically to 10. Comparison results are shown
in Figure 4.

Figure 4-a shows that SOM+GP approach is better than the basic GP and NB
algorithms. Using SOM to eliminate the outliers enhanced the accuracy of GP by
approximately 8%. Although it can be noticed that IBK and RF outperformed
SOM+GP in accuracy, they failed in predicting churners with very poor results;
1% and 0.5% respectively as shown in Figure 4-c. On the other side, SOM+GP

1 HeuristicLab is a framework for heuristic and evolutionary algorithms that is devel-
oped by members of the Heuristic and Evolutionary Algorithms Laboratory (HEAL),
http://dev.heuristiclab.com
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Table 3. GP parameters

Parameter Value

Mutation probability 15%

Population size 1000

Maximum generations 100

Selection mechanism Tournament selector

Maximum Tree Depth 10

Maximum Tree Length 50

Elites 1

Operators {+,-,*,/,AND,OR,NOT, IF THEN ELSE}
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Fig. 4. Evaluation results

achieved the best performance in means of hit rate and lift coefficient as shown
in Figures 4-b and 4-d respectively. This shows that taking only the accuracy
as a performance measurement does not show the whole picture. According to
these results, we can conclude that the SOM + GP model significantly performs
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better than the basic GP model and the other classical approaches selected from
the literature.

6 Conclusions

In this paper, we investigated the application of a churn prediction approach
based on Self Organizing Maps (SOM) and Genetic programming (GP) for pre-
dicting possible churners in a Jordanian cellular telecommunication network.
SOM was used to eliminate outliers which correspond to unrepresentative cus-
tomers’ data. While GP was used to develop a final churn prediction model.
Performance of the proposed approach was evaluated using different criteria and
compared with other common classification approaches. It was found that the
SOM with GP approach has a promising capability in predicting possible churns
and it outperformed the common classifiers.
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Abstract. Genetic Programming (GP) is one of the Evolutionary Algo-
rithms. There are many theories concerning automatic code generation.
In this article we present the latest research of using our dynamic scaling
parameter in Genetic Programming to create a code. We have created
practically functioning program code with the dynamic instruction set
for L language. For testing we have chosen the best known problems.
Our investigations of the best range of each parameter were based on
our preliminary experiments.

Keywords: Genetic Programming, Linear Genetic Programming, Dy-
namic Parameters, Code generation

1 Introduction

Genetic Programming (GP), one of Evolutionary Algorithms has been devel-
oped mainly by John Koza and Wolfgang Banzhaf between 1992 and 2007 [4].
The greatest improvement of the algorithm has been suggested by Banzhaf and
Bremaier approach to Linear Genetic Programming. They have proposed an pro-
prietary solution that depends on tournament selection and strict machine code
for individuals structure. Genetic Programming is an extension of Genetic Al-
gorithm, and one of the population algorithms based on the genetic operations.
The main difference between those two is the representation of the structure they
manipulate and the meanings of the representation. Genetic Algorithms usually
operate on a population of fixed-length binary strings, GP typically operates on
a population of parse trees that usually represent computer programs [5]. There
are various models of an individual structure in GP population as well as various
methods to modify an individual - by crossing-over or mutation. It is common
that higher value of the crossover probability will result in better exploitation
and high mutation will improve the exploration. Based on our previous research
we have created a possibility of dynamic regulation of the parameters, responsi-
ble for the probability of the certain manner of modify an individual, in a way
that it will increase the speed of finding better results and earlier detect stagna-
tion of population at the same time [2]. We created a dynamic control parameter
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- responsible for the course of the algorithm that in fewer iterations receives
better value of the fitness function, comparing to the results known from the
literature. We have managed to reduce the length of a code of the individual as
well. Our aim is to adapt the dynamic control parameter so that it will generate
a program code which would be capable of solving programming issues depend-
ing on collection of input-output vectors. This article is organized as follows:
first we analyse related works and ideas of creating most effective GP in the lit-
erature. Afterwards, we present the GP theory, that is the base to our research
and experiments. The fourth section is dedicated to our idea of the dynamic
control parameter and experiments proving its effectiveness. In the last section
we describe the course of the experiment associated with a program code gener-
ating and we present its applicability. We compare our proposal with the results
achieved by classical GP algorithms. We summarize with short conclusions.

2 Related Work

Genetic Programming was applied to various domains by Koza. Further devel-
opment of this method involves modify of the population structure, of the type
of an individual structure and introducing new methods of genetic operations
[1]. Classical approach assumes representation of an individual by tree structure
(Tree-based GP). There are also some modifications in which an individual is
represented through Rule-based GP (Rule-based GP), which is gene expression
for Genotype-Phenotype Mappings (GPM) by Ferreira [8], which assumes that
individual’s structure is a string with a head and a tail. The head is a list of
expressions (functions and symbols) and the tail is a list of the arguments. Lin-
ear Genetic Programming (LGP) algorithm proposed by Koza and improved by
Banzhaf and Bremaier turned out to be the breakthrough. LGP is based on
presenting an individual in a graph structure, which vertices are the program
instructions. Brameier introduced population divided into two groups and the
leaders of those groups are crossed [7]. This is a huge leap from the classical
approaches with tree-based code. For the purposes of the experiments classical
approach TBGP and linear approach LGP has been tested. An individual mod-
ifications (mainly through different mutation types) has been taken from the
literature and implemented according to given patterns. Experiments regarding
effectiveness of modification and setting probability intervals of choosing control
parameters has been conducted in 2012 and 2013.

3 Genetic Programming and Linear Genetic
Programming

Genetic Programming described by John Koza is an algorithm processing test
input vectors into their corresponding output vectors. Koza has defined as well
five steps to be performed in order to solve a problem using GP:
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1. Define the terminal set,
2. The function set,
3. Define fitness measure,
4. Select control parameters,
5. Define termination and result designation.

Individuals in GP are build with instructions made in defined L language.
Collection of programs in L language is called genotype G. Phenotype P is
defined as a set allowing reflection of input vector into output vector.

fgp : In → Om : fgp ∈ P
gp ∈ G

The defined approximation target is to find the best T from the given collection
using the evolution process:

T = {(i,o)|i ∈ I ′ ⊆ In,o ∈ O′ ⊆ Om, f(i) = o}
Evaluating of the fitness function is determined by detection of the error size
made by each individual. In order to exacerbate selection requirements of the
best individual, to the fitness function we add modifications as a penalty e.g.
late iterations or a tree depth/length of the generated code. A popular way of
determining errors in approximation tasks is the sum of squared errors (SSE)
[3]. The mean square error for SSE is evaluated from equation:

MSE(gp) = 1
n

∑n
k=1(gp(ik)− ok)2

LGP algorithm differs from the classical approach mainly in an individual
construction, a population structure and the number of parameters improving
its effectiveness. An individual in LGP algorithm is build in the way resembling
a program code in the machine language. LGP structure is a combination of
the idea of creating a genotype with the binary code and the idea of program-
ming using genes. Genotype in the form of the binary code (RBGP - Rule-based
genetic programming) presents coding the set of symbols (terminals) and oper-
ations by means of appropriate binary values. Each individual of the population
consists of many classifiers processing In into Om. In this algorithm a crossover
and a mutation are performed in a classical way, whereas the fitness function
is based exclusively on the high value of comparing an individual’s genotype
with encoded version o ∈ O′ ⊆ Om. Individual’s structure presented by genes
connections (GPM Genotype-phenotype programming) has been presented by
Ferreira. He based it on dividing genotype into two groups: a head and a tail. The
head is a list of functions and operators used in an individual. The tail is a list
of arguments provided program as a component of the L language. Additional
symbols introduced in functional part resemble registers used in LGP algorithm.
The algorithm of the linear Genetic Programming combines features of RBGP
and GPM, because the structure of the individual based on the programming
code contains encoded values in form of registrations. In some modifications, at
the beginning of each individual appears a headline containing functions and
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symbols used in the certain genotype. Thanks to graph-like structure of an indi-
vidual even at the very first tests conducted by Banzhaf it has been demonstrated
that LGP is a better method for solving more elaborated problems. An ultimate
advantage of LGP over the classical approach has been revealed in Bremaiers
scientific work. In the TBGP there is only a limit of the tree depth. There are
two basic parameters restrictive creating genotypes in LGP, these are maximal
length of the code (number of code’s lines) and maximal length of the single
code line (determined on the base of the number of operators and symbols).
Main features of LGP are:

– the structure of command list (that can be presented in the form of directed
graph), instead of classical approach based on a tree,

– the linear structure of the program performed as a processor machine code,
– acquired values are saved in the dynamic registers which behaves like inner

processor registers,
– subgraphs formed inside of an individual, used as functions, registers, are

treated as variables,
– inner algorithm searching and deleting inefficient code through individual’s

evaluation, based on their fitness function,

Assuming that fulfilment of the four out of five point out of five Koza’s steps is
being represented by the collection of the parameters:

– probability of crossover differs two individuals by crossing-over chooses
parts,

– probability of mutation changes part of an individual with by specified way,
– maximum numer of individuals in population restricts the number of indi-

viduals,
– maximum tree depth/maximum code lines restrict individual size,
– probability of changing function/terminal chenges function or terminal to

other from L in tree node/line of code,
– probability of permutation swap over pieces of the tree (TBGP),
– probability of inserting / deleting adding randomly generated part from L

to individual/deleting random part of individual,
– probability of encapsulation protection part of individual against further

changes,
– probability of automated defined function (ADF) - Recognition of useful

fragments of genotype and transfer the parts to the set of available features.

In the classical TBGP, as well as in each modification there is a number of pa-
rameters influencing the quality of obtained results. Various parameters and their
values can be used depending on the studying problem. Most of the parameters
are flexible and can be used in the TBGP algorithm as well as in the LGP. How-
ever there are prepared special parameters, that can only be used in the particular
versions of genetic programming. For the GP based on tree structure there is a pos-
sibility of the mutation through lifting a fragment of the tree for selected number
of levels, and putting it in other node’s place, while in LGP there is a possibil-
ity of limiting the number of the registers. Those solutions cause the loss of some
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parts of the genotype, shortening its length. Combining that with encapsulation
or automatic defined functions leads to improving the results.

4 Dynamic Parameters in Genetic Programming

In Luke’s and Spector’s experiments it has been demonstrated that simple mu-
tation and standard crossover in case of genetic programming algorithms affects
results to the same degree [5]. However the crossover works well for large popu-
lations, while the mutation allows to obtain better outcomes for smaller popu-
lations with a larger number of iterations of the algorithm. When the crossover
and the mutation is used the most important problem is selecting a node. A
mutation needs to have specified a node to which it is applied, and a crossover
needs to have chosen two nodes, from which it starts the operation. In the
literature, the most frequently discussed is an example of a random selection.
The research was used Weise method, where the base is factor defining the
weight of a subtree of the test fragment [8]. Weise weighting factor is based on
the assumption that the best selection will be selecting all nodes c and n tree
t, with the same probability distribution as in the case of random select, eg.
P (nodeSelection(t) = c) = P (nodeSelection(t) = n)∀s, n ∈ t. Weight node n is
obtained by the number of nodes in the subtree of n:

W (n) = 1 +
∑l(succ(n))−1

i=0 W (succ(n)i),

where W is function that determines weight of node n, succ(n) is function that
determines set of child nodes of n, and l is function determines the lenght of the
n subtree.

Algorithm 1: Setting node weight

begin
1 flag = true; c = t;
2 while flag do
3 r = 	random(0,W (c))
;
4 if r ≥ W (c)− 1 then
5 b = false;

else
6 i = l(succ(c))− 1;
7 while i >= 0 do
8 r = r −W (succ(c)i);
9 if r < 0 then

10 c = succ(c)i; i = −1;

else
11 i = i− 1;

12 return c;
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The evaluation function has a major impact on the structure of the popu-
lation in subsequent iterations. We propose the construction of the evaluation
function based on the MSE and the additional penalty rates for a large number
of iterations of the algorithm and the length of the code of individual:

FO(gp) = MSE(gp) + KI + KW(gp)

where:

– KI designated punishment for a long iteration
– KW(gp) designated penalty for a large depth of the tree (TBGP) / large

number of lines of code (LGP)

Dynamic parameters involves adding to the algorithm scaling factor based on the
results of studies on the extent to which the crossover and mutation parameters
allows to get the best possible result. In addition, studies have been carried out
concerning the designation of a minimum number of iterations that achieve the
high value of fitness function [2]. In table 1 and 2 we present test results (F
function value tending to 0; G depth of generated tree for TBGP; D length of
generated program for LGP).

Table 1. Setting the parameters for the best intervals TBGP and LGP (part 1)

function change terminal change permutation inserting
TBGP LGP TBGP LGP TBGP LGP TBGP LGP

Value F G F D F G F D F G F D F G F D
0.1 13.9 19 4.7 192 14.9 20 4.3 200 15.2 20 6.2 200 14.5 17 4.7 189
0.3 13.6 17 3.7 185 13.8 17 3.8 186 14.5 18 4.9 186 14.9 19 5.1 194
0.5 13.5 17 3.7 191 13.7 18 3.7 194 14.3 19 5.1 194 15.2 20 5.3 198
0.7 14.1 20 5.4 200 14.1 20 4.9 200 14.9 20 5.7 200 15.7 20 6.4 200

Table 2. Setting the parameters for the best intervals TBGP and LGP (part 2)

cutting encapsulation ADF lifting
TBGP LGP TBGP LGP TBGP LGP TBGP

Value F G F D F G F D F G F D F G
0.1 14.9 16 4.2 186 14.1 16 4.2 188 14.2 18 4.7 193 13.8 18
0.3 15.1 18 4.9 189 14.4 17 4.6 193 13.8 14 4.2 186 13.6 16
0.5 15.6 18 5.3 194 15.3 19 4.9 197 14 14 5.4 182 13.9 17
0.7 15.9 19 5.4 197 15.8 20 5.1 199 14.5 14.5 9.6 179 14.3 20

On the basis of these studies was created scaling parameter γ, that value at
the beginning of solving the problem is 1, and in subsequent iterations oscillates
between the values that (0, 1〉 [2]. If the parameter is set to a value of 1 or close
to, then occurs the exploitation of searched space solution and the value of the
fitness function of the population will converge. If the value of the parameter γ
would be closer 0, then the population will be a subject of a greater number of
mutations and there will be a greater exploration of the solution space. Fitness
function value of individuals in successive iterations of the algorithm may get
closer to the results from the initial sampling algorithm or possess a better result.
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In such a case, the parameter γ is changed to the exploratory character not to
allow an excessive convergence, and acquired results can be add to the collection
of output vectors. In case of a deterioration the γ parameter is transformed into
the exploitation form.

PM(Mi) =

⎧⎪⎨⎪⎩
SW(Mi)

γ if encapsulation or inserting

SW(Mi) · γ , for other cases
where:

– M is collection of the possible mutations,
– PM is the function giving a new value of probability for drawing the M

mutation,
– SW is a weighted average based on values of the fitness function FO, upper

and lower edges of the best range of the values of probability for mutation Mi.

Algorithm 2: The algorithm for determining the value of a new mutation

1 Determine the degree of the population stagnation
2 Establish a new γ value in (0, 1〉 (progressing stagnation of the population

involves γ parameter is getting closer to 0),
3 Designate a weighted average of the lower and upper edge of the best range of

values for a set of mutation probabilities
4 Fixing a new probability values for each mutation

Example:

– The m stagnation appears,

– A new γ value is calculated γ =

{
γ − 0.1 , γ > 0.1

0.1 , γ = 0.1
,

– Cutting mutation value according to table 2 SW = 0.2 must be replaced by
PM = SW · γ in order to achieve new probability.

– For each Mi element it is necessary to determine a new PM .

5 Experiments and Results

The purpose of experiments was to compare effectiveness of GP and LGP in
C++ to the same algorithms written and compiled in authors’ platform [6].
To make our algorithm more efficient we added smart code completion that
checks if used function in generated individual needs to add functions library
from programming language. This mechanism will provide smaller start collec-
tion of terminals in language L and in further point of iteration will decrease
consumption of adding new libraries. Classical GP-like algorithm with proposed
modification and smart code mechanism is as follow:
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Algorithm 3: Modified Genetic Programming algorithm

1 Generate population P with random composition of defined functions;
2 while stop criterion is not met do
3 Parse generated individuals (programs) to set value of fitness function;
4 Copy the best individual;
5 Calculate the weight of the obtained results to determine the degree of

convergence of the population;
6 Change the value of γ;
7 Calculate the Weise weight for selected fragments of individuals;
8 Create new programs using mutation and crossover;
9 Check the length of the algorithm;

10 Check the length function;
11 Check the depth of nesting;
12 Append missing libraries;

13 An individual whose genotype achieved the best result of the adaptation
function can be exact or approximate solution.

Test problems:

– Loop Input vector: value that determine loop stop, value that determine
loop step. Output: collection of values generated by loop,

– Factorial - Input vector: value for factorial. Output: factorial for value,
– Fibonacci - Input vector: value of Fibonacci number. Output: value of Fi-

bonacci number,
– GCD - Input vector: number 1, number 2. Output: GCD for two numbers,
– Bubble sort - Input vector: collection on values. Output: sorted collection of

numbers,
– Distinct roots Input vector: values of delta, b and a. Output: distinct roots

values.

Parameters for experiments were:

– the size of population N = 500,
– the crossover parameter CR = 0.9,
– the mutation parameter F = 0.1,
– the maximum number of iterations is equal to 500,
– the maximum tree depth (TBGP) is equal to 20,
– the maximum operator nodes is equal to 200,
– the maximum program length (LGP) is equal to 200,
– for every testable function the algorithm was run 10 times,
– the maximum algorithm length: algLen = 100,
– the maximum function length: funLen = 10,
– the maximum depth of nesting: maxDepth = 2,
– percent of the population of test subjects: testBoids = 5.
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Table 3. Medium percentage errors of best individuals in the population (part 1)

Loop Factorial Fibonacci
TGP TGP (γ) LGP LGP (γ) TGP TGP (γ) LGP LGP (γ) TGP TGP (γ) LGP LGP (γ)

50 28.3 29.9 21 22.1 57.9 59.1 55.9 56.8 70.3 76.1 66.1 66.4
100 28 28.1 20.3 19.2 56.4 58.4 54.1 54.2 65.1 67.9 65 64.7
150 27.8 27.9 19.7 17.6 53.1 55.9 49.8 50.7 61.8 63.8 59.4 59.3
200 27.4 25.3 19.4 16.1 49.1 49.3 46.2 46.6 56.2 55.9 53.1 53.7
250 26.5 24.1 18.9 14.9 43.9 43.4 41.6 39.3 49.6 49.5 47.6 46.2
300 25.2 22.3 18.2 14.1 41 39.2 38.4 33.9 47.3 45.1 44.4 40.9
350 24.3 21.6 17.8 13.5 38.4 32.8 33.9 29.1 45 40 39.6 37.1
400 23.6 21.4 17.1 13.2 32.6 28.4 29.1 25 42.9 37.4 37.5 33.8
450 23.1 21.4 16.8 12.9 30.2 26.1 27.8 23.4 41.2 36.1 35.1 31.4
500 22.8 21.4 16.7 12.9 29.4 25.9 26.1 22.5 40.3 35.7 34.9 30.2

Table 4. Medium percentage errors of the best individuals in the population (part 2)

GDC Bubble sort Distinct roots
TGP TGP (γ) LGP LGP (γ) TGP TGP (γ) LGP LGP (γ) TGP TGP (γ) LGP LGP (γ)

50 91.6 91.4 84.7 88.2 96.4 98.6 83.7 88.9 90.2 93.9 89.4 91.6
100 90.9 89.6 79.1 81 84.5 85.7 79.9 81.3 85.2 89.4 83.1 85
150 89.1 81.2 73.5 75.9 82.6 82.1 76.6 75.4 80.1 80.6 73.9 74.2
200 84.9 74.7 67.9 68.1 80.1 76.4 72.9 70.2 76.7 78.1 64.8 61.9
250 70.6 61.9 55.6 55.3 76.5 72.2 68.5 62.3 72.8 72.5 59 56.4
300 62.7 51.8 49.4 46.8 69.8 68.5 62 58.6 66.2 64.9 56.7 52.8
350 53.8 45.5 45.3 42.3 65.2 63.8 58.3 53.8 61.9 58.7 50.3 48.9
400 49.2 39.4 42.5 38.5 61.4 60.2 56.7 52.1 54.3 50.1 48.7 46.7
450 46.3 37.9 40 36.2 59.7 58.9 52.1 51.3 49.8 44.6 45.1 42.5
500 44 36.1 39.1 34.9 58.4 58.1 51.6 50.9 48.3 42.1 44.5 39.8

Fig. 1. Median error (left) and minimum error (right) in individual

Tables 3 and 4 show the results of the best individuals in a given iteration
of the algorithm. Adding a γ parameter allowed improving the results obtained
in each test. In addition, our algorithm acquires a better result long before the
classical approach. As expected from previous studies, when more than 500 iter-
ations stagnation of the results appears[2]. In fig. 1 we presented that the median
results of the algorithm with use of γ parameter does better than the classical
approach (with the exception of bubble sort algorithm). In fig. 1 you can also
notice that the minimal error of the best individual is significantly reduced com-
paring to the classical GP algorithms. In the box plot it an be noticed that
in most cases the population is concentrated around better solutions, and indi-
viduals with large error are marginalized. Furthermore we have noticed a strong
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Fig. 2. Box plot of iteration 500

tendency of the population with good solutions to concentrate while maintaining
the margin to the possibility of exploration.

6 Conclusions and Future Work

We have provided a better algorithm for generating a program code. By applying
the proposed modification created program code is usable as a template code or
the initial solution generator. Proposed γ parameter allows significant acceler-
ation for better performance and reduces the size of individuals. The proposed
algorithm in accordance with earlier experiments confirms the validity of the
application of the populations of not less than 300, but not more than 500 be-
cause of constant stagnation results. LGP algorithm is definitely better adapted
to the problem of the program code generation, mostly due to the structure of
the individual. Future research will be based on checking whether the proposed
genetic programming algorithm can be adapted to solve the hashing problem.
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Abstract. A new guidable bat algorithm (GBA) based on Doppler Effect is 
proposed to improve problem-solving efficiency of optimization problems. 
Three searching polices and three exploration strategies are designed in the 
proposed GBA. The bats governed by GBA are enabled the ability of guidance 
by frequency shift based on Doppler Effect so that the bats are able to rapidly fly 
toward the current best bat in guidable search. Both refined search and divers 
search is employed to explore the better position near the current best bat and 
develop new searching area. These searching polices benefit discover the eligible 
position to upgrade the quality of position with the current best bat in a short 
time. In addition, next-generation evolutionary computing (EC 2.0) is created to 
breaks the bottleneck of traditional ECs to create the new paradigm in ECs. In EC 
2.0, conflict theory is introduced to help the efficiency of solution discovery. 
Conflict between individuals is healthful behavior for population evolution. 
Constructive conflict promotes the overall quality of population. Conflict, 
competition and cooperation are the three pillars of collective effects investigated 
in this study. The context-awareness property is another feature of EC 2.0. The 
context-awareness indicates that the individuals are able to perceive the 
environmental information by physic laws. 

Keywords: Guidable bat algorithm, Doppler Effect, EC 2.0, Collective effect, 
Context-awareness, Conflict behavior.  

1 Introduction 

A powerful swarm-based evolutionary optimization, bat algorithm is developed based 
on the echolocation behavior of bats [1, 2]. In bat algorithm, the characteristics of bats 
including frequency, velocity, position, emission pulse rate and loudness are utilized to 
drive the bats to continuously explore possible solutions in a solution space in order to 
find the global optimal solution. The ultrasound frequency of bat is determined by a 
random value with uniform distribution in the original bat algorithm. This randomly 
generated frequency without the guidance effortlessly causes aimless search of bats. In 
order to guide the bats toward the direction of global optimal solution, the property of 
Doppler Effect is adopted to determine the ultrasound frequency of each bat in this 
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study. Doppler Effect produces a frequency shift (∆ ) caused by the velocity between 
sound source and observer. The two objects (sound source and observer) continuously 
moving in various velocities will cause the frequency shift of the sound source received 
by the observer. The changeable velocity forms the frequency variation in a sound 
wave emitted by the source. Hence, the observer is in different positions, the received 
ultrasound frequency is also dissimilar for an identical ultrasound. 

Next-generation ECs (EC 2.0), implemented as bio-inspired evolutionary computing 
with collective-effect and context-awareness is first proposed in this study. And, the 
conception of EC 2.0 is introduced in BA to designed guidable bat algorithm (GBA). The 
context-awareness is that the bats can sense the environmental change by physical laws, 
Doppler Effect. The collective effect is from the individual behavior. The individual 
behavior is able to affect the development of population. The individual behavior 
comprises cooperation, competition and conflict. The individual can adopt different 
search strategies according to their self-behavior to promote the activity of population. 

2 Related Works 

2.1 Bat Algorithm 

Bat Algorithm (BA) is a nature-inspired algorithm and proposed by Xin-She Yang to 
solve optimization problems of single objective and multi-objectives [1, 2]. And, BA 
is investigated in depth and is applied [3-5]. All bats have ability to sense the distance 
between prey. This ability is called echolocation. Bats randomly fly in the velocity (vi) 
with a fixed frequency (fmin), varying wavelength (λ), adjustable pulse emission rate 
(ri) and changeable loudness (A0) at position (xi) to search the prey. The frequency  
in bat i is assumed to range from fmin to fmax. The loudness is assumed between 1 and 2 
as well as decreases from a large positive A0 to a minimum constant value Amin. The 
pulse emission rate is set between 0 and 1.  

In BA, the updates of the frequency ( ), velocity (vi) and position (xi) in a 
d-dimension search space are defined in Eq. (1-3). The new velocity ( ) and position 
( ) of bat i at iteration t are given by  

 (1)  (2)  (3) 
where ∈ 0,1  is a random vector with uniform distribution. The variable, , is 
the location of the current global best bat (solution) derived from a comparison of all 
solutions discovered by all bats. The frequency fi of the ith bat is used to adjust the 
velocity ( ) to move bats to the position ( ). In an implementation of BA, it is 
usually assumes fmin=0 and fmax=100. Hence, each bat is randomly assigned by a 
frequency with uniform distribution in [fmin, fmax] initially.  

In the procedure of local search, a position is selected from the current best bat. 
And a new position found by a bat is generated locally by using random walk as 
follows, 
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 (4) ∑  (5) 
where ∈ 1,1  is random number. At is the average loudness of all the bats in 
iteration t. The population size (PS) is the number of bats in a population. 
Additionally, the loudness and the emission pulse rate have to be updated accordingly 
as the iteration. In general, the loudness (Ai) and the rate of pulse emission (ri) will be 
decreased and increased respectively when the bat i found the prey. In [1, 2], A0 and 
Amin are set to 1 and 0, respectively to simplify the case. Amin=0 means that the bat has 
found the prey and temporarily stop emitting sound. The updated loudness and 
emission pulse rate are given by  ,      1   (6) 0, ,       (7) 
where  and  are constants and assigned to be 0.9 in the original papers [1, 2] in 
order to simplify the implemented simulations. Initially, each bat should have different 
loudness and emission pulse rates. When the iterations increase gradually, according to 
Eq. (7), these two parameters will slowly approach to zero and final emission rate ( ), 
respectively. The loudness and emission pulse rate will be updated only if the new 
position of the current new bat is improved, which means that the bats are moving 
towards the optimal solution.  

2.2 Next-Generation Evolutionary Computing (EC 2.0) 

The proposed GAB represented an excellent performance in discovery the minimum 
solution of continuous functions [6]. Based on the previous research work, the 
conception of EC is investigated in depth to create next-generation ECs (EC 2.0) in this 
study. In traditional ECs, the individuals are advanced by the cooperation and 
competition by communicating with each other and tracking the best individual. In this 
study, the conflict behavior is first studied in ECs to create a novel conception of 
collective-effect. In the tradition ECs, the individuals cooperate and compete for each 
other so that the individuals are very similar in approaching to the optimal solution. The 
higher similarity causes the lower diversity of population to deteriorate the 
performance efficiency. The individuals in a population cooperate, compete and 
conflict to advance the population diversity in the proposed next-generation ECs (EC 
2.0). The conflict conception increases the population diversity to enhance the 
performance efficiency. This study is the first to consider conflict behaviors of 
individuals as a kind of collective-effect in swarms and to realize EC 2.0 close to real 
world. Additionally, how to adjust the individual behavior with cooperation, 
competition and conflict to maintain the population advancement is valuable and 
difficult topic for the technology of evolutionary computing in future. 
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3 A Guidable Bat Algorithm Based on Doppler Effect 

In this study, the bats governed by GBA are able to adjust their velocity according to 
frequency shift caused by Doppler Effect. This frequency shift depends on Doppler 
Effect between the bats and the current best bat. When the bats are close to the current 
best bat, the bats should receive the ultrasound with higher frequency. The bats 
accelerate to fly toward the direction of the current best bat. The bats attempt to find a 
better position than the current best bat according to this direction. On the contrary, 
when the bats run away from the current best bat, the bats will receive an ultrasound 
with lower frequency. The bats should slowly move to explore the better position than 
their own position along the path of the current best bat. This manner is different from 
tradition ECs. Therefore, the velocity of bats is adjusted by frequency shift of the 
received ultrasound to discover a better position than the current best bat or their own 
position in guidable search. In additional, this proposed GBA is employed to discover 
the minimum solution of continuous function during evolution. Hence, the smaller the 
fitness value is, the better the solution quality is. The flowchart of the proposed GBA is 
as shown in Fig. 1. The detailed operations of GBA are described as follow: 

 

Fig. 1. The flowchart of Guidable Bat Algorithm 

Step1. Initialization 
In this step, there are many parameters to be specified, including iteration number, 
population size and dimension of search space for algorithm. Then, for the properties of 
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bat such as the frequency, velocity, previous position, current position, location, 
loudness and emission pulse rate are initialed. These parameters will affect the 
performance of the proposed algorithm. In this study, the proposed algorithm is used to 
discover the minimum solution of continuous functions. Therefore, the smaller the 
fitness value is, the better the bat position is.  

Step2. Guidable Search 
In order to improve the movement of bats in the original bat algorithm, there are many 
novel conceptions to be applied to design a guidable search. For this guidable search, 
Doppler Effect is employed to establish a regular rule of bat movement overseen in 
GBA. The bats use their own previous positions and current positions to ascertain close 
to or away from the current best bat according to Eq. (8) and Eq. (9).  

  (8)  (9) 
where  is the distance of previous position of bat i and the current best bat.  is the 
distance of current position of bat i and the current best bat. The bats obtain a frequency 
of received ultrasound as shown in Eq. (10). Then, a lowpass filter is utilized to filter 
out the background noise as shown in Eq. (11). Hence, the bats can more accurate to 
adjust the velocity given by Eq. (12). If , the bats fly toward the current best 
bat. The bats should receive the ultrasound with higher frequency. The bats will quickly 
fly toward the direction of the current best bat to find a better position than the current 
best bat according to this direction. On the contrary, if , then the bats fly away 
from the current best bat. The bats receive the ultrasound with lower frequency. The 
bats should decelerate to explore a better position than their own positions along the 
path of the current best bat. The bats modify their velocity by the frequency their 
received sound given by / ,   / ,   

 (10) /2 (11)  (12) 
 is the frequency caused by Doppler Effect for bat i in iteration t.  is the 

propagation speed of sound in 25℃. In this study, V is set 340 m/s.  is the 
velocity of bat in iteration (t-1).  is the frequency of emitted ultrasound for the bats. 

 is the velocity of the current best bat.  is the new frequency obtained by past 
frequency ( ) and  the frequency ( ) caused by Doppler Effect of bat i in iteration 
t. The velocity ( ) is modified by the distance between bat i and the current best bat 
and the new frequency ( ). 

The bats managed by GBA utility the velocity and their own current position to 
explore the next location. If the quality of an explored location is better than their 
current positions, the bats will update their own current positions with the new found 
locations and the original current positions will be the previous positions. Otherwise, 
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the bats stay at their own position as shown in Eq. (14) and Eq. (15). On the whole, this 
searching policy provides the proper frequency and suitable velocity to guide the bats 
toward correct direction to follow the current best bat.   (13) ,               ,                    (14) ,     ,                  (15) 

The bats use the modified velocity ( ) to explore new location ( ) based on the 
position ( ) at the iteration (t-1). If the new location is better than their own position 
( ), the bat will update its own position ( ) with the new found location ( ). Then, 
the original position ( ) will be the previous position ( ) according to Eq. (15). 

Step3. Refined Search 
In this step, the bats attempt to find a better location by slightly explore near the current 
best bat. In the original bat algorithm, the bats slightly move steps based on the average 
loudness (At) of all the bats at iteration t to search a better location near the current best 
bat. However, the average loudness decreases as the iterations. The smaller the average 
loudness is, the narrower the search region is. The search region of bats is centralized 
near the current best bat. This centralized search easily makes bats falling into the local 
optimal solution. In order to overcome this weakness, a new approach is proposed to 
improve the weakness of limited search region. The bats search a better location near 
the current best bat according to their frequency. The movement steps are not seriously 
affected by iteration in proposed approach. In this manner, the search region is elastic to 
enhance the possibility with position updating. ,    1,1  (16) 
where  is the current best bat.  is the random number with uniform distribution.  
is the frequency of bat i in iteration t.  is the found new location by slight movement. 
If the new location is better than their own position ( ), the bat will update their own 
position ( ) with the new found location ( ) by Eq. (14). Then, the original position 
( ) will be the previous position ( ) by Eq. (15).  

Step4. Update the current best bat 
All positions found by bats will be ranked according to the quality evaluated by a 
fitness function. And the current best bat with the best quality is selected after 
comparing with all positions of bats. If the quality of this selected best bat is better than 
the current best bat, it will be the current best bat as shown in Eq. (17). This current best  
 
bat will lead other bats toward the search direction of global optimal solution. The 
derived global optimal solution is the position of the current best bat when the evolution 
is finished. ,     (17) 
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Step5. Divers search 
In order to strengthen the global searching ability of bats, the conflict conception is 
applied in a divers search. The velocity of bats will be randomly modified to search new 
location by Eq. (18). There are three exploration strategies including excavate near 
position, excavate near location and disorder, to be adopted according to a random 
value (R) for each dimension as shown in Eq. (19). If R=1, the bat explores new 
location based on its current position. If R=2, the bat explores new location near its 
current location. The bats attempt to carefully discover the better position near their 
own position and location in this two exploration strategies. Otherwise, when R=3, the 
bat randomly selects a location in solution space to exploit new search region.  

, , , ∈ 2, 2  (18) 
, , , ,   1, , ,   2,   3 (19) 

where j is the dimension number of bat i. ,  is randomly modified by a random value, , from a uniform distribution.  is the new location of bat by the designed three 
strategies. Therefore, a new produced location consists of different elements from 
position, location and random for the bat in order to deviate the search direction of bats. 
The divers search benefits the bats to exploit new search region to avoid falling into the 
local optimal solution. Then, the cosine similarity is utilized to analyze the similarity of 
the new location and original location of a bat as Eq. (20).  _ , ∑∑ ∑  (20) 

_  is the similarity of new location and original location. If the similarity of 
bat is greater than the similarity threshold ( ), the bat still search the location around 
their own location after the search direction of bat suffers violent disturbance by the 
designed strategies. This bat will discover a new location through tracking for the 
current best bat to fast approach to the current best bat as shown in Eq. (21).  ,                                           1 ,   (21) 

 is the similarity threshold. If the new location is better than their own position 
( ), the bat will update their position ( ) with the new found location ( ) by Eq. 
(14). Then, the original position ( ) will be the previous position ( ) according to 
Eq. (15).  

Step 6. Update bat behavior 
If the quality of a new location is better than the current best bat in divers search, this 
bat will update its position according to Eq. (14) and the current best bat will be 
replaced by Eq. (15). In addition, this bat will update its properties to afresh adjust 
status, including loudness (Ai) and emission pulse rate (ri) according to Eq. (6).  
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This new current best bat with better status will lead all bats toward new search 
direction to explore new region. The loudness and emission pulse rate of bats will be 
updated when (1) the current best bat is updated in divers search and (2) the random 
number (rA) between 0 and 1 is smaller than the loudness (Ai) of bat i. 

4 Simulation Results 

Two benchmark functions are used to validate the performance of the proposed 
algorithm [7]. These selected benchmark functions are described in details as follows.  

 Rastrigin Function 
This function is a variation of De Jong function with cosine modulation in order to 
produce frequent local minima. The global minimum 0 is obtainable when 0    i=1,…,n. Hence, this function is a multimodal. However, the locations of 
minima are regularly distributed and an n-dimension Rastrigin function is formulated 
as follows, 10 ∑ 10 cos 2    5.12 5.12,  1, … , (22) 
 Griewangk Function 

This function is similar to the Rastrigin function. There are many widespread local 
minima distributed regularly. The global minimum 0 is obtainable when0, i=1,…,n. There are 191 local minimal as d=1 in this function. It is defined as 
follows,  ∑ ∏ √ 1   600 600,  1, … , .   (23) 

In order to provide an impartial comparison criterion, the patterns are randomly 
generated. A round number is repeated for the same scenarios to derive the reliable 
statistics results. Hence, each pattern is evaluated in a round number. A round 
progresses an iteration limitation to obtain a convergent solution and convergent 
iteration. These statistics include average error (Avg), standard deviation (Std) 
maximum (Max) and minimum (Min) to appraise the solving efficiency of the proposed 
algorithm. The average error presents the quality of convergent solution and required 
iteration of the proposed algorithm in convergence. The higher the ACU is, the smaller 
the average error is. In other words, the solution with higher ACU has better quality and 
more approaches to the global optimal solution.  

In addition, the standard deviation, maximum and minimum of error are applied to 
validate the algorithm reliability. The maximum and minimum are the best result and 
the worst result in a convergent solution and convergent iteration respectively. In this 
simulation, the main purpose is to validate the accuracy (ACU), success rate (SR) and 
problem-solving speed (PSS) of solution derived by the proposed algorithm in an 
iteration limitation. A tolerable threshold (Ttor) is utilized to determine the acceptance 
of a solution. If the average error of solution is less than the tolerable threshold, this 
solution will be as a global optimal solution. Furthermore, if the global optimal solution 
is found in an iteration limitation, the evolution is successful in this round. The SR is 
defined as following: 
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 .  .   (24) 
Hence, the trial patterns with randomly deployed initial position of bats are produced 

for each scenario. The settings of parameters, such as population size, frequency range, 
emission pulse rate range and loudness range are set as in [1]. The properties of bats are 
randomly generated including previous position, velocity, location, frequency, 
emission pulse rate and loudness in the proposed algorithm. The other parameters, 
including the numbers of iteration limitation and the number of rounds, are set to 1000 
and 100. A round executes 1000 iterations to derive the convergent solution and 
convergent iteration. The statistics of convergent solution and convergent iteration will 
be derived from the simulation results of 100 rounds in each scenario. The statistics of 
convergent solution with the single pattern for all scenarios is shown in Table 1. In 
Table 1, the Avg is the average error of convergent solutions. The Max and Min are the 
errors of the worst and the best convergent solution. The Std is variance of convergent 
solutions found in 100 rounds. The smaller the Std is, the higher the reliability is. 
Besides, for another issue, convergent iteration, the statistics of convergent iteration 
with single pattern for all scenarios are shown in Table 2. The Avg is the average 
number of convergent iterations in rounds. The Max and Min are the maximum 
convergent iterations and the minimum convergent iterations. These obtained statistics 
for each pattern are adopted to estimate the indicators proposed in this study to present 
the solving efficiency of GBA. The solving efficiency of GBA will be expressed by 
these indicators as follows: 

 Accuracy (ACU) 
This indicator mainly appraises the quality of solution. The higher the ACU is, the 
smaller the average errors of converged solution is and the better the performance of 
algorithm is. In all scenarios, the error of best convergent solution is 0. For the cases of 
Griewangk function and Rastrigin function as shown in Table 1, the convergent 
solutions are almost with no error. The errors of these cases slightly rise in the case of 
high-dimension functions. 

 Success Rate (SR) 
The tolerable threshold (Ttor) is set to 1.00E-6 in this study, rather than 1.00E-05. If the 
average error of convergent solution in an evolution is less than the tolerable threshold, 
the bats successfully finds the global optimal solution in a round. The higher the SR is, 
the better the ability of discovering global optimal solution for bats are. In Table 1, the 
proposed algorithm well works in the 100% of scenarios. The SR is 100% to indicate 
that the bats find the global optimal solution in all rounds for a pattern. However, the 
SR is 91% for the 128-dimension Griewangk function, because the errors of the worst 
convergent solution are 3.36E-05.  

 Problem-Solving Speed (PSS) 
This indicator is used to evaluate the algorithm whether the bats fall into the local 
optimal solution or not by convergent iteration. If the convergent iteration is less than 
the iteration limitation and the error of the convergent solution is less than the tolerable 
threshold, the bats have a better and faster ability of search. On the contrary, when the 
convergent iteration is equal to the iteration limitation and the error of convergent 
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solution is greater the tolerable threshold, the bats have fallen into the local optimal 
solution as well as the iteration limitation is insufficient so that the bats are unable to 
escape the local optimal solution. The bats are able to fast discover the global optimal 
solution in an iteration limitation in simulation except for the cases in d=128 for 
Griewangk function as shown in Table 2.   

Table 1. The error statistics and success rate of the proposed GBA with a single pattern in 2 
benchmark functions with various dimensions 

Griewangk 
D 2 10 20 30 64 128 

Avg 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 2.90E-16 1.31E-06 

Std 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 4.37E-06 

Max 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 1.50E-14 3.36E-05 

Min 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 3.23E-18 

SR 100% 100% 100% 100% 100% 91% 

Rastrigin 
D 2 8 10 16 20 30 

Avg 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 7.96E-15 

Std 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 

0.00E+0
0 

Max 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.71E-13 

Min 
0.00E+0

0 
0.00E+00 0.00E+00 0.00E+00 0.00E+00 

0.00E+0
0 

SR 100% 100% 100% 100% 100% 100% 

Table 2. The statistics with a single pattern of the convergent iteration in 2 benchmark functions 
with various dimensions for GBA 

Griewangk 
D 2  10  20 30  64 128  

Avg 21.93 37.63 73.06 112.06 355.93 888.88 
Max 53 118 174 354 762 1000 
Min 4 42 12 13 15 335 

Rastrigin 
D 2 8 10 16 20 30 

Avg 5.35 16.53 18.93 25.65 29.32 37.17 
Max 24 58 47 70 88 111 
Min 2 42 8 10 12 17 
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5 Conclusions 

In this study, a guidable bat algorithm based on Doppler Effect is proposed to meliorate 
the solving efficiency of the original bat algorithm. In order to strengthen the ability of 
discovering global optimal solution, there are three search polices and three exploration 
strategies in GBA. The bats reigned by GBA are enabled with the ability of guidance by 
frequency shift based on Doppler Effect so that the current best bat is able to lead other 
bats toward the correct direction in guidable search. Furthermore, both refined search 
and divers search are employed to reinforce the ability of local search and global 
search. The bats are able to discover the eligible position to upgrade the position with 
the current best bat in a short time. Therefore, the bats are able to rapidly and precisely 
to discover the global optimal solution to augment the solving efficiency of the 
proposed GBA. On the other hand, this study is the first to consider conflict behaviors 
of individuals as a kind of collective-effect in swarms and to realize EC 2.0 close to real 
world. Additionally, how to adjust the individual behavior with cooperation, 
competition and conflict to maintain the population advancement is valuable and 
difficult topic for the technology of evolutionary computing in future. 
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Abstract. The number of web-based activities and websites is growing
every day. Unfortunately, so is cyber-crime. Every day, new vulnerabil-
ities are reported and the number of automated attacks is constantly
rising. Typical signature-based methods rely on expert knowledge and
the distribution of updated information to the clients (e.g. anti-virus
software) and require more effort to keep the systems up to date. At the
same time, they do not protect against the newest (e.g. zero-day) threats.
In this article, a new method is proposed, whereas cooperating systems
analyze incoming requests, identify potential threats and present them
to other peers. Each host can then utilize the findings of the other peers
to identify harmful requests, making the whole system of cooperating
servers “remember” and share information about the threats.

1 Introduction

There is little doubt that an increasing part of peoples’ activities has moved
over to the Internet. From online shopping and digital banking to personal blogs
and social networking sites the number of websites is constantly growing, with
the recent number of 800 million websites (of which almost 200 million were
considered active) reported by the end of 2013 [14],

While the underlying operating systems, web servers, firewalls, and databases
are usually well known and tested products that are subject to continuous
scrutiny by thousands of users, the applications themselves are often much less
tested (if at all). However, even if all the underlying software is secure, a success-
ful attack against the web application may compromise the data in its database.
At the same time, the attacks directed at the web application are performed via
normal http requests, which pass undetected by typical security means (e.g. a
firewall). More about applications vurnelabilities can be found in [9], and the
most common ones are periodically published be CWE [5].

2 The Unprotected Web Applications

The reason why firewalls do not protect websites from harmful requests is that
their ability is only to filter traffic at the lower layers of the OSI model, while the
identification of harmful requests is only possible at layer 7. There are specialized
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firewalls, known as Web Application Firewalls (WAF), but their use is limited
mainly because of the effort required to configure and maintain them. An answer
to this issue could be a learning WAF proposed in [15], but it is still in the early
stages. The mentioned paper also describes the reasons for the low adoption of
the application firewalls in more details.

As a result, each web application has to deal with security issues on its own.
This means that each web developer should be familiar with security issues and
be able to address them in their application. Experience and data shows however,
that this is not the case.

2.1 The State of Websites Security

According to the report [8], 99% of the web applications they had tested had at
least one vulnerability (35 on average), with 82% of the websites having at least
one high/critical vulnerability. This report was based on their customer base of
over 300 companies. In another report [18], WhiteHat Security states that 86%
of the web applications they had tested had at least one serious vulnerability,
with an average of 56 vulnerabilities per web application.

On the other hand, Symantec claims that while running 1400 vulnerability
scans per day, they have found approximately 53% of the scanned websites to
have at least one unpatched vulnerability [17]. Also, in a single month of May
of 2012 the LizaMoon toolkit was responsible for at least a million successful
SQL Injections attacks. In the same report, they also state that approximately
63% of websites used to distribute malware were actually legitimate websites
compromised by attackers.

Since these companies do not publish details on their methodology it’s hard
to precisely assess the number of vulnerable websites, but an exact number is
not that important. Whether it is 50% or 90% of all, this means that there are
hundreds of millions of websites with unpatched vulnerabilities on the Internet.

3 Proposed Method for Prevention of Attacks

It does not seem feasible to propose a single, monolithic security system to defend
the websites against various attacks. Since the attack vectors often change and
evolve, the security systems need to do the same. Actually, an accepted approach
to building secure systems is named “defense in depth” [1] and requires each part
(layer) of the system to be secured with the best tools and knowledge. In this pa-
per, a method to deal with specific (but popular) attack vectors is proposed, which
employs methods similar to those used by the human immune system.

First, let’s look at example patterns presented in Figure 1. This figure is made
with actual data from a running web server. The requests arriving at the server
are grouped into sessions (consecutive requests from the same source), and then
presented as a graph, starting at the “Start” node in the center. For reasons of
clarity, only a few sessions are presented. The sessions in the top left corner are
“legitimate” sessions, namely requests from regular users who visit the web page
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and do not attempt any harmful actions. The other three sessions, can be noted
as actual attack attempts. As can be seen in this figure, these requests try to
access a popular database management module [2] via various URLs at which it
may be available if installed.

Fig. 1. Sample users’ sessions presented as a part of a graph, with attack attempts
marked by red background

It is hard to identify whether there was a real user behind these presumed
attack attempts, or if they were carried out by an automated script or a malware.
The latter is actually more likely, since the majority of attack attempts are
automated, either directly coming from malware or a large number of “script
kiddies” [11] who download and use ready-made attack tool-kits. These two
groups have the ability to perform attacks attempts on a large scale. However,
these attacks are usually identical, or very similar to each other. Since they are
performed by programs and usually rely on one or just a few attack vectors, they
generate similar requests to a large number of web servers.

3.1 Key Concepts of the Proposed Methodology

For clarity reasons, let’s reiterate the features of the attacks performed by mal-
ware and “script kiddies”:

– Distributed. The attacks are usually targeted towards a large number of web
hosts, not at the same time, but within a limited time-frame.

– Similar. Malware and “script kiddies” both use single pieces of software with
incorporated attack vectors. This software produces identical or very similar
requests to various hosts.

– Unusual. The requests generated by the automated software are not tailored
for the specific host, so they vary from its usual usage patterns.
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Fortunately, these features can be utilized to detect and neutralize the major-
ity of the threats coming from these sources. In order to do so, a method similar
to one of the immunology processes referred to above is used.

First, potential unusual requests are identified whether they seem to be “sus-
picious” or not. This is done based on the server response and a behavioral
evaluation of the request sequence. Requests identified as suspicious are stored
locally for reference and also “presented” to other hosts, somewhat mimicking
the way antigens are presented by various cells to the T-cells of the immune
system. Periodically, each host retrieves the lists of such suspicious requests
identified by its peers. The information received from other hosts, together with
the local evaluation is then used to assess the request and take an appropriate
action.

3.2 Identification of Suspicious Requests

The simplest way to identify suspicious requests is to look for HTTP 404 re-
sponses from the web server, which are results of requests for nonexistent re-
sources or URLs. For better results, a heuristic behavior-based method is also
proposed. Anomaly-based detection is a common approach for security purposes
[12], [13], [4]. The proposed method is based on a dynamically build usage graph,
which contains information about typical usage of the website.

For the purpose of this task, it is proposed to use an oriented, weighted graph
where nodes represent requested URLs and the edges denote transitions between
URLs by the users. The weight of each edge is equivalent to the frequency of
the particular transition (number of transitions during the recent time window).
Obviously, users’ session tracking (e.g. using cookies) is necessary for reliable
results. In Figure 2 a sample graph is presented.
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Fig. 2. Sample graph representing a time-framed usage of a website

Furthermore, Figure 3, shows the typical situation where there are a number
of edges with high weights and a number of edges with very low (even equal to
1) weights. These low-weighted edges usually point to nodes (i.e. URL requests)
that can accurately be considered as “suspicious”.
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Fig. 3. Distribution of edge weights in a usage graph created for a real website

3.3 Collective Assessment of the Requests

The result of the process described in the previous section, means that a server
hosting a website can label certain incoming requests as potentially suspicious.
However, the results of experiments show that such a list contains a large por-
tion of false positives (i.e. legitimate requests that are incorrectly labeled as
potentially dangerous. This list must be narrowed down, which can be done by
utilizing the distributed knowledge from several websites. If a particular request
is identified as suspicious locally and has also been received at other servers (and
labeled by them as such), the likeliness of it being a real attack attempt is very
high.

To facilitate the exchange of information between web servers, various means
can be utilized. It seems that the simplest way would be for the server to maintain
a dedicated web page accessible from outside at a certain URL that contains a list
of its findings (requests locally identified as “suspicious”). This page obviously
needs to be regularly updated. Other servers can then periodically retrieve these
lists from their peers and use them to verify their local findings.

3.4 Protection of Sensitive Information

Certainly, publishing information about received requests could be a security is-
sue in its own right (including a potential security and/or confidentiality breach).
Fortunately, it is not necessary to disclose full requests’ URLs to other peers.
Since each host just needs to check if the URL it marked as suspicious has also
been reported by other hosts, it is enough if the hosts compare the hashes (di-
gests) of the requests’ URLs. Hashes (like SHA-256 and MD6) are generated
using one-way functions and are generally deemed irreversible. If a host only
publishes hashes of the requests that it deems suspicious, it allows other hosts
to verify their findings, but at the same time protects its potentially confidential
information.

For the proposed method to work, it is enough if hosts just publish a list
of hashes of the received requests that they consider suspicious, but other data
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(e.g. type of anomaly, the time it was detected, etc.) may improve the interop-
erability and possible future heuristics. Therefore it is suggested that hosts use
a structured document format, e.g. based on [10]. A sample published document
may look like the one in Listing 1.1. This will be referred to as a Server List of
Suspicious Requests, abbreviated SLSR. The list presented in 1.1 is a part of a
list taken from an actual running instance of the reference implementation.

Listing 1.1. Sample SLSR with additional debug information

{ C:O, T:M, A:57, MD5:2 cf1d3c7fe2eadb66fb2ba6ad5864326 }
{ C:O, T:M, A:53, MD5:2370 f28edae0afcd8d3b8ce1d671a8ac }
{ C:F, T:M, A:32, MD5:2 f42d9e09e724f40cdf28094d7beae0a }
{ C:F, T:M, A:31, MD5:8 f86175acde590bf811541173125de71 }
{ C:F, T:M, A:24, MD5:eee5cd6e33d7d3deaf52cadeb590e642 }
{ C:O, T:B, A:17, MD5:bd9cdbfedca98427c80a41766f5a3783 }

3.5 Maintenance of the Lists

For the process to work as intended, each server must not only identify suspicious
requests, but also generate and publish the list of them and retrieve similar lists
from other servers. However, exchanging of the SLRS leads to an issue of data
retention, and two questions need to be answered:

– How long should an SLSR contain an entry about a suspicious request after
such a request was received.

– Should the hashes received from other peers be preserved locally if the orig-
inating server does not list them any more, and if so, for how long?

Both issues are related to the load (i.e. number of requests per second) received
either by the local or the remote server. Servers with very high loads and a high
number of suspicious requests will likely prefer shorter retention times, while
niche servers may only have a few suspicious requests per week and would prefer
a longer retention period.

It is difficult to currently propose a justified approach to these issues, until
the proposed method is more widely accepted, which would provide necessary
statistical data. Therefore, as a “rule of thumb” it may be assumed that a record
(i.e. a suspicious request) should not be listed for more than a couple of weeks and
it may be removed earlier if the SLSR grows too long (e.g. more than a couple of
hundred records). Experience shows that some attack attempts last for months
or years (e.g. the attempts at phpMyAdmin) but some attacks, particularly if
they are malware-based, tend to die off quickly as the vulnerability they exploit
is patched.

4 Implementation and Deployment

A reference implementation has been prepared to verify the feasibility of the pro-
posed method and to prove this concept. The application has been programmed
in Java and executed on a few real web servers. The architecture of the applica-
tion is presented in Figure 4.
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Fig. 4. The architecture of the reference implementation

The application monitors the requested access log files of Apache Web Server
and retrieves incoming requests. This is one of a well-established security moni-
toring methods [7], [16], [3]. The requests for unavailable resources are directly
forwarded to the aggregation of suspicious requests. Other requests are first an-
alyzed by session extractor, which groups them into user sessions. After filtering
out requests for the web page elements (e.g. images), the primary requests for
web pages are used to build the behavior graph explained earlier in this article.
Requests that do not seem to match typical behavior (i.e. they do not match the
built graph) are considered suspicious and forwarded to the “suspicious activity
detector” module.

This module aggregates all suspicious requests and matches them against
pattern-based rules, primarily to eliminate requests that are well known and
harmless, yet for some reason are still reported to this module. Such requests
are mainly automated requests from browsers for the website icon ’favicon.ico’
or requests from automated crawlers “robots.txt” which are often missing in
websites. Finally, the remaining suspicious requests are formatted according to
the sample presented in Listing 1.1, and are stored in a document inside the web
server directory to be accessible to other hosts.

4.1 Reasoning

The last module (named ’Reasoning’) receives the current request, which is the
list of requests locally considered as suspicious, and, at the same time periodically
retrieves similar lists from other hosts. With each request, the module has to
decide whether it should report it for human (e.g. administrator’s) attention
or not. There are various strategies that can be implemented here, depending
on the type of application being protected and the number and type of peer
servers it receives the data from. Since the reference test environment consisted of
only three hosts, a simple algorithm was used. This algorithm reported requests
that were both locally considered an anomaly and listed by at least one other
peer server. Even this simple strategy provided considerable results, as will be
demonstrated later in the paper.
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5 Test Method and Achieved Results

The prototype application was deployed on three web servers. These were:

– A small commercial B2B application used to coordinate work between one
company and its customers.

– A website used by a group of people to inform others about local events.
– A personal (author’s) website.

All the web servers were located in the same city. The relatively large number of
requests served by the third (personal website) server was due to the fact that
it contained teaching materials and was therefore used by the author’s students.
The number of all received requests is relatively high because it includes all
requests for all the resources (not only web pages, but all images, scripts, etc.)

The results received from the application were compared against a semi-
manual analysis of log files (negative selection against a set of patterns rep-
resenting legitimate requests). These results are presented in Table 1.

Table 1. Server A (small B2B dynamic application): requests statistics

Server A ServerB ServerC

small B2B community site author’s site

All received requests 33 706 143 211 193 241

Reported attempts 306 278 377
of which most common

/w00tw00t.* 75 75 45
/wp-login.php 48 31 ?

phpMyAdmin variations 47 37 29

Manually identified attempts 979 612 1 134
of which most common

/w00tw00t.* 124 115 118
/wp-login.php 50 34 ?

phpMyAdmin variations 359 96 313

In terms of the efficiency of the described method, the reference single-thread
implementation (in Java) was able to process over 4,000 requests per second on a
typical PC (Intel, 3GHz). This was achieved without any specific optimizations
and was a couple orders of magnitude higher than required - considering the real
load that the servers experienced.

6 Conclusions and Future Work

The method proposed in this paper aims at providing automated detection of
potentially harmful requests with the minimum level of involvement from the
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system administrators. Inspired by some mechanisms that evolved within the
human immune system, it works by presenting potentially harmful requests to
other peers for verification. A final decision is then reached by considering the
votes of other peers along with local judgment. The method may significantly
hinder the modus operandi of most malware, due to the fact that after initial
the attempts to attack a number of servers, it will become increasingly difficult
for a malware to successfully attack new servers. These servers will recognize the
attacks because of the knowledge acquired from its peers. This way, the whole
system will develop an immune response similar to the one observed in living
organisms.

The reference implementation shows the benefits for deploying the proposed
method, even in a very small test scenario of only three server nodes. The limited
detection rate of attacks directed at phpMyAdmin results from various permu-
tations of the URL, including package version numbers. This is the area that
certainly requires further attention, because introducing some heuristics gener-
alizing the request URLs should greatly boost the detection rate. Also, deploying
these application on a larger number of servers will likely greatly increase its ef-
fectiveness.

It is important to note, that the proposed method provides unique features,
that make it difficult to compare to other anomaly-based methods published so
far. While most of these methods require some kind of training with labeled data
sets (e.g. [6], [12]) to distinguish the attacks, the method described in this paper
does not have such prerequisite. Also, compared to the mentioned methods,
which tend to report a number of false positives, this method provides virtually
no such false alarms - a feature of great value to potential end users.

Further work that could improve the detection ratio should mainly be focused
on the evaluation of decision criteria that result in reporting of a particular
request (i.e. the “reasoning” module). These should include: The impact of the
number of peers on reasoning accuracy, the retention period for both local and
remote SLSRs and the form of the decision algorithm (e.g. input weights, rules,
etc.). The generalization of request URLs has already been mentioned.
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Abstract. In this paper we present a development of our ontology align-
ment framework based on varying semantics of attributes. Emphasising
the analysis of explicitly given descriptions of how attributes change
meanings they entail while being included within different concepts have
been proved useful. Moreover, we claim that it is consistent with the in-
tuitive way how people see the real world and how they find similarities
and correspondences between its elements. In this paper we concentrate
on the issue of tracking changes that may occur within aligned ontologies
and how these potential changes can influence the process of finding new
mappings or validating ones that have already been found.

1 Introduction

In recent years ontologies have became a frequently adapted method of express-
ing knowledge in computer systems due to the fact that they assert both formal
structuring and convenient flexibility. They have been proved to be useful in
variety of applications spreading from weather forecasting to knowledge sharing
and reusing it in information systems ([7]).

Ontologies by themselves can be treated as a method of expressing a decom-
position of assumed part of reality that is going to be modelled using an ontol-
ogy. This decomposition include a description of elementary objects taken from
universe of discourse along with their inner characteristics and relations that
may occur between them. Moreover, these elementary components (denoted as
concepts) can be treated as a method of creating an abstract categorisation of
real-world objects, allowing their convenient classification.

Such open-ended approach, despite obvious advantages, implicates a problem
of heterogeneity of ontologies. There is no formal method that could assure a
consistency between two independently created ontologies on the level of their
definitions or their content ([19]). Imagine the situation illustrated on Figure 1.

Lets assume the existence of two independent computer systems utilising ded-
icated knowledge bases KB and KB’, which incorporate ontologies O (referenced
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Fig. 1. Ontology integration use-case diagram

further as a source ontology) and O’ (a target ontology) as a backbone. Further-
more, lets assume that an end user of the knowledge base KB’ sends a query
concerning some topic of interests, but the proper answer for such request is
not present in KB’, but in KB. The obvious necessity to select elements from
the source ontology that correspond to elements targeted in the query sent to O
naturally appears.

This issue, called ontology alignment, is a topic of variety of publications
([4], [18]) that describe different approaches to this problem. In our previous
articles ([15]) we have created a novel solution of this task, based on analysing
varying semantics of attributes assigned to concepts, serving as a foundation for
finding mappings between every element that can be found in ontologies. The
basic assumption of our methodology was a remark that an attribute acquire
different meanings when assigned to different concepts - for example, an attribute
address express different information when being a part of a concept Building
and when included in a description of a concept Webpage. In [17] we have proved
the eventual correctness of our ides utilising commonly accepted OAEI ([19])
evaluation datasets.

In this paper we want to concentrate on an aspect of managing changes that
can be introduced in ontologies. In modern, web-based, distributed environments
it cannot be expected that ontologies will not change over time. It is a common
situation even in standard relational databases that their structure evolve and
adapt to newly established requirements, especially when the amount of data
that needs to be managed constantly increase ([20]). Moreover, assuming that
some initial alignment between two ontologies has been designated, it is obvious
that somewhere in time this mapping will no longer be valid.

The biggest drawback of any ontology mapping method is the fact that con-
sidered task is very complex and time consuming, so is it necessary to repeat
such procedure when only small changes have been applied to ontologies? Is it
possible to revalidate only its selected components or introduce new matches? It
is therefore critical to provide both flexible method of tracking changes applied
to ontologies and a method of updating existing alignments. Consider a situation
illustrated on Figure 2.

Lets assume that in some initial moment of time (denoted on a diagram as t0)
two ontologies O and O’ have been aligned and such base alignment has been
validated. After some time, in known moments, denoted as t1, t2, t3, t4 and t5,
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Fig. 2. Evolution of ontologies in time

considered ontologies have been updated, which can include modifying sets of
their concepts, descriptions of these concepts’ structures, relations between them
or their instances. The natural question arises - what is the most efficient way of
selecting initial mappings that are potentially no longer valid and revalidating
them along with introducing new mappings that can be established between
ontologies O and O’ due to applied changes?

Therefore, the considered problem of updating initial ontology alignment can
be described as follows: For given two ontologies O and O’ and a base alignment
between them MO,O′

, one should determine a set of rules of modifying com-
ponents of MO,O′

concerning elements of ontologies O and O’ that have been
changed over time.

The reminder of the following paper is as follows. In Section 2 we briefly
describe current state of the art of ontology evolution. In part 3 we give basic
notions and definitions used throughout the paper. Section 4 contains a proposal
of a framework of utilising ontology logs that describe changes in ontologies over
time in updating existing mappings between ontologies. A short summary and
an overview of our upcoming research is given in Section 5.

2 Related Works

Throughout the recent years the topic of ontology alignment has gained great
interest. During the most prominent evaluation campaign organised by Ontol-
ogy Alignment Evaluation Initiative a number of systems have submitted their
results ([19]). Implemented methods spread from basic comparison of ontolo-
gies on lexical level (for example, using variety of string similarity metrics) to
more complex and sophisticated frameworks that include utilisation of external
knowledge bases, Markov networks or machine learning ([4], [9], [18]).

On the other hand, the topic concerning managing ontology changes is still a
current and opened problem ([13]). Increasing complexity and scope of ontologies
rises a problem of providing a methodology for consistent collaborative ontology
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development ([12]). At a basic level it is a similar problem to managing changes in
a source code of complex computer systems created by a group of programmers,
but due to ontologies’ characteristic feature the eventual solution needs to not
only compare ontologies on a lexical level (for example, by tracking changes in
OWL files), but also to compare and present structural changes, that implicates
evolving semantics.

An interesting approach to the considered issues can be found in [5] where
change history management framework for evolving ontologies has been intro-
duced. Authors address several subproblems related to ontology management in
time such as ontology versioning, tracking change’s provenance, consistency as-
sertion, recovery procedures, change representation and visualisation of ontology
evolution. Experimental results showing accurate and consistent outcomes have
also been provided and broadly described.

What is worth emphasising is the fact that considered issue of managing
changes in ontologies over time is a multidisciplinary problem. It includes
heterogeneity resolution, validating inner knowledge expressed using managed
ontologies, analysing changes in such knowledge and how it evolve over time
or providing convenient users’ tools that support collaborative ontology cre-
ation ([8]).

Nevertheless, to our knowledge there is no research done in the field of analysing
not only ontology evolution, but also the way it influence initial mappings that
have been designated between evolving ontologies. Several solutions beside con-
centrating on providing reliable ontology mappings, also address a problem of cal-
culation complexity minimisation, therefore attempting to decrease a time neces-
sary to designate valid alignments between ontologies ([2], [3], [6]), but none of
them address the issue of managing an evolution of these alignments.

The opened questions, that still need to be answered, relate to ontology align-
ment invalidations, detecting changes that need to be applied to initial mappings
of ontologies, resolving potential inconsistencies that may occur and, last but
not least, avoiding the necessity of relaunching the whole ontology mappings
procedure.

3 Basic Notions

We define ontology as a triple:

O = (C,R, I) (1)

where C is a finite set of concepts, R is a finite set of relations between concepts
R = {r1, r2, ..., rn}, n ∈ N , ri ⊂ C × C for i ∈ [1, n] and I is a finite set of
instances. We also assume a set A of all possible attributes and a set V of their
valid valuations such that V =

⋃
a∈A Va, where Va. By a pair (A,V) we denote

a real world that will be expressed using ontologies.
Every concept c from the set C is defined as a triple:

c = (Idc, Ac, V c) (2)
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where Idc is a unique identificator, Ac is a set of its attributes and V c is a set
of domains of these attributes defined as V c =

⋃
a∈Ac Va, where Va is a domain

of a particular attribute a.
An instance i from the set I is defined as:

i = (id, Ai, vi) (3)

where by id we denote its identificator, by Ai a set of assigned attributes and
by vi a function vi : Ai →

⋃
a∈Ai

Va that is used to assign specific values from
the set Va to particular attributes from the set Ai.

A member i = (id, vi, Ai) of the set I is an instance of a concept c =
(Idc, Ac, V c) if Ac ⊆ Ai and ∀a∈Ai∩Acvi(a) ∈ V c. By Ins(O, c) we denote a
set of instances of a concept c within ontology O.

In order to express meaning that attributes obtain while being included within
concepts we assume a set DA of their atomic descriptions (e.g. year_of_birth).
By LA

s we denote a sublanguage of the sentence calculus constructed with mem-
bers of DA and elementary logic operators. Semantics of attributes is given by
a function:

SA : A× C → LA
s (4)

This approach gives the possibility to formally describe (using logic sentences)
varying roles that attributes get when they participate in different structures of
different concepts. For example, an attribute Phone behaves differently within
a concept Employee and a concept Hardware. Utilising such approach gave us
a possibility to define formal criteria for identifying equivalency, generalisation
and contradiction between attributes ([15]).

Moreover, we assume a set DR with atomic descriptions of relations and LR
s

denoting another sublanguage of the sentence calculus. We use it to define se-
mantics of relations from the set R:

SR,O : R→ LR
s (5)

Hence, we have provided a set of criteria for relationships between relations
including equivalency, generalisation and contradiction ([16]).

For convenience, by Rel(c1, c2) we denote a set of directed relations between
two concepts c1, c2 ∈ C. Formally it can be defined as: Rel(c1, c2) = {r ∈
R|(c1, c2) ∈ r}.

In order to track, aforementioned in the first section of the paper, changes
that can be applied to ontologies in time we introduce the notion of ontology log
defined below.

Definition 1. A log of an ontology O, denoted as JO, is a set containing tuples
of the form 〈timestamp, es, et〉 where timestamp represents a moment of time in
which particular change took place, es is an element from the ontology O before
change and et is the same element after change. Due to the fact that changes in
ontologies may include not only their modifications, but also removing some of
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their components or including new ones, both es and et can acquire the value φ,
which is used to represent the following:

– 〈timestamp, φ, et〉 denotes the fact that at a certain moment of time a new
element et has been included into the ontology O.

– 〈timestamp, es, φ〉 denotes the fact that at a certain moment of time an es
has been removed from the ontology O.

Entries in ontology log can express certain changes that can be introduced in
ontologies. Below we give a few examples of such modifications and how they
could be defined within a log:

– change on a level of concepts’ structures:
〈2014.05.10, Ac = {a, b, c}, Ac = {a, c, e, f}〉

– adding a new concept:
〈2014.02.22, φ, c = (′Person′, {fullname}, {A− Za− z})〉

– change on a level of attributes’ semantics:
〈2014.04.12, SA(c, a) = x ∨ y, SA(c, a) = x ∨ z〉

– change on a level of instance valuations:
〈2014.04.12, vi(name) =′ John′, vi(name) =′ Joe′〉

– change on a level of concepts’ relations
〈2013.11.23, Rel(c1, c2 = {r1, r2}, Rel(c1, c2) = {r1, r3})〉

By TL we denote the timeline of changes included in ontologies. We define it
as an ordered set TL = {ti | i ∈ N} of moments of time. It contains the element
t0 which represents the starting point in which ontology changes began to be
tracked in dedicated logs. Obviously, for any ontology O the following condition
is met: {timestamp |〈timestamp, es, et〉 ∈ JO} ⊆ TL. Having such structures
we can introduce the notion of a state of an ontology.

Definition 2. A state of the ontology O, denoted as On, represents an (A,V)-
based ontology O after applying changes taken from its log JO with timestamps
earlier than tn ∈ TL.

Assuming described base definitions, our alignment framework consists of four
functions λA, λC , λR and λI ([17]):

– λA : Ac ×Ac′ → [0, 1] representing the degree to which an attribute a ∈ Ac

can be aligned to an attribute a′ ∈ Ac′ .
– λC : C × C′ → [0, 1] representing the degree to which a concept c ∈ C can

be aligned into a concept c′ ∈ C′.
– λR : R × R′ → [0, 1] representing the degree to which a relation r ∈ R can

be aligned into a relation r′ ∈ R′.
– λI : I × I ′ → [0, 1] representing the degree to which an instance i ∈ I can be

aligned into an instance i′ ∈ I ′.

Due to the fact that we build described functions on top of processing of
semantics of attributes and we distinguish possible relationships between them
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(utilising the analysis of logic sentences assigned to them when they are included
within different concepts) we have noticed that it is frequently easier to align
detailed knowledge into general one, rather than in the other direction. There-
fore, all of the above functions that calculate the degree to which it is possible to
align selected element from the source ontology into the selected element taken
from the target ontology are not symmetrical ([17]).

A structure of an alignment denoted as MO,O′
of two (A,V)-based ontologies

O and O’ can be expressed with three sets MO,O′
C , MO,O′

R and MO,O′
I . It is

defined as:

MO,O′
C = {(c, c′, λC(c, c′)) | c ∈ C ∧ c′ ∈ C′ ∧ λC(c, c′) ≥ TC}

MO,O′
R = {(r, r′, λR(r, r′)) | r ∈ R ∧ r′ ∈ R′ ∧ λR(r, r′) ≥ TR}

MO,O′
I = {(i, i′, λI(i, i′)) | i ∈ I ∧ i′ ∈ I ′ ∧ λI(i, i′) ≥ TI}

(6)

where TC , TR and TI are user-defined thresholds.
Note that MO,O′

does not include a set representing matches of single at-
tributes. According to the base definition of an ontology (Equation 1) and con-
cepts’ structure (Equation 2) attributes acquire useful meanings only when in-
cluded in certain concepts. By itself they do not carry any kind of knowledge.
Moreover, aligned ontologies are all based on the same real world (A,V), which
contains a set of raw attributes possible to by utilised. Hence, there is no neces-
sity or potential gain in mapping them.

In the next section we will present a framework that allows to designate
changes that need to be applied in a base alignment 〈MO0,O

′
0

C ,M
O0,O

′
0

R ,M
O0,O

′
0

I 〉
between ontologies O0 and O′

0 in the moment t0 in order to update it into the
valid alignment 〈MOn,O

′
n

C ,M
On,O

′
n

R ,M
On,O

′
n

I 〉 between ontologies On and O′
n in

the moment tn.

4 Revalidating Initial Ontology Alignment by Using
Alignment Triggers

As it has been addressed in previous sections, it is important to identify situa-
tions expressed in ontology log that imply the necessity of re-aligning ontologies.
It is obvious that if such decision is made, it must not refer to the whole ontology,
but only some of its parts. Therefore, we propose a concept for building triggers
for the automatic alignment process. An alignment trigger is understood as a rule
of a form ”if A then B ”, where A is a condition and B is an action. Condition A
should be related with a concrete level (of concept, attribute or relationship). Its
satisfaction should inform about the significant change on a given level. Action
B, in turn, should cause running the alignment process on the this level and all
those below it. Between triggers there can be some relationships owing to which
one can optimise the process for running them in an re-alignment process.
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We can assume that the condition A can be associated with entries in ontolo-
gies’ logs. Hence, action B can be associated with modifications that need to
be applied to initial initial ontology alignment MO0,O

′
0 . In our framework the

general form of such modification rule is as follows:

〈ADD/REMOV E/RECALCULATE,mapping〉 (7)

Statements ADD/REMOVE/RECALCULATE refer to actions of adding new
mappings, removing invalid ones and revalidating existing assertions in the initial
alignment. mapping is an element of the form corresponding to sets M

O0,O
′
0

C ,
M

O0,O
′
0

R or M
O0,O

′
0

I .
The algorithm for revalidating the initial ontology alignment MO0,O

′
0 , by des-

ignating a set of rules of its modifications using aforementioned triggers, is given
below:

Algorithm 1. Revalidating initial ontology alignment
Require: O0, O′

0, MO0,O
′
0 , JO0 , JO′

0

Ensure: RM - a set of rules of updating MO0,O
′
0

1: J = JO0 ∪ JO′
0

2: sort the set J by timestamps of its elements
3: for all 〈timestamp, es, et〉 ∈ J do
4: if es = φ then
5: add a set of matching add rules to RM

6: end if
7: if et = φ then
8: add a set of matching removal rules to RM

9: end if
10: add a set of matching recalculation rules to RM

11: end for
12: Return RM

In order to match certain rules and rules related to them, the algorithm needs
to identify a type of change that took place in the ontology. The main idea
is tightly connected to expressivity levels of elements in ontologies and how
modifications done on these certain levels entail necessary changes of the initial
alignment. For example, altering a some concept’s set of attributes should not
only implicate revalidating mappings of this concept, but also mappings of rela-
tions that connect it with other concepts (due to the fact that a modification of
concept’s structure can imply that certain relations will no longer hold).

Finding matching rules that need to be added to the resulting set of Algorithm
1 can be described as a process of looking through a set of aforementioned
alignment triggers. These triggers can be associated with types of log entries
and what kind of base alignment’s updates they entail.
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Lets consider a log entry: 〈2014.05.13, Ac = {a, b, c}, Ac = {a, b}〉. Such asser-
tion can initialise the following trigger:

〈∗, Ac, Ac〉 →
{〈RECALCULATE, (c, c′, λC(c, c′))〉 | (c, c′, λC(c, c′)) ∈M

O0,O
′
0

C } ∪
{〈RECALCULATE, (r, r′, λR(r, r′))〉 | (r, r′, λR(r, r′)) ∈M

O0,O
′
0

R ∧
(r ∨ r′ ∈ (Rel(c, c′) ∪Rel(c′, c))}

(8)

where * represents any valid timestamp.
The action presented above is being implied by a matching log entry concern-

ing a change in a structure of a concept c. It entails that Algorithm 1 need to
add to its result a set of rules that will force recalculating the degree to which
concept c can be aligned to any other concept c’ with which it has been initially
aligned. Additionally, mappings of relations that connected modified concept
c with other concepts will also be recalculated. Eventually, existing matches
will be preserved or removed when invalidated in the light of the criterion from
Equation 6.

5 Future Works and Summary

In this paper we have presented our proposal of a method of tracking changes in
ontologies over time and reevaluating their initial alignment. We have developed
a formal framework based on a notion of ontology log - a structure containing
precise descriptions of modifications that have been introduced in ontologies.
Eventually they are used as preconditions for initialising alignment triggers that
describe certain modifications which assert that the initial mappings between
ontologies will remain valid.

Due to the limited space available for this paper we are able to provide only
one example for an alignment trigger. In our upcoming publications we will
concentrate on providing a complete set of such triggers along with an attempt
to using them in practical application related to expressing a process of software
development using ontologies.

We also want to research the issue of providing formal metrics that could be
used to measure the efficiency of updates applied to base alignment and incor-
porate temporal logics to illustrate a timeliness of knowledge and how certain
information changed over time ([11]). Moreover we plan to implement our ideas,
by extending previously created web-based ontology editor (that incorporates in
a novel way a schemaless database engine) and some of the modern solutions in
the field [1].
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Abstract. In this paper we present a method of transforming OWL 2
ontologies into a set of rules which can be used in a forward chaining rule
engine. We use HermiT reasoner to perform the TBox reasoning and to
produce classified form of an ontology. The ontology is automatically
transformed into a set of Abstract Syntax of Rules and Facts. Then,
it can be transformed into any forward chaining reasoning engine. We
present an implementation of our method using two engines: Jess and
Drools. We evaluate our approach by performing the ABox reasoning on
the number of benchmark ontologies. Additionally, we compare obtained
results with inferences provided by the HermiT reasoner. The evaluation
shows that we can perform the ABox reasoning with considerably better
performance than HermiT. We describe the details of our approach as
well as future research and development.

1 Introduction

In the last decade, the use of ontologies in information systems has become
more and more popular in various fields, such as web technologies, database
integration, multi agent systems, natural language processing, etc. One of the
most popular way to express an ontology is to use the Web Ontology Language
(OWL) [12]. It is based on description logics (DLs) which are a family of knowl-
edge representation languages.

In order to utilize all features that an ontology provides we need to apply a
reasoning engine. However, we can use different engines with ontologies expressed
in different OWL 2 Profiles [10] (as well as in different fragments of OWL 1.11,
eg. Horn-SHIQ). For instance, for an ontology within the OWL 2 EL profile we
can use the HermiT2 reasoner; but for an ontology within the OWL 2 QL profile,
which expressive power is quite limited, we can use the REQUIEM3 reasoner.
As a result it is important to choose the right reasoner for a given ontology in
order to obtain the best possible results in reasoning or query answering.

In this work we focus on ontology-based reasoning using a standard forward
chaining rule engine. Thus, we mainly concentrate on the OWL 2 RL profile.

1 http://www.w3.org/Submission/owl11-overview/
2 http://www.hermit-reasoner.com/
3 http://www.cs.ox.ac.uk/isg/tools/Requiem/

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 404–413, 2014.
© Springer International Publishing Switzerland 2014
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However, the presented methodology can handle ontologies with expressivity
beyond OWL 2 RL. This is enabled by employing HermiT to perform the TBox
reasoning (with the terminological part of an ontology). As a result we can apply
a rule-based reasoning engine to perform the ABox reasoning (with the asser-
tional part of the ontology). It is in accordance with the idea behind OWL 2 RL -
a requirement of scalable reasoning without the significant loss of the expressive
power. In that case, a relatively lightweight ontology can be applied to perform
inferences over a large number of instances.

In this paper we present a reasoning tool which is able to perform ontology-
based reasoning using a standard forward chaining rule engine. The paper makes
the following contributions:

– we present a transformation method of an OWL 2 ontology into a set of
rules and a set of facts (if an ontology contains ABox),

– we propose Abstract Syntax of Rules and Facts (ASRF),
– we provide a reasoning schema compatible with our methodology,
– we describe an implementation of our approach using two forward chaining

rule engines: Jess [4] and Drools4,
– we evaluate our methodology by performing experiments using OWL 2 com-

patible ontologies and the number of reasoning engines.

The remainder of this paper is organized as follows. Firstly, we introduce the
background and motivation of our work. Then, we describe our approach of an
OWL 2 ontology transformation into two sets of rules and facts, respectively.
Next, we provide our Abstract Syntax of Rules and Facts. Later, we present the
implementation details as well as experiments. Finally, we describe the related
work and we present the conclusions as well as future directions of our research.

2 Background and Motivation

Rule-based approaches to ontology-based reasoning achieve significant gains in
reasoning complexity [15]. However, the current specification of the OWL 2 RL
Profile provides the number of predefined entailment rules as a starting point
for practical implementation with rule-based systems. These rules, called the
OWL 2 RL/RDF5 rules are based on universally quantified first-order implica-
tions over RDF6 triples which are represented as ternary predicate T with three
elements: the subject, the predicate and the object. Moreover, OWL 2 RL/RDF
rules follow the OWL 2 RDF-Based Semantics7 which is the semantics of OWL
2 Full (which is known to be computationally undecidable with regard to con-
sistency and entailment checking [2]). Nevertheless, if an OWL 2 RL ontology
satisfies Theorem PR1 in [10] it follows OWL 2 Direct Semantics8 which is the

4 http://www.jboss.org/drools
5 http://www.w3.org/2007/OWL/wiki/Profiles#OWL_2_RL
6 http://www.w3.org/TR/rdf-primer/
7 http://www.w3.org/TR/owl2-rdf-based-semantics/
8 http://www.w3.org/TR/owl2-direct-semantics/

http://www.jboss.org/drools
http://www.w3.org/2007/OWL/wiki/Profiles#OWL_2_RL
http://www.w3.org/TR/rdf-primer/
http://www.w3.org/TR/owl2-rdf-based-semantics/
http://www.w3.org/TR/owl2-direct-semantics/
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typical semantics for the OWL 2 RL Profile (description logic-based semantics).
This characterization is one of the most confusing thing in the OWL 2 spec-
ification. As a result, an implementation of a reasoning engine which follows
the OWL 2 Direct Semantics requires to satisfy preconditions in Theorem PR1.
However, the assertional entailments obtained from a rule-based reasoning en-
gine using OWL 2 RL/RDF rules over an OWL 2 RL ontology follow the Direct
Semantics [14]. It means if we want to apply OWL 2 RL/RDF rules, we need to
perform the TBox entailments using different reasoning engine. Though, we can
raise the abstraction level (from triple-based rule representation) and instead
represent the input OWL 2 RL ontology using an axiom-based data structure as
shown in [11]. However, the main difference between both semantics is that the
RDF-Based Semantics can be applied to arbitrary RDF graphs [7] which do not
respect the various restrictions of the OWL 2 syntax. As a result one needs to
decide which semantics is required in an application and then follow it during
the implementation.

From the practical point of view, usually the terminological part of an ontology
is rarely modified in contrast to the assertional part. In that case we can separate
the TBox from the ABox. As a result we are able to apply different reasoning
schemes and engines. Moreover, we need to perform the TBox reasoning only
once (or every time it changes) using e.g. some DL reasoner and then we can
perform the ABox reasoning using e.g. a rule-based engine each time when new
individual assertions occur. Therefore, we can follow the OWL 2 RDF-Based
Semantics in both reasoning engines. Such an approach is presented in [9], where
the Pellet9 engine is used with a rule-based system of Jena10.

It is worth noticing the presented work is devoted to the development of the
Rule-based Query Answering and Reasoning system (RuQAR). However, we
present only the reasoning features while the query answering part remain to be
carried out in the next release. Thus, the main idea of our work is to provide not
only an OWL 2 RL reasoning framework but also a scalable query answering
tool in which data is stored in a relational database.

3 OWL 2 RL Ontology Transformation

Application of a rule-based reasoning engine to an ontology-based reasoning
requires a transformation method of an ontology into a set of rules. Since we
mainly focus on the OWL 2 RL Profile, we split the reasoning process into two
sub-processes: the TBox reasoning and the ABox reasoning. According to this
we developed a methodology of transforming an OWL 2 ontology into a set of
rules and a set of facts. In that case we can execute the TBox reasoning and
the ABox reasoning separately. Moreover, as we want to perform a rule-based
reasoning with different engines we propose Abstract Syntax of Rules and Facts
(ASRF), thus enabling easy translation of an OWL 2 ontology into the language
of a reasoning engine.

9 http://clarkparsia.com/pellet/
10 http://jena.apache.org/

http://clarkparsia.com/pellet/
http://jena.apache.org/
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Fig. 1. OWL 2 ontology transformation schema

The transformation schema of an OWL 2 ontology into a set of rules and a set
of facts expressed in ASRF is presented in Figure 1. Firstly, an OWL 2 ontology
is loaded into the HermiT engine. We assume, that the ontology is consistent.
Then, the TBox reasoning is executed. As a result we obtain a new classified
version of the ontology (new TBox). Finally, the ontology is transformed into
two sets: a set of rules and a set of facts (if it contains the assertional part).
Both are expressed in the ASRF notation. In that way we separate the TBox
part (set of rules) from the ABox part (set of facts). Thus, we can perform ABox
reasoning with a forward chaining rule engine.

The transformation of an inferred TBox into a set of rules is performed in
accordance with the OWL 2 RL/RDF rules. Generated rules contain two kinds
of rules: equality rules and ontology-dependant rules (so-called the ABox rules).
Equality rules are directly taken from Table 4 of the OWL 2 RL Profile. These
rules are expressed in ASRF and they axiomatize the semantics of equality. They
are ontology-independent in contrast to the ABox rules.

The transformation of an ontology, after classification performed by HermiT,
into a set of ASRF rules is executed in the following way. For each supported
rule (see Table 1 for the details) and the corresponding OWL 2 RL axiom we
create a rule reflecting the expression in a given ontology. In other words, it
means that rather than transforming the semantics of the OWL 2 RL language
into rules we create rules according to this semantics and a given ontology.
For instance, if we have an ObjectProperty hasSibling which is defined as a
SymmetricObjectProperty we create a rule which reflects that when an instance
of this property occurs, a symmetric instance should also occur (the following
shortcuts are made: S for Subject, P for Predicate and O for Object):

If (Triple (S ?x) (P “hasSibling”) (O ?y))

Then (Triple (S ?y) (P “hasSibling”) (O ?x))
(1)

Rule (1) follows the semantics of prp-symp rule from Table 5 in the OWL 2 RL
Profile specification. For each OWL 2 RL axiom which occurs in a given ontology
we generate semantically equivalent rule containing a direct reference to the
ontology. The generated rule is an instantiated version of the corresponding
OWL 2 RL/RDF rule for a particular TBox. Generated rules can be perceived
as ontology instance related rules (instantiated rules or ABox rules). These rules
are ontology-dependant because they express the semantics of a given ontology
and are intended for reasoning with the facts. As a result we provide a set
of rules which can be directly applied in a forward chaining engine after the
translation from ASRF notation to the engine’s language. Such an approach
provides an execution of reasoning task directly with the assertional part. It has
a positive influence on reasoning efficiency since the semantics of the TBox part
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Table 1. Currently supported OWL 2 RL entailment rules

OWL 2 RL Specification Table Supported Rules

Table 4. eq-sym, eq-trans,
The Semantics of Equality eq-rep-p eq-rep-s,

eq-rep-o

Table 5. prp-dom, prp-rng,
The Semantics of Axioms prp-fp, prp-ifp,
about Properties prp-symp, prp-trp,

prp-eqp1, prp-spo1,
prp-eqp2, prp-inv1,
prp-inv2

Table 6. cls-int1, cls-int2,
The Semantics of Classes cls-uni, cls-svf1,

cls-svf2, cls-avf,
cls-hv1, cls-hv2,
cls-maxc2

Table 7. cax-sco, cax-eqc1,
The Semantic of Class Axioms cax-eqc2

is directly represented by the generated ASRF rules. Moreover, an additional
positive impact comes from the fact that the number of conditions in the body
of each rule is smaller than in the corresponding OWL 2 RL/RDF rule.

Table 1 shows currently supported rules by our implementation. This set
comes from the specification of OWL 2 [10]. However, this set is smaller than
the original one. We decided to use the simplest subset of OWL 2 RL/RDF rules
which is easily implementable in any reasoning engine. Moreover, we excluded
each rule which is a ”constraint” rule (e.g. cls-nothing2 from Table 6 in the
OWL 2 RL Profile) and each rule which does not have an impact on the ABox
reasoning (e.g. all rules from Table 9 in the OWL 2 RL Profile). However, some
rules remain to be implemented, e.g. cls-maxqc3 from Table 6.

Presented transformation method may produce more entailments during rea-
soning than those represented by OWL 2 RL/RDF rules. It is caused by the
fact that we apply the TBox reasoning with a DL-based reasoner. However, it
depends on the expressivity of a given ontology. Nevertheless, the application of
our method to ontology beyond the OWL 2 RL Profile will not produce the same
entailments as derived by an appropriate DL-based reasoner. In this case, the
reasoning with rules generated by our methodology is sound but not complete.
We observed such an issue in our evaluation with the LUBM benchmark where
all results produced by our method were within entailments derived by HermiT.
However, HermiT produced more results which is correct since the expressivity
of LUBM is beyond OWL 2 RL.

4 Abstract Syntax of Rules and Facts

As we mentioned in previous section the TBox reasoning is performed with the
HermiT engine. Then, an ontology is automatically transformed in Abstract
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Syntax of Rules and Facts. The main purpose of developing such a syntax is
to rise an abstraction level providing more universal representation of rules and
facts (assertional part of a knowledge base). As a result the application of ASRF
expressions requires mapping schema between the ASRF notion and the language
of a selected reasoning engine.

We applied the Extended Backus-Naur Form (EBNF) [13] notation as a tech-
nique to express our Abstract Syntax of Rules and Facts. This context-free gram-
mar is presented in Figure 2. Non-terminal symbols are inside brackets (< and >)
while other symbols are the terminal ones.

The ASRF syntax is a first-order logic-based notation. Each fact is an atom
which consists of a set of terms. Each term is a variable (preceded by ’?’) or a
constant. Furthermore, each term is one of the following types: Subject, Predicate,
Object or Argument. Similarly, each atom is one of the following types: Triple
or Comparison (≤, �=, etc.). Each rule consists of the body B (IF part) and
the head H (THEN part) of a rule (B → H). Both elements contain atoms.
Variables are universally quantified. Moreover, we can use additional operators
like ’or’ statement to express disjunction (only in the body of a rule) which is
in accordance with the OWL 2 RL Profile. Both the body and the head can
contain constants and/or variables in their atoms. In contrast, it is not allowed
in the facts representation. By allowing to use comparisons we support SWRL
Built-ins that can be employed in order to compare values.

The default meaning of the head of each rule is to assert (infer) new triple
(fact). In order for a rule to be applied, all the conditional elements that occur
in the body must hold. For instance, rule (1) follows the ASRF syntax as well
as example facts (2) and (3). Fact (3) is inferred by applying rule (1) to fact (2).

(Triple (S “Person1”)(P “hasSibling”)(O “Person2”)) (2)

(Triple (S “Person2”)(P “hasSibling”)(O “Person1”)) (3)

Our ASRF syntax is similar to the syntaxes of well-known rule languages like
Jess or Clips11. However, it is less powerful and is limited to expressions available
in the OWL 2 RL Profile. For instance, we can not infer about inconsistencies
in a knowledge base.

5 Implementation and Experiments

RuQAR implements our method of transforming OWL 2 ontologies into a set
of rules and a set of facts expressed in the ASRF syntax. The tool is developed
in Java and allows to perform ABox reasoning with two state-of-the-art rule
engines: Jess and Drools. RuQAR is implemented as a library which can be
included in applications requiring efficient ABox reasoning. RuQAR uses the
OWL API [6] to handle ontology files as well as to extract the logical axioms
from the ontology. We use Drools in version 5.5 and Jess in version 7.1.

11 http://clipsrules.sourceforge.net/

http://clipsrules.sourceforge.net/
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<Rule> ::= If <ConditionalAtom>+

Then <Atom>+

<ConditionalAtom> ::= <Atom> |

<Logic-operator> <ConditionalAtom> |

<Comparison>

<Atom> ::= ( Triple ( Subject <Argument> )

( Predicate <Constant> )

( Object <Argument> ) ) |

( Triple <Term>+ )

<Logic-operator> ::= AND | OR | NOT

<Term> ::= ( <TermType> <Argument> )

<TermType> ::= Subject | Predicate | Object

<Comparison> ::= ( <Argument> <Comparator> <Argument> )

<Argument> ::= <Constant> | <Variable>

<Comparator> ::= equal | not equal | greater than |

greater than or equal | less than |

less than or equal | different from

<Fact> ::= ( Triple ( Subject <Constant> )

( Predicate <Constant> )

( Object <Constant> ) )

<Constant> ::= A finite sequence of characters.

<Variable> ::= A finite sequence of characters
without white spaces preceded by '?' sign.

Fig. 2. Abstract Syntax of Rules and Facts in EBNF

We evaluated RuQAR using test ontologies taken from the KAON2 web-
site12: Vicodi13 - an ontology about European history, Semintec14 - an ontology
about financial domain and LUBM15 - an ontology benchmark about organi-
zational structures of universities. We used different datasets of each ontology
(Semintec 0, Semintec 1, etc.) where the higher number means bigger ABox set.

Evaluation schema for each ontology was the following. Firstly, we performed
the TBox reasoning using HermiT. Then, the classified ontology was loaded into
an engine and the ABox reasoning was executed. In each case we recorded the
reasoning time and counted the resulting ABox size. We performed the ABox rea-
soning with the following engines: Jess, Drools and HermiT. We verified that the
reasoners produced identical results (a similar empirical approach is applied in
[3] and [11] in order to compare their OWL 2 RL reasoners with Pellet/RacerPro

12 http://kaon2.semanticweb.org/
13 http://www.vicodi.org
14 http://www.cs.put.poznan.pl/alawrynowicz/semintec.htm
15 http://swat.cse.lehigh.edu/downloads/index.html

http://kaon2.semanticweb.org/
http://www.vicodi.org
http://www.cs.put.poznan.pl/alawrynowicz/semintec.htm
http://swat.cse.lehigh.edu/downloads/index.html


Rule-Based Reasoning System for OWL 2 RL Ontologies 411

and HermiT, respectively). However, HermiT provided more reasoning results in
the LUBM case. It is correct, since only Vicodi is within the OWL 2 RL Profile.
However, this is the main cause of extremely large differences of reasoning times
in comparison to Jess and Drools. Nevertheless, all results inferred by Jess and
Drools were among the results produced by HermiT. In each case we obtained
better performance in ABox reasoning with Jess/Drools than with HermiT. For
instance, for the Semintec 4.owl ontology, appropriate times for Jess, Drools and
HermiT were the following (results were identical): over 3 seconds, over 5 seconds
and over 16 seconds, respectively. As we can see from Figure 3 Jess performed
better than Drools while HermiT was always on the third place. Obtained re-
sults confirm that our method increases the ABox reasoning in comparison to
the DL-based reasoner.

Fig. 3. The ABox reasoning times of the tested ontologies

6 Related Work

The most closely related work is an approach applied in DLEJena [9]. However,
we do not restrict ourselves to one reasoning tool (Jena versus Jess and Drools).
Furthermore, we apply slightly different transformation method - we do not use
template rules to produce instantiated rules but Java-coded generation. Such an
approach do not produce redundant instantiated rules as in [9]. Moreover, in this
approach the entailment rules are generated at runtime while in our methodology
ABox rules are generated before the reasoning process.

A pair of OWL 2 RL reasoners is presented in [11] where Drools and Jess are
used to infer with rules directly representing the semantics of the OWL 2 RL
Profile. Both aforementioned approaches follow the Direct Semantics which is
the same semantics provided by RuQAR.
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Another approach [5] provides OWL 2 RL reasoning and it is based on partial-
indexing for optimising scalable rule-based materialisation using the set of tem-
plate rules similar to DLEJena.

Scalable OWL 2 RL reasoner was presented in [8] where the inference engine
is implemented inside the Oracle database system. This work introduces novel
techniques for parallel processing as well as special optimisations of computing
owl:sameAs relationships.

In [3] a method for storing asserted and inferred knowledge in a relational
database is presented. Moreover, they also propose a novel database-driven for-
ward chaining method which allows to perform scalable reasoning over OWL 2 RL
ontologies with large ABoxes.

7 Conclusions and Future Work

In this paper we presented a transformation method of an OWL 2 ontology into
one set of rules and one set of facts. We proposed Abstract Syntax of Rules and
Facts in which both sets are expressed. Moreover, we described the reasoning
schema, our implementation as well as performed experiments.

The current version of RuQAR is able to perform the ABox reasoning with
considerably better performance than HermiT. Nevertheless, RuQAR is not an
OWL 2 RL conformant16 implementation since it cannot handle arbitrary RDF
graph. However, presented approach results in better reasoning performance,
since some inferences are omitted (unsupported OWL 2 RL/RDF rules).

In the next release we are planning to handle relational database as well as
optimized query processing (currently we can only use query methods available
in forward chaining engines: Jess and Drools). Moreover, we plan to optimize
reasoning process by applying and extending methods described in [3] and in
[1]. Due to the ASRF syntax, applied optimizations will be usable in Jess and
Drools, and in other forward chaining rule engines.

To the best of our knowledge presented work is the first implementation of
the OWL 2 RL reasoning in Drools and Jess (except the work presented in [11]
that implements directly the semantics of OWL 2 RL) which can be applied in
any application requiring efficient ABox reasoning.

We also plan to perform tests with the latest versions of Jess and Drools,
8.0 and 6.0, respectively. It will be useful to check if the reasoning efficiency is
increased in the newer versions. As a result in Drools we will be able to compare
two different algorithms: ReteOO (Drools 5.5) and PHREAK (Drools 6.0).

Acknowledgments. This work has been funded by the Polish National Science
Centre (decision no. DEC-2011/03/N/ST6/01602) and DS 04/45/DS-PB/0105
grant.

16 http://www.w3.org/TR/owl2-conformance/

http://www.w3.org/TR/owl2-conformance/
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Abstract. Ontology reuse has been an important factor in developing
shared knowledge in Semantic Web. The ontology reuse enables knowl-
edge sharing more easily between intelligent ontology-based systems.
However, this cannot completely reduce conflict potentials in ontology
integration. This paper presents a method based on the consensus theory
and a evaluation function of similarity measure between concepts which
is used for a proposed algorithm for ontology integration at the concept
level.

Keywords: consensus theory, ontology integration, concept level, simi-
larity distance.

1 Introduction

The development of Semantic Web enables ontologies of organisations and per-
sonal usages being created heterogeneously. Ontology reuse has been a key factor
in ontol-ogy development in terms of sharing knowledge in Semantic Web. The
ontology re-use enables knowledge sharing more easily between intelligent on-
tological systems. However, this cannot completely reduce conflict potentials in
ontology integration. For instance, Fig. 1 and Fig. 2 show that four experts
from ontology can differently describe the concept of “course”. The question is:
how can we integrate these ontologies? or, how should we deal with this kind of
inconsistency between ontologies?

There are different approaches for ontology integration or more specifically
ontology matching. This paper proposes a consensus theory based method to
resolve this kind of problem.

Our approach will be detailed and structured in this paper as follows: Section 2
formulates the problems of ontology integration and some drawbacks of current
approaches for this problem. Meanwhile, Section 3 presents basic concepts of
consensus theory and definitions of semantic distances. We define the distance
space based on similarity measure between concepts in reference. Based on this,
we propose an ontology integration algorithm for ontology conflicts at concept
level. The paper concluded with discussions in Section 4.

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 414–423, 2014.
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Fig. 1. Excerpt of referenced ontology OREF−TREE

Fig. 2. Excerpt of ontologies of 4 different experts

2 Problems of Ontology Integration

A definition for ontologies integration has proposed in [7] is: “For given ontologies
O1, O2, . . . , On one should determine one ontology O∗ which best represents
them”. The key problem is we have to solve conflicts or inconsistencies between
entities in the ontologies. One classify inconsistencies between ontologies into
the following levels:

– Inconsistency on the instance level: There are several instances with the same
name having different descriptions in different ontologies.

– Inconsistency on the concept level: There are several concepts with the same
name having different structures in different ontologies.

– Inconsistency on the relation level: Between the same two concepts there are
inconsistent relations in different ontologies.

In the last 10 years, the problem of ontology integration has been a challenging
issue which attracts several efforts of ontology research community. Authors
in [3,4] presented some recently mechanisms for ontology integrations. In our
point of view, current approaches have drawbacks. String comparison on entities’
names, or even on terms extracted from entities’ descriptions (by using NLP
techniques) is not sufficient for completely evaluation of the similarity of those
two entities. The reason lied on the synonym and homonym problems. Based
on ontology graph structure, we can have better results, but we would face the
complexity of the problem, especially in ontology with a big number of entities.
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In recent years, consensus theory [1] has been used for resolving conflicts in
ontologies and gained several good results: In [7] (2007) and [2] (2011), authors
have proposed algorithms for integrating inconsistent ontologies on concept level.
However, in our point of view, these algorithms only focus on attribute list of the
integraton structure of the concept. This paper propose an algorithm not only
generate the attribute list of the integration structure of the concept but also
calculate domains of attributes, especially attributes that reference to concepts.

3 Resolving Inconsistency between Ontologies at Concept
Level Using Consensus Theory

3.1 Consensus Theory

Consensus theory [1] is an appropriate tool to build collective intelligence. Several
results of consensus theory using for knowledge integration have been proposed
in [7]. In this section, we show some basic notations which are directly used in
the problem of ontology integration.

By U we denote a finite set of objects representing possible values for a
knowledge state. We also denote:

– Πk(U) is the set of all k-element subsets (with repetitions) of set U (k ∈ IN,
set of natural numbers).

– Π(U) =
⋃

k∈IN Πk(U) is the set of all nonempty subsets with repetitions of
set U. An element in Π(U) is called as a conflict profile.

Definition 1 - Distance function.
A distance function d : U ×U → [0, 1] is defined so that it has these following
features:

1. Nonnegative: ∀x, y ∈ U : d(x, y) ≤ 0 ,
2. Reflexive: ∀x, y ∈ U : d(x, y) = 0⇔ x = y ,
3. Symmetrical: ∀x, y ∈ U : d(x, y) = d(y, x) .

We call the space (U, d) which is defined in the above way is a distance space.
With an X ∈ Π(U), we denote:

– d(x,X) =
∑

y∈X d(x, y), with x ∈ U .

– dt mean(X) = 1
M(M+1)

∑
x,y∈X d(x, y), with M = |X| .

– dmin(X) = minx∈U d(x,X) .

Definition 2 - Consensus function.
By a consensus function in space (U, d), we mean a function

C : Π(U)→ 2U .

For a conflict profile X ∈ Π(U), the set C(X) is called the representation of X,
and an element in C(X) is called a consensus of profile X. C(X) is a normal set
(without repetitions).
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Consensus functions need to satisfy some postulates [7] in order to elect the
“proper” representation(s) from a conflict profile. The mostly used consensus
function are O1-functions. The functions C(X),X ∈ Π(U), of this kind satisfy
the so-called O1-postulate [7]:(

x ∈ C(X)
)⇒ (d(x,X) = miny∈U d(y,X)

)
.

Definition 3 - Criteria for Consensus Susceptibility.
Not from any conflict profile we can choose a consensus solution in general and
O1-consensus in specifically. We say that, profile X is susceptible to consensus
in relation to postulate O1 iff:

dt mean(X) ≥ dmin(X) .

3.2 Integrate Inconsistent Ontologies on the Concept Level Using
O1-function

Definition 4 - Ontology.
An ontology is a quadruple 〈C, I,R,Z〉, where:

– C is a set of concepts (classes).
– I is a set of instances of concepts.
– R is a set of binary relations defined on C.
– Z is a set of axioms which are formulae of first-order logic and can be

interpreted as integrity constraints or relationships between instances and
concepts, and which cannot be expressed by the relations in set R, nor as
relationships between relations included in R.

Definition 5 - The real world.
Let A is a finite set of attributes. Each attribute a ∈ A has a domain Va. Let
V =

⋃
a∈A Va, we call (A,V) as a real world. A domain ontology that refers to

the real world (A,V) is called (A,V)-based.

Definition 6 - Structure of a concept.
A concept in an (A,V)-based ontology is defined as a triple (c,Ac,Vc), where:

– c is the unique name of the concept,
– Ac ⊆ A is a set of attributes describing the concept,
– Vc =

⋃
a∈Ac Va is the domain of attributes (Vc ⊆ V) .

The pair (Ac,Vc) is called the structure of concept c .

Definition 7 - Relations between attributes.
Two attributes a, b in structure of a concept can have following relations:
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– Equivalence: a is equivalence to b, denoted as a ↔ b, if a and b reflect the
same feature for instances of the concept. For example, occipation↔ job .

– Generalization: a is more general than b, denoted as, a → b, if information
given by property a including information given by property b. For example:
dayOfBirth→ age .

– Contradiction: a is contradictory with b, denoted as a ↓ b, if their domains
are the same two-element set and values of them for the same instance are
contradictory. For example: isFree ↓ isLent, where VisFree = VisLent =
{true, false} which can be used to describe instances in the Book concept
whether its instances’ property isFree changed to isLent .

Definition 8 - The ontology integration problem on the concept level.
Let O1, O2, . . . , On, (n ∈ IN) are (A,V)-based ontologies. Let the same concept
c belong to Oi is (c,Ai,Vi), i = 1, 2, . . . , n. From the profile X =

{
(Ai,Vi) :

i = 1, 2, . . . , n
}

, we have to determine the pair (A∗,V∗) which presents the best
structure for the concept c.

Postulates for Optimised Integration (A∗,V∗) Inspired by [7], we formu-
late the following postulates for determination of pair (A∗,V∗) .

P1. For a, b ∈ A =
n⋃

i=1

Ai and a↔ b , all occurrences of a in all sets Ai may be

replaced by attribute b or vice versa.
P2. If in any set Ai attributes a and b appear simultaneously and a → b then

attribute b may be removed.

P3. For a, b ∈ A =
n⋃

i=1

Ai and a ↓ b , occurrences of a in all sets Ai may be

replaced by attribute b or vice versa.
P4. Occurrence of an attribute in set A∗ should be dependent only on the ap-

pearances of this attributes in sets Ai.
P5. An attribute a appears in set A∗ if it appears in at least half of sets Ai.
P6. Set A∗ is equal to A after applying postulates P1-P3.
P7. For each attribute a ∈ A∗, its domain V∗

a is determined so that:

da(V∗
a,Xa) = min

{
da(Va,Xa) : Va ∈ Ua

}
,

where:
• Xa is the conflict profile which is formulated from domains Vi

a, i =
1, . . . , n.
• Ua is the universe set, contains all possible values for Va.
• da is the distance function between elements in Ua.

Postulates P1-P6 are adapted to ones in [7]. We propose the P7 postulate to
gain the result of consensus theory. More specifically, we use the O1 function to
determine the optimal domain for the attribute a ∈ A∗. It is important to formu-
late distance space (Ua, da) for using O1 function to find the consensus domain.
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The important issue is about appropriately defining space distance (Ua, da) to
compute the optimised solution for the ranges of properties in integration set.

In the remain part of this paper, we are going to describe the way how
to formulate the space distance and integration algorithm according to these
postulates.

Formulate the Distance Function between Two Concepts There are
several ways to measure the similarity between concepts in an ontology. In this
paper, we use idea of [5]. According to these authors, we allocate weight values
to the edges between concepts:

w(parent, child) = 1 +
1

2depth(child)

where, depth(child) present the depth of concept child from the root concept
in ontology hierarchy. The so-called semantic distance between concepts can be
determined using Algorithm 1 [5]:

Algorithm 1. Calculate semantic distance between concepts

Input: Concepts c1, c2 in ontology hierarchy.
Output: Semantic distance between c1, c2, denoted as Sem Dis(c1, c2)
begin

if (c1, c2 is the same concept) then
Sem Dis(c1, c2) := 0;

else if (there exists the direct path relation between c1 and c2) then
Sem Dis(c1, c2) := w(c1, c2);

else if (there exists the indirect path relations between c1 and c2) then
Determine shortestPath(c1, c2) is the shortest path from c1 to c2 in
the ontology hierarchy;
Sem Dis(c1, c2) :=

∑
(ci,cj)∈shortestPath(c1,c2)

w(ci, cj);

else
Determine cpp = the nearest common parent concept of the two
concepts c1, c2;
Sem Dis(c1, c2) :=
min{Sem Dis(c1, cpp)}+min{Sem Dis(c2, cpp)};

end

end

We can see clearly that, the Sem Dis function is not normalized, i.e. its values
may be out of [0, 1]. We can normalise it and formulate a distance space (U, d)
from the ontology hierarchy like this:

– U: the set of concepts in the ontology hierarchy.
– d : U×U→ [0, 1]

d(c1, c2) "→ 1− 1
Sem Dis(c1,c2)+1
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Algorithm for Determining the Optimal Integration Based on the
Consensus Based on postulates that are presented in previous section, we
propose an algorithm for determining integration structure for concept c from
element ontologies O1, O2, . . . , On (Algorithm 2).

Algorithm 2. Determine the optimal integration structure for concept
Input:

– Conflict profile X =
{
(Ai,Vi), i = 1, . . . , n

}
, where (Ai,Vi) is structure of concept c in ontology Oi.

– Ontology hierarchy OREF−TREE that use for reference. CREF−TREE is the set of concepts in the

ontology OREF−TREE .

– Distance space (U, d) that formulate for ontology OREF−TREE as in previous section

(U = CREF−TREE).

Output: Pair (A∗,V∗) present the best structure of concept c.
begin

Step 1 Set A∗ :=
⋃n
i=1 Ai;

Step 2 foreach a, b ∈ A∗ do
if ((a ↔ b) and (a does not occur in relationships with other attributes from A∗)) then

Set A∗ := A∗ \ {a};
end

if ((a → b) and (b does not occur in relationships with other attributes from A∗)) then
Set A∗ := A∗ \ {b};

end

if ((a ↓ b) and (b does not occur in relationships with other attributes from A∗)) then
Set A∗ := A∗ \ {b};

end

end

Step 3 foreach a ∈ A∗ do

if (the number of occurrences of a in pairs (Ai,Vi) is smaller than n
2

) then

Set A∗ := A∗ \ {a};
else

Set Xa := {V1, V2, . . . ,Vk} where Vj is the domain of attribute a in pairs (Ai, Vi)

and Vj ∈ CREF−TREE , j = 1, . . . , k, i = 1, . . . , n;

if (Xa is susceptible to consensus in relation to postulate O1) then
Determine V∗

a as O1 consensus in distance space (U, d):

d(V∗
a, Xa) = min{d(Va, Xa) : Va ∈ U} ;

Set V∗
a as domain of attribute a in A∗;

else
Set A∗ := A∗ \ {a};

end

end

end

Step 4 foreach a ∈ A∗ do
if (there is a relationship a ↔ b or a → b or a ↓ b) then

A∗ := A∗ ∪ {b}
end

end

end

We have remarks for this algorithm:

– The complexity of the algorithm is O(m3) where m =
∣∣⋃n

i=1 A
i
∣∣ (m is the

number of different attributes from sets Ai, i = 1, . . . , n).
– The algorithm only show way to determine optimal attributes for ones has

domain in the ontology hierarchy OREF−TREE . For attributes which have
other kinds of domain (such as range of numbers) we can still use consensus
theory to determine optimal domain (solution in [6] is an example).

– The algorithm determines consensus structure for concept c in both com-
ponent: attributes and their domains. We can make some modifications in
step 3 of the algorithm to get some interesting results:
• Get V∗

a from Xa rather than from Ua, i.e: da(V∗
a,Xa) = min

{
da(Va,Xa):

Va ∈ Xa

}
. We can use this condition in cases that CREF−TREE contains

a large of concepts so that the algorithm has less time to run.
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• If Xa is not susceptible in relation to O1, we can choose V∗
a as the

common parent concept of concepts in Xa rather than remove attribute
a from A∗.

We consider a small example for our algorithm: Let (A,V) is a real world
where:

– A = {cid, isTaughtBy, isF inish, isActive, sched, tkb} 1

– Vcid = [1, 1000]
– VisTaughtBy = {AscProf, Prof,AssiProf,AcademicStaffMember}
– VisF inish = {Y es,No}
– VisActive = {Y es,No}
– Vsched = {Mon, Tue,Wed, Thurs, Fri, Sat, Sun}
– Vtkb = {2, 3, 4, 5, 6, 7, 8}

Relationships between the attributes: {tkb↔ sched, isF inish ↓ isActive}
Concepts of ontologies which are reference to ontology OREF−TREE (Fig. 1).

First of all, we formulate distance space (U, d): Weight of edges in ontology
OREF−TREE :

– w[Person,AcademicSM ] = 1 + 1/2 = 1.5
– w[AcademicSM,AscProf ] = 1 + 1/22 = 1.25
– w[AcademicSM,Prof ] = 1 + 1/22 = 1.25
– w[AcademicSM,AssiProf ] = 1 + 1/22 = 1.25

Table 1. Structures of concept Course from 5 ontologies

Ontology Structure of concept Course

O1

{
(cid, [1, 1000]), (isActive, VisActive), (sched, Vsched), (isTaughtBy,AssiProf)

}

O2

{
(cid, [1, 1000]), (isF inish, VisF inish)

}

O3

{
(isActive, VisActive), (tkb, VisF inish), (cid, [1, 1000])

}

O4

{
(cid, [1, 1000]), (isTaughtBy,Prof)

}

O5

{
(cid, [1, 1000]), (isTaughtBy,AssiProf)

}

Result for step by step adapt to the algorithm:

– Step 1: A∗ = {cid, isActive, sched, isTaughtBy, isF inish, tkb}.
– Step 2: Remove 2 attributes isF inish and tkb from A∗. After this step, we

have: A∗ = {cid, isActive, sched, isTaughtBy} .
– Step 3:
• Consider cid: This attribute occurs 4 times in sets Ai. By [6] we set its

domain V∗
cid = [1, 1000].

1 tkb is an acronym for “thoi khoa bieu” in Vietnamese, which is equals to “schedule”
in English.
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• Similarly, consider isActive: This attribute occurs 3 times (> 5/2), and its
domain is V ∗

isActive = {Y es,No}.
• Consider sched: It occurs 2 times (< 5/2). So we remove it from A∗. Now,

we have: A∗ = {cid, isActive, isTaughtBy} .
• Consider isTaughtBy. It occurs 3 times (> 5/2) in sets Ai and, the domains

reference to OREF−TREE . Set XisTaughtBy = {2∗AssiProf, Prof} (it means
that, the concept AssiProf occurs 2 times in the profile). We easily get these
folowing results:
∗ d(Person, Prof) = 0.73
∗ d(AcademicSM,AscProf) = d(AcademicSM,Prof)

= d(AcademicSM,AssiProf ) = 0.56
∗ d(Prof,AssiProf) = 0.71
∗ d(Person,X) = 0.55
∗ d(Prof,X) = 0.36
∗ d(AssiProf,X) = 0.18
∗ d(AssocProf,X) = dt−mean(XisTaughtBy) = 0.238
∗ dmin(XisTaughtBy) = min

{
d(Person,X), d(AcademicStaffmember,X),

d(Prof,X), d(AssiProf,X), d(AscProf,X)
}

= 0.18 = d(AssiProf,X)
We have dt−mean(XisTaughtBy) ≥ dmin(XisTaughtBy). So profile XisTaughtBy

is susceptible in relation to postulate O1. And the domain of isTaughtBy is
V ∗
isTaughtBy = AssiProf .

– Step 4: Add the attribute isF inish back to A∗.
Finally, we have the structure of the concept course is:

(A∗,V∗) = {(cid, [1, 1000]), (isActive, {Y es,No}), (isF inish, {Y es,No}),
(isTaughtBy,AssiProf)}

4 Conclusion

In this paper, we use a way to formulate distance space from a similarity mea-
sure of concepts and use it for develop an algorithm determining integration of
ontologies which are conflict on concept level. The paper showed that consensus
theory is an appropriate and effective way for ontology integration problem.

In the future, we would like to analyse the opportunities of using other con-
sensus functions for determining consensus integration. We also would like to
apply the approach of this paper for other level of conflict in ontologies.
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Pázmány Péter sétány 1/C, 1117 Budapest, Hungary

{balhal,bamrabi,enpraai,kiss}@inf.elte.hu

Abstract. In our paper we compare two centrality measures of net-
works, namely betweenness and Linerank. Betweenness is a popular,
widely used measure, however, its computation is prohibitively expen-
sive for large networks, which strongly limits its applicability in prac-
tice. On the other hand, the calculation of Linerank remains manageable
even for graphs of billion nodes, therefore it was offered as a substitute
of betweenness in [4]. Nevertheless, to the best of our knowledge the
relationship between the two measures has never been seriously exam-
ined. As a first step of our experiments we calculate the Pearson’s and
Spearman’s correlation coefficients for both the node and edge variants
of these measures. In the case of the edges the correlation is varying but
tends to be rather low. Our tests with the Girvan-Newman algorithm
for detecting clusters in networks [7] also underlie that edge betweenness
cannot be substituted with edge Linerank in practice. The results for
the node variants are more promising. The correlation coefficients are
close to 1 almost in all cases. Notwithstanding, in the practical applica-
tion in which the robustness of social and web graphs to node removal
is examined node betweenness still outperforms node Linerank, which
shows that even in this case the substitution still remains a problematic
issue. Beside these investigations we also clarify how Linerank should be
computed on undirected graphs.

Keywords: big data, networks, centrality measures, betweenness, Lin-
erank.

1 Introduction

In a network centrality measures indicate the importance, interestingness of the
nodes and the edges and they play a crucial role in many solutions to practical
problems e.g. who are the most influential opinion-shapers in a community, which
web pages contain the most relevant information about a certain topic [8] or
which nodes should be deleted from a network in order to make the system
to fall to pieces [2]. In [4] centrality measures are divided into three families.
The first group is constituted by the degree related measures, the second group
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consists of the diameter related measures, while the third group contains the
flow based measures. We focus on the last group in our paper. Here, flow refers
to the amount of information that may pass through a node or an edge. The
most important member of this group, betweenness centrality, was proposed by
Freeman1. For a given node v, it measures the ratio of those shortest paths that
go through v. Formally, vbet =

∑
u,w

bu,v,w

bu,w
, where bu,w and bu,v,w respectively

denote the number of the shortest paths between nodes u, w and the number of
those shortest paths from the previous ones that pass through v. The definition
of this measure on edges can be formulated in a similar way.

Unfortunately, the computation of the exact values of betweenness is pro-
hibitively expensive for large networks. For the ’node-variant’ the best known
algorithms work in time O(nm), where n denotes the number of nodes, while m
the number of edges in a graph [4]. For this reason several attempts have been
made to estimate the value of betweenness by using a carefully selected sample.
As an orthogonal direction in [4] a new flow based centrality measure, Liner-
ank, was introduced whose computation remains practically manageable even
for graphs of billion nodes. As its name suggests the definition of Linerank was
greatly inspired by Pagerank [8]. Roughly speaking, in the first step the original
graph is transformed into the corresponding line graph on which the Pagerank
values of the nodes are calculated. Since in a line graph the nodes represent the
edges of the original graph by accomplishing the previous step one gains values
measuring the importance of edges in a similar way as Pagerank measures the
importance of nodes. However, we want to emphasize that in [4] this measure
on edges has not been introduced, Linerank has been only defined on nodes.
Our results below confirm that this was a wise decision indeed. Nevertheless, in
what follows we will refer to this measure as edge Linerank. In order to obtain a
measure on nodes the previous scores of the incident edges of a node should be
aggregated. The details will be given in Section 2.

In [4], however, the relationship between the newly proposed measure and the
older variant was not investigated thoroughly. In our paper we compare node
and edge betweenness with node and edge Linerank respectively from different
aspects. First, the Pearson’s and Spearman’s correlation coefficients are calcu-
lated both on real world and generated graphs. It turns out that the correlation
between node Linerank and betweenness is higher than 0.9 almost in all cases,
whereas for the edge versions it ranges from 0.2 to 0.7. These results suggest that
node Linerank is a very promising candidate for substituting node betweenness,
while this interchangeability is far more questionable for the edge variants.

After these initial results we study two practical applications of the between-
ness measure and examine whether it can be substituted with Linerank without
significantly worsening the performance of these methods. Firstly, we consider
the Girvan-Newman community detection algorithm [7]. Here, edges are removed
from the graph according to the decreasing order of their betweenness values.
However, after the removal of the edge with the highest betweenness score the

1 Strictly speaking, Anthonisse introduced this measure earlier than Freeman in a
technical report, however, this work has never been published [7].
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betweenness values of the remaining edges should be recalculated in each step.
Sooner or later the graph falls to pieces and the resulting components are to be
considered as communities. Of course, later these clusters may also go to pieces.
The hierarchy of communities is depicted by means of a dendrogram. Each level
of this tree represents a possible clustering. In the last step the one with the
highest modularity is chosen to be the final solution.

In our experiment instead of betweenness we calculated the Linerank value
of the edges. In the comparison we used the same random benchmark graphs as
in the calculation of the correlation coefficients. This model [5] generates graphs
with communities, whose sizes vary according to a power law distribution with
exponent β. The degree distribution is also assumed to be power law with ex-
ponent γ. Beside these parameters one can specify a mixing parameter μ s.t.
each node shares a fraction 1−μ of its edges with the nodes of its cluster and a
fraction μ with the other nodes of the graph. The number of nodes is also given
as a parameter. In order to evaluate the performances of the betweenness and
Linerank versions of the Girvan-Newman algorithm we applied normalized mu-
tual information, since it is a widely used measure for testing the effectiveness of
network clustering algorithms [3]. The results clearly show that the betweenness
version significantly outperforms the Linerank version. On the one hand, this
is not surprising since we have already observed that the correlation between
these two measures is varying and it is never too strong. On the other hand,
in their original paper Girvan and Newman tried three different variants of the
betweenness measure and they found that the quality of the clusterings was not
affected noticeably by the choice of the centrality measure. Our analysis reveals
that this is no longer the case in the case of Linerank.

Secondly, we repeated the experiments of Boldi et al. in which they examined
which nodes have the strongest impact in determining the structure of a network
[2]. Or, in other words, which node-removal order influences this structure the
most. They considered several centrality measures including Pagerank, harmonic
centrality and betweenness. They removed the nodes in decreasing order accord-
ing to these measures. Contrast to the Girvan-Newman algorithm however, in
this case the order of the removal was fixed in the first step, which means that
the aforementioned values were not recalculated after each deletion. The authors
reported that in several cases betweenness outperformed the rest of the candi-
dates. In our research instead of taking into account several centrality measures
we focused solely on node betweenness and Linerank. Unlike in the previous case
the difference between the performance of these two measures was unnoticeable
for the generated benchmark graphs. However, in the case of real world graph
networks betweenness outperformed Linerank again. This indicates that in prac-
tice one should still be careful when node betweenness is to be substituted with
node Linerank.

The paper is organized as follows. In Section 2 the computation of Linerank
is explained in more detail. Next, in Section 3 the results of our experiments
are delineated. In Section 3.1 the Pearson’s and Spearman’s correlation coeffi-
cients are calculated. Then, in Section 3.2 edge betweenness is compared to edge
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Fig. 1. (a) A graph G with weights. (b) L(G). (c) An undirected graph H . (d) H̃ . (e)
L(H̃). (f) The result of substituting the undirected edges of H with bidirected edges.
(g) The line graph of the graph on (f).

Linerank by using the Girvan-Newman algorithm. Afterwards, in Section 3.3 the
node variants are considered in order to determine the node removal order in
networks and then to assess the influence of these removal orders. Finally, in
Section 4 we conclude by summarizing our work.

2 The Computation of Linerank

As it has already been outlined in the introduction for a graph G Linerank is
calculated by first constructing the line graph of G denoted by L(G). In a line
graph each edge of the original graph is represented by a node. Let G be a
directed graph and let e1 = (u1, v1), e2 = (u2, v2) be edges of G. In L(G) there
is an edge from the node representing e1 to the node representing e2, if and
only if v1 coincides with u2, i.e., the target node of e1 is the same as the source
node of e2. Furthermore, if e1, e2 are weighted edges with weights w1 and w2

respectively, then the weight of the previous edge in the line graph is defined
to be product of w1 and w2. An example can be seen in Fig. 1. (a) and (b). In
what follows we consider such graphs, whose neigbouring edges have the same
weights, i.e., if a node has k outgoing edges, then each of these edges has weight
1
k . We call these graphs uniformly weighted.

Proposition 1. Let G be an arbitrary uniformly weighted graph and let v be an
arbitrary node of L(G). Then, each outgoing edge of v has the same weight.
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Proof. First, note that the target nodes of the outgoing edges of v represent
neighbouring edges in the original graph, i.e., their source node is the same,
which means that their weights are equal to each other. In L(G) the weight of
the outgoing edges of v is computed as the product of the previous weight and
the weight of the edge represented by v.

On the line graph a random walker at the current step either moves to a
neighbouring node with probability β, or jumps to a random node with proba-
bility 1−β. If the walker moves to a neighbouring node, then she decides among
the candidates according to the weights of the joining edges. Thus, for uniformly
weighted graphs each neighbouring node has the same probability to be visited
(Proposition 1). We seek the stationary probabilities of this random walk. Or,
to put in other words Pagerank is to be computed on the line graph. However,
the size of the line graph can be much larger than that of the original graph
which may render the explicit construction of the adjacency matrix unfeasible.
Therefore, in [4] this adjacency matrix is decomposed into two sparse matrices
by means of which the stationary probabilities can be computed efficiently. In
the last step for each node of the original graph the scores of its incident edges
are aggregated.

The original paper does not detail how Linerank should be calculated over
undirected graphs. It is tempting to substitute each undirected edge with two
oppositely directed edges. However, this approach would result in completely
useless Linerank values. To be specific for graph G denote G̃ the result of the
previous construction. Then the following statement can be proven.

Proposition 2. Let G be an undirected graph. For each node u of L(G̃) the
outdegree of each of the in-neighbours of u is the same as the indegree of u. (An
in-neighbour is defined to be the source node of an ingoing edge of u.)

Proof. First, note that if the indegree of a node v in G̃ is k, then the outdegree
of v is also k, which is a straightforward consequence of the definition of G̃. The
statement obviously follows from this observation, since in this case the indegree
of the representative of an outgoing edge – denote it u – of v in L(G̃) is also k.
What is more, the outdegree of each of the in-neighbours of u is also k as they
correspond to the ingoing edges of v. Consider an example in Fig. 1. (c)-(e).

Corollary 1. For an arbitrary undirected, uniformly weighted graph G the sta-
tionary probabilities are the same for each node of L(G̃).

Proof. The statement is a straightforward consequence of Propositions 1 and 2.

Thus, instead of adding extra edges the line graph should be constructed as
if the original undirected edges were bidirected. An example can be found in
Fig. 1. (c), (f)-(g). Our experiments have shown that this construction avoids
the preceding anomaly. What is more, it also saves a considerable amount of
memory space.
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Fig. 2. (a) Node betweenness and Linerank values for the polblogs dataset. (b) Edge
betweenness and Linerank for the same dataset. (c) Pearson’s correlation coefficients
for the benchmark graphs with 5000 nodes. (d) Spearman’s correlation coefficients for
the same set of benchmark graphs.

3 Experiments

3.1 The Correlation between Linerank and Betweenness

As a first step in our investigation we calculated the betweenness and Linerank
values of the nodes and the edges of real world graphs. In all cases the scatter
plots suggested a strong correlation between the node Linerank and between-
ness values, whereas for the edge variants the relationship remained somewhat
blurred. As a typical example in Figure 2 (a) and (b) we have included the plots
belonging to the polblogs dataset [1], a directed network of hyperlinks between
weblogs on US politics recorded in 2005 with 1490 nodes and 19090 edges. Beside
the aforementioned real world graphs we also conducted the same experiment on
random graphs described in the introduction. Owing to the costly computation
of the exact betweenness values we used graphs of rather smaller sizes, namely
with 1000 and 5000 nodes. The γ exponent of the power law distribution of the
degrees was set to 2, while the β exponent of the power law distribution of the
sizes of the clusters was chosen to be 1. We further distinguished two cases. In



430 B. Kósa et al.

the first case we worked with rather large clusters whose size ranged between
20 and 100 nodes, while in the second case this size ranged between 10 and 50.
The mixing parameter varied between 0.1 and 0.6 with steps of 0.1. The plots
revealed the same connection between the Linerank and betweenness values as
in the case of the real world graphs.

Next, to quantify this relationship we calculated the Pearson’s and Spearman’s
correlation coefficients of the two measures. For the polblogs dataset these values
were high for the node variants of the centrality measures: Pearson’s: 0.82 Spear-
man’s: 0.89; while for the edge variants the correlation turned out to be much
weaker: Pearson’s: 0.15 Spearman’s: 0.26. In the case of the random benchmark
graphs we generated 10 graphs for every parameter settings and took the average
of the results. In Figure 2 (c) and (d) the relevant diagrams can be found for
graphs with 5000 nodes. The curves for the graphs with 1000 nodes look like
almost exactly the same. Interestingly, both for the node and edge variants the
correlation between the centrality measures increases as the boundaries among
the clusters becomes blurred. However, for the node versions it is very high in all
cases and as the value of the mixing parameter grows the correlation approaches
to 1, whereas for the edge variants the correlation becomes higher only when the
clusters literally disappear from the graph.

3.2 Edge Betweenness versus Edge Linerank, the Girvan-Newman
Algorithm

In order to assess the applicability of the edge Linerank in practice we imple-
mented two versions of the well-known Girvan-Newman algorithm [7] for de-
tecting communities in a network. The first version uses edge betweenness for
finding the next edge to remove from the graph as in the original paper, whereas
the second applies edge Linerank for this purpose. To compare the performance
of the two variants we employed normalized mutual information [7], which is a
frequently used measure for testing community detection algorithms.

In our experiments we used the same set of random benchmark graphs as in
the previous case. Again, we generated 10 graphs with every parameter setting
and we took the average of the normalized mutual information values. The be-
haviour on graphs with 1000 and 5000 nodes was indistinguishable, therefore we
only included the diagrams related to the graphs with 5000 nodes. As the plots in
Fig. 3. (a) and (b) clearly show the betweenness version of the Girvan-Newman
algorithm significantly outperforms the Linerank version. Indeed, the scores of
the latter are extremely low, which indicates the unusability of this method
in practice. Of course, one may anticipate this result from the observations of
the previous subsection, however, the former experiments only revealed that the
correlation between the edge Linerank and betweenness values was rather low
especially when the graphs contained quite definite clusters, but they did not
foretell the superiority of betweenness. What is more, although these results
suggest the inapplicability of edge Linerank for detecting clusters, since the cor-
relation in the case of more scattered graphs was higher, the measure may still
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Fig. 3. (a) Effectiveness of GN algorithm versions on the benchmark graphs with larger
clusters. (b) The same information for the benchmark graphs with smaller clusters.

prove to be useful in certain scenarios, where the presence of clusters is not so
remarkable.

3.3 Node Betweenness versus Node Linerank, the Robustness of
Networks to Node Removal

After testing the applicability of edge Linerank we tried to find out to what
degree node betweenness can be substituted with node Linerank in a practical
application. For this purpose using node Linerank and betweenness we conducted
the experiment of Boldi et al. again in which they tested to what extent the node
removals can disrupt the structure of the web and social networks [2]. More
precisely, in the course of node removal ϑm edges are deleted, where m denotes
the number of edges and 0 ≤ ϑ ≤ 1. In the first step one defines an order among
the nodes by using a measure and then considering the nodes in decreasing order
starts to remove their incident edges. As soon as the number of the deleted
edges becomes greater than or equal to ϑm, the process stops. The authors were
interested in how the node removal orders based on different measures influence
the fraction of reachable pairs as ϑ increases. They also wanted to assess the
divergence between the distance distributions of the old and new graphs. They
tried several different approaches to measure these changes and they have found
that the relative harmonic-diameter change reflects the differences the best.

In our own experiments again we used both generated and real world graphs.
However, in this case we increased the number of nodes of the random graphs to
10000 and 50000. Accordingly, the sizes of the clusters also were also set higher.
For the larger clusters these values ranged between 40 and 200, whereas for the
smaller clusters between 20 and 100. The rest of the parameters remained the
same. As the diagrams in Fig. 4. (a) and (b) show the results are indistinguishable
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Fig. 4. (a) The relative harmonic-diameter change for the benchmark graphs with
increasing ratio of the deleted edges (the mixing parameter is fixed). (b) The same
data with varying mixing parameters (the ratio of the deleted edges is fixed). (c) The
relative harmonic-diameter change for the CA-AstroPh network. (d) The scatter plot
of the node betweenness and Linerank values for the CA-AstroPh network.

for node Linerank and betweenness. We only plotted the data belonging to the
benchmarks graphs with 50000 nodes and larger clusters, however, the rest of the
diagrams look exactly the same. Neither the changes of the mixing parameter
nor the increase in the ratio of deleted edges influences this behaviour.

Nonetheless, in the case of real world graphs the scenario is somewhat less
straightforward. As one can see in Fig. 4. (c) for the CA-AstroPh dataset [6],
which is the collaboration network from the e-print ArXiv in the Astro Physics
category (nodes: 18772, edges: 198110), the difference between the relative
harmonic-diameter change is more significant. On the other hand, as the scatter
plot in Fig. 4. (d) suggests the correlation between node Linerank and between-
ness is still high. We experienced the same phenomenon for several real world
graphs, which indicates that although the correspondence between the two mea-
sures seems to be strong, in practice one should still be careful, when node
betweenness is to be substituted with node Linerank.
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4 Conclusions

In our paper we compared two flow based centrality measures betweenness and
Linerank. We have found that in the case of edges the correlation between these
measures varies but tends to be rather low. Our experiments with the Girvan-
Newman algorithm also underlined that edge betweenness cannot be substi-
tuted with edge Linerank in practice. The results for the node variants are more
promising. In our tests both Pearson’s and Spearman’s correlation coefficients
were close to 1 in most of the cases. For the generated benchmark graphs this
strong correspondence persisted in the practical application in which we exam-
ined the robustness of social and web graphs to node removal. However, for
real world graphs, although the correlation seemingly remained high, node be-
tweenness outperformed node Linerank. This which shows that even in this case
the substitution of the former with the latter remains problematic. Beside these
investigations we have also clarified how Linerank should be computed on undi-
rected graphs.
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Abstract. Hierarchical structures have became a common data struc-
ture in modern applications, thus the needs to process them efficiently
has increased. In this paper we provide a full description of a mathemat-
ical model of complex tree integration, whicha allows the representation
of various types of hierarchical structures and integration tasks. We use
this model to show that it is possible to decompose some integration
tasks by splitting them into subtasks. Thanks to this procedure it is pos-
sible to solve large integration tasks faster, without the need to develop
new, less computationally complex, algorithms. Decomposition is an im-
portant step towards developing methods of multi-stage integration of
hierarchical structures.

1 Introduction

In recent years hierarchical and graph-based data structures have become more
common in both theoretical and practical applications. Many papers use thesauri
and ontologies, while applications store data in XML format. With the spread
of hierarchical structures, the need for more efficient tools for processing them
has increased significantly. In this paper we show that it possible to decompose
some integration tasks for trees into sub-tasks, thus increasing the speed without
developing brand new tools.

In our previous work we developed both a mathematical model of hierarchi-
cal structures that facilitates integration [10] and various properties [11] and
algorithms for such [12]. Recently we have found the model lacking and had to
modify it [9]. The general outline remains unchanged: we introduce the notion
of criteria that describe the integration of terms of input structures in relation
to output structures (i.e. what relation the result has to the input). This allows
to precisely define the aim of some integration task. It also allows mathematical
analysis of the integration task.

In this paper we elaborate on our previous hypothesis, that it is possible to
decompose integration tasks for some criteria [11]. We understand decomposition
as 1) diving the set of inputs 2) integating the subsets 3) integrating the results of
subtasks into the final result. This allows decreasing the processing time without
any modification to the integration algorithm (computational complexity of the
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algorithm remains the same). Decomposition is an important step towards a
more important area of research - multi-stage integration.

This paper is organized as follows: in Section 2 we present similar research
into creating mathematical models of tree integration; in Section 3 we define the
model of complex tree integration that allows the further analysis; in Section 4
we analyze the decomposition properties of some criteria; we conclude this paper
with some final remarks and future work aspects in Section 5.

2 Related Works

Criteria-based approach to integrating hierarchical data structures was researched
multiple times in the literature, mostly in relation to facilitating XML document
processing. The most interesting approach may be attributed to Passi and Madria
[8,13] who propose general criteria for integration, based on previous research in
database area. Out of the three main criteria they propose, in this paper we make
use of completeness and correctness (integrated tree should include and correctly
represent all concepts from input schemas and the integrated schema should repre-
sent the union of input schema domains) and minimality (if an element occurs mul-
tiple times in different input trees, it should occur only once in the integrated tree).
The understandability criterion proposed by these authors cannot be adapted to
the mathematical model proposed in this paper, as the authors provide them more
in form of general guidelines for designing integration algorithms.

A formal research into hierarchical structure integration that is very similar
to the one discussed in this paper was done in a series of works [6,7,14]. They
analyze both technical criteria as a means to classify integration algorithms
(element vs. structure, language vs. constraint, etc.) and criteria describing the
produced output (e.g. schema similarity as a measure of the relation between
the number of correctly mapped elements in input trees to the total number
of elements, precision and recall based on information retrieval measures as the
relation between the number of correctly mapped nodes to all mapped nodes, and
the number of nodes correctly mapped by the automatic systems to the number
of nodes mapped by the user). Much of our earliest mathematical models was
based on this research.

Mathematical models of integration tasks were first analyzed in [1] and all
later research related to it. It is one of first research papers on tree integration.
It proposed the median approach, that is finding a single solution to multicon-
sensus function that averages the input trees the most (the sum of distances
to all input trees is minimal). As this problem was later proved NP-hard [3],
multiple approximate algorithms were proposed to solve it [2,4,5], each adding
more mathematical apparatus the area.

3 Integration Model

Due to numerous restrictions of existing data structures we were forced to
define the Complex Tree to best represent the integration process. Our first
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definition from [10] is lacking when it comes to fully describing the decompo-
sition properties of trees, so in our most recent work [9] we propose a new
approach.

First we define a so-called dendrite of a tree:

Definition 1. Dendrite is a rooted tree D = (W,E), where:

– W is a finite set of nodes,
– E is a set of edges, where E ⊆W ×W .

We also require the following symbols:
Let A be a set of attributes. By l ∈ A we denote a marked attribute called

label (labels are not identifiers of nodes). Let Va be the domain of an attribute
a ∈ A. Set V =

⋃
a∈A Va is the set of values of all attributes.

Due to this notations one can say that (A, V ) is some representation of real
world.

Let T be a finite set of node types. Type is some characteristic o node – all
nodes of the same type represent objects of the same class and have the same
attributes.

Using this notations we define the complex tree as follows:

Definition 2. Complex tree is a five CT = (W,E, TCT , ACT , VCT ), where:

– (W,E) is the dendrite of the tree,
– TCT : W → T is a function that assigns each node a single type,
– ACT : W → 2A, where ∀w∈W l ∈ ACT (w) is a function that assigns each

node attributes; at least one attribute – l – is assigned to each node,
– VCT : W × A → V is a partial function which assigns each node and each

attribute a value such that:

∀w∈W∀a∈ACT (w)VCT (w, a) ∈ Va

According to this definition, a node w ∈ W that represents a real world object
is denoted as w =

(
TCT (w), ACT (w), VCT (w)

)
. An object is represented by its

label VCT (w, l), type TCT (w) and set of attributes ACT (w) and their values
VCT (w, a), a ∈ ACT (w).

We use the symbol CT to represent the set of all possible complex trees
representing whole or part of the real world.

3.1 Integration Task

In this subsection we define the integration task, integration function and the
task of finding a set representative. These definitions are not equivalent – one
may use them to find either a single solution or a whole set of solutions.

To formally represent the integration task we require additional notations.
Let Πk(B) be the set of all k-element subsets with repetitions of set B and 2B

be the powerset of B. Let also:

Π(B) =
⋃
k∈N

Πk(B) (1)
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Therefore Π(B) is the set of all non-empty finite subsets with repetitions of B.
The integration function is defined as follows:

Definition 3. Integration function for complex trees is a function I of a
form:

I : Π(CT )→ 2CT

such that for each complex tree CT ∗ ∈ I(Π(CT )) one or more criteria Kj, j ∈
{1, . . . , 16} are met.

The set of complex trees resulting from integration is denoted as CT∗.
Some example of criteria are described in the next subsection. Each tree may

be described by normalized measures Mj(CT ∗|CT1, CT2, . . . , CTN ). Critrion Kj

is met if Mj = 1.
We may define the following general integration task of complex trees:

Definition 4. Complex tree integration task:
For a given set N of complex trees CT = {CT1, CT2, . . . , CTN} find such
set of complex trees CT∗, which elements meet one or more criteria Kj, j ∈
{1, . . . , 16}.

If the aim of integration is to find a single solution, we use the following:

Definition 5. Task of finding a representative of complex trees set:
For a given set N of complex trees CT = {CT1, CT2, . . . , CTN} find such com-
plex tree CT ∗, which best represents CT.

We understand the word best as meeting the chosen group of criteria.
In several cases we also require the definition of node equivalence:

Definition 6. Nodes w from complex tree CT and w′ from complex tree CT ′

are called equivalent, if:

TCT (w) = TCT ′(w′),

ACT (w) = ACT ′(w′),

VCT (w) = VCT ′(w′).

Two possible situations may occur during integration:

– There exist equivalent nodes in a single tree. This is the multi-set interpre-
tation of integration task.

– There are no equivalent nodes in a single tree. This is the set interpretation
of integration task.
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3.2 Criteria Examples

In this section we define two criteria that we use in this paper. The full list of
criteria developed for this model may be found in [10][9].

Criteria of the completeness group are required to ensure that elements are
not lost during integration. As nodes are the basic part of the tree, the structure
completeness is one of the most important criteria for integration.

Definition 7. Structure completeness is the measure of the ration of number
of nodes in the input trees to the number of equivalent nodes in output tree.

CS(CT ∗|CT1, . . . , CTN ) =
1

card(W1 ∪ . . . ∪WN )

∑
w∈W1∪...∪WN

mW (w,W ∗),

(2)
where the characteristic function of W ∗:

mW (w,W ∗) =

{
1 if w ∈ W ∗,
0 if w /∈ W ∗.

The values of structure completeness measure may be in the range [0, 1].
Structure completeness is equal 1, if W ∗ is the sum of sets W1, W2, . . . and WN .
Structure completeness is equal 0, if W ∗ does not have common elements with
V1, V2, . . . or VN .

For this measure, structure completeness criterion is met if the structure com-
pleteness measure is maximum (equal 1).

Minimality is a criterion we defined based on actual usage requirements in
applications. It was observed that experts tend to compare the input and output
trees based on visual characteristics, e.q. size and depth of the tree. The criterion
and its measures are used to formalize this approach.

Definition 8. Minimality is a measure of th ration of the output tree size to
the input trees size.

We understand the tree size as its various characteristics. Thus minimality
may be calculated in multiple ways. Here we present two variants: number of
nodes and tree depth:

MW (CT ∗|CT1, . . . , CTN ) = min
{

1,
card(W1) + card(W2) + . . . + card(WN )

card(W ∗)
)
}

(3)

MD(CT ∗|CT1, . . . , CTN ) =

= min
{

1,
maxw∈W1depth(w) + . . . + maxw∈WN depth(w)

maxw∈W∗depth(w)

}
(4)

Minimality is equal 1, when size of CT ∗ is no larger than the sum of sizes
of CT1, CT2, . . . and CTN – for abovementioned variants, the cardinality of set
W ∗ is not larger than the sum of cardinalities of W1, W2, . . . and WN , and the
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maximum depth of a node in W ∗ is no larger than the sum of maximum depth
of nodes in W1, maximum depth of node in W2, . . . and maximum depth of node
in WN . Minimality is close to 0 (in real world situations never equal 0), when
size of CT ∗ is much larger than the sum of sizes of CT1, CT2, . . . and CTN –
in abovementioned cases, when cardinality of set W ∗ is much larger than the
sum of cardinalities of sets W1, W2, . . . and WN , or when the maximum depth
of node in W ∗ is much larger than the sum of depths of deepest nodes in W1,
W2, . . . and WN .

For this measure, minimality criterion is met if the given minimality measure
variant is maximum (equal 1).

4 Decomposition of Integration Tasks

The criteria defined in the previous section allow decomposition of integration
task. We have proposed a generalized outline of decomposition in hierarchical
structures integration in our previous work [11]. The decomposition is under-
stood as a following process:

1. dividing the integration task into subtasks with smaller set of inputs;
2. determining the results of integration in subtasks;
3. integrating the results of subtasks into a final solution.

Decomposition allows reduction of computation time for algorithms with high
computational complexity.

Definition 9. Integration task may be decomposed, if it satisfies the fol-
lowing requirement:

– for even N :

I(CT1, CT2, . . . , CTN) = I
(
I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−1, CTN )

)
(5)

– for odd N :

I(CT1, CT2, . . . , CTN ) =

= I
(
I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−2, CTN−1), CTN

)
(6)

Theorem 1. Each integration task for N complex trees that satisfies the struc-
ture completeness criterion may be decomposed.

Proof. The proof is performed for two cases, when N is even and when N is odd:
1) For even N :

The integration process requires structure completenes measure equal 1, which
means that:

∀w∈W1∪W2∪...∪WN : w ∈W ∗. (7)

Therefore after integration is finished W ∗ = W1 ∪W2 ∪ . . . ∪WN .
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As we consider no other criteria:

CT ∗ = I(CT1, CT2, . . . , CTN )⇔W ∗ = W1 ∪W2 ∪ . . . ∪WN . (8)

For sets of nodes the following equivalence is true:

W1 ∪W2 ∪ . . . ∪WN = (W1 ∪W2) ∪ (W3 ∪W4) ∪ . . . ∪ (WN−1 ∪WN ). (9)

Based on (8) the sum of sets W ′
1 = W1∪W2 is the set of nodes in the complex

tree that results from integration CT ′
1 = I(CT1, CT2). Similarly W ′

2 = W3 ∪W4

is the set of nodes in CT ′
2 = I(CT3, CT4), and so on. Therefore:

W1∪W2∪. . .∪WN = (W1∪W2)∪(W3∪W4)∪. . .∪(WN−1∪WN ) = W ′
1∪W ′

2∪. . .∪W ′
N
2
.

(10)

allows the following:

I(CT1, CT2, . . . , CTN ) = I(CT ′
1, CT ′

2, . . . , CT ′
N
2

). (11)

CT ′
i (for i = 1, . . . , N

2 ) are the results of integrating pairs of trees, thus:

I(CT1, CT2, . . . , CTN) = I(CT ′
1, CT ′

2, . . . , CT ′
N
2

) =

= I(I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−1, CTN )). (12)

2) For odd N :
The proof if similar as for even N until the substitution (10). For odd N it

has the following form:

W1 ∪W2 ∪ . . . ∪WN =

= (W1∪W2)∪(W3∪W4)∪ . . .∪(WN−2∪WN−1)∪WN = W ′
1∪W ′

2∪ . . .∪W ′
N
2
∪WN .

(13)

This allows the following notation:

I(CT1, CT2, . . . , CTN ) = I(CT ′
1, CT ′

2, . . . , CT ′
N−1

2

, CTN ). (14)

CT ′
i (for i = 1, . . . , N

2 ) are results of integrating pairs of trees, thus:

I(CT1, CT2, . . . , CTN) = I(CT ′
1, CT ′

2, . . . , CT ′
N−1

2

, CTN ) =

= I(I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−2, CTN−1), CTN ). (15)

Theorem 2. Each integration task of N complex trees satisfying the cardinality
variant of minimality (MW ) may be decomposed.

Proof. The proof is performed for two cases, when N is even and when N is odd:
1) For even N :
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The cardinality variant of minimality (MW ) is equal 1 if:

card(W ∗) ≤ card(W1) + card(W2) + . . . + card(WN ). (16)

Assume that the result of integrating two complex trees CT ′
1 = I(CT1, CT2)

has the set of nodes W ′
1. Minimality criterion is met, so:

card(W ′
1) ≤ card(W1) + card(W2). (17)

Similar inequality occurs to other pairs of trees. These inequalities may be
grouped as follows:

card(W ′
1)+card(W ′

2)+. . .+card(W ′
N
2

) ≤ card(W1)+card(W2)+. . .+card(WN ).

(18)
The result of integrating complex trees CT ′

1, CT ′
2, . . ., CT ′

N
2

is some element

C̃T . The set of nodes of this tree is denoted as W̃ . Therefore:

card(W̃ ) ≤ card(W ′
1) + card(W ′

2) + . . . + card(W ′
N
2

), (19)

which together with (18) gives the following inequalities:

card(W̃ ) ≤ card(W ′
1) + card(W ′

2) + . . . + card(W ′
N
2

) ≤
≤ card(W1) + card(W2) + . . . + card(WN ). (20)

Therefore we have:

card(W̃ ) ≤ card(W1) + card(W2) + . . . + card(WN ). (21)

This means that the minimality criterion is met and we may denote:

I(CT1, CT2, . . . , CTN ) = I
(
I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−2, CTN−1)

)
.

(22)
2) For odd N .

The proof is similar as for even N until the inequality (18). For odd N it has
the following form:

card(W ′
1) + card(W ′

2) + . . . + card(W ′
N−1

2

) + card(WN ) ≤
≤ card(W1) + card(W2) + . . . + card(WN ) (23)

As for even N , the result of integrating complex trees CT ′
1, CT ′

2, . . ., CT ′
N−1

2

and CTN is some element C̃T . Its set of nodes is denoted as W̃ . Thus:

card(W̃ ) ≤ card(W ′
1) + card(W ′

2) + . . . + card(W ′
N−1

2

) + card(WN ), (24)

together with (23) gives the following inequality:

card(W̃ ) ≤ card(W ′
1) + card(W ′

2) + . . . + card(W ′
N−1

2

) + card(WN ) ≤
≤ card(W1) + card(W2) + . . . + card(WN ). (25)
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Therefore:

card(W̃ ) ≤ card(W1) + card(W2) + . . . + card(WN ). (26)

This means that the minimality criterion is met and we may denote:

I(CT1, CT2, . . . , CTN) =

= I
(
I(CT1, CT2), I(CT3, CT4), . . . , I(CTN−2, CTN−1), CTN

)
. (27)

5 Conclusions

In this paper we define the most complete definition of complex tree and the
integration task for it. This allows to perform complex analysis of the integration
process. One of properties of integration that we determined thanks to using the
mathematical model is the possibility of decomposing the integration task.

Decomposition is the act of splitting a single integration task into multiple
tasks taking place in a hierarchy of its own. Thus we may understand decomposi-
tion as one of possible aspects of multi-stage integration. Multi-stage integration
is an important area that many researchers have indicated needs to be developed.
Here we provide a small step towards developing such approaches.

This research will be used as a starting point for author’s further work into
multi-stage integration. With the research presented in this paper we may con-
sider multi-stage integration as follows. The integration task is divided into sub-
tasks. Each pair of subtasks is integrated into a partial result. Each pair of results
is then integrated in turn, until only a single result remains. It may be also pos-
sible to determine other important characteristics of integration task, based on
the proposed complete mathematical model.

Acknowledgement. This research was co-financed by a Ministry of Higher
Education and Science grant no. B30012/I32.
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Abstract. Multiple-criteria decision making (MCDM) is widely used in ranking 
choices from a set of available alternatives with respect to multiple criteria. To 
analytically rank requirements under various criteria, we propose a tool called 
requirements prioritizer (RP) which has the capacity of keeping records of 
project stakeholders with their relative weights against each requirement, 
utilized by the system to compute an ordered list of prioritized requirements. 
The proposed approach offers a novel way of involving stakeholders in the 
entire decision making process irrespective of their numbers in an automated 
fashion. In this proposed approach, the relative weights assigned by each 
stakeholder are normalized and aggregated. The output of the system consists of 
prioritized requirements with an automatically generated graph showing the 
relative values of requirements across project stakeholders in a chronological 
order.  

Keywords: MCDM, software, requirements, prioritization, tool. 

1 Introduction 

Requirements prioritization can be considered to be a multi-criteria decision making 
(MCDM) process [1]. It is a technique used to rank items or requirements from a pool 
based on some pre-defined criteria. This ranking has to do with the pair wise 
comparisons of requirements in order to determine their relative importance by help 
of a weight scale. MCDM is widely used in many domains to solve decision making 
problems. Software engineering is one domain where the application MCDM seems 
to be inevitable. During software development, requirements are elicited, analyzed 
and modeled before implementation. Prioritizing software requirements enhances the 
chances of developing quality systems with preferential requirements of stakeholders. 
Furthermore, it helps stakeholders or developers balance or determine the possibility 
of implementing specified requirements with respect to available resources such as 
skilled programmers, time and budget among others. Consequently, disagreements, 
conflicts or breaches in contract are avoided. This research presents a scalable  
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web-based tool known as Requirements Prioritizer (RP) to assist stakeholders specify 
and prioritize requirements from any geographical location at runtime.   

The rest of the paper is organized as follows: in section 2, we discuss the related 
works and identify limitations of existing prioritization techniques. In section 3, we 
briefly introduce the proposed architecture and evaluation results. Section 4 concludes 
the research and suggests an area for future work.  

2 Related Work    

Researchers and practitioners have proposed various prioritization techniques in 
recent years. These techniques have been validated using experimental studies [2], 
case studies [3], empirical studies [4, 5] and literature studies [6]. Existing 
prioritization techniques are frequently categorized under two main concepts. These 
are: techniques that are applied to small number of requirements and techniques that 
are applied to large numbers of requirements. Techniques like round-the-group 
prioritization, multi-voting system, pair-wise analysis, weighted criteria analysis and 
the Quality Function Deployment approach falls under the former while techniques 
like MoSCoW, Binary Priority List, Planning Game and Wiegers's matrix techniques 
falls under the latter. However, considering the paradigm shift in software 
development processes, supporting tools are needed to cater for large number of 
requirements.  

 In a related development, Berander and colleagues [7] categorized existing 
techniques into two main classes, that is, (1) techniques which allows stakeholders to 
allot weights to various requirements (2) techniques which permit negotiations among 
stakeholders where priorities are arrived at through consensus. Techniques which 
apply to the first class are Analytical Hierarchy Process (AHP), Cumulative Voting, 
Numerical Assignment, Planning Game and Wieger's method. An example of a 
technique in the second class is Win-Win and Multi-criteria Preference Analysis 
Requirements Negotiation (MPARN) approaches. 

AHP has gain tremendous attention among practitioners and seems to be the most 
popular technique. AHP is a typical multiple criteria decision-making technique that 
has been adopted for prioritizing software requirements [8-10]. However, the major 
drawbacks of AHP are scalability and rank reversals. The former describes the 
inability of the technique to perform well as requirements increases while the latter 
has to do with the inability of AHP to reflect or update new ranks whenever a new 
requirement is added or deleted from the list. Notwithstanding, in terms of reliability 
of prioritization results, AHP is considered to be the best. Bubblesort and Case base 
rank has also received attention in literature. But the problem faced by AHP also 
applies to Bubblesort and Case base rank as well.  

So many prioritization techniques exist but supporting tool that is required to allow 
practitioners exercise or perform this exercise is unavailable. Concise analysis of 
some selected techniques can be found in [11, 12]. In this research, we proposed and 
implement a generic technique that can help developers determine preferential 
requirements of stakeholders through a weighting scale so as to plan for software 
releases. 
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3 Proposed Architecture and Evaluation  

The proposed architecture for the RP is presented in this section. This approach has 
the merit of carrying all relevant stakeholders along in the entire decision making 
process. The proposed architecture consists of five major subsystems which are: user 
interface, model management, database management, prioritization management, and 
output management (Figure 1). However, the various components that constitute the 
architecture are described below:  

3.1 User Interface 

The user interface enables stakeholders to visually and interactively register 
themselves, and rank requirements. There are two major types of user devices: PC and 
mobile terminal devices (e.g., personal digital assistants and smart phones). Since 
requirements prioritization is considered as a multiple criteria decision making 
(MCDM) process, there is need to develop a scalable and interactive decision support 
system that is capable of comparing requirements relatively in order to determine an 
ordered list of prioritized requirements.  

The mathematical model underpinning the proposed architecture is described as 
follows: 

Let X comprise of specified requirements with distinct attributes of σ-
functionalities, where N  are all the number requirements of X. Prioritization g 

defined on the measurable space ),( NX is a set function ]1,0[: →Ng  which 

satisfies the following properties: 
( ) 0, ( ) 1g g Xφ = =     (1) 

But for requirements nRRRR ,...,, 321 ; the prioritization equation will be: 

]1,0[,...321 →∈⊆⊆ NRRRR n     (2) 

From the above definition, gNX ,,  are said to be the parameters used to measure or 

determine the relative weights of requirements. This process is monotonic. 
Consequently, the monotonicity condition is obtained as:  

)}(),(max{)( 11 nn RgRgRRg ≥∪ ; )}(),(min{)( 11 nn RgRgRRg ≤∩       (3) 

In the case where )}(),(max{)( 11 nn RgRgRRg ≥∪ , the prioritization function g 

attempts to determine the total number of requirements being prioritized and 
if )}(),(min{)( 11 nn RgRgRRg ≤∩ , the prioritization function attempts to compute 

the relative weights of requirements provided by the relevant stakeholders. However, 
for updating rank status when requirements evolve, we have:  

))()(()()( 1 nRgRhXgXh ∧∨=             (4) 

Where )(Xh is a linear combination of an attribute function such 

that XRRR n ∈⊂⊂⊂ ...21 .  

Therefore, for the requirement set, the global weights of requirements are measured by:  


=

=
n

i
ii RW

1

    (5) 



 Multi-Criteria Decision Making Tool for Software Requirements Prioritization 447 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of the proposed system 

3.1.1 PC User Interface 
The RP provides a familiar and consistent graphic user interface (Figure 2). With this 
interface, stakeholders can specify and rank requirements. Furthermore, the user 
interface displays the section that allows stakeholders to pair wisely compare 
requirements and rate them based on a 5-point scale shown in Table 1 as well as 

User interface 

User devices: PDAs, PC, Smart phones 

Prioritization algorithm Optimal Model 

Requirement 
specification module  

Pairwise comparison 
module  

Decision matrix module  Matrix calculator   

DB management 
module 

Data: External & 
Internal  

Stakeholder registration module  

Model management subsystem

Database management subsystem

Prioritization management subsystem  

Rank reversal module   

Prioritized results  

Output management subsystem   
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display the prioritized results computed by the algorithm in the model management 
subsystem, among others.  

Table 1. Weight scale 

Variables  Weight 
Extremely Important (EI) 5 
Very Important (VI) 4 
Moderately Important (MI) 3 
Fairly Important (FI) 2 
Least Important (LI) 1 

 

 

Fig. 2. Screen displaying stakeholder’s registration form  

3.1.2 Mobile Terminal User Interface 
A stakeholder could perform prioritization exercise from a mobile terminal, such as 
smart phones or personal digital assistants, which enables them communicate with the 
requirements prioritizer. The mobile terminal connects to the system via the internet, 
thus allowing stakeholders to determine the relative importance of the requirements. 
Figure 3 shows the user interface for pair-wise comparisons.  

 

Fig. 3. Pairwise comparisons   
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3.2 Model Management Subsystem 

This subsystem has two components: optimal model and prioritization algorithm. The 
optimal model contains the constraints, frameworks, theories, formulas, assumptions, 
and definitions, among other details, which are needed to prioritize requirements. One 
of the aims of the optimal model is to compute ranks that precisely tallies with the 
original weights allotted by the stakeholders. The algorithm governing the calculation 
of prioritized requirements consists of the under-listed steps: 
Step 1: Given a prioritization event E with Requirements R1, R2, R3,…, Rn and 
Stakeholders S1, S2, S3,…, Sm, a pairwise comparison of requirements is created for 
each stakeholder as follows: 

R1 R2  R2 R3 ……. Rn-1 Rn 

R1 R3  R2 R4    

R1 R4  R2 R5    

R1 R5  R2 R…    

R1 R…  R2 Rn    

R1 Rn       

        

Step 2: For each stakeholder S1 to Sm, rank of each pairwise comparison for 
requirements is given as:  

iSjrank .
      (6) 

Where, 1 ≤ j ≤ NoOfComparisons and 1 ≤ i ≤ m 

Step 3: Find the sum of the ranks of each of the pairwise comparisons, for all the 
stakeholders, thus: 


=

=
m

i
Sjj i

rankrankSum
1

.
       (7) 

Step 4: From Equation 2, the matrix of rankings is generated. 

Step 5: Having derived the matrix of the rankings, the square of the matrix is 
calculated. 
Step 6: The sum of the each of the rows of the matrix is calculated and the result is a 
(n x 1) matrix called the Eigenvector, which represents the individual collective 
ranking of all the requirements. 
Step 7: The Eigenvector is normalised; the sum of the all the values in the 
Eigenvector is calculated and is used to divide each of the values in the Eigenvector. 
This allows all the values to be on a scale of 1 and the sum of all the values to tend 
towards 1. 
 

Figure 4 shows the process of validating requirements and stakeholders in the 
model management system by an administrator. The registered stakeholders and 
elicited requirements become valid and ready for the exercise only when the 
administrator of the system has confirmed registration by adding them to the console. 
Once this is done, the entire number of stakeholders for a particular project and 
elicited requirements are displayed or pair wise comparisons.  
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Fig. 4. Screen for validating requirements and stakeholders 

3.3 Database Management Subsystem 

The database system was developed in the Microsoft SQL server. The database 
organizes internal and external data as well as the information required for the system 
to function. Most of the internal data are stakeholder’s weights. External data consist 
of the elicited requirements and stakeholder’s registration information. Each 
requirement is allotted a unique identification number to avoid redundancy. This 
identification number is a combination of the word Event and the date and time of 
creation. The database management module stores the data in the database, retrieves 
data and controls the database.    

3.4 Prioritization Management Subsystem   

This subsystem consists of four basic modules which are: requirements specification, 
pairwise comparison, decision matrix and matrix calculation modules. Pseudo code 1 
is used to calculate the decision matrix weights in order to compute the final ranks of 
requirements across all project stakeholders.  

 

 

 
 
 
 
 
 
 

Pseudo code 1: Calculating global weights of requirements 

1. Set weight as the array (matrix) of all stakeholder-

prioritized events. 

2. Set No. as the number of requirements. 

3. Calculate the square of (weight) as weightSquare. 

4. Calculate the Eigen vector and set as finalVector. 

5. Convert the list of requirements to array as arrReq. 

6. Rearrange finalVector and arrReq based on the weights of each 

of the requirements in the finalVector. 
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A good requirements prioritization technique is one which involves all the relevant 
stakeholders, provides them the flexibility of assessing and ranking the requirements 
by means of subjective or relative weights and aggregates weights to generate reliable 
prioritized results. All the elicited requirements are stored into the database system 
(Microsoft SQL server) in our case. 

3.5 Output Management Subsystem   

The output of the system is generated as soon as all the stakeholders have completed 
the weighting exercise. Therefore, this subsystem is responsible for displaying the 
prioritized results. It also deals with the problem of rank reversals (requirements 
change or evolution) inherent in existing techniques. This causes requirements to be 
included or deleted from the list. When this happens, the RP will automatically update 
ranks and re-compute the new ranks based on the new stakeholder’s weight (Pseudo 
code 2). Lastly, our system is intelligent enough to generate prioritized elements in 
chronological order based on the final results and automatically generate a chart 
reflecting the prioritized requirements (Figure 5).  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Pseudo code 2: Rank reversals 

The system was designed in a way that stakeholders can specify and rank 
requirements from any geographical location. The system supports flexibility because 
requirements could be elicited remotely via emails or social networks before 
prioritization begins. The interface developed can integrate with modern information 

For each added or deleted requirement,  

Add the value to the list of rating. 

 

UpdateQuery Method 

 

Background: For every user added to an event, the stakeholder’s id 

is added to the table of stakeholder’s ratings in the database with 

the value 0. The value 0 indicates that the stakeholder has not 

rated the event.  

So this method builds the query for the update. 

 

1. Initialize the query statement as details with update 

statement. 

2. Initial string variable as rating. 

3. For each rating made by the user,  

a. Add the rating to string variable rating. 

4. Add rating to details. 

5. Add WHERE clause to specify the stakeholder’s id and the 

event id. 
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and communication technologies, principally the Internet. Determining the weights of 
stakeholder’s requirements is achieved by synthesizing priorities over all levels 
obtained by varying numbers of requirements. The output of this system will help 
developers in determining where to invest more efforts in order to enhance the 
delivery of good quality software that meets user’s requirements.  

 

Fig. 5. Output of the decision support system 

4 Conclusion/Future Work    

The aim of this research was to identify the limitations of existing prioritization 
techniques with the aim of improving on them. It was eventually discovered that 
existing techniques actually suffer from mainly scalability problems, large disparity or 
disagreement between ranked weights, rank reversals, as well as unreliable results. 
These were addressed at one point or the other during the course of undertaking this 
research. The method utilized in this research consisted of intelligent algorithms 
implemented with C# and MicrosoftSQL server 2012. Various algorithms and models 
were formulated in order to enhance the usability of the proposed approach. The 
developed tool was designed and implemented in a way to cater for as much 
requirements and stakeholders available for any software project; it is easy to use with 
friendly user interface, reduced computational complexities and has addressed rank 
reversals issues. For the future work, we hope to validate the tool in a real-life setting 
with large numbers of stakeholders and requirements alike. Finally, the developed 
tool is able to classify ranked requirements in chronological order with an 
accompanied graph to visualize the prioritized results at a glance. For dependency 
issues, requirements are thoroughly analyzed to track redundant, conflicting, 
independent and dependent requirements before the prioritization process begins.  
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Abstract. Decision support processes and methods require applying numerous 
mathematical transformations, including one of the developed processes of 
multicriteria analysis. The core of most existing processes is usually one of the 
multicriteria decision aid methods (MCDA). The paper presents research 
focused on identifying which factors of a decision situation are significant for 
selecting a multicriteria method. The identified factors were analyzed with data-
mining methods. Conclusions contain an outline of factors of decision 
situations that support MCDA methods to support decisions in particular 
situations.  

Keywords: decision support, multicriteria methods, MCDA.  

1 Introduction 

Decision support is a vague domain in which mathematics, sociology, and technical 
science overlap. The last category includes applying algorithms in software tools 
[13][16] with interfaces making it easier to perform data processing and analysis. 
They can also exceed those basic functions by driving a dialog with a decision maker, 
leading to the expression of a description of a decision situation. Entering data about 
decision alternatives can include much more than just data entry of values of 
respective criteria [21]. Data mining, text mining, and Web mining methods and 
software agents technology enable actively searching for scenarios that fulfill 
prerequisites to include them in a set of decision alternatives [7][19]. While different 
methods can be applied for solving a decision problem, their usage is dependent on 
the structure and characteristics of the problem [21]. Wrongly applied methods can 
deliver results that do not meet decision-maker preferences [26]. While several 
approaches can be used to solve this problem based on preferences, characteristics of 
input parameters or number of criteria or decision makers [10.11], it is difficult to 
adjust methods to specifics of a problem, due to a lack of clear rules. The presented 
paper proposes identification of evidence of selection methods for decision-making 
purposes, on the basis of selected factors and the context of the decision situation. An 
attempt was made to discover decision rules for the selection of the method best 
suited for the multicriteria decision-making situations’ described environmental 
information. The work is presented as follows: after the literature review and problem 
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statement, the conceptual framework is presented with assumptions for the proposed 
approach. In the next stage, a rules database is created for several decision schemes 
and illustrated using decision trees. After that, conclusions and final remarks are 
presented.  

2 Literature Review 

Among many decision taxonomies, from this article’s standpoint, the most significant 
is basic division into single and multicriteria decisions. Single-criterion decisions 
cover finding the most desired value for a defined criterion of judging scenarios and 
analysis allowing to find an “optimal” scenario that is expected in various methods, 
e.g., operational research. More interesting from a scientific standpoint, however 
more difficult to apply in practical terms, is the multicriteria decision approach. 
A multicriteria decision occurs when a goal of a decision maker includes finding best 
values for two or more independent criteria. Identifying subsequent practical needs 
for aiding multicriteria decisions, a group of methods and algorithms was developed, 
which covers ranking the decision alternatives and selecting the best. Depending on 
its characteristics, a decision can be assigned to one of the reference decision 
problematics [1]: α - choice problematic  based on finding a subset of set containing 
the best solution, β - sorting problematic related to splitting alternatives into 
predefined categories, γ - ordering problematic and building a ranking of decision 
alternatives from the best one to the worst one. A decision problem is more widely 
defined by B. Roy [22] as a representation of an element of a global decision, which 
accounts for the progress state of a decision problem and can be analyzed 
independently and serve as a reference point for decision aiding. The literature 
distinguishes several types of decision alternatives, with respect to real alternatives 
(for a complete and finished project that can be implemented) and fiction alternatives 
(describing an idealistic project, not fully developed or even imagined). With respect 
to completeness of the analyzed decision situation, available actions can be 
categorized as global alternatives and partial alternatives. The main difficulty in 
applying multicriteria methods (MCDA) lies in considering multiple points of view 
when grading decision alternatives (choice alternatives), i.e., multicriteria judgement 
[8]. Subsequent levels can be distinguished in multicriteria decision analysis like 
defining a subject of a decision and scope of participation of an analyst, analyzing 
consequences of a decision and designing decision criteria, modeling global 
preferences, selecting research procedures. 

Formulating a multicriteria problem involves decision situations where a finite set 
of decision alternatives (actions), A is graded according to n criteria g1,g2,…,gn 
constituting a criteria family G={1,2,…,n}. Without any loss of generality, it can be 
assumed that the higher the value of criterion function gi(a), the better alternative 
a∈ A is, considering the criterion gi for all i∈ G.  

The following describes the work on selecting a method covering the main 
research areas. The first area is data collection that is used by experts (analysts) in 
solving a given decision situation. Science literature was used as a reference data 
source because scientific publications usually give a mathematical rationale for 
selecting a multicriteria method [25]. The second research area was atomizing 
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premises of a description of a decision situation in a way that is possible to translate 
each determinant into particular characteristics of a multicriteria method. The subject 
of an aided decision situation determines the selection of a decision algorithm . An 
analyst supporting a decision maker (DM) defines a structure based on the nature of a 
decision, which involves considering a domain of a decision that is covered by a 
decision [22]. Determining the nature of a decision requires an analyst to use his 
knowledge of the subject area. The subject of a supported decision determines which 
decision method should be chosen. An analyst supporting a DM defines a structure 
based on a decision, which in this paper is considered as a selected part of the reality 
that is covered by a decision. An analyst is required to use his knowledge gained from 
experience, in order to determine the nature of a decision. He should understand the 
specific language of a domain where a decision is made. The outcome of interaction 
between an analyst and a DM is a selection of one of the aforementioned 
problematics. One of the factors qualifying a problem into one of the problematics is 
resource availability, as well as possibility to implement a decision only once (usually 
due to the high cost of this action). In real life, it is the main factor for judging a 
decision situation belonging to problematics α or γ. A set of guidelines for selecting a 
multicriteria method according to available inputs and desired outputs was considered 
as an entry point of the analysis. The mentioned guidelines were described by 
Guitouni in [10,11].  While fitting MCDA methods to various decision problems, both 
practical and theoretical, some weaknesses of those guidelines surfaced. The first and 
most important weakness (identified in [11]) is the assumption of a reliable 
identification of a decision situation by a DM and stakeholders. Unfortunately, such a 
convenient scenario rarely occurs. Hence, more factors need to be considered. The 
next step of the research was analyzing the domain areas of decision problems. While 
performing the research, a set of environmental factors was outlined, which describes 
the alignment of a multicriteria method to a decision situation. A sample decision 
problem fully outlining the complexity of decisions made in modern organizations is 
the selection of a location for a new facility of an enterprise. The considered problem 
is multicriterial, where criteria cover various and distinct domain areas. Moreover, a 
decision has a significant impact on an organization, where success in implementing a 
decision can impact a company’s position in the long term. The review showed that 
making a framework for adjusting the decision support method can increase the 
usefulness of the multicriteria method and better describe structuralized problems. In 
the next section, the conceptual framework for this purpose is presented.  

3 Conceptual Framework and Proposed Approach  

The starting point for the construction of a framework is presented in [11] approach to 
extract a set of values that affect the modeling preferences. In this paper, the 
presented approach was expanded and included in the description of the decision 
situation set, a broader category that includes the influence on the course of the entire 
decision-making process. Defined in this way, a set of metadata shows a pattern of 
decision making as defined by the formula: 

               { }KUVQPW ,,,,,=Φ                                       (1) 
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Where the values of vectors P={p1, p2,…, pn} and Q={q1, q2,…, qn} define the 
support conditions respectively for relations P and Q and are referred to as the 
threshold preferences p and indiscernibility threshold q. Set W={W1,W2,…,Wn} 
contains values wi or subsets of values Wi that define the absolute and relative validity 
criterion Ci. In the case of determining the relative weights, the value wij of the subset 
Wi={wi1,wi2,…,win}  are defined on a Likert scale [6] and when defining the single-
element subset Wi={wi}, the value can be crisp or fuzzy depending on the 
specification of the decision maker. The set U={u1,u2,…,un} is a set of utility 
functions for the attribute corresponding to the criterion Ci.  Set V={v1,v2,…,vn}  
includes veto values defined by a decision maker, which define the criterion for the 
rejection of the decision-making preferences option under consideration due to the 
significant difference in the individual single criterion. In a situation where pi=qi=0 
for the criterion Ci a sectional scale is required and preference is described by the 
operator  ” >” on the scale used. K is the description of the problem domain serving 
the decision to select the method of practical applications, which confirmed matching 
the selected method. 

In the first stage a model of the decision problem which takes into account the 
environmental characteristics and context of the decision situation is proposed.  
The decision problem is defined as four ordered elements according to the formula: 

( )ΨΦ ,,, AC                                                                     (2) 

Where C is a set of criteria, Φ represents the “context” based on metadata, A is a 
set of potential decision variants shown as model data of the variants, and Ψ is a 
collection of methods considered in solving the problem of decision making. The 
intention of the decision maker is to select the option that best meets their preference 
for a specific set of criteria. Further consideration was adopted as a solution to the 
problem of decision making to maximize the outcome of the transformation F 
designating the degree of fulfillment of the criteria selected by the successive variants 
of decision making. This takes into account the assumptions of the shape of the 
decision-making process selected by Φ, as shown in the equation: 

( ) ( )( )Φ= ,max ACFaG p
                                          (3) 

Where ap  is the most preferred option selected from a set of decision-making 
variants A and G(ap) a performance variant ap denoted also as an assessment of the 
fulfillment of criteria C. The set Φ is a set of characteristics describing decisions by 
the decision maker, such as agreement on compensation between the criteria, which 
will also be referred to as metadata decision situation. According to the definitions 
introduced above, the problem can be expressed as the problem of finding such a 
transformation F which will choose the decision-making variant delivering maximum 
value to the decision maker, considering a set of criteria C, in a manner consistent 
with the characteristics described by the set  Φ, of internal characteristics of metadata 
of the decision-making process. To demonstrate the achievement of the objective, a 
definition was formalized, which combined a multicriteria selection problem to which 
decision-making situations are classified satisfying the following assumptions: 
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1. max(C1,…,Ck), min(Ck+1,Cn), where n ≥ 2, and (C1,…,Ck)  is a set of profit criteria 
and (Ck+1,Cn)  is a set of cost criteria (assumptions of multicriteria situation);  

2. C⊂Ψ ∨  Ψ  ≡ {Ψ1, Ψ2,…, Ψi}  where C is the set of all criteria, Ψ is an area of 
reality, which is defined as a decision problem, and Ψi  is a specific subset of 
fields (for one area of the organization), i=1,…,n, l≤ n  (assumption of variety of 
sources describing  the decision situation);  

3. D(A)⊂ D1 ∪ D2 ∪ … ∪ Dl   where D(A) is the area of decision variants, Di is the 
source of the description of phenomena i=1,…,n,  l ≤ n (assumption describes the 
diversity of variants of decision making); 

4. δAij<<δCi(Aj), where δAij is the change in value of the variant Aj relative to 
criterion Ci, δCi(Aj) is the change in the performance criterion Ci for the variant Aj 
(assumption of a significant impact of small changes in the value of individual 
attributes). 

This framework is based on an analysis of the contexts of applications of 
multicriteria obtained from the scientific literature. It is assumed that the decision 
maker gathered from the sets C and Φ are the basis for the selection shown in the 
formula (3), the conversion of F. For the purpose of simplifying the research, a 
detailed analysis of the literature was carried out [1, 4, 5, 27, 9, 14, 18, 20, 15, 28, 23, 
24, 3, 12, 2]. This made it possible to extract a subset of methods Ψ’ commonly used 
in decision situations based on: 

 'Ψ = {AH, TP, E3, PT1, PT2, fPT, fTP, fKO}                        (4) 

Where AH - AHP, TP - TOPSIS, E3 - ELECTRE III, PT1 - PROMETHEE I PT2 - 

PROMETHEE I/II, ,  fPT - Fuzzy PROMETHEE, fTP - Fuzzy TOPSIS, fKO - Fuzzy 
Kuo. It can be observed that subset Ψ’ contains methods belonging to the  methods’ 
category that represent different approaches to calculation-assisted decisions. 
Consideration of methods belonging to different categories allowed the identification 
of mathematical operations that reflect the anticipated effect of the implementation of 
the calculation of the MCDA. Accepted categories methods are: methods based on the 
intercriterial relationship Ψr  (4), methods based on the aggregation of performance 
attributes to a single-criterion utility Ψu and fuzzy methods f Ψ: Ψ’r{E3, PT1, PT2}, Ψ’u 
={AH, TP,}, f Ψ’= {fPT, fTP, fKO}. 

4 Building a Rules Database Using the Context of the Decision 
Situation 

Determination of the selection methods for a multicriteria decision-making problem is 
specified by characteristics of the decision area and the related decision-making 
situation. The decision maker selects subjects from a dictionary of terms constituting 
the domain, D(K) of K that describe the domain of the decision problem. The set K 
includes a set of parameters representing the context in the decision-making situations 
listed below: K1 - item-category decisions with domain from the set {0, 1, 2, 3, 4, 5, 
6, 7, 8,9};  K2 - area of decision with domain from the set {0,1,2,3}; K3 - potentially 
conflicting criteria with domain from the set {0,1}; K4 - description of the decision 
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making with domain from the set {0,1}; K5 - cardinality of attributes with domain 
from the set {0,1,2,3}; K6 - amount of decision variants with domain from the set 
{0,1,2,3}; K7 - degree of knowledge of the decision situation with domain from the 
set {0,1,2,3,4,5}; K8 - coverage of the intended decision with domain from the set 
{0,1,2,3}; K9 - purpose of decision with domain from the set {0,1}.  

The analysis of the relationship between the description, K, of the decision 
situation and the choice of method, Ψ performed using data-mining techniques. 
Solutions developed by the authors (using methods they selected) were considered as 
reference solutions for decision situations in the contexts and decision trees 
respectively. In particular, the modified parameters included the maximal number of 
branches and variance within the set {2,3,4}. Furthermore, we applied three decision-
tree-split methods in the experiment namely: χ2 method, entropy minimization method 
and Gini reduction method. In the last step a set of MCDA methods was divided into 
subcategories of utility-value methods and outranking methods and to separately 
perform analyses for crisp and fuzzy methods. The created decision trees are 
dependent on one (identifying only a multicriteria approach) to five determining 
factors. The error rate that was found was within a range from 0.08 for a correctly 
fitted method of a subgroup of methods to 0.57 which shows that parameters selected 
for such a scenario are not suitable in this case. The operation was carried out for the 
designation of the distribution of the three methods: χ2 at the significance level of 0.4, 
entropy minimization, reduction Gini designated as M1, M2, M3. A total of 63 
decision trees were determined. Coefficients determined the number of correctly 
classified samples (the leaf) in relation to the value assigned to the leaf. The results 
are shown in Table 1. 

Table 1. Number of correctly classified samples in leaves 

Name M1  M2 M3 
Minimum observations in a leaf 2 2 2 

Maximum observations in a leaf 5 5 5 

Number of branch node 2 3 4 

The maximum depth of the tree 10 10 10 

Number of rules on node 5 5 5 

The significance level for X2 0.3 0.3 0.3 

The values of the correct qualifications for all trees induced, with the different 
settings and in accordance with the methodology set out above, are presented in Table 2. 

The next steps presented in Table 2 correspond to the decision tree construction 
carried out for different amounts of leaf node (2,3,4) and for the following 
transformations: 1. Ψ'→Ψ , 2. Ψ'→{ Ψ'u, Ψ'r}, 3. Ψ'→{ fΨ', ¬Ψ'}, 4. ¬fΨ'→¬ fΨ', 5. 
¬fΨ'→{ Ψ'u, Ψ'r} ∩ ¬fΨ', 6. fΨ'→ fΨ' and 7. ¬fΨ'→{ Ψ'u, Ψ'r} ∩ fΨ'. A graphical 
analysis of the relationship between the description of the decision situation and the 
selection method was performed by using a multicriteria decision tree. Methods have 
been designated as follows: $P_T$ - PROMETHEE I/II, $T_P$ - TOPSIS, $A_H$ - 
AHP, $E_3$ - ELECTRE III, $FP_T$ - Fuzzy PROMETHEE, $FT_P$ - Fuzzy 
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TOPSIS, $FK_O$ - Fuzzy Kuo. Figure 1 provides an indication of which decision 
tree fits the situation to the method of multicriteria decision making for six of the 
seven methods included in the collection ψ'. The accuracy of classification was at 
61%. 

Table 2. Values of classification for all trees induced 

Leafs 2 3 4 

1 

χ2 0.42 K3, K6 0.4
2 

K3, K6 0.42 K3, K6 

Entropy 0.61 K1, K6, 
K7, K8 

0.6
1 

K1, K2, K6, K7 0.55 K1, K6, K7 

Gini 0.64 K1, K6. 
K7, K8 

0.6
1 

K1, K6. K7 0.55 K1, K6, K7 

2 

χ2 0.76 K3, K6 0.7
6 

K3, K6 0.76 K3, K6 

Entropy 0.35 K1, K2, 
K7, K8 

0.9
1 

K1, K2, K7, K8 0.91 K1, K2, K4, 
K6, K8 

Gini 0.88 K1, K2, 
K6, K8 

0.8
8 

K1, K2, K6, K8 0.88 K1, K2, K6, 
K8 

3 

χ2 0.79 K1 0.7
6 

K1 0.79 K1 

Entropy 0.88 K1, K2, 
K7 

0.8
8 

K1, K6, K7, K8 0.85 K1, K7 

Gini 0.88 K1, K2, 
K7 

0.8
5 

K1, K7 0.85 K1, K7 

4 

χ2 0.57 K5, K6 0.5
7 

K5, K6 0.57 K5,K6 

Entropy 0.71 K2, K6, 
K7 

0.6
2 

K6, K7 0.57 K6, K7 

Gini 0.66 K5, K6 0.6
2 

K6, K7 0.62 K6, K7 

5 

χ2 0.76 K7, K8 0.8
1 

K7, K8 0.81 K7, K8 

Entropy 0.90 K1, K6, 
K7 

0.9
0 

K1, K5 0.86 K1, K5 

Gini 0.90 K1, K6, 
K7 

0.9
0 

K1, K5 0.86 K1, K5 

6 

χ2 0.75 K7, K9 0.7
5 

K7, K9 0.75 K7, K9 

Entropy 0.75 K7, K8 0.7
5 

K7, K8 0.75 K7, K8 

Gini 0.75 K2, K7 0.7
5 

K7, K8 0.75 K7, K8 

7 

χ2 0.92 K1 0.9
2 

K1 0.92 K1 

Entropy 0.92 K1 0.9
2 

K1 0.92 K1 

Gini 0.92 K1 0.9
2 

K1 0.92 K1 
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Fig. 1. Decision tree to choose the multicriteria method  

Figure 2 provides an indication of how the decision-tree decision situation fit into 
the category of multicriteria methods for fuzzy or sharp data. The correctness of the 
classification is 88%. 

 

Fig. 2. Decision tree for the selection of a sharp or fuzzy approach 
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Based on the results obtained the set of significant environmental parameters K 
was generated according to the formula: 

{ }87621 ,,,, KKKKKK =                                                (5) 

The selected reasoning scheme identifies the following elements of the 
environmental context of the decision situation as relevant for the multicriteria 
selection method: the type-of-object-chosen discipline decisions, the number of 
variants of decision making, the degree of knowledge of the decision situation by the 
decision maker and the reach of a decision. The resulting wrongly qualified 
coefficients samples in relation to the total (error classification) depends on the 
allowed maximum number of leaf nodes and the selected division method, which is 
plotted in Figure 3. The graph illustrates the condition for using methods based on the 
information load, and not numerical values of the parameters. Preference of this 
approach is based on the input data of the test problem. The results for the tested 
combinations of induction test data and outputs in the form of averaged three of 
division methods for division classification error values are presented in Figure 4. 

 

Fig. 3. The error rate of classification for 
multicriteria selection methods 

 

Fig. 4. Average classification error for the 
constructed decision trees 

The first fact that is observed in this research was that selecting a multicriteria 
method is not possible based only on a decision situation itself. It is a result of some 
intangible data, which are also hidden from a DM. This includes knowledge of a 
global or organizational context of a decision. An existing relation between the 
characteristics of a subject of a decision and the economic, practical, or psychological 
scope of an analyzed decision were also confirmed. It is a task of an analyst to 
consider those factors when selecting a multicriteria method to solve a decision 
situation. The main problem in structuring this aspect is the inability to quantify many 
factors specific to a particular knowledge domain. A description of a decision 
situation needs to be delivered in a format that allows the execution of a process 
according to some defined steps leading to the desired outcome. Hence, a prerequisite 
of obtaining a reliable result of decision support is to use methods and techniques 
aligned with the DM’s expectations and available information about a decision 
problem, as well as an environment where a decision is made.  
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Future work assumes the extension of the proposed approach with other 
multicriteria methods and areas of reality in order to cover the situation of decision 
making not solved by the proposed algorithm. With the inclusion of more areas, 
special attention should be paid to the selection of the factors contained in the set K. It 
should be noted that there may be categories of decision-making situations that are 
poorly presented in the scientific literature or public data sets. In such a situation, an 
independent structure of the knowledge base with the help of domain experts should 
be considered. 

5 Summary 

The research of decision situation context is a complex and difficult to define task. 
Every decision takes place in a specific context, and it is necessary to select key 
characteristics and structures important for selecting the decision support method. 
Selecting the research procedure should take into account the parameters associated 
with the decision situation. The approach presented in this paper is one of the possible 
patterns of selection methods according to various aspects of the decision. The 
performed process of multivariate analysis of decision support methods took into 
account the set of possible values of the preferential information, linear compensation 
between the criteria of binary relations, manner of accounting, and shape of the 
function of the performance and characteristics of the veto. The proposed methods, 
based on data mining and prediction using decision trees, resulted in the rule-based 
system that determines the correctness of the proposed multicriteria method. The 
quality of decisions is the result of four elements based on the definition of the subject 
decision, the consequences of the implementation of decision variants, modeling 
global preferences, and selection procedures. Future direction of research in this area 
should take into account not only the correctness of methodical aspects, but also the 
quality of the recommendations. Selection of the proper method and procedures is 
essential for results, as it is the initial part of the process and determines the course of 
the analysis of the decision, which is often closely associated with the selected 
method. 

References 

1. Araz, C., Ozkarahan, I.: Supplier evaluation and management system for strategic sourcing 
based on a new multicriteria sorting procedure. International Journal of Production 
Economics 106, 585–606 (2007) 

2. Augusto, M., Lisboa, J., Yasin, M., Figueira, J.R.: Benchmarking in a multiple criteria 
performance context: An application and a conceptual framework. European Journal of 
Operational Research 184, 244–254 (2008) 

3. Augusto, M.R., Lisboa, J.O., Yasin, M., Figueira, J.R.: Benchmarking in a multiple criteria 
performance context: An application and a conceptual framework. European Journal of 
Operational Research 184, 244–254 (2008) 

4. Brans, J.P., Vincke, P.: A preference ranking organisation method. Management 
Science 31, 647–656 (1985) 



464 J. Wątróbski, J. Jankowski, and Z. Piotrowski 

5. Brans, J.P., Vincke, P., Mareschal, B.: How to select and how to rank projects: The 
PROMETHEE method. European Journal of Operational Research 24, 228–238 (1986) 

6. Donegan, H.A., Dodd, F.J., McMaster, T.B.M.: A New Approach to AHP Decision-
Making, Journal of the Royal Statistical Society. Series D (The Statistician) 41(3), 295–
302 (1992) 

7. Dong, C., Loo, G.: Flexible Web-Based Decision Support System Generator (FWDSSG) 
utilising software agents. In: Proceedings of the 12th International Workshop on Database 
and Expert Systems Applications Dexa 2000, pp. 0892–0910. IEEE Computer Society 
(2001) 

8. Fortemps, P., Greco, S., Słowiński, R.: Multicriteria Choice and Ranking Using Decision 
Rules Induced from Rough Approximation of Graded Preference Relations. In: Tsumoto, 
S., Słowiński, R., Komorowski, J., Grzymała-Busse, J.W. (eds.) RSCTC 2004. LNCS 
(LNAI), vol. 3066, pp. 510–522. Springer, Heidelberg (2004) 

9. Goumas, M., Lygerou, V.: An extension of the PROMETHEE method for decision making 
in fuzzy environment: Ranking of alternative energy exploitation projects. European 
Journal of Operational Research 123, 606–613 (2000) 

10. Guitouni, A., Martel, J.M.: Tentative guidelines to help choosing an appropriate MCDA 
method. European Journal of Operational Research 109, 501–521 (1998) 

11. Guitouni, A., Martel, J.M., Vincke, P.: A Framework to Choose a Discrete Multicriterion 
Aggregation Procedure. Defence Research Establishment Valcatier, DREV (1998) 

12. Hokkanen, J., Salminen, P.: ELECTRE III and IV Decision Aids in an Environmental 
Problem. Journal of Multi-Criteria Decision Analysis 6, 215–226 (1997) 

13. MCDA Software Package,  
http://www.cs.put.poznan.pl/ewgmcda/index.php/software 

14. Kangas, A., Kangas, J., Pykaelaeinen, J.: Outranking Methods As Tools in Strategic 
Natural Resources Planning. Silva Fennica 35, 215–227 (2001) 

15. Li, D.F.: Compromise ratio method for fuzzy multi-attribute group decision making. 
Applied Soft Computing 7, 807–817 (2007) 

16. MPERIA Project Report, Comparison of Multi – Criteria Decision Analytical Software 
Searching for ideas for developing a new EIA- specific multi - criteria software Jyri 
Mustajoki Mika Marttunen Finnish Environment Institute (February 19, 2013) 

17. Munda, G.: Multiple Criteria Decision Analysis and Sustainable Development, Multiple 
Criteria Decision Analysis: State of the Art Surveys. Springer, New York (2005) 

18. Ozerol, G., Karasakal, E.: A Parallel between Regret Theory and Outranking Methods for 
Multicriteria Decision Making Under Imprecise Information. Theory and Decision 65(1), 
45–70 (2008) 

19. Pistolesi, G.: MicroDEMON: A Decision-making Intelligent Assistant for Mobile 
Business. Intelligent. In: Gupta, J.N.D., Forgionne, G.A., Manuel Mora, T. (eds.) 
Decision-Making Support Systems Decision Engineering, pp. 237–254. Springer, 
Heidelberg (2006) 

20. Rao, R., Davim, J.: A decision-making framework model for material selection using a 
combined multiple attribute decision-making method. The International Journal of 
Advanced Manufacturing Technology 35, 751–760 (2008) 

21. Roy, B.: Paradigms and challenges. In: Figueira, J., Greco, S., Ehrgott, M. (eds.) Multiple 
Criteria Decision Analysis. State of the Art Surveys, Springer Science and Business 
Media, Inc. (2005) 

22. Roy, B.: The outranking approach and the foundations of ELECTRE methods. Theory and 
Decision 31, 49–73 (1991) 



 The Selection of Multicriteria Method 465 

23. Saaty, T.L.: How to make a decision: The analytic hierarchy process. European Journal of 
Operational Research 48, 9–26 (1990) 

24. Saaty, T.L.: The Analytic Hierarchy and Analytic Network Processes for the Measurement 
of Intangible Criteria and for Decision-Making, Multiple Criteria Decision Analysis: State 
of the Art Surveys (2005) 

25. Wang, X., Triantaphyllou, E.: Ranking irregularities when evaluating alternatives by using 
some ELECTRE methods. Omega 36, 45–63 (2008) 

26. Wang, X., Triantaphyllou, E.: Ranking irregularities when evaluating alternatives by using 
some ELECTRE methods. Omega 36, 45–63 (2008) 

27. Wang, J.J., Yang, D.L.: Using a hybrid multi-criteria decision aid method for information 
systems outsourcing. Computers & Operations Research 34, 3691–3700 (2007) 

28. Wei, C.C., Chien, C.F., Wang, M.J.J.: An AHP-based approach to ERP system selection. 
International Journal of Production Economics 96, 47–62 (2005) 

 
 



D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 466–471, 2014. 
© Springer International Publishing Switzerland 2014 

Multi-criteria Utility Mining  
Using Maximum Constraints 

Guo-Cheng Lan1, Tzung-Pei Hong2,3, and Yu-Te Chao2 

1 Industrial Technology Research Institute, 
Computational Intelligence Technology Center, Hsinchu, Taiwan 
2 Department of Computer Science and Information Engineering,  

National University of Kaohsiung, Kaohsiung, Taiwan 
3 Department of Computer Science and Engineering,  

National Sun Yat-Sen University, Kaohsiung, Taiwan 
rrfoheiay@gmail.com, tphong@nuk.edu.tw, ny152_david@hotmail.com 

Abstract. Most of the existing studies in utility mining use a single minimum 
utility threshold to determine whether an item is a high utility item. This way is, 
however, hard to reflect the nature of items. This work thus presents another 
viewpoint about defining the minimum utilities of itemsets. The maximum 
constraint is adopted, which is well explained in the text and suitable to some 
mining domains when items have different utility values. In addition, an 
effective two-phase mining approach is proposed to cope with the problem of 
multi-criteria utility mining under maximum constraints. The experimental 
results show the performance of the proposed approach. 

Keywords: Data mining, utility mining, maximum constraint, multiple 
thresholds. 

1 Introduction 

Currently, utility mining has been one of important research topics due to its utility 
evaluation. The reason for this is that utility mining considers both the quantities and 
profits of items in a transaction database to evaluate the actual utility of an item in 
that database [8]. In the existing studies related to utility mining [3][6][8], all items in 
the utility-based framework are treated uniformly since a single minimum utility 
threshold is used as the utility requirement for the items. However, a single minimum 
utility is not easily used to reflect the natures of the items. For example, in retailing 
business, the profit of “LCD TV” is obviously higher than that of “Milk”. As this 
example notes, only a utility requirement is not easily used to reflect the importance 
of the two items.  

To address this, Lan et al. [4] then presented a new issue, namely utility mining 
with multiple minimum utilities using minimum constraints, which agreed the users to 
assign different minimum utility requirements for items by the significance of the 
items, such as profit or cost. For example, assume the minimum utilities of the two 
items, A and B, are 20% and 40%, respectively, and then the minimum utility of their 
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superset {AB} is 20%. However, when the minimum utility value of an itemset is 
defined as the minimum utility among the items in that itemset, the itemset may be a 
high utility itemset, but some items included that itemset may be not high utility 
items. In this case, it is doubtable whether the itemset is worth considering. For 
example, if the utility ratio of item B is 30%, and is less than its minimum utility 40%, 
then its superset {AB} should not be worth considering. As this notes, it is thus 
reasonable in some sense that the actual utilities of all items in an interesting itemset 
must be larger than or equal to the maximum of the minimum utilities of the items 
contained in it.  

Due to the above reason, this work provides another viewpoint about defining the 
minimum utilities of itemsets under the maximum constraint when items have 
different minimum utilities. The maximum constraint is used, which is well explained 
and may be suitable to some domains, and also the number of unnecessary utility 
itemsets can be effectively reduced by the maximum constraint when compared to the 
minimum constraints. To our best knowledge, this is the first work on mining high 
utility itemsets with the consideration of the multi-criteria using maximum constraints 
in utility mining topic. Finally, the experimental results show the proposed approach 
has good performance in execution efficiency.  

The remaining parts of this paper are organized as follows. The related works are 
reviewed in Section 2. The problem to be solved and its definitions are described in 
Section 3. The proposed approach is stated in Section 4. The experimental results are 
showed in Section 5. Finally, the conclusions are stated in Section 6. 

2 Review of Related Works 

In practical applications, items may have different criteria to assess their importance 
[7]. That is, the individual support requirement of each item should be different. To 
address this problem, Liu et al. presented a new issue, namely association-rule mining 
with multiple minimum supports [5], which agreed the users to assign different 
minimum requirements for items by the significance of the items, such as profit or 
cost. In Liu et al.’s study [5], they designed a minimum constraint, which was that the 
minimum value of the minimum supports of all items in an itemset was regarded as 
the minimum support of that itemset, to determine the minimum support of an 
itemset. Different from Liu et al.’s study [5], Wang et al. [7] then presented a bin-
oriented, non-uniform support constraint, which allowed the minimum support value 
of an itemset to be any function of the minimum supports of items contained in the 
itemset.  

On the other hand, the utility function in Yao et al.’s study [8] considered not only 
quantities of items in a transaction but also the profits of the items in a set of 
transactions to measure the utility of an item. By using a transaction dataset and a 
utility table together, the discovered itemset is able to better match a user’s 
expectations than if found by considering only the transaction dataset itself. 
Compared to association-rule mining [1][5][7], the actual utility of an itemset can be 
effectively evaluated by the utility function in utility mining.  
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Based on the utility function, however, the downward-closure property in 
association rule mining cannot be kept in the problem of utility mining. To address 
this, Liu et al. then proposed a two-phase approach (TP), which was developed the 
upper-bound model to avoid information losing in mining [6]. Afterward, most of 
existing approaches were based on the framework of the TP algorithm to cope with 
various applications, such as on-shelf utility mining [3], and so on.  

However, traditional utility mining [1] only adopts a single minimum utility 
threshold to determine whether or not an item is a high utility item in a database. But, 
in practical application, items may have different criteria to assess their importance 
[7]. To address this problem, Lan et al. then presented a new issue, namely utility 
mining with multiple minimum utilities using minimum constraints, which agreed the 
users to assign different minimum utility requirements for items by the significance of 
the items, such as profit or cost. As mentioned previously, however it is reasonable in 
some sense that the actual utilities of all items in an interesting itemset must be larger 
than or equal to the maximum of the minimum utilities of the items contained in it.  

3 Problem Statement and Definitions 

In this section, some terms are given to illustrate the multi-criteria utility mining 
problem with maximum constraints. Assume there are ten transactions in a 
quantitative transaction database (QDB), as shown in Table 1, and there are six items 
in Table 1, respectively denoted from A to F. In addition, the value attached to each 
item in the corresponding slot is the sold quantity in a transaction. The profits of the 
six items are 3, 10, 1, 6, 5 and 2, and their minimum utility criteria are 0.20, 0.40, 
0.25, 0.15, 0.20 and 0.15, respectively.  

Table 1. The ten transactions in this example 

TID A B C D E F 
Trans1 1 0 2 1 1 1 
Trans2 0 1 25 0 0 0 
Trans3 0 0 0 0 2 1 
Trans4 0 1 12 0 0 0 
Trans5 2 0 8 0 2 0 
Trans6 0 0 4 1 0 1 
Trans7 0 0 2 1 0 0 
Trans8 3 2 0 0 2 3 
Trans9 2 0 0 1 0 0 
Trans10 0 0 4 0 2 0 

 
In this study, an itemset X is a subset of the items I, X ⊆ I. If | X | = r, the set X is 

called an r-itemset. I = {i1, i2, ..., in} is a set of items may appear in the transaction. In 
addition, a transaction (Trans) consists of a set items purchased with their quantities. 
A quantitative database QDB is then composed of a set of transactions. That is, QDB 
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= {Trans1, Trans2, …, Transy, …, Transz}, where Transy is the y-th transaction in 
QDB. Based on Yao et al.’s utility function, the utility uyi of an item i in Transy is the 
external utility si multiplied by the quantity qzj of i in Transy, and the utility uyX of an 
itemset X in Transy is the summation of the utilities of all items in X in Transy. 
Furthermore, the actual utility auX of X in a database D is the summation of the 
utilities of X in the transactions including X of QDB. For example, the utility of {BC} 
in Trans2 can be calculated as 1*10 + 25*1, which is 35, and then the actual utility 
au{BC} of {BC} in Table 1 can be calculated as 35 + 22, which is 57.  

Further, the actual utility ratio aurX of an itemset X is the summation of the utilities 
of X in the transactions including X in QDB over the summation of the transaction 
utilities of all transactions in QDB. For example, in Table 1, the summation of the 
transaction utilities of all transactions is 202 (= 18 + 35 + 12 + 22 + 24 + 12 + 8 + 45 
+ 12 + 14). Since the actual utility au{BC} of {BC} in Table 1 is 57, the actual utility 
ratio au{BC} can be calculated as 57/202, which is about 0.2822.  

Finally, let λi be the predefined individual minimum utility threshold of an item i. 
Note that here a maximum constraint is used to select the maximum value of 
minimum utilities of all items in X as the minimum utility threshold λX of X. Hence, 
an itemset X is called a high utility itemset (HU) if auX ≧λX. For example in Table 1, 
since the minimum utility threshold of {BC} is 0.4, {BC} is not a HU under the 
maximum constraint due to its actual utility ratio (= 0.2822).  

However, the downward-closure property cannot be kept in the problem of this 
work. For example, the actual utility ratio and minimum utility of {A} are 0.1188 (= 
24/202) and 0.2, so that {A} is not a high utility itemset, but its superset {AE} is. To 
avoid information losing in mining, the existing transaction-utility upper-bound 
(TUUB) model [6] is used to achieve this goal. The main concept of TUUB is that the 
transaction utility of a transaction is used as the upper-bound of any subsets in that 
transaction, and the transaction-utility upper-bound ratio tuubrX of an itemset X in 
QDB is the summation of the transaction utilities of the transactions including X in 
QDB over the summation of transaction utilities of all transactions in QDB. If tuubrX ≧λX, the itemset X is called a high transaction-utility upper-bound itemset (HTUUB). 
For example, in Table 1, since the itemset {A} appears in the four transactions, 
Trans1, Trans5, Trans8, and Trans9, and their transaction utilities are 18, 24, 45, and 
12. Then, tuubr{A} of {A} is 0.4900 (= (18 + 24 + 45 + 12) / 202). Accordingly, {A} is 
a HTUUB due to its minimum utility threshold (= 0.2). 

4 The Proposed Mining Algorithm 

The execution process of the two-phase multi-criteria approach using maximum 
constraints (abbreviated as TPMmax) is then stated as follows. 
 
INPUT: A set of items, each with a profit value and an individual minimum utility 

threshold, a quantitative transaction database QDB, in which each transaction 
includes a subset of items with quantities. 

OUTPUT: A final set of high utility itemsets (HUs) satisfying their individual 
minimum utilities under the maximum constraints.  
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Phase 1: Finding high transaction-utility upper-bound itemsets  
STEP 1: For each Transy in QDB, find the utility uyz of each item iz in Transy.  
STEP 2: For each item i in QDB, calculate the transaction-utility upper-bound tuubi of i. 
STEP 3: For each item i in QDB, if the transaction-utility upper-bound tuubi of the 

item i is larger than or equal to the corresponding minimum utility threshold 
λi of the item i, put it in the set of HTUUB1. 

STEP 4: Set r = 1, where r represents the number of items in the current set of 
candidate utility r-itemsets (Cr) to be processed. 

STEP 5: Generate from the set HTUUBr the candidate set Cr+1, in which all the r-sub-
itemsets of each candidate must be contained in the set of HTUUBr. 

STEP 6: For each candidate (r+1)-itemset X in the set Cr+1, find the transaction-utility 
upper-bound tuubX of X in QDB. 

STEP 7: For each candidate utility (r+1)-itemset X in Cr+1, do the following substeps. 
(a) Find the maximum value λX of the minimum utility thresholds of all items in 

X as the minimum utility threshold of X, λX. 
(b) Check whether the transaction-utility upper-bound tuubX of X is larger than 

or equal to the minimum utility threshold λX. If it is, put it in set HTUUBr+1. 
STEP 8: If HTUUBr+1 is null, do STEP 9; otherwise, set r = r + 1 and repeat STEPs 5 

to 8. 

Phase 2: Finding high utility itemsets (HUs) satisfying their minimum utilities 
STEP 9: Scan the database QDB once to the actual utility auX of X in all HTUUB sets.  
STEP 10: For each itemset X in all HTUUB sets, do the following substeps. 

(a) Find the maximum value λX among the minimum utility thresholds of all 
items in X as the minimum utility threshold of X, λX. 

(b) Check whether the actual utility auX of X is larger than or equal to the 
minimum utility threshold λX. If it is, put it in set HUr+1. 

STEP 11: For each itemset X in HU set, check whether its each subset is also the 
member of the HU set. If yes, keep it in the HU set; otherwise, remove X. 

STEP 12: Output the set of high utility itemsets satisfying their own criteria, HUs. 

5 Experimental Evaluation 

In this section, a series of experiments were conducted to show the performance of the 
proposed TPMmax. In the experiments, the public IBM data generator [2] was used to 
produce the synthetic data “T10I4N4KD200K”. Figure 1 showed the performance of 
the proposed TPMmax and the traditional TP [6] under various λmin. Here the symbol 
λmin represented the minimum value of minimum utilities of all items in databases, and 
λmin was regarded as the minimum utility threshold in traditional utility mining.  

As shown in the figure, it could be clearly observed that the execution efficiency of 
the proposed TPMmax is faster than that of the traditional TP under various thresholds. 
The main reason is that the maximum constraints could be effectively used to reduce 
a large number of unnecessary itemsets in mining when compared with the TP. 
Hence, the proposed viewpoint using maximum constraints might be a proper 
framework when items had different minimum utilities. 
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Fig. 1. Efficiency comparison of the two approaches under different thresholds λmin 

6 Conclusion 

This work has presented a new research issue, namely multi-criteria utility mining 
with the maximum constraints, to define the individual minimum utility of an itemset 
in a database when items have different criteria. In particular, this work also presents 
the two-phase approach to cope with the problems of multi-criteria utility mining. The 
experimental results show that proposed TPMmax has good performance on efficiency. 
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Abstract. We have recently worked out a method for building reliable 
predictive models from a data stream of real estate transactions which applies 
the ensembles of genetic fuzzy systems and neural networks. The method 
consists in building models over the chunks of a data stream determined by a 
sliding time window and enlarging gradually an ensemble by models generated 
in the course of time. The aged models are utilized to compose ensembles and 
their output is updated with trend functions reflecting the changes of prices in 
the market. In the paper we present the next series of extensive experiments to 
evaluate our method with the ensembles of artificial neural networks. We 
examine the impact of the number of aged models used to compose an 
ensemble on the accuracy and the influence of the degree of polynomial trend 
functions employed to modify the results on the performance of neural network 
ensembles. The experimental results were analysed using statistical approach 
embracing nonparametric tests followed by post-hoc procedures designed for 
multiple N×N comparisons. 

Keywords: artificial neural networks, data stream, sliding windows, ensembles, 
trend functions, property valuation.  

1 Introduction 

Numerous strategies and techniques for mining data streams have been devised during 
the last decade. Processing data streams presents a big challenge because it requires 
considering memory limitations, short processing times, and single scans of incoming 
data. Gaber in his overview paper categorizes them into four main groups: two-phase 
techniques, Hoeffding bound-based, symbolic approximation-based, and granularity-
based ones [1]. Much effort is devoted to the issue of concept drift which occurs when 
data distributions and definitions of target classes change over time [2], [3], [4]. 
Comprehensive reviews of ensemble based methods for handling concept drift in data 
streams can be found in [5], [6].  
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For a few years we have been working out and testing methods for generating 
regression models to assist with real estate appraisal based on fuzzy and neural 
approaches: i.e. genetic fuzzy systems and artificial neural networks as both single 
models [7] and ensembles built using various resampling techniques [8], [9], [10], 
[11], [12], [13]. An especially good performance revealed evolving fuzzy models 
applied to cadastral data [14], [15]. Evolving fuzzy systems are appropriate for 
modelling the dynamics of real estate market because they can be systematically 
updated on demand based on new incoming samples and the data of property sales 
ordered by the transaction date can be treated as a data stream. 

In this paper we present the results of our further study on the method to predict 
from a data stream of real estate sales transactions based on ensembles of regression 
models [16], [17], [18]. The goal of research reported in this paper is to apply 
artificial neural networks (ANN) to our method, namely general linear model, 
multilayer perceptron, and radial basis function neural networks. Having prepared 
a new real-world dataset we investigated the impact of the number of aged models 
used to compose an ensemble on the accuracy and the influence of degree of 
polynomial trend functions applied to modify the results on the performance of single 
models and ensembles. The scope of extensive experiments was enough to conduct 
advanced statistical analysis of results obtained including nonparametric tests 
followed by post-hoc procedures devised for multiple N×N comparisons. 

2 Ensemble Approach to Predict from a Data Stream 

Our ensemble approach to predict from a data stream lies in systematic building 
models over chunks of data and utilizing aged models to compose ensembles. The 
output produced by component models is corrected by means of trend functions 
reflecting the changes of prices in the market over time. The outline our approach to 
is illustrated in Fig. 1. The data stream is partitioned into data chunks of a constant 
length tc. The sliding window, which length is a multiple of a data chunk, delineates 
training sets; in Fig. 1 it is double the chunk. We consider a point of time t0 at which 
the current model was built over data that came in between time t0–2tc and t0. The 
models created earlier that have aged gradually are utilized to compose an ensemble 
so that the current test set is applied to each component model. However, in order to 
compensate ageing, their output produced for the current test set is updated using 
trend functions determined over all data since the beginning of the stream; we denote 
them as BegTrends. As the functions to model the trends of price changes the 
polynomials of the degree from one to five were employed: Ti(t), where i stands for 
the degree. The method of updating the prices of premises with the trends is based on 
the difference between a price and a trend value in a given time point. More detailed 
description of the approach presented in the paper can be found in [19].  
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Fig. 1. Outline of ensemble approach to predict from a data stream 

3 Experimental Setup 

The experiments were conducted with our system implemented in Matlab. The system 
was designed to carry out research into machine learning algorithms using various 
resampling methods and constructing and evaluating ensemble models for regression 
problems. We have extended our system to include functions of building ensembles 
over a data stream. The trends are modelled using the Matlab function polyfit. 

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 100 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 14 years 
from 1998 to 2011. In this period the majority of transactions were made with non-
market prices when the council was selling flats to their current tenants on preferential 
terms. First of all, transactional records referring to residential premises sold at 
market prices were selected. Then, the dataset was confined to sales transaction data 
of residential premises (apartments) where the land was leased on terms of perpetual 
usufruct. The other transactions of premises with the ownership of the land were 
omitted due to the conviction of professional appraisers stating that the land 
ownership and lease affect substantially the prices of apartments and therefore they 
should be used separately for sales comparison valuation methods. The final dataset 
counted 9795 samples. Due to the fact we possessed the exact date of each transaction 
we were able to order all instances in the dataset by time, so that it can be regarded as 
a data stream. Four following attributes were pointed out as main price drivers by 
professional appraisers: usable area of a flat (Area), age of a building construction 
(Age), number of storeys in the building (Storeys), the distance of the building from 
the city centre (Centre), in turn, price of premises (Price) was the output variable.  

Following parameters of our experiments were determined. As single models, 
general linear model (GLM), multilayer perceptron (MLP) and radial basis function 
neural networks (RBF) were built using glm, mlp, and rbf Matlab functions, 
respectively. In each function the number of inputs and outputs was set to four and 
one, respectively. In glm and mlp linear output unit activation functions and in rbf a 
radially symmetric Gaussian function as hidden unit activation function were used. 



 Evaluation of Neural Network Ensemble Approach to Predict from a Data Stream 475 

The functions mlp and rbf were run with three neurons in a hidden layer. The number 
of epochs to learn each network was equal to 100. As the performance measure the 
root mean square error (RMSE) was used. 

The results of evaluating experiments were considered within six years 2005-2010, 
marked with grey shades in Fig. 2. This period was chosen because after Poland 
entered the European Union (EU) in 2004 a rise of real estate prices could be 
observed. Moreover, the prices of residential premises were increasing rapidly during 
the worldwide real estate bubble. In turn the period after the bubble burst and during 
the global financial crisis was characterized by unstable real estate market and great 
fluctuations of prices due to nervous behaviour of both buyers and sellers. We build 
the ensembles at the beginning of each quarter and so obtained 24 observation points. 
The trend of premises price changes over six years from 2005 to 2010, shown in  
Fig. 3, can be modelled by the polynomial function of degrees three and four. 

 

Fig. 2. Change trend of average transactional prices per square metre over time 

Based on the results of our previous study, we determined following parameters of 
our experiments including two phases:  

1) Generating single ANN models 
• Set the length of the sliding window to 12 months, tw = 12. 
• Set the starting point of the sliding window, i.e. its right edge, to 2000-01-01 

and the terminating point to 2010-12-01. 
• Set the shift of the sliding window to 1 month, ts = 1. 
• Move the window from starting point to terminating point with the step ts = 1. 
• At each stage generate a ANN from scratch over a training set delineated by 

the window. In total 108 single models were built for each ANN. 
2) Building ANN ensembles 

• Select a period to investigate the real estate market in Poland, i.e. 2005-2010. 
• At the beginning of each quarter (t0) build ensembles composed of 3, 9, 12, 15, 

21, and 24 ageing ANNs. An ensemble is created in the way described in 
Section 2 with the shift equal to one month, ts =1. 
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• Take test sets actual for each t0 over a period of 3 months, tt =3. 
• Compute the output of individual ANNs and update it using trend functions of 

degree from one to five determined for BegTrends. 
• As the aggregation function of ensembles use the arithmetic mean. 

The analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [20], [21], [22]. The routine starts with the nonparametric 
Friedman test, which detect the presence of differences among all algorithms 
compared. After the null-hypotheses have been rejected the post-hoc procedures are 
applied in order to point out the particular pairs of algorithms which produce 
differences. For N×N comparisons nonparametric Nemenyi’s, Holm’s, Shaffer’s, and 
Bergmann-Hommel’s procedures are employed. 

4 Analysis of Experimental Results 

4.1 Comparison of ANN Ensembles of Different Size  

For illustration the performance of models of three selected sizes, i.e. the ensembles 
comprehending 3, 12, and 24 models for T4 trend functions for GLM ensembles is 
presented in Fig. 3. The values of RMSE are given in thousand PLN.  

 

Fig. 3. Performance of GLM ensembles of different size for correction with T4 trend functions 

The Friedman tests performed in respect of RMSE showed that there were 
significant differences among ensembles in majority of cases. Average ranks of 
individual models for polynomial trend functions of degrees from T1 to T5 and with 
no correction (noT) produced by the tests for GLM, MLP and RBF ensembles are 
shown in Tables 1, 2, and 3, respectively. The tests indicating significant differences 
among models at the level of 0.05 are marked with italics in the tables and the lower 
rank value the better model.  
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Table 1. Average rank positions of GLM ensembles of size 3 to 24 by Friedman tests 

Trend p-value 1st 2nd 3rd 4th 5th 6th 
noT 0.000 3 (1.29) 9 (2.29) 12 (3.00) 15 (3.67) 21 (4.75) 24 (6.00) 
BegT1 0.000 3 (1.54) 9 (2.25) 12 (3.00) 15 (3.71) 21 (4.71) 24 (5.79) 
BegT2 0.000 3 (1.42) 9 (2.21) 12 (3.04) 15 (4.00) 21 (4.92) 24 (5.42) 
BegT3 0.899 9 (3.25)  3 (3.29) 12 (3.46) 24 (3.50) 21 (3.71) 15 (3.79) 
BegT4 0.049 24 (2.63) 21 (3.13) 15 (3.54) 3 (3.54) 12 (3.96) 9 (4.21) 
BegT5 0.077 24 (2.75) 21 (3.08) 15 (3.46) 12 (3.71) 3 (3.71) 9 (4.29) 

Table 2. Average rank positions of MLP ensembles of size 3 to 24 by Friedman tests 

Trend p-value 1st 2nd 3rd 4th 5th 6th 
noT 0.000 3 (2.00) 9 (2.46) 12 (2.92) 15 (3.50) 21 (4.50) 24 (5.63) 
BegT1 0.404 15 (3.04) 21 (3.13) 24 (3.42) 12 (3.58) 9 (3.79) 3 (4.04) 
BegT2 0.000 24 (1.71) 21 (2.38) 15 (3.21) 12 (4.17) 9 (4.63) 3 (4.92) 
BegT3 0.000 24 (1.00) 21 (2.00) 15 (3.04) 12 (4.08) 9 (5.00) 3 (5.88) 
BegT4 0.000 24 (1.25) 21 (2.42) 15 (3.42) 12 (4.04) 9 (4.83) 3 (5.04) 
BegT5 0.000 24 (1.25) 21 (2.46) 15 (3.42) 12 (4.13) 9 (4.83) 3 (4.92) 

Table 3. Average rank positions of RBF ensembles of size 3 to 24 by Friedman tests 

Trend p-value 1st 2nd 3rd 4th 5th 6th 
noT 0.000 3 (1.88) 9 (2.46) 12 (2.96) 15 (3.75) 21 (4.58) 24 (5.38) 
BegT1 0.257 15 (3.04) 12 (3.04) 21 (3.46) 9 (3.46) 24 (3.88) 3 (4.13) 
BegT2 0.000 24 (1.83) 21 (2.67) 15 (3.38) 12 (3.96) 9 (4.38) 3 (4.79) 
BegT3 0.000 24 (1.00) 21 (2.04) 15 (3.04) 12 (3.96) 9 (5.04) 3 (5.92) 
BegT4 0.000 24 (1.25) 21 (2.38) 15 (3.38) 12 (4.17) 9 (4.75) 3 (5.08) 
BegT5 0.000 24 (1.29) 21 (2.38) 15 (3.42) 12 (4.13) 9 (4.75) 3 (5.04) 

 
Due to limited space we do not present detailed results of post-hoc procedures. 

Following main observations could be done based on the results of Shaffer’s and 
Bergmann-Hommel’s post-hoc procedures. The greater number of models with 
corrected outputs with T4 and T5, and additionally with T2 and T3 in the case of MLP 
and RBF, in an ensemble the better performance. However, for MLP and RBF the 
differences were statistically significant, but it was not the case for GLM. For no 
correction and also with T1, T2 for GLM, the models revealed reverse behaviour. 

4.2 Comparison of GFS Ensembles Using Trend Functions of Different Degrees 

For illustration the performance of models with corrected output using T1 and T3 
trend functions and without output correction (noT) of size equal to 24 for MLP 
ensembles is presented in Fig. 4. The values of RMSE are given in thousand PLN.  

The Friedman tests performed in respect of RMSE showed that there were 
significant differences among ensembles in each case. Average ranks of individual 
models for ensemble sizes from 3 to 24 produced by the tests for GLM, MLP and RBF 
ensembles are shown in Tables 4, 5, and 6, respectively. The tests indicating 
significant differences among models at the level of 0.05 are marked with italics in 
the tables and the lower rank value the better model.  
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Fig. 4. Performance of MLP ensembles with correction using trend functions for Size=24 

Due to limited space we do not present detailed results of post-hoc procedures. 
Following main observations could be done based on the results of Shaffer’s and 
Bergmann-Hommel’s post-hoc procedures: The best performance provided correction 
with trend functions T3, T4, and T5 and additionally with T2 in the case of MLP and 
RBF. However, only the differences between the aforementioned models and the 
models with no correction were statistically significant. The statistically significant 
differences were also detected for ensembles of size 24 and 21 in the following cases: 
T4 vs T2, T5 vs T2 for GLM as well as T3 vs T1, T4 vs T1 for both MLP and RBF. 

Table 4. Average rank positions of GLM ensembles determined by Friedman test 

Size p-value 1st 2nd 3rd 4th 5th 6th 
3 0.000 T3 (2.38) T4 (3.04) T5 (3.29) T2 (3.38) T1 (4.04) noT (4.88) 
9 0.005 T3 (2.83) T4 (2.88) T5 (3.13) T2 (3.71) T1 (3.79) noT (4.67) 

12 0.003 T4 (2.83) T3 (2.83) T5 (3.00) T1 (3.83) T2 (3.88) noT (4.63) 
15 0.000 T4 (2.75) T3 (2.83) T5 (2.83) T1 (3.88) T2 (4.04) noT (4.67) 
21 0.000 T4 (2.54) T5 (2.54) T3 (3.04) T1 (3.79) T2 (4.21) noT (4.88) 
24 0.000 T4 (2.38) T5 (2.38) T3 (3.21) T2 (3.67) T1 (4.25) noT (5.13) 

Table 5. Average rank positions of MLP ensembles determined by Friedman test 

Size p-value 1st 2nd 3rd 4th 5th 6th 
3 0.000 T3 (1.88) T4 (2.96) T2 (3.00) T5 (3.46) T1 (4.29) noT (5.42) 
9 0.005 T3 (2.83) T4 (2.88) T5 (3.13) T2 (3.71) T1 (3.79) noT (4.67) 

12 0.003 T4 (2.83) T3 (2.83) T5 (3.00) T1 (3.83) T2 (3.88) noT (4.63) 
15 0.000 T4 (2.75) T5 (2.83) T3 (2.83) T2 (3.88) T1 (4.04) noT (4.67) 
21 0.000 T3 (2.13) T4 (2.75) T2 (3.04) T5 (3.13) T1 (4.33) noT (5.63) 
24 0.000 T3 (2.04) T4 (2.71) T5 (3.04) T2 (3.08) T1 (4.38) noT (5.75) 

Table 6. Average rank positions of RBF ensembles with determined by Friedman test 

Size p-value 1st 2nd 3rd 4th 5th 6th 
3 0.000 T3 (2.08) T4 (3.00) T2 (3.13) T5 (3.42) T1 (4.17) noT (5.21) 
9 0.000 T3 (2.17) T4 (2.96) T2 (3.13) T5 (3.29) T1 (4.21) noT (5.25) 

12 0.000 T3 (2.17) T4 (2.92) T2 (3.13) T5 (3.29) T1 (4.21) noT (5.29) 
15 0.000 T3 (2.17) T4 (2.88) T2 (3.13) T5 (3.25) T1 (4.17) noT (5.42) 
21 0.000 T3 (2.21) T4 (2.79) T2 (3.08) T5 (3.08) T1 (4.21) noT (5.63) 
24 0.000 T3 (2.21) T4 (2.75) T5 (2.96) T2 (3.08) T1 (4.29) noT (5.71) 
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4.3 Comparison of ANN Ensembles with Other Approaches 

The ensembles built using GLM, MLP, and RBF networks were compared with two 
other methods in terms of accuracy. For comparison we took the results of our 
previous investigations into evolving fuzzy systems and ensembles constructed by 
means of genetic fuzzy systems (GFS) conducted over the same datasets [23], [24]. 
For statistical tests we selected the ensembles providing the best performance, i.e. the 
ones comprising 24 component models which output was corrected using polynomial 
functions of degree 3 or 4. The evolving fuzzy models were generated using the 
Flexfis algorithm [25]. The RMSE of examined methods was computed in the same 24 
observation time points as reported in section 3. The Friedman test performed in 
respect of RMSE values showed that there were significant differences among models. 
Average ranks of compared methods produced by the test are shown in Table 4, 
where the lower rank value the better model. Adjusted p-values for Nemenyi’s, 
Holm’s, Shaffer’s, and Bergmann-Hommel’s post-hoc procedures for N×N 
comparisons for all possible pairs of algorithms are shown in Table 5. The p-values 
indicating the statistically significant differences between given pairs of algorithms 
are marked with italics. The significance level considered for the null hypothesis 
rejection was 0.05. Following main observations could be done: Flexfis, GLM-T4, and 
GFS-T4 models revealed significantly better performance than MLP-T3 and RBF-T3 
ones. At the same time no significant differences among Flexfis, GLM-T4, and GFS-
T4 models could be observed. 

Table 7. Average rank positions of compared methods determined by Friedman test 

p-value 1st 2nd 3rd 4th 5th 
0.000 Flexfis (1.67) GLM-T4 (1.79) GFS-T4 (2.63) MLP-T3 (4.46) RBF-T3 (4.46) 

Table 8. Adjusted p-values for N×N comparisons for all 10 hypotheses 

Method  vs  Method pNeme pHolm pShaf pBerg 
MLP-T3 vs Flexfis 9.58E-09 9.58E-09 9.58E-09 9.58E-09 
RBF-T3 vs Flexfis 9.58E-09 9.58E-09 9.58E-09 9.58E-09 
GLM-T4 vs MLP-T3 5.15E-08 4.12E-08 3.09E-08 3.09E-08 
GLM-T4 vs RBF-T3 5.15E-08 4.12E-08 3.09E-08 3.09E-08 
MLP-T3 vs GFS-T4 5.90E-04 3.54E-04 3.54E-04 2.36E-04 
RBF-T3 vs GFS-T4 5.90E-04 3.54E-04 3.54E-04 2.36E-04 
Flexfis vs GFS-T4 0.357638 0.143055 0.143055 0.143055 
GLM-T4 vs GFS-T4 0.678892 0.203667 0.203667 0.143055 
GLM-T4 vs Flexfis 1.000000 1.000000 1.000000 1.000000 
MLP-T3 vs RBF-T3 1.000000 1.000000 1.000000 1.000000 

5 Conclusions and Future Work 

Our further investigation into the method to predict from a data stream of real estate 
sales transactions based on ensembles of regression models is reported in the paper. 
The core of our approach is incremental expanding an ensemble by models built from 
scratch over successive chunks of a data stream determined by a sliding window. In 
order to compensate ageing the output produced by individual component models for 
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the current test dataset is updated using trend functions which reflect the changes of 
the market. In our research we employed artificial neural networks as the base 
machine learning algorithms and the trends were modelled over data that came in 
from the beginning of a stream. 

The experiments aimed at examining the impact of the number of aged models 
used to compose an ensemble on the accuracy and the influence of degree of 
polynomial trend functions applied to modify the results on the accuracy of single 
models and ensembles. The data driven models, considered in the paper, were 
generated using real-world data of sales transactions taken from a cadastral system 
and a public registry of real estate transactions. The whole dataset was ordered by 
transaction date forming a sort of a data stream. The comparative experiments 
consisted in generating ensembles of ANN models for 24 points of time within the 
period of six years using the sliding window one year long which delineated training 
sets. The predictive accuracy of ANN ensembles for different variants of ensemble 
sizes and polynomial trend functions, was compared using nonparametric tests of 
statistical significance. The ANN ensembles were compared also with evolving fuzzy 
systems and ensembles constructed by means of genetic fuzzy systems. 

The results proved the usefulness of ensemble approach incorporating the 
correction of individual component model output. For the majority of cases the bigger 
ensembles encompassing 21 and 24 ANN models produced more accurate predictions 
than the smaller ensembles. Moreover, they outperformed significantly the single 
models. As for correcting the output of component models, the need to apply trend 
functions to update the results provided by ageing models is indisputable. However, 
the selection the most suitable trend function in terms of the polynomial degree has 
not been definitely resolved. In majority of cases the trend functions of higher degree, 
i.e. three and four provided better accuracy. However, the differences were not 
statistically significant. Therefore, further study is needed into the selection of 
correcting functions dynamically depending on the nature of price changes. 

Acknowledgments. This paper was partially supported by the “Młoda Kadra” funds 
of the Wrocław University of Technology. Many thanks also to Edwin Lughofer for 
granting us his FLEXFIS algorithm code for experiments. 

References 

1. Gaber, M.M.: Advances in data stream mining. Wiley Interdisciplinary Reviews: Data 
Mining and Knowledge Discovery 2(1), 79–85 (2012) 

2. Brzeziński, D., Stefanowski, J.: Reacting to Different Types of Concept Drift: The 
Accuracy Updated Ensemble Algorithm. IEEE Transactions on Neural Networks and 
Learning Systems 25(1), 81–94 (2014) 

3. Sobolewski, P., Woźniak, M.: Concept Drift Detection and Model Selection with 
Simulated Recurrence and Ensembles of Statistical Detectors. Journal for Universal 
Computer Science 19(4), 462–483 (2013) 

4. Tsymbal, A.: The problem of concept drift: Definitions and related work. Technical 
Report. Department of Computer Science, Trinity College, Dublin (2004) 



 Evaluation of Neural Network Ensemble Approach to Predict from a Data Stream 481 

5. Kuncheva, L.I.: Classifier Ensembles for Changing Environments. In: Roli, F., Kittler, J., 
Windeatt, T. (eds.) MCS 2004. LNCS, vol. 3077, pp. 1–15. Springer, Heidelberg (2004) 

6. Minku, L.L., White, A.P., Yao, X.: The Impact of Diversity on Online Ensemble Learning 
in the Presence of Concept Drift. IEEE Transactions on Knowledge and Data Engineering 
22(5), 730–742 (2010) 

7. Król, D., Lasota, T., Trawiński, B., Trawiński, K.: Comparison of Mamdani and TSK 
Fuzzy Models for Real Estate Appraisal. In: Apolloni, B., Howlett, R.J., Jain, L. (eds.) 
KES 2007, Part III. LNCS (LNAI), vol. 4694, pp. 1008–1015. Springer, Heidelberg (2007) 

8. Lasota, T., Telec, Z., Trawiński, B., Trawiński, K.: Exploration of Bagging Ensembles 
Comprising Genetic Fuzzy Models to Assist with Real Estate Appraisals. In: Corchado, E., 
Yin, H. (eds.) IDEAL 2009. LNCS, vol. 5788, pp. 554–561. Springer, Heidelberg (2009) 

9. Lasota, T., Telec, Z., Trawiński, B., Trawiński, K.: A Multi-agent System to Assist with 
Real Estate Appraisals Using Bagging Ensembles. In: Nguyen, N.T., Kowalczyk, R., 
Chen, S.-M. (eds.) ICCCI 2009. LNCS, vol. 5796, pp. 813–824. Springer, Heidelberg 
(2009) 

10. Graczyk, M., Lasota, T., Trawiński, B., Trawiński, K.: Comparison of Bagging, Boosting 
and Stacking Ensembles Applied to Real Estate Appraisal. In: Nguyen, N.T., Le, M.T., 
Świątek, J. (eds.) Intelligent Information and Database Systems. LNCS, vol. 5991, pp. 
340–350. Springer, Heidelberg (2010) 

11. Krzystanek, M., Lasota, T., Telec, Z., Trawiński, B.: Analysis of Bagging Ensembles of 
Fuzzy Models for Premises Valuation. In: Nguyen, N.T., Le, M.T., Świątek, J. (eds.) 
Intelligent Information and Database Systems. LNCS, vol. 5991, pp. 330–339. Springer, 
Heidelberg (2010) 

12. Kempa, O., Lasota, T., Telec, Z., Trawiński, B.: Investigation of bagging ensembles of 
genetic neural networks and fuzzy systems for real estate appraisal. In: Nguyen, N.T., 
Kim, C.-G., Janiak, A. (eds.) ACIIDS 2011, Part II. LNCS, vol. 6592, pp. 323–332. 
Springer, Heidelberg (2011) 

13. Lasota, T., Telec, Z., Trawiński, G., Trawiński, B.: Empirical Comparison of Resampling 
Methods Using Genetic Fuzzy Systems for a Regression Problem. In: Yin, H., Wang, W., 
Rayward-Smith, V. (eds.) IDEAL 2011. LNCS, vol. 6936, pp. 17–24. Springer, Heidelberg 
(2011) 

14. Lasota, T., Telec, Z., Trawiński, B., Trawiński, K.: Investigation of the eTS Evolving 
Fuzzy Systems Applied to Real Estate Appraisal. Journal of Multiple-Valued Logic and 
Soft Computing 17(2-3), 229–253 (2011) 

15. Lughofer, E., Trawiński, B., Trawiński, K., Kempa, O., Lasota, T.: On Employing Fuzzy 
Modeling Algorithms for the Valuation of Residential Premises. Information Sciences 181, 
5123–5142 (2011) 

16. Trawiński, B., Lasota, T., Smętek, M., Trawiński, G.: An Attempt to Employ Genetic 
Fuzzy Systems to Predict from a Data Stream of Premises Transactions. In: Hüllermeier, 
E., Link, S., Fober, T., Seeger, B. (eds.) SUM 2012. LNCS, vol. 7520, pp. 127–140. 
Springer, Heidelberg (2012) 

17. Trawiński, B., Lasota, T., Smętek, M., Trawiński, G.: Weighting Component Models by 
Predicting from Data Streams Using Ensembles of Genetic Fuzzy Systems. In: Larsen, 
H.L., Martin-Bautista, M.J., Vila, M.A., Andreasen, T., Christiansen, H. (eds.) FQAS 
2013. LNCS, vol. 8132, pp. 567–578. Springer, Heidelberg (2013) 

18. Telec, Z., Lasota, T., Trawiński, B., Trawiński, G.: An Analysis of Change Trends by 
Predicting from a Data Stream Using Neural Networks. In: Larsen, H.L., Martin-Bautista, 
M.J., Vila, M.A., Andreasen, T., Christiansen, H. (eds.) FQAS 2013. LNCS, vol. 8132, pp. 
589–600. Springer, Heidelberg (2013) 



482 Z. Telec et al. 

19. Trawiński, B.: Evolutionary Fuzzy System Ensemble Approach to Model Real Estate 
Market based on Data Stream Exploration. Journal of Universal Computer Science 19(4), 
539–562 (2013) 

20. Demšar, J.: Statistical comparisons of classifiers over multiple data sets. Journal of 
Machine Learning Research 7, 1–30 (2006) 

21. García, S., Herrera, F.: An Extension on “Statistical Comparisons of Classifiers over 
Multiple Data Sets” for all Pairwise Comparisons. Journal of Machine Learning 
Research 9, 2677–2694 (2008) 

22. Trawiński, B., Smętek, M., Telec, Z., Lasota, T.: Nonparametric Statistical Analysis for 
Multiple Comparison of Machine Learning Regression Algorithms. International Journal 
of Applied Mathematics and Computer Science 22(4), 867–881 (2012) 

23. Telec, Z., Trawiński, B., Lasota, T., Trawiński, K.: Comparison of Evolving Fuzzy 
Systems with an Ensemble Approach to Predict from a Data Stream. In: Bǎdicǎ, C., 
Nguyen, N.T., Brezovan, M. (eds.) ICCCI 2013. LNCS, vol. 8083, pp. 377–387. Springer, 
Heidelberg (2013) 

24. Trawiński, B., Smętek, M., Lasota, T., Trawiński, G.: Evaluation of Fuzzy System 
Ensemble Approach to Predict from a Data Stream. In: Nguyen, N.T., Attachoo, B., 
Trawiński, B., Somboonviwat, K. (eds.) ACIIDS 2014, Part II. LNCS, vol. 8398, pp. 137–
146. Springer, Heidelberg (2014) 

25. Lughofer, E.: FLEXFIS: A robust incremental learning approach for evolving TS fuzzy 
models. IEEE Transactions on Fuzzy Systems 16(6), 1393–1410 (2008) 

 
 



D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 483–493, 2014. 
© Springer International Publishing Switzerland 2014 

Some Novel Improvements for MDL-Based  
Semi-supervised Classification of Time Series 

Vo Thanh Vinh1 and Duong Tuan Anh2 

1 Faculty of Information Technology, Ton Duc Thang University, Viet Nam 
2 Faculty of Computer Science & Engineering,  

Ho Chi Minh City University of Technology, Viet Nam 
vtvinh@it.tdt.edu.vn, dtanh@cse.hcmut.edu.vn 

Abstract. In this paper, we propose two novel improvements for semi-
supervised classification of time series: an improvement technique for 
Minimum Description Length-based stopping criterion and a refinement step to 
make the classifier more accurate.  Our first improvement applies the non-linear 
alignment between two time series when we compute Reduced Description 
Length of one time series exploiting the information from the other. The second 
improvement is a post-processing step that aims to identify the class boundary 
between positive and negative instances accurately. Experimental results show 
that our two improvements can construct more accurate semi-supervised time 
series classifiers.  

Keywords: Time series, semi-supervised classification, stopping criterion, 
MDL principle, X-Means.  

1 Introduction 

In time series data mining, classification is a crucial problem which has attracted lots 
of researches in the last decade. However, most of the current methods assume that 
the training set contains a great number of positive/labeled data. Such an assumption 
is unrealistic in the real world where we have a small set of labeled data, in addition 
to abundant unlabeled data. In such circumstances, semi-supervised classification is a 
suitable paradigm.  

Semi-supervised classification (SSC) method will train itself by trying to expand 
the set of labeled data with the most similar unlabeled data until reaching a stopping 
criterion. Though several semi-supervised approaches have been proposed, only a few 
could be used for time series data, due to its special characteristic within. 

Most of the time series SSC methods have to suggest a good stopping criterion. 
The SSC approach for time series proposed by Wei et al. in 2006 [8] uses a stopping 
criterion which is based on the minimal nearest neighbor distance, but this criterion 
can not work correctly in some situations. Ratanamahatana and Wanichsan, in 2008 
[6], proposed a stopping criterion for SSC of time series which is based on the 
historical distances between candidate instances from the set of unlabeled instances to 
the initial positive instances. The most well-known stopping criterion so far is the one 



484 V.T. Vinh and D.T. Anh 

using Minimum Description Length (MDL) proposed by Begum et al., 2013 [1]. Even 
though this newest state-of-the-art stopping criterion gives a breakthrough for SSC of 
time series, it is still not effective to be used in some situations where time series may 
have some distortion along the time axis and the computation of Reduced Description 
Length for them becomes so rigid that the stopping point for the classifier can not be 
found precisely.  

In this work, we propose two novel improvements for SSC of time series: an 
improvement technique for MDL-based stopping criterion and a refinement step to 
make the classifier more accurate.  Our first improvement applies the non-linear 
alignment between two time series when we compute Reduced Description Length of 
one time series exploiting the information from the other. The second improvement is 
a post-processing step that aims to identify the class boundary between positive and 
negative instances accurately. Experimental results show that our two improvements 
can construct more accurate semi-supervised time series classifiers. 

The rest of this paper is organized as follows. Section 2 reviews some background. 
Section 3 gives details of the two proposed improvements, followed by a set of 
experiments in Section 4. Section 5 concludes the work and gives suggestions for 
future work.    

2 Background 

In this section, we introduce briefly the framework of semi-supervised time series 
classification, dynamic time warping distance and MDL-based stopping criterion.   

2.1 Semi-supervised Classification of Time Series  

SSC technique can help build better classifiers in situations where we have a small set 
of labeled data, in addition to abundant unlabeled data. The main ideas of SSC of time 
series are summarized as follows. Given a set P of positive instances and a set N of 
unlabeled instances, the algorithm iterates the following two steps:  

Step 1: We find the nearest neighbor of any instance of our training set from the 
unlabeled instances. 

Step 2: This nearest neighbor instance, along with its newly acquired positive label, 
will be added into the training set. 

Note that the above algorithm has to be coupled with the ability to stop adding 
instances at the correct time. This important issue will be addressed later. The 
algorithm for SSC of time series is given as follows: 

 
Self_Training_Classifier (P, N) 

// P: Positive/Labeled set and N: Negative/Unlabeled set 
while (the stopping criterion) 
 nearest_obj = One_Nearest_Neighbor (P, N) 
 P  = P  U {nearest_obj} 
 N  = N  – {nearest_obj} 
end 
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2.2 Dynamic Time Warping Distance 

One problem with time series data is the distortion in the time axis, making Euclidean 
distance unsuitable. However, this problem can be effectively addressed by Dynamic 
Time Warping (DTW), a distance measure that allows non-linear alignment between 
the two time series to accommodate sequences that are similar but out of phase [2]. 
Given two time series Q and C which have length n and m respectively: Q = q1, q2,…, 
qn and C = c1, c2…, cm. 

DTW is a dynamic programming technique which calculates all possible warping 
paths between two time series for finding minimum distance. To calculate DTW 
between the two above time series, firstly we construct a matrix D with size m × n. 
Every element in matrix D is cumulative distance defined as: 

                     γ(i, j) = d(i, j) + min{γ (i-1, j), γ(i, j-1), γ(i-1, j-1)} 

where γ(i, j) is (i, j) element of matrix that is a summation between d(i, j)  = (qi- cj)
2, a 

square distance of qi and cj, and the minimum cumulative distance of three adjacent 
elements to (i, j). 

Next, we choose the optimal warping path which has minimum cumulative 
distance defined as: 

                                             =
= K

k
kwCQDTW

1
min),(  

where wk is (i, j) at kth element of the warping path, and K is the length of the warping 
path. 

 
 
 
 
 
 
 
 
 
 

 

Fig. 1. DTW with Sakoe-Chiba band 

In addition, for a more accurate distance measure, some global constraints were 
suggested to DTW. A well-known constraint is Sakoe-Chiba band [7], shown in Fig. 
1. The Sakoe-Chiba band constrains the indices of the warping path wk = (i, j)k such 
that j - r ≤ i ≤ j + r, where r is a term defining the allowed range of warping, for a 
given point in a sequence. Due to space limitation, interested readers may refer to 
([3], [7]) for more detail about DTW. 

Due to evident advantages of DTW for time series data, our proposed work does 
incorporate DTW distance measure into our algorithm. 
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2.3 Stopping Criterion Based on MDL Principle 

In this subsection, we review the state-of-the-art stopping criterion for SSC of time 
series which is based on the Minimum Description Length principle. This stopping 
criterion was proposed by Begum et al, in 2013 [1]. This is the first work to address 
SSC of time series using MDL. 

Definition 1. Discrete Normalization Function: A discrete function Dis_Norm is the 
function to normalize a real-value subsequence T into b-bit discrete value of range  
[1, 2b]. It is defined as below: 

Dis_Norm(T) = round[(T - min)/(max - min)]*(2b- 1) + 1 

where min and max are the minimum and maximum value in T respectively. 
After casting the original real-valued data to discrete values, we are interested in 

determining how many bits are needed to store a particular time series T. It is called 
the Description Length of T. 

Definition 2. Description Length: A description length DL of a time series T is the 
total number of bits required to represent it. 

DL(T) = w*log2c 

where w is the length of T and c is the cardinality (the number of values we discretize 
the time series). 

Definition 3. Hypothesis: A hypothesis H is a subsequence used to encode one or 
more subsequences of the same length. 

We are interested in how many bits are required to encode T given H. It is called 
the Reduced Description Length of T. 

Definition 4. Reduced Description Length: A reduced description length of a time 
series T given hypothesis H is the sum of the number of bits required in order to 
encode T exploiting the information in H. i.e. DL(T|H), and the number of bits 
required for H itself, i.e. DL(H). 

Thus, the reduced description length is defined as: 

DL(T, H) = DL(H) + DL(T|H) 

One simple approach of encoding T using H is to store a difference vector between 
T and H. Therefore: DL(T|H) = DL(T - H). 

Example: Given A and H, two time series of length 20: 
A = 1 2 4 4 5 6 8 8 9 10 11 13 13 14 17 16 17 18 19 19 
H = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Without encoding, the bit requirement to store A and H is 2*20*log220 = 173 bits. 
The difference vector A’ = |A – H| = 0 0 1 0 0 0 1 0 0 0 0 1 0 0 2 0 0 0 0 1. And in the 
difference vector, there are 5 mismatches. The bit requirement is now just 20*log220 
+ 5*(log220 + log220) = 134 bits, which brings out a good data compression. 

Assume that there exists only a single positive instance as the initial training set 
[1]. The SSC procedure using MDL-based stopping criterion can be outlined as 
follows. 
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First, it selects the seed positive instance as hypothesis. It selects the nearest 
neighbor of any of the instance(s) in the labeled training set from the unlabeled 
dataset. It encodes this instance in terms of the hypothesis and keeps the rest of the 
dataset uncompressed. Then it computes the reduced description length of the whole 
dataset. If it can achieve a data compression then the instance in question is a true 
positive. It continues to test to see if unlabeled instances can be added to the positive 
pool by this data compression criterion. Once the SSC module starts including 
instances dissimilar to the hypothesis, it no longer achieves data compression and the 
first occurrence of such an instance is the point where the SSC module should stop. 

Even though this stopping criterion is the best one for SSC of time series so far, it 
is still not effective to be used in some situations where time series may have some 
distortion along the time axis and the way of computing Difference Vector for them 
becomes so rigid that the stopping point for the classifier can not be found precisely. 

3 The Proposed Method 

This work aims to improve the MDL-based stopping criterion and at the same time 
improve the accuracy of the classifier. We devise an improvement technique for the 
MDL-based stopping criterion and propose a refinement step to make the classifier 
more accurate.  

3.1 New Stopping Criterion Based on MDL Principle 

The original MDL-based stopping criterion is really simple, which finds mismatch 
points by one-to-one alignment between two time series and then calculates Reduced 
Description Length using the number of mismatch points. In fact, it is hard to find bit 
saves in this method because the time series may have some distortion in the time axis 
and a lot of mismatches will be found and there are not many bit saves. 

We propose a more flexible technique for finding mismatch points. Instead of 
linear alignment, we use a non-linear alignment when finding mismatch points. This 
method attempts to find an optimal matching between two time series for determining 
as fewer mismatch points as possible.  

The principle of our proposed method is in the same spirit of the main characteristic 
of Dynamic Time Warping (DTW). Therefore, we can modify the algorithm of 
computing DTW distance between two time series in order to include the finding of 
mismatch points between them. Fig. 2 shows our proposed mismatch count algorithm 
based on the calculation of DTW distance. There are two phases in this algorithm. At 
first phase, we calculate the DTW distance. The second phase goes backward along the 
found warping path and finds the number of mismatch points. In addition, at first phase, 
we use Sakoe-Chiba band constraint (through the user-specified parameter r) for 
limiting the meaningless warping paths between the two time series. 

3.2 Refinement Step 

In this work, we include to the framework of semi-supervised time series classification 
algorithm given in Subsection 2.1 a process called Refinement. The aim of this process 
is to check again the training set and modify it in order to obtain a more accuracy 
classifier. This process is based on the finding of ambiguous labeled instances, and 
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these ambiguous instances will be classified again using the confident true labeled 
instances. The refinement process is iterated until the training set becomes stable, i.e. the 
training set before and after a refinement iteration are the same. 

 

 mismatch_count = Count_Mismatch (x, y, r) 
// x: Time series,  y: Time series,  r: Sakoe-Chiba band constraint 
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21 
22 
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// Phase 1: Calculate DTW with Sakoe-Chiba band constraint 
matrix[1,1] = square(x[1] – y[1]) 
for i = 2 to length(y) do 
    matrix[1, i] = matrix[1, i-1] + square(x[1] – y[i])  
end 
for i = 2 to length(x) do 
    matrix[i, 1] = matrix[i -1, 1] + square (x[i] – y[1]) 
end 
for i = 2 to length(x) do 
    for j = 2 to length(y) do 
        if |i – j| <= r then 
            min_val = MIN(matrix[i -1, j], matrix[i, j -1], matrix[i-1, j - 1]); 
            matrix[i, j] = min_val + square(x[i] - y[j]) 
        else 
            matrix[i, j] = +INFINITY 
        end 
    end 
end 
// Phase 2: Finding minimum number of mismatch points 
i = length(x); j = length(y) 
mismatch_count = 0 
if x[i] != y[j] then 
    mismatch_count = mismatch_count + 1 
end 
while i > 1 OR j > 1 do 
    value = matrix[i, j] – square (x[i] – y[j]) 
    if  i > 1 AND j > 1 AND value = matrix[i-1, j - 1] then 
        i = i – 1;  j = j - 1 
    else if j > 1 AND value = matrix[i, j - 1] then 
        j = j - 1 
    else if  i > 1 AND value = matrix[i- 1, j] then 
        i = i - 1 
    end 
    if x[i] != y[j] then 
        mismatch_count = mismatch_count + 1 
    end 
end

Fig. 2. Mismatch-count algorithm between two time series with Sakoe-Chiba band constraint 
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Fig. 3 shows our proposed refinement algorithm. In this algorithm, AMBI is the set 
of ambiguous labeled instances, P is the positive set and N is the negative set. The set 
AMBI consists of the instances which are near the positive and negative boundary. 
This algorithm classifies the instances in AMBI basing on the current P and N.  The 
process of detecting AMBI and classifying the instances in P is repeated until P and N 
are unchanged. Finally, the instances in AMBI that can not be labeled will be 
classified the last time. 

The ambiguous instance detection process is done under the following rules: 
1. The instances in P which were classified as positive by SSC but their nearest 

neighbors are in the negative set N, then their nearest neighbors and themselves are 
ambiguous. 

2. The instances in N which were classified as negative by SSC but their nearest 
neighbors are in the positive set P, then their nearest neighbors and themselves are 
ambiguous. 

3. The instances which were classified as positive by X-means-classifier (explained 
later) but are classified as negative by SSC, these are considered ambiguous. 

The process of classifying instances in AMBI is done using One-Nearest- Neighbor 
(1-NN) in which the instance in AMBI which is nearest to P or N will be labeled first. 

In this work, we propose a method called X-means-Classifier that can be used as 
SSC method for time series. This is a clustering-based approach which applies X-
means algorithm, an extended variant of k-means which was proposed by Pelleg and 
Moore in 2000 [5]. One outstanding feature of X-means is that it can automatically 
estimate the suitable number of clusters during the clustering process.  The SSC 
method based on X-means consists of the following steps. First, we use X-means to 
cluster the training set (including positive and unlabeled instances). Then, if there 
exists one cluster which contains the positive instance, all the instances in it will be 
classified as positive instances, and all the rest are classified as negative. X-means-
Classifier will be used to initialize the AMBI in the Refinement process (Line 1 in the 
algorithm in Fig. 3). 

 
 
 
 

Refinement (P, N) 
// P: positive/labeled set (output of  Improved MDL method) 
// N: negative/unlabeled set (output of Improved MDL method) 

    1   
    2 
    3 
    4 

 
    5 
    6 
    7 
    8 

 

AMBI = Find ambiguous instances in P and N 
P = P – AMBI; N = N – AMBI 
repeat 

Classify AMBI by new training set P and N and then add each classified instance 
to P and N. 

     AMBI = Find ambiguous instances in P and N 
     P = P – AMBI;  N = N – AMBI 
until (P and N are unchanged) 
Classify AMBI by new training set P and N and then add each classified instance to P 
and N. 

Fig. 3. The outline of Refinement process in SSC 
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4 Experimental Evaluation 

We implemented our proposed method and previous methods with Matlab 2012 and 
conducted the experiments on the  Intel  Core  i7-740QM 1.73  GHz,  4GB  RAM PC. 
After the experiments, we evaluate the classifier by measuring the precision, recall 
and F-measure of the retrieval. The precision is the ratio between the correctly 
classified positive test data and the total number of test instances classified as 
positive. The recall is the ratio between the correctly classified positive test data and 
the total number of all positive instances in the test dataset. An F-measure is the ratio 
defined by the formula: F = 2*p*r/(p + r) where p is precision and r is recall. In 
general, the higher the F-measure is, the better the classifier. 

Our experiments were conducted over the datasets from UCR Time Series Data 
Mining archive [4]. Details of these datasets are shown in Table 1. Besides, MIT-BIH 
Supraventricular Arrhythmia Database and St. Petersburg Arrhythmia Database that 
are used to compare the stopping criteria are downloaded from ([9]). 

Table 1. Datasets used in the evaluation experiments 

Datasets Number of 
classes 

Size of Dataset Time series Length 

Yoga 
Words Synonyms 
Two Patterns 
MedicalImages 
Synthetic Control 
TwoLeadECG 
Gun-Point 
Fish 
Lightming-2 
Symbols 

2 
25 
4 
10 
6 
2 
7 
7 
2 
6 

300 
267 
1000 
381 
300 
23 
50 
175 
60 
25 

426 
270 
128 
99 
60 
82 
150 
463 
637 
398 

4.1 Comparing two MDL-Based Stopping Criteria 

We perform a comparison between our improvement technique and the previous 
MDL-based stopping criteria [1] on four dasets. Due to space limitation, here we 
show the experimental results on the three datasets: MIT-BIH Supraventricular 
Arrhythmia Database, St. Peterburg Arrhythmia Database and Gun Point Training Set 
in Fig. 4, Fig. 5 and Fig. 6, respectively.   
 
 
 
 
 
 
 
 
 

Fig. 4. A) Stopping point by our MDL (Proposed Method) at iteration 262 (Nearly perfect).  
B) Stopping point by MDL (Previous Method) at iteration 10 (too early). 
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From Figs. 4, 5, and 6, we can see that our improvement technique suggests a 
better stopping point in most of the datasets. Detecting a good stopping point is very 
crucial in SSC of time series. We attribute this desirable advantage of our 
improvement technique to the flexible way of determining mismatches between two 
time series when computing Reduced Description Length of one time series 
exploiting the information in the other. 

 
 

 
 
 

 

 

 
Fig. 5. A) Stopping point by our MDL (Proposed Method) at iteration 121 (Nearly perfect).  
B) Stopping point by MDL (Previous Method) at iteration 28 (too early) 

 
 
 
 
 
 
 
 

Fig. 6. A) Stopping point by our MDL (Proposed Method) at iteration 15 (Nearly perfect).  
B) Stopping point by MDL at iteration 3 (too early).  

4.2 Effects of Refinement Step 

Now we compare SSC by our new MDL-based stopping criterion with and without 
Refinement step. Table 2 reports the experimental results (precision, recall and  
F-measure) of this comparison. The results show that our proposed Refinement step 
brings out better performance in all the datasets. In most of datasets, the performance 
of the proposed method is better, for example, on Two-Paterns F = 81.4%, on 
Synthetic-Control F = 98.99%, on TwoLeadECG  F = 85.714%, on Fish  
F = 92.683%, on Symbol  F = 94.118%. Specially, on the Synthetic-Control dataset, 
SSC without Refinement gives F = 14.815%, while with Refinement, F-measure 
reaches to 98.99%, a perfect result. These experimental results show that the 
Refinement step in SSC can improve the accuracy of the classifier remarkably. 
 

A) B) 
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Table 2. Experiment results with and without Refinement 

Datasets Without Refinement With Refinement 
Precision Recall F-

measure 
Precision Recall F-

measure 
Yoga 0.64 0.35036 0.45283 0.57609 0.38686 0.46288 
WordsSynonyms 0.94737 0.3 0.4557 0.625 0.41667 0.5 
Two Patterns 1.0 0.41328 0.58486 1.0 0.68635 0.814 
MedicalImages 0.57276 0.91133 0.70342 0.56587 0.93103 0.70391 
Synthetic Control 1.0 0.08 0.14815 1.0 0.98 0.9899 
TwoLeadECG 0.88889 0.66667 0.7619 0.75 1.0 0.85714 
Gun-Point 0.93333 0.58333 0.71795 1.0 0.625 0.76923 
Fish 0.94737 0.81818 0.87805 1.0 0.86364 0.92683 
Lightning-2 0.7619 0.4 0.52459 0.6875 0.55 0.61111 
Symbols 1.0 0.75 0.85714 0.88889 1.0 0.94118 

5 Conclusions 

In this paper, we have proposed two novel improvements for semi-supervised 
classification of time series: an improvement technique for MDL-based stopping 
criterion and a refinement step to make the classifier more accurate. Experimental 
results show that our two improvements can construct more accurate semi-supervised 
time series classifiers.  

As for future work, we plan to extend our method to perform semi-supervised 
classification for streaming time series. We also plan to generalize our method to the 
case of multiple classes and adapt it to some other distance measures. 
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Abstract. Mining class association rules with itemset constraints is very popu-
lar in mining medical datasets. For example, when classifying which popula-
tions are at high risk for the HIV infection, epidemiologists often concentrate on 
rules which include demographic information such as sex, age, and marital sta-
tus in the rule antecedents. However, two existing methods, post-processing and 
pre-processing, require much time and effort. In this paper, we propose a lat-
tice-based approach for efficiently mining class association rules with itemset 
constraints. We first build a lattice structure to store all frequent itemsets. We 
then use paternity relations among nodes to discover rules satisfying the con-
straint without re-building the lattice. The experimental results show that our 
proposed method outperforms other methods in the mining time.  

Keywords: Associative classification, Class association rule, Data mining,  
Useful rules, Lattice.  

1 Introduction 

Mining class association rules (CARs) with itemset constraints is one of variations of 
mining rules including mining association rules [1], mining CARs [2], mining sequen-
tial rules [3]. There are two basic methods to discover CARs with itemset constraints: 
post-processing and pre-processing methods. The post-processing method first mines 
the complete set of CARs by using an algorithm such as CBA [4], ECR-CARM [5], 
CAR-Miner [6], or PMCAR [2] and then filters out the ones which do not satisfy the 
itemset constraint in the post-processing step. One example of this strategy is CAR-
Miner-Post [7]. This kind of strategy is very inefficient because all CARs have to be 
generated and often a large number of candidates must be tested in the last step. 
Another strategy, pre-processing, first filters out records which do not contain the 
constrained itemset in the pre-processing step, mines all CARs, and then obtains the 
constrained CARs in the post-processing step. In [7], the authors proposed SC-CAR-
Miner, an algorithm integrates the itemset constraint into the actual mining process to 
generate only the CARs which satisfy the constraint. Since this strategy can use the 
properties of the constraint much more effectively, its execution time is much lower 
than those of the post- and pre-processing strategies. 
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In practice, the itemset constraint is often changed by end-users. Consequently, the 
available methods must be executed again whenever the constraint is changed. Thus, 
the response cannot be immediately returned to the end-users. Under this context, the 
present study proposes an efficient method for mining CARs with itemset constraints 
which are in the form of the presence of specific items in the rule antecedents and are 
frequently changed by end-users.   

The main contributions of this paper are stated as follows. Firstly, we develop a  
lattice structure to store all frequent itemsets (Section 4.1). Secondly, we provide a 
theorem for quickly checking the paternity relation between two nodes in the lattice 
(Section 4.2). Finally, we propose an efficient algorithm for mining CARs with the 
itemset constraint based on the lattice (Section 4.2). 

2 Some Concepts and Notations 

Let D  be a dataset with n  attributes { }1 2, ,..., nA A A  and D  records (objects) and let

{ }1 2, ,..., kC c c c=  be a list of class labels. A specific value of an attribute iA  and 

class C  are denoted by lower-case letters ia  and jc , respectively. An item is de-

scribed as an attribute and a specific value for that attribute, denoted by ( ),i imA a . 

An itemset is a set of items and a Constraint_Itemset is a specific itemset considered 
by end-users. A class association rule r  has the form ,jitemset c→  where jc C∈  is 

a class label. A rule r  satisfies the itemset constraint if its antecedent (itemset) con-
tains the Constraint_Itemset. The actual occurrence ( )ActOcc r  of rule r  in D  is the 

number of objects in D  which match r ’s antecedent. The support of rule r , denoted 
by ( )Sup r , is the number of objects in D  which match r ’s antecedent and are la-

beled with r ’s class. The confidence of rule r , denoted by ( )Conf r , is defined as: 

( ) ( )
( )

Sup r
Conf r

ActOcc r
=  

Table 1. Example of a dataset 

OID A B C Class 
1 a1 b1 c1 1 
2 a1 b2 c1 2 
3 a2 b2 c1 2 
4 a3 b3 c1 1 
5 a3 b1 c2 2 
6 a3 b3 c1 1 
7 a1 b3 c2 1 
8 a2 b2 c2 2 
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A sample dataset is shown in Table 1 where OID is an object identifier. It contains 
eight objects, three attributes, and two classes (1 and 2). For example, consider rule 

( ){ }: , 1 1r A a → . We have ( ) 3ActOcc r =  and ( ) 2Sup r =  since there are three ob-

jects with 1A a= , in which two objects have the same class 1. In addition, we have 

( ) ( )
( )

2

3

Sup r
Conf r

ActOcc r
= = . 

3 Related Work 

In this section, we review some algorithms for mining frequent itemsets with itemset 
constraints. 

Since the introduction of mining frequent itemsets with itemset constraints [8], var-
ious strategies have been proposed. They can be classified into three main categories: 
post-processing, pre-processing, and constrained itemset filtering. Post-processing 
methods firstly mine frequent itemsets, and then check them against the itemset con-
straint. Two examples are Apriori+ [9] and FP-Growth+ [10]. Pre-processing methods 
firstly restrict the source dataset to records which contain constrained itemsets, and 
then find frequent itemsets on the filtered dataset. Examples include MCFPTree [10] 
and Pre-CAP [11]. Constrained itemset filtering methods integrate itemset constraints 
into the actual mining process to generate only frequent itemsets which satisfy the 
constraint. CAP [9] and MFS_DoubleCons [12] belong to this strategy. 

However, three approaches for mining frequent itemsets with itemset constraints 
cannot be applied for mining CARs with itemset constraints since they do not generate 
constrained rules directly. They succeed in mining frequent itemsets with itemset con-
straints only. Obviously, the problem of mining class association rules with itemset 
constraints studied in this paper is totally different from the problem of mining frequent 
itemsets with itemset constraints. Hence, it requires a different strategy for mining. 

4 Mining CARs with Itemset Constraints 

4.1 Lattice Structure 

In this section, we describe the lattice structure used to store all frequent itemsets in 
the dataset. 

Definition 1: Let X  be a k-itemset. The children itemsets generated from X  based 
on the equivalence class concept are: 

( ) { }|  is a ( 1)-itemset,  and childrenEC X XA XA k A X A= + ∉ ≠ ∅  

Definition 2: Let X  be a k-itemset. The children itemsets generated from X  based 
on the lattice concept are: 

( ) ( ){ }|  is a ( 1)-itemset,  and childrenL X BX BX k BX childrenEC X X BX= + ∉ ⊂  



 A Novel Method for Mining Class Association Rules with Itemset Constraints 497 

 

Definition 3: Each node in the lattice is a tuple as follows: 

( )1, , ,..., , , , , ,kid itemset Obidset Obidset pos total traverse childrenEC childrenL  

Where: 

1. id : A positive integer storing the identity of the node 

2. ( )1,..., kObidset Obidset : A list of Obidsets  in which each iObidset  is a set of ob-

ject identifiers that contain the itemset and class ic  (k is the number of classes) 

3. pos : A positive integer storing the position of the class with the maximum cardi-

nality of iObidset , i.e., [ ] { }1,argmax ii kpos Obidset∈=  

4. total : A positive integer which stores the sum of cardinality of all iObidset , i.e., 

1

k

i
i

total Obidset
=

=  

5. traverse : A flag which indicates whether or not the node already generated a rule 
6. childrenEC : A list of children nodes generated from itemset  based on the equi-

valence class definition 
7. childrenL : A list of children nodes generated from itemset  based on the lattice 

definition 

In the lattice, the itemset is converted into form att values×  for easily program-
ming, where: 

(a) att : A positive integer which represents a list of attributes 
(b) values : A list of values, each of which is contained in one attribute in att  

Example 1: In Table 1, itemset ( ), 2X A a=  is contained in two objects 3 and 8, 

both of which belong to class 2. Thus, the node which contains itemset X has the form 

( )1 2 ,38a× ∅  in which att=1, values=a2, 1Obidset = ∅  (i.e. no objects contain both 

itemset X and class 1), { }2 3,8Obidset =  (or 2 38Obidset =  for short) (i.e. two objects 

3 and 8 contains both itemset X and class 2), pos=2 (a line under position 2 of list 

iObidset ), and total=2. pos is 2 because the cardinality of Obidset for class 2 is max-

imum (2 versus 0). 
Compared to the MECR-tree [6] and the SCR-tree [7], the lattice structure has a 

significant advantage that we do not need to re-build the lattice when the itemset con-
straint is changed. Based on the generated lattice, we use paternity relations among 
nodes to discover class association rules satisfying the itemset constraint. This notice-
ably improves the response time. 

4.2 Proposed Algorithm 

In this section, we firstly introduce some theorems for quickly determining the sup-
port of an infrequent itemset and the paternity relation between two nodes. Then, we 
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present an efficient algorithm called L-CAR-Miner for mining CARs with the itemset 
constraint based on the lattice structure. 

Theorem 1 [7]: Given two nodes X  and Y , if . .X att Y att=  and 
. .X values Y values≠ , then . .i iX Obidset Y Obidset∩ =∅ ( [ ]1,i k∀ ∈ ). 

Theorem 1 implies that if two nodes X  and Y  have the same attributes, it is not ne-
cessary to combine them as node XY  because ( ) 0Sup XY = . 

Theorem 2 [13]: Let XA  and XB  be two nodes of k-itemset. If 
.XB X childrenEC∀ ∈  and XA  is generated before XB  in lattice, 
. .Y XB childrenEC XB childrenL¬∃ ∈ ∪  so that .Y XAchildrenL∈ . 

Theorem 2 implies that finding children nodes which belong to .XAchildrenL  is easi-
ly performed in two loops and one if statement as follows: (i) let .Y X childrenL∈ , 
(ii) let .YZ Y childrenEC∈ , and (iii) if XA YZ⊂ , then .YZ XAchildrenL∈ . This theo-
rem allows the proposed algorithm to be better than the one mentioned in [14] be-
cause it eliminates a large number of candidates. 

Theorem 3: Let .Y X childrenL∈ , .YZ Y childrenEC∈ , and .XA X childrenEC∈ . If 
A Z= , then XA YZ⊂ . 

Proof: Regarding Definition 2, Y  has the form BX  where BX is a (k+1)-itemset. It 
can be inferred that YZ  has the form BXZ . Thus, if A Z= , then XA BXA YZ⊂ = ∎ 

Using Theorem 3 allows us to check quickly the condition (iii) XA YZ⊂  in Theo-
rem 2. Instead of checking XA  with all subsets of YZ , we need to check only the 
condition A Z= . 

Based on the proposed lattice structure and three theorems, the algorithm L-CAR-
Miner is developed for efficiently mining CARs with the itemset constraint. The pro-
posed algorithm is briefly described as follows. Firstly, the lattice structure is built to 
store frequent itemsets (showed in Figure 1). Secondly, when the itemset constraint is 
changed, the sub-lattice which begins at the itemset constraint is traversed to generate 
all CARs satisfying the constraint (showed in Figure 2). 

The algorithm firstly finds the root node of the lattice ( ) which contains frequent 

1-itemsets at the first level (Line 1). Procedure BUILD-LATTICE is then recursively 
called with the parameters  and minSup to build the lattice structure (Lines 2-19). 

The function of procedure UPDATE-LATTICE(X, XA) is to update the paternity rela-
tions of a node with its children nodes (Lines 20-23) while the function of procedure 
TRAVERSE-LATTICE is to find all rules which satisfy the itemset constraint (Lines 
24-30). Procedure GENERATE-RULE generates a rule from a node (Lines 31-33). 

We apply the proposed algorithm to the example dataset in Table 1 with minSup = 
25% and minConf = 50% to illustrate its basic ideas. Firstly, L-CAR-Miner finds all 

frequent 1-itemsets. The result after this first step is 

. The algo-

rithm then calls procedure BUILD-LATTICE with two parameters  and minSup to 

rL

rL

( ) ( ){1 1 17,2 ,1 2 ,38 ,rL a a= × × ∅

( ) ( ) ( ) ( ) ( )}1 3 46,5 ,2 2 , 238 ,2 3 467, ,4 1 146,23 ,4 2 7,58a b b c c× × ∅ × ∅ × ×

rL
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build the lattice structure. When a node in the lattice is generated, its paternity rela-
tions with its children nodes are updated through procedure UPDATE-LATTICE. The 
lattice structure constructed by the proposed algorithm is shown in Figure 3. Note that 
the solid and dashed lines represent  and , respectively. 

 
Input: Dataset D  and minimum support minSup 
Output: Lattice L  containing all frequent itemsets in D  
Procedure: 
1. Let rL  be the root of the lattice. rL  includes a set of nodes where each node contains a 

frequent 1-itemset and has the form: 

( ) { } { }1, , ,..., , , , , ,kid itemset Obidset Obidset pos total false  

BUILD-LATTICE( rL , minSup) 

2. for all .childrenx rl L∈  do 

3. iP = ∅ ; 

4. for all .children,y rl L∈  with y x>   do 

5. if . .y xl att l att≠   then // using Theorem 1 

6. assign an incremental integer to .O id ; 

7. . . .x yO att l att l att= ∪  ; // using bitwise operation 

8. . . .x yO values l values l values= ∪ ; 

9. . . .i x i y iO Obidset l Obidset l Obidset= ∩ ; // [ ]1,i k∀ ∈   

10. [ ] { }1,. argmax . ii kO pos O Obidset∈= ; 

11. 
1

. .
k

i
i

O total O Obidset
=

= ; 

12. .O traverse false= ; 

13. if .. O posO Obidset ≥minSup then // O  satisfies minSup 

14. add .O id  to .xl childrenEC ; 

15. add .O id  to .yl childrenL ; 

16. UPDATE-LATTICE( xl , O ); 

17. i iP P O= ∪ ; 

18. add O  to lattice L ; 

19. BUILD-LATTICE( iP , minSup); 

UPDATE-LATTICE( X , XA ) 

20. for each child node Y  in .X childrenL  do // using Theorem 2 

21. for each child node YZ  in .Y childrenEC  do 
22. if A Z=  then // using Theorem 3 

23. add .YZ id  to .XAchildrenL ; 

Fig. 1. Building the lattice structure 

childrenEC childrenL
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Input: Lattice L , minimum confidence minConf, and the itemset constraint Con-
straint_Itemset 
Output: All CARs satisfying minSup, minConf, and Constraint_Itemset 
Procedure: 
TRAVERSE-LATTICE( ,l  minConf) 

24. if .l traverse false=  then 

25. GENERATE-RULE( ,l  minConf); 

26. .l traverse true= ; 

27. for each child node X  in .l childrenEC  do 
28. TRAVERSE-LATTICE( X , minConf); 

29. for each child node Y  in .l childrenL  do 
30. TRAVERSE-LATTICE( Y , minConf); 
GENERATE-RULE( ,l  minConf) 

31. .. / .l posconf l Obidset l total= ; 

32. if conf ≥ minConf then 

33. CARs=CARs ( ){ }.. . ,pos l posl itemset c l Obidset conf∪ → ; 

Fig. 2. Traversing the sub-lattice to generate constrained CARs 

{ }  

 
 

( )1 1 17, 2a× ( )1 2 , 38a× ∅ ( )1 3 46, 5a× ( )2 2 , 238b× ∅ ( )2 3 467,b× ∅ ( )4 1 146, 23c× ( )4 2 7, 58c×  

 
 

     ( )3 2 2 , 38a b× ∅  ( )3 3 3 46,a b× ∅  ( )5 3 1 46,a c× ∅  ( )6 2 1 , 23b c× ∅  ( )6 3 1 46,b c× ∅   

 
 

( )7 3 3 1 46,a b c× ∅  

Fig. 3. Lattice structure generated by L-CAR-Miner for the dataset in Table 1 with minSup = 
25% and minConf = 50% 

To generate all CARs satisfying the itemset constraint and minConf, the algorithm 
uses procedure TRAVERSE-LATTICE to traverse the sub-lattice which begins at the 

constraint. For example, consider Constraint_Itemset = ( ), 3B b . The algorithm first 

looks up node ( )2 3 467,b× ∅ . Because this node did not generate a rule yet, the algo-

rithm uses procedure GENERARTE-RULE to generate rule 2 3 1b× →  (i.e. “if B = 
b3 then Class = 1”). Then the algorithm considers node ( )6 3 1 46,b c× ∅  and gene-

rates rule 6 3 1 1b c× →  (i.e. “if B = b3 and C = c1 then Class = 1”). Similarly, rules 
7 3 3 1 1a b c× →  and 3 3 3 1a b× →  are generated from node ( )7 3 3 1 46,a b c× ∅  and 



 A Novel Method for Mining Class Association Rules with Itemset Constraints 501 

 

node ( )3 3 3 46,a b× ∅ , respectively. Note that the algorithm takes into account node 

( )7 3 3 1 46,a b c× ∅  after generating a rule from node ( )3 3 3 46,a b× ∅  through the 

childrenEC . However, the rule is not generated because it is already done before 
through the childrenL of node ( )6 3 1 46,b c× ∅ . 

5 Experiments 

All experiments were conducted on a computer with an Intel Core i7-2637M CPU at 
1.7 GHz and 4 GB of RAM, running Windows 7 Enterprise (64-bit) SP1. The expe-
rimental datasets were obtained from the UCI Machine Learning Repository1. The 
algorithms were coded in C# using Microsoft Visual Studio .NET Premium 2013 with 
.NET Framework 4.5.50938. Characteristics of experimental datasets are described in 
Table 2. The table shows the number of attributes (including the class attribute), the 
number of class labels, the number of distinctive values (i.e. the total number of dis-
tinct values in all attributes), and the number of objects (or records) in each dataset. 
Note that minConf = 50% was used for all experiments. 

Table 2. Characteristics of the experimental datasets 

Dataset #attributes #classes #distinctive values #objects 
German 21 2 1,077 1,000 
Lymph 19 4 63 148 
Chess 37 2 76 3,196 
Connect-4 43 3 130 67,557 

 
To show the efficiency of L-CAR-Miner, we compared its execution time with those 

of Pre-CAR-Miner (a pre-processing method) and SC-CAR-Miner [7]. Since SC-CAR-
Miner always outperforms CAR-Miner-Post [7], we do not include CAR-Miner-Post in 
the comparison. The results are shown in Figures 4 and 5. Note that Pre, SC, and L are 
runtimes of Pre-CAR-Miner, SC-CAR-Miner, and L-CAR-Miner, respectively. 

To initialize the Constraint_Itemset, we define the selectivity of a constraint as the 
ratio of the number of items selected to be the constraint against the total number of 
items. Thus, a constraint with 0% selectivity means no items, while a constraint with 
100% selectivity is the one selecting all the items (distinctive values) in the dataset. 
Note that the runtime of L-CAR-Miner includes both execution times of two phases, 
lattice building and mining. 

The results show that Pre-CAR-Miner performed worst for all experimental data-
sets. It is slower than SC-CAR-Miner and L-CAR-Miner because it must generate all 
CARs and check a huge number of candidates. L-CAR-Miner is always the fastest of 
all tested algorithms. For example, consider the Chess dataset with minSup = 50% and 
selectivity = 90%. The runtime of L-CAR-Miner was 3.807(s) while Pre-CAR-Miner 
was 40.357(s) and SC-CAR-Miner was 17.468(s). 

                                                           
1 http://mlearn.ics.uci.edu 
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(a) 

 
(b) 

Fig. 4. Runtimes of Pre-CAR-Miner, SC-CAR-Miner, and L-CAR-Miner for the German (a) 
and Lymph (b) datasets with the constraint selectivity 

 
(a) 

 
(b) 

Fig. 5. Runtimes of Pre-CAR-Miner, SC-CAR-Miner, and L-CAR-Miner for the Chess (a) and 
Connect-4 (b) datasets with the constraint selectivity 

6 Conclusions 

This paper proposes an efficient approach for mining CARs with itemset constraints. 
Unlike the post-processing and pre-processing, the proposed approach does not need 
to re-build its data structure when the constraint is changed. The framework of the 
proposed algorithm is based on the lattice structure and three theorems for quickly 
pruning infrequent itemsets and determining the paternity relation between two nodes.  

To validate the efficiency of the proposed algorithm, a series of experiments was 
conducted on four popular datasets, namely German, Lymph, Chess, and Connect-4. 
The experimental results show that the proposed method is superior to existing  
methods. 
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However, when the minimum support value is very low, the cost for storing the lat-
tice is very high. This can cause the memory leakage. We will study the solution for 
reducing the memory consumption in the future. 

Acknowledgment. This work was supported by Vietnam’s National Foundation  
for Science and Technology Development (NAFOSTED) under Grant Number  
102.01-2012.17. 

References 

1. Vo, B., Le, B.: Mining traditional association rules using frequent itemsets lattice. In: The 
39th International Conference on Computers & Industrial Engineering (CIE 2009),  
pp. 1401–1406. IEEE (2009) 

2. Nguyen, D., Vo, B., Le, B.: Efficient Strategies for Parallel Mining Class Association 
Rules. Expert Systems with Applications 41, 4716–4729 (2014) 

3. Van, T.-T., Vo, B., Le, B.: IMSR_PreTree: an improved algorithm for mining sequential 
rules based on the prefix-tree. Vietnam Journal of Computer Science 1, 97–105 (2014) 

4. Liu, B., Hsu, W., Ma, Y.: Integrating classification and association rule mining. In: The 
4th International Conference on Knowledge Discovery and Data Mining (KDD 1998), pp. 
80–86 (1998) 

5. Vo, B., Le, B.: A novel classification algorithm based on association rules mining. In: Ri-
chards, D., Kang, B.-H. (eds.) PKAW 2008. LNCS, vol. 5465, pp. 61–75. Springer, Hei-
delberg (2009) 

6. Nguyen, L.T., Vo, B., Hong, T.-P., Thanh, H.C.: CAR-Miner: An efficient algorithm for 
mining class-association rules. Expert Systems with Applications 40, 2305–2311 (2013) 

7. Nguyen, D., Vo, B.: Mining class-association rules with constraints. In: Van Huynh, N., 
Denoeux, T., Tran, D.H., Le, A.C., Pham, B.S. (eds.) KSE 2013, Part II. AISC, vol. 245, 
pp. 323–334. Springer, Heidelberg (2014) 

8. Srikant, R., Vu, Q., Agrawal, R.: Mining association rules with item constraints. In: The 
3rd International Conference on Knowledge Discovery and Data Mining (KDD 1997), pp. 
67–73 (1997) 

9. Ng, R.T., Lakshmanan, L.V.S., Han, J., Pang, A.: Exploratory mining and pruning optimi-
zations of constrained associations rules. In: ACM SIGMOD International Conference on 
Management of Data, pp. 13–24. ACM (1998) 

10. Lin, W.-Y., Huang, K.-W., Wu, C.-A.: MCFPTree: An FP-tree-based algorithm for multi-
constraint patterns discovery. International Journal of Business Intelligence and Data Min-
ing 5, 231–246 (2010) 

11. Nguyen, D., Truong, T., Vo, B.: Mining Frequent Patterns containing HIV-Positive in HIV 
Voluntary Counseling and Testing data. ICIC Express Letters 8, 541–546 (2014) 

12. Duong, H., Truong, T., Vo, B.: An efficient method for mining frequent itemsets with 
double constraints. Engineering Applications of Artificial Intelligence 27, 148–154 (2014) 

13. Vo, B., Le, T., Hong, T.-P., Le, B.: An effective approach for maintenance of pre-large-
based frequent-itemset lattice in incremental mining. Applied Intelligence (in press, 2014) 

14. Nguyen, L.T., Vo, B., Hong, T.-P., Thanh, H.C.: Classification based on association rules: 
A lattice-based approach. Expert Systems with Applications 37, 11357–11366 (2012) 

 



D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 504–514, 2014. 
© Springer International Publishing Switzerland 2014 

A PWF Smoothing Algorithm for K-Sensitive Stream 
Mining Technologies over Sliding Windows 

Ling Wang1,∗, Zhao Yang Qu1, Tie Hua Zhou2, Xiu Ming Yu2, and Keun Ho Ryu2 

1 Department of Computer Science, School of Electrical & Computer Engineering,  
Northeast Dianli University, Jilin, China  

smile2867ling@gmail.com, qzywww@mail.nedu.edu.cn 
2 Database/Bioinformatics Laboratory, School of Electrical & Computer Engineering, 

Chungbuk National University, Chungbuk, Korea  
{thzhou,yuxiuming,khryu}@dblab.chungbuk.ac.kr 

Abstract. The development of Streaming Mining technologies as a hotspot 
entered the limelight, which is more effectively to avoid big data and distributed 
streams mining problems. Especially for the IoT and Ubiquitous Computing 
may interact with the real world’s humans and physical objects in a sensory 
manner. They require quantitative guarantees regarding the precision of 
approximate answers and support distributed processing of high-volume, fast, 
and variety streams. Recent works on mining Top-k synopsis processing over 
data streams is that utilize all the data between a particular point of landmark 
and the current time for mining. Actually, the landmark and parameter k are two 
more important factors to obtain high-quality approximate results. Therefore, 
we proposed a Proper-Wavelet Function (PWF) algorithm to smooth the 
approximate approach, in order to reduce k-effect to the final approximate 
results. Finally, we demonstrate the effectiveness of our algorithm in achieving 
high-quality k-nearest neighbors mining results with applying wider proper k 
values.  

Keywords: Top-k synopsis processing, stream mining, sliding windows, PWF 
smoothing algorithm, distributed processing. 

1 Introduction 

In many real-world applications, data stream are usually collected in a sensory 
manner such as sensor network, ubiquitous sensor network, online e-commerce data 
analysis, weather forecasting and smart grid. Particularity, requirements for a 
continuous, fast, high-volume, adaptable, costly streaming data, in an approximate 
analysis is a requirement for a fast response to users on forward predicates, such as 
some famous Data Stream Management Systems (DSMS) [1, 2]. Approximate query 
processing [3, 4 and 5] has emerged as a cost-effective solution to mitigate the issue 
of dealing with huge data volumes and stringent response-time requirements of 
                                                           
∗ Corresponding author. 
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today’s decision-support systems. Actually, recent work on querying data streams has 
focused on systems where newly arriving data is processed and continuously streamed 
to the users in real time. Among all kinds of sketching techniques, the wavelet-based 
approaches [6, 7, and 8] have received the most research attention due to the property 
of dimensionality reduction and the simplicity of transforming the data cells. 
Wavelets provide a mathematical tool for the hierarchical decomposition of functions, 
with a long history of successful applications in signal and image processing. Haar 
wavelets have been used extensively in synopsis construction multiple applications in 
image analysis, signal processing, and streaming databases. Zhu et al. considered 
burst detection using a summary structure called SWT, which is a shifted-wavelet tree 
based on the Haar wavelet transform [9]. Teng et al. applied the Haar wavelet 
transform concept to discover the frequent temporal patterns of data streams [10]. 
Recent work has demonstrated the effectiveness of the wavelet decomposition in 
reducing large amounts of data to a compact set of wavelet coefficients (termed 
“wavelet synopsis”) that can be used to provide fast and reasonably accurate 
approximate answers to queries. In fact, errors can vary widely and unpredictably, 
even for identical queries on nearly-identical values in distinct parts of the data.  

Continuous k-NN queries aims at retrieving the similarity between two or more 
streams is more challenging since the query object, the data, or both may change over 
time [7, 11, 12 and 13]. The Euclidean distance has become the most widely used 
similarity measure to retrieve important patterns, and note that a DSMS usually 
monitors a massive number of data streams. Under this circumstance, in addition to 
the simple similarity search between two streams, discovering k-NN queries usually 
cost much higher complexity, for example, RFN [14], QEPs [15] and rank based k-
NN [16]. We study the problem of similarity search and continuous nearest neighbor 
discovery within an arbitrary range from the wavelet synopsis over distributed 
streams, where both of the query sequence and the data sequences are changed over 
time. Recent works on mining Top-k synopsis processing over data streams is that 
utilize all the data between a particular point of landmark and the current time for 
mining. The landmark usually refers to the time or tuple-number when the sliding 
window starts, and the interval of the most recent landmarks could decide the basic-
size of sliding windows. Actually, the landmark and parameter k are two more 
important factors to obtain high-quality approximate results. Therefore, we proposed 
a Proper-Wavelet Function (PWF) algorithm to smooth the approximate approach, in 
order to reduce k-effect to the final results. Finally, we demonstrate the effectiveness 
of our algorithm in achieving high-quality k-nearest neighbors mining results with 
applying wider proper k values (local Top-k synopsis processing). 

2 Overall Approach and Motivation 

Many applications of wavelet transforms consider representing the input in terms of 
high level coefficients and broader characteristics of the original data, and those are 
typically referred to as a synopsis. These synopses are used subsequently in learning, 
classification, aggregation, event detection. In a multiple streams discussion, the 
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traditional wavelet transform to process in limited memory are not easy to hold all 
values to do the real time analysis. One way to mine useful wavelet coefficients 
instead of exist data stored in synopses is to do further processing, and enables 
unbiased approximate query answers with low error guarantees on the accuracy of 
individual answers [18]. The other way is that uses statistical functions to measure the 
central tendency of data. In this paper, we tested several kinds of different statistical 
functions, and finally proposed our PWF algorithm to smooth the approximate 
approach in a real-time way. Here, “smoothing” is means that we found a Proper-
Wavelet Function would help to afford a wider range of k values, furthermore to 
reduce the k-effect (local Top-k synopsis processing) in k-nearest neighbors’ queries 
(see Fig.1.). There are two different kinds of value k, one is local Top-k synopsis (k1) 
and the other is k-nearest neighbor queries (k2). They are both have a big impact on 
space usage and calculation precision for approximation approach. If k1 is too small to 
select far fewer itemsets leads to low calculation precision, otherwise almost all the 
itemsets could be selected and greatly increase the load space of the real time system. 
At the same time, k2 is also has the same effect for the final approximation results. 
Because k1 is processed in the first phase and it decided the local size of each sliding 
windows in our design, and it is truly more important than k2 after testing. Therefore, 
in this paper, we only focus on k-sensitive Top-k synopsis processing to discuss the 
approximated calculation.  

Our second contribution is that achieves high-quality k-nearest neighbors mining 
results with applying wider proper k1 values. That’s because our PWF function lets k1 

quickly to start a smooth increasing of identified itemsets’ types. k1 is usually hard to 
control and to set up by personal opinion because of a variable value to decide the 
basic-size of sliding windows. Moreover, it can directly decide the recognition of 
identified itemsets’ types, and it is a big effect of the accurate of results. We presented 
an adaptive way to predict proper-k value from small to large until smooth increasing 
starts. This predict proper-k value is relatively smaller than the usual values, that 
means more calculate space usage could be saved and effectively support the 
precision of the approximate calculations. 

 

Fig. 1. Overall approach 



 A PWF Smoothing Algorithm for K-Sensitive Stream 507 

3 Proper-Wavelet Function and Central Tendency Measuring 

Nowadays, since the data streams evolve continuously without limit, it is impractical 
to store complete details for each stream. Instead, the queries are usually processed 
from the limited memory in which the behaviors of the data streams are summarized. 
Among all kinds of sketching techniques, the wavelet-based approaches have received 
the most attention dues to the property of dimensionality reduction and the simplicity 
of transforming the data cells. A class of algorithms for stream processing focuses on 
the recent past of data streams by applying sliding windows. Many of wavelet 
transforms consider representing the input in terms of the high level coefficients and 
broader characteristics of the original data, typically referred to as synopses.  

3.1 Parameters and Function Definition 

However, these methods also cannot get away from arbitrary judgment of two 
important values: How closed to destination query point (extended boundary- Eb)? 
How many Top-k objects for each local synopsis (k1)? Therefore, our proposed PWF 
algorithm connects these two parameters were bound together by a mutual 
suppression agreement. First, consider an object O that is involved only in queries that 
request a bound Eb on the value of O alone. Then it suffices to fix the bound width of 
O to be the smallest of the precision constraints: Wo = min (Eb) for queries Qm with Sm 
= {O}. Second, in order to obtain the most suitable value of Eb , the most frequency 
itemset Fmax and the total stream types Tt are have very closely linked with it. With the 
continuous inflow of data flow, we set theａ= Fmax / Tt to control Eb and the number 
of identified stream data types by using the Top-k mining, it could help approximate 
results to keep a good balance untilａis greater or equal to the 0.5.  

The other way is that uses statistical functions to measure the central tendency of 
data. In this paper, we tested several kinds of different statistical functions, and finally 
proposed our PWF algorithm to smooth the approximate approach in a real-time way. 
The general way to measure the central tendency of data, Suppose that we have some 
attribute X, like salary, which has been recorded for a set of objects. Let x1, x2, … , xN 
be the set of N observed values or observations for X. Here, these values may also be 
referred to as the data set (for X). If we were to plot the observations for salary, where 
would most of the values fall? This gives us an idea of the central tendency of the 
data. Measures of central tendency include the mean, median, mode, and midrange. 
The most common and effective numeric measure of the “center” of a set of data is 
the (arithmetic) mean. Let x1, x2, … , xN be a set of N values or observations, such as 
for some numeric attribute X, like salary. The mean of this set of values is  

N

x...xx

N

x
x N

N

i
i +++==


= 211

                       (3.1) 

This corresponds to the built-in aggregate function, average (avg() in SQL), provided 
in relational database systems.  
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Most of the central tendency measuring is easy to retrieve, but exactly only focus 
on the “center” is too one-side. Therefore, we proposed a novel Proper-Wavelet 
Function to combine wavelet transform with central tendency methods to derive a 
new computing equation: Function (PWF) = (Fmax/Fmin, mean) . Fmax is the highest 
frequency in each streaming line, and Fmin is the lowest one. In fact, we have tested 
several kinds of different functions focus on these three characters, such as |(Fmax/ 
Fmin)- mean |, ((Fmax + Fmin /2), mean), (Fmax -Fmin ) and so on. Our conclusion is that 
Function (PWF) makes the k-effect and Eb value of the fastest convergence, and let 
the streaming types smoothly increasing.  

3.2 PWF Algorithm 

In our proposed real time processing flow, k most similarity object streams that would 
be stored in a combination synopsis as shown in the Fig.2. The original data into a 
new representation of pair (m, n) to present PWF function parameters, and they would 
be stored in a sub-window of each synopsis as the most representative factors. Here, 
{S1, S2, S3 …} represent different kinds of streams, such as Stream 1, Stream 2, etc. 
Here, the pair (m, n) is equals to (PWF) = (Fmax/Fmin, mean). After PWF copulating of 
each streaming lines, a Top-k list based on the parameter Eb value could be formed 
and removed to the final synopsis. Finally, give a line express the update objects for 
supporting real time analysis in sliding windows and a statistical computing over the 
synopsis to obtain the approximate results.  

 

Fig. 2. PWF function transforms phases 

In a stream application, a new mechanism is needed to support continuous queries 
over real-time data that is continuously updated from the environment. For effective 
processing of stream data, new data structures, techniques, and algorithms are needed. 
Our proposed PWF algorithm contains three key points to reduce the k-effect for both 
of Top-k and k-nearest neighbors processing. First, the size of sliding window is a 
very important and very big effect value for approximate results. It’s very difficult to 
maintain the Top-k lists for each streaming datasets when the size of sliding window 
is too large. Otherwise, it would be take more space usage to calculate. Therefore, we 
track the size of landmark use parameterａ,until it equals to 0.5. Then, it can help us 
to get a relatively safe value of sliding windows’ size. Second, how many itmesets 
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could be identified is decided by parameter Eb, and it could be calculated under the 
previous value control. Third, function (PWF) transforms the original datasets into 
paired sets (Vpair) of each stream over each sub-window, and the goal of continuous k-
NN queries is to find the k streams among all these paired transforms with the highest 
similarities to the query stream compared to that of other streams in the user-defined 
time range. In our testing, it reduces k-cost wasted because ofａ, and the function 
(PWF) is the fastest way to gather the value Eb which ensures the itemsets within a 
stable balance.  

The detailed PWF algorithm is shown in the following: 

Input: s, data streams flow; 
Output: Syn,Top-k lists of stream IDs. 
For α = Fmax / Tt, Eb = i×j; 
if α < 0.5, then s++,j++; 
  if 1≤j≤10, then Eb = i×j; 
  else Eb = i×j, i = Eb +1, j=1; 
else if α ≥0.5; return Eb, Fmax; 
for calculate Fmin, mean; 
return Function (PWF); 

    if Vpair < Eb then remove to the local synopsis; 
    else delete from synopsis lists; 

Retrun Syn. 

4 Experiment and Evaluation 

In this section, we describe a number of experiments run to evaluate the performance 
of Haar [18], FH [17] and our proposed PWF. We used the real data here where the 
daily average temperature data of 17 cities randomly selected around Asia, which 
were obtained from the temperature data archive of the University of Dayton 
(www.engr.udayton.edu/weather/). In the test, we consider the data from each city as 
a stream, each of which has 5581 data points and a total of 106039 data for this 
evaluation. 

4.1 Landmark and Eb Effect for Haar, FH and PWF Methods 

In the previous discussion, landmarks decide the size of sliding windows as shown in 
this experiment 100, 200 and 500. And, Eb is the extended boundary to the destination 
query points which could set to 1℃, 2℃, 5℃, 10℃, 20 ℃, 30℃ and 40℃. The first 
experiment examined the impacts of itemsets recognition of data categories exactly by 
these two parameters, and recognition rate contrast of Haar, FH and PWF with some 
real temperature datasets. The temperature information of 17 cities flows into memory 
as 17 different streams, and one of them is selected as a query stream. No special 
obvious difference on the category recognition rate of these three methods without 
any approximation processing, as shown in the Fig.3 and Fig.4. They ensure the 
identification accuracy for itemsets recognition after the transformation. However, the 
itemsets recognition rate is growing as the parameter Eb increasing in Fig.3, until Eb 
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=40 almost all of the itemsets could be identified. But, it wasn’t particularly sensitive 
to the size of the window, here says “landmarks” as shown in Fig.4. This experiment 
further proved that the itemsets recognition rate is more influenced by parameter Eb.  

Although these three methods did not show the special difference on the itemsets 
recognition and they all ensure the identification accuracy after transformation, FH 
and PWF to deal with the problem of space waste have outstanding performance as 
shown in Fig.5. FH and PWF methods only take up less than 1% space usage, 
however, Haar is far more than them and take up over 20% space usage at most of the 
time. They are affected by the parameter Eb of sensitive increasing. However, 
occupying space usage is reduced as the growth of the window sizes on the contrary, 
as shown in the Fig.6. Actually, it would directly affect the precision of the final 
results that it’s not better for the greater window size. The following discussion 
contrast among them will prove this judgment, and show that Syn-stream (Synopsis 
stream lists which are selected from local Top-k processing) recognition rate is a more 
important judgment condition.   

 

 

Fig. 3. Itemsets recognition rates contrast of
different Eb 

Fig. 4. Itemsets recognition rates contrast of 
different  Landmarks 

 
 

 

Fig. 5. Space usage comparison of Haar, FH 
and PWF 

Fig. 6. Space usage comparison of different 
Landmarks 
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4.2 Smoothing Operations 

In the previous discussion, there are not significant differences between FH and PWF 
methods. However, a strange phenomenon that there is a steady growth with the Syn-
streams recognition rate of almost 60% as shown in Fig.7 and Fig.8. It's not hard to 
find that 60% is a balance vector for these original datasets, whatever uses any kinds 
of approximate methods. The important thing is that who can reach or find this 
balance vector earlier, and it is a key to determine the final result accuracy through 
the actual test. In fact, our proposed PWF is not only could quickly calculate the 
balance vector, but also smoothing and maintain this status with different sizes of 
window sizes (landmark) and Eb. For example, the value of parameter is testing from 
lower to higher as shown in Fig.7 (from 1 to 20). FH (100) would reach the balance 
vector 60% until Eb is equals to 2, and the status to keep 3 intervals. However, PWF 
has been reached the key value until Eb is equals to 1, and the status to keep 4  
intervals. Moreover, FH (200) reach the balance until Eb is equals to 4, and the status 
to keep 3 intervals. However, PWF has been reached the balance until Eb is equals to 
2, and the status to keep 5 intervals, as shown in Fig.7 and Fig.8. In this way, our new 
proposed PWF is much better than FH method, the details will show in Table 1,  
Table 2 and Table 3.  

 

 

Fig. 7. Syn-streams recognition rate for FH Fig. 8. Syn-streams recognition rate for PWF 

 
A smoothing operation is the area within the scope of the safe Eb value, and the 

smooth interval to keep wider. However, if the identified value is suddenly increased 
a lot, that’s because many noisy steams were extended, such as the Eb equals to 5. In 
the approximate analyses, the original data have been screening via mining 
preprocessing and only stored valuable local results in the synopsis, then remove 
those of invaluable data to the secondary storage. Therefore, the most difficult thing is 
that how to use these reduced data to calculate the final correct approximate results. 
The following analysis on the precision of the approximate results will prove this 
opinion.  
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4.3 Approximate Results 

In fact, the correct result for the 4-NN query is {5, 2, 11 and 13}, and most of the final 
approximate results are keeping right except traditional method Haar, as shown in 
Table 1, 2, and 3. Stream 12 is a noisy stream dataset is supplied by Haar, but Stream 
2 because of high error rate without attention, as shown in Table 4. Here says error 
rate of original datasets maybe generated via testing error of the machines, missing 
data, or some other mistakes lead to these data have been lost. Most of these streams 
datasets are valuable and the error rate is below 0.5%, except Stream 2 and 9 that give 
a warning that almost 50% dataset are not available. However, even Stream 2 has 
only 61% data are valuable, it also could get a fair calculated because of synopsis 
local processing. Our proposed methods could solve this problem using real time 
synopsis processing such as FH and PWF, and the traditional solution Haar cannot do 
this. After testing, our proposed PWF is not only could quickly calculate the balance 
vector, but also smoothing and keep this status for longer with different sizes of 
window sizes (landmark) and Eb. Therefore, PWF is the best way to deal with the 
stream approximate processing in real time.  

Table 1. Approximate results for Haar 

Haar Eb (expect) Status 4-NN 
- 1 - 5,11,13,12 

Table 2. Approximate results for FH 

FH Eb (expect) Status 4-NN 
100 2~5 3 5,2,11,13 
200 4~7 3 5,2,13,11 
500 17~18 1 5 

 

Table 3. Approximate results for PWF 

PWF Eb (expect) Status 4-NN 
100 1~4 4 5,2,11,13 
200 2~7 5 5,13,2,11 
500 10~13 3 13,5,2 

Table 4. Error rates for each original stream 

Streams 1 2 3 4 5 6 7 8 
error  9.28% 39.17% 0.22% 0.7% 0.25% 0.29% 0.34% 0.25% 

9 10 11 12 13 14 15 16 Query 
42.5% 0.29% 0.48% 0.32% 0.45% 0.2% 0.22% 0.22% 0.23% 
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5 Conclusion 

In this paper, we proposed PWF algorithm to smooth the approximate approach in a 
real time way. Here, “smoothing” is means that we found a Proper-Wavelet Function 
would help to afford a wider range of k values, furthermore to reduce the k-effect in k-
nearest neighbors’ queries. After real testing with several kinds of different statistical 
functions and wavelet transform methods, landmarks and Eb are two key values to 
have a big impact on space usage and calculation precision for approximation 
approach. Finally, our experimental results demonstrate the accuracy and efficiency 
of our approximate technique PWF algorithm to allow continuous k-neighbor 
neighbors queries on the large, fast and various incoming stream database.  
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Abstract. In recent year, erasable itemset mining is an interesting problem in 
supply chain optimization problem. In the previous works, we presented dPidset 
structure, a very effective structure for mining erasable itemsets. The dPidset 
structure improves the preferment compared with the previous structures. How-
ever, the mining time is still large. Therefore, in this paper, we propose a new 
approach using the subsume concept for mining effectively erasable itemsets. 
The subsume concept helps early determine information of a large number of 
erasable itemsets without usual computational cost. The experiment was con-
ducted to show the effectiveness of using subsume concept in the mining erasa-
ble itemsets process. 

Keywords: data mining, erasable itemset, subsume concept.  

1 Introduction 

Pattern mining [1-2, 7, 12-16] is an essential task in data mining. In recent years, an 
interesting variation of pattern mining, the problem of mining erasable itemsets [3-6, 
8-10] was first presented in 2009. A factory produces many products created from a 
number of items. Each product brings an income to the factory. A financial resource 
is required to buy and store all items. However, in a financial crisis situation this fac-
tory has not enough money to purchase all necessary components as usual. This prob-
lem is to find the itemsets which can best be erased so as to minimize the loss to the 
factory’s gain. Managers can then utilize the knowledge of these erasable itemsets to 
make a new production plan. There are many methods to mine erasable itemsets in 
recent years such as: META [5], VME [6], MERIT [4], dMERIT+ [8] and MEI [9]. In 
which, MERIT and dMERIT+ use NC_Set and dNC_Set generated from PPC-tree. 
Besides, MEI uses dPidset structure. According to the experimental results in [9], 
MEI is new and the most notable algorithm. Although there are many algorithms for 
mining erasable itemsets, the mining time and memory usage are still quite large. 
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Therefore, in this paper, we propose an improvement algorithm using subsume con-
cept for mining effectively erasable itemsets. The experimental results show that 
sMEI algorithm outperforms MEI algorithm in terms of the mining time. 

The rest of the paper is organized as follows. Section 2 presents basic concepts, 
and then the new method for mining erasable itemsets using subsume concept is pro-
posed in section 3. Experimental result is presented in section 4. The paper concluded 
in section 5. 

2 Basic Concepts 

2.1 Erasable Itemset Mining 

Let  = { ,  ,..., } be a set of all items which is the components of products. A 
product dataset , ,..., }, where  is a product. Each product presented 
in the form of Items, Val, where Items are the items and Val is the profit that the 
factory obtains by selling this product. A set ⊆  is also called an itemset. An  
example dataset in Table 1 will be used throughout this article. 

Table 1. An example dataset (DBE) 

Product Items Val ($) 
 a, b 1,000 
 a, b, c 200 
 c, e 150 
 b, d, e, f 50 
 d, e 100 
 d, e, f, h 200 

 
Definition 1 (Gain of an itemset). Let  ⊆  be an itemset. The gain of  is de-
termined as: 

 .|  . 

 (1) 

Definition 2. Given a threshold  and a product dataset DB. Let ∑ . ∈  
be the total profit of the factory. An itemset  is erasable if: 

 (2) 

The problem of mining erasable itemsets is to find all erasable itemsets which have 
gain  less than  in the dataset. 
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2.2 Pidset Structure 

Definition 3 (Index of gain). Let  be a product in DB. An array is defined as the 
index of gain:  

 . (3) 

Definition 4 (pidset). The pidset of an itemsets X is denoted as follows: 

 ∈  (4) 

where A is an item in itemset X and p(A) is the pidset of item A, i.e., the set of product 
identifiers which includes A. 

Definition 5 (Gain of an itemset based on pidset). The gain of an itemset X denoted 
by g(X) is computed as follows: 

 ∈  (5) 

where  is the element at position  of G.  

Theorem 1. Let XA and XB be two itemsets with the same prefix X and p(XA) and 
p(XB) are pidsets of XA and XB, respectively. The pidset of XAB is computed as fol-
lows: 

  (6) 

Example 1. For DBE,  = {1, 2, 4} and  = {1, 2, 3}. According to Theo-
rem 1,  =  =  ∪  = {1, 2, 4}  {1, 2, 3} = {1, 2, 3, 4}. 

2.3 dPidset Structure 

Definition 6 (dPidset). The dPidset of pidsets  and , denoted as 
, is defined as follows: 

 \ (7) 

According to Definition 6, the dPidset of  and  is the product iden-
tifiers which only exist on . 

Example 2. We have  = {1, 2, 4} and  = {1, 2, 3}. Based on Definition 6, 
 =  \  = {1, 2, 3} \ {1, 2, 4} = {3}. Note that reversing the or-

der of  and  will get a different result. Consequently,  =  \  = {4}.  

Theorem 2. Let  and  be two itemsets and  and  are the 
dPidsets of  and , respectively. The dPidset of  is computed as follows: 
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 \ (8) 

Example 3. Based on DBE,  = {1, 2},  = {1, 2, 4} and  = {2, 3}. Ac-
cording to Definition 6,  =  \  = {3} and  =  \  = 
{4}. Based on Theorem 4,  =  \  = {3} \  {4} = {3}. In 
Exam. 2 and 3,  = {3}. So, these examples verify Theorem 2. 

Theorem 3. The gain of  is determined based on that of  as follows: 

 ∈  (9) 

where  is the gain of  and  is the element at position  of . 

Example 4. We have  = {1, 2},  = {1, 2, 4} and  = {2, 3}, so g(a) = 
1200, g(b) = 1250 and g(c) = 350. According to Example 3,  = {3} and 

 = {4} so g(ac) = g(a) + ∑  ∈  = 1200 + 150 = 1350 and g(ab) = 
g(a) + ∑  ∈  = 1200 + 50 = 1250. Besides,  = {3} so g(abc) = 
g(ab) + ∑  ∈  = 1250 + 150 = 1400. 

3 Mining Erasable Itemsets Using Subsume Concept 

3.1 Subsume Index Concept 

Definition 7 [11]. The subsume of a erasable 1-itemset, A, denoted by S(A) is defined 
as follows: 

 S(A) = {B ∈ I1 | p(A) ⊆ p(B)} (10) 

Example 5. We have p(a) = {1, 2} and p(b) = {1, 2, 4}. Because p(a) ⊆ p(b), thus a ∈ 
S(b).  

Theorem 4. Let the subsume of an item A be {a1, a2,…, am}. The gain of each of the 
2m-1 nonempty subsets of {a1, a2,…, am} is equal to the gain of A. 

Example 6. According to DB, we have S(e) = {d, f, h}. Therefore 2m - 1 nonempty 
subsets of S(e) is {d, f, h, df, dh, fh}. Based on Theorem 4, the gain of 2m - 1 itemset 
which are combined 2m - 1 nonempty subsets of S(e) with e is equal to (e). In this 
case, we have the gain of {ed, ef, eh, edf, edh, efh} is 500 dollar. 

Theorem 5. Let A, B, C ∈ I1 be three items. If A ∈ S(B) and B ∈ S(C) then A ∈ S(C).  

Proof. We have A ∈ S(B) and B ∈ S(C) therefore p(B) ⊆ p(A) and p(C) ⊆ p(B). So 
p(C) ⊆ p(A) and thus this theorems is proven. 
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3.2 sMEI Algorithm 

Input: product dataset  and threshold  
Output: , the set of all EIs  
1.Determine , , and erasable 1-itemsets with their pid-
sets ( ) in only one time scanning DB 
2.Sort  in descending order of their pidsets size 
3.Find_Subsume( ) 
4.Put  to  
5.Expand_E( ) 
 
procedure Find_Subsume( ) 
1.for i  | | - 1  to 1 do 
2. for j  i+1 to | | - 1 do 
3.  if j ∈ [i].Subsumes then continue 
4.  if [i].pidset ⊇ [j].pidset then  
5.   add [j]’s index, j, to [i].Subsumes 
6.   add [j].Subsumes to [i].Subsumes //using Theo-
rem 5 
 
Procedure Expand_E( ) 
1.for k  0 to | | - 2  
2.     
3. if | [k].Subsumes| > 0 then 
4.  for each s generated from all elements of 
[k].Subsumes // 2m-1 nonempty subsets generated from its 

subsume 
5.   add s ∪ [k], g( [i]) to  
6. for j (k+1) to | | - 1 do 
7.  if(j∈ [k].Subsumes) 
8.   continue 
9.  .Items = [k].Items ∪ [j].Items 
10.  .pidset  [k].pidset \ [j].pidset 
11.  .gain = [k].gain + ∑ ∈ .  

12.  if .gain ≤    then 
13.      and    
14. Expand_E( ) 

Fig. 1. The sMEI algorithm 

3.3 An Illustrated Example 

Firstly, sMEI scans DBE to find erasable 1-itemsets with their pidset with ξ = 30% 
(Fig. 2). 
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Fig. 2. Erasable 1-itemsets with their pidset for DBE with ξ = 30% 

Secondly, the algorithm finds the subsume index associated with erasable  
1-itemsets (Table 2). 

Table 2. Subsume index associated with erasable 1-itemsets 

Erasable 1-itemset Subsume 
e d, f, h 
d f, h 
c  
f f 
h  

 
Thirdly, the algorithm calls the Expand_E for mining all erasable itemsets. If the 

erasable 1-itemsets, A, has the subsume then all itemsets which combined A and 2m-1 
nonempty subsets of its subsume are erasable without calculating their pidsets and 
their gains. Fig. 3 shows all erasable itemsets for DBE with ξ = 30%. In Fig. 3, the 
algorithm does not compute and store the pidsets of the nodes {ed, ef, eh, edf, edh, 
efh, edfh, ef, dh, dfh, fh}. Therefore, using the subsume concept reduces the runtime 
of erasable itemset mining. 

 

 

Fig. 3. Erasable itemsets for DBE with ξ = 30% 
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4 Experimental Results 

All experiments presented in this section were performed on a laptop with an Intel 
Core i3-3110M 2.4-GHz CPU and 4 GB of RAM. All the programs were coded in C# 
and .Net Framework Version 4.5.50709.  

The experiments are conducted on datasets such as Chess and Mushroom1. To 
make these datasets look like product datasets, a column was added to store the profit 
of products. To generate values for this column, a function denoted by N(100, 50), for 
which the mean value is 100 and the variance is 50, was created. The features of these 
datasets are shown in Table 3. 

Table 3. Features of datasets used in experiments 

Dataset2 # of Products # of Items 
Chess 3,196 76 
Mushroom 8,124 120 

 
Table 4 shows the number of subsume associated with erasable 1-itemsets and the 

number of erasable 1-itemsets. Note that an erasable 1-itemsets can have one or more 
subsumes. So the number of subsume associated with erasable 1-itemsets can be 
greater than the number of erasable 1-itemsets. The sMEI algorithm using subsume 
concept is more effective than MEI algorithm for the datasets having a greater number 
of subsume associated with erasable 1-itemsets. 

Table 4. The numbers of subsume associted with erasable 1-itemsets 

Dataset Threshold # of erasable 1-
itemset 

# of subsume associated 
with erasable 1-itemset 

Chess 
30 26 10 
40 35 18 
50 38 23 

Mushroom 
1 23 18 
2 30 18 
3 37 42 

 
Figs. 4-5 report the number of nodes with subsume and the total nodes in various 

thresholds for Chess and Mushroom datasets. A larger number of nodes do not need 
to determine their pidsets and their gain. Therefore, the mining time is reduced. 
 

                                                           
1 Downloaded from http://fimi.cs.helsinki.fi/data/ 
2 These datasets are available at http://sdrv.ms/14eshVm 
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5 Conclusions and Future Work 

This paper proposed sMEI, an efficient algorithm for mining erasable itemsets. First 
the subsume concept in erasable itemset mining was introduced. The subsume con-
cept helps early determine information of a large number of erasable itemsets without 
usual computational cost. The experimental results show that sMEI algorithm outper-
forms MEI algorithm for mining erasable itemsets. In future work, we will focus in 
mining erasable closed/maximal itemsets. 
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Abstract. With the explosion of Web 2.0 platforms such as blogs, discussion 
forums, andsocial networks, Internet users can express their feelings and share 
information among themselves. This behavior leads to an accumulation of an 
enormousamount of information.Among these platforms are so-called micro-
blogs. Microblogging(e.g. Twitter1), as a new form of online communication in 
whichusers talk about their daily lives, publish opinions or share information by 
short posts, hasbecome one of the most popular social networking services to-
day, which makes it potentially alarge information base attracting increasing at-
tention of researchers in the field of knowledgediscovery and data min-
ing.Several works have proposed tools for tweets search, but, this area is still 
not well exploited. Our work consists of examining the role and impact of so-
cial networks, in particular microblogs, on public opinion. We aim to analyze 
the behavior and text posted by users to extract knowledge that reflect the inter-
ests and opinions of a population.This gave us the idea to offer new tool more 
developed that uses new features such as audience and RetweetRank for rank-
ing relevant tweets. We investigate the impact of these criteria on the search's 
results for relevant information. Finally, we propose a new metric to improve 
the results of the searches in microblogs. More accurately, we propose a re-
search model that combines content relevance, tweet relevance and author re-
levance. Each type of relevance is characterized by a set of criteria such as  
audience to assess the relevance of the author, OOV (Out Of Vobulary) to 
measure the relevance of content and others. To evaluate our model, we built a 
knowledge management system. We used a collection of subjective tweets talk-
ing about Tunisian actualities in 2012. 

Keywords: microblogs, relevantinformation, analyzingtextposted, knowledge 
management system.  

1 Introduction 

In the current era, People are becoming more communicative through expansion of 
services and multi-platform applications, i.e., the so called Web 2.0 which establishes 
social and collaborative backgrounds. They commonly use various means including 
Blogs to share the diaries, RSS feeds to follow the latest information of their interest 
and Computer Mediated Chat (CMC) applications to hold bidirectional communica-
tions. Microblogging is one of the most recent products of CMC, in which users talk 
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about their daily lives, publish opinions or share information by short posts. It was 
first known as Tumblelogs on April 12, 2005, and then came into greater use by the 
year 2006 and 2007, when such services as Tumblr and Twitter arose. The problem 
that we face is how to find this information and transform data collections into new 
knowledge, understandable, useful and interesting in the context where it is located. 
Information retrieval systems solve one of the biggest problems of knowledge man-
agement (KM): quickly finding useful information within massive data stores and 
ranking the results by relevance. 

Recent years have revealed the accession of interactive media, which gave birth to 
a huge volume of data in blogs and micro-blogs more precisely. These micro-blogs 
attract more and more users due to the ease and the speed of information sharing  
es-pecially in real time. 

Twitter has played a role in important events, but the service also allows people to 
communicate among a relatively small social circle, and a sizeable part of Twitter’s 
success is because of this function. 

Indeed a micro-blog is a stream of text that is written by an author. It is composed 
by regular and short updates that are presented to readers in reverse chronological 
order called time-line. 

While micro-blogging services are becoming more famous, the methods for orga-
niz-ing and providing access to data are also improving. Micro-bloggers as well as 
send-ing tweets are looking for the last updates according to their interests. Finding 
the most relevant tweets to a topic depends on the criteria of micro-blogs. 

Unlike other micro-blogging service, Twitter is positioned by the social relationship 
of subscription. And since the association is led, it allows users to express their inter-est 
in the items of another micro-bloggers. The social network of Twitter is not lim-ited to 
bloggers and subscription relationships; it also includes all the contributors and data that 
interact in both contexts of use and publication of articles. We have analyzed the micro-
blogging service Twitter and we have identified the main criteria of Twit-ter. 

But the question arises what is the impact of each feature on the quality of results? 
Our work consists in searching a new metric of features’ impact on the search re-

sults’ quality. Several criteria have been proposed in the literature [1] and [2], but 
there are still other criteria that have not been exploited as audience which could be 
the size of the potential audience for a message: What is the maximum number of 
people who could have been exposed to a message? 

We gathered the features on three groups: those related to content, those related to 
tweet and those related to the author. We used the coefficient of correlation with hu-
man judgment to define our score. For processing the content of tweets, we intend to 
use resources and linguistic methods Our experimental result uses a corpus of thou-
sand subjective tweets which are neither answers nor retweets, and we also collected a 
corpus of human judgments to find the correlation coefficient. 

The remainder of this paper is organized as follows. In section 2, we give an over-
view of related works. In section 3 we present an Analysis of short texts using  
NLP. In Section 4, we discuss experiments and obtained results. Finally, section 5 
concludes this paper and outlines future work. 
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2 Related Works 

A micro-blogging service is at once a communication mean and a collaboration sys-tem 
that allows sharing and disseminating text messages. In comparison with other social 
networks on the Web (for example Facebook, Myspace), the microblogs arti-cles are 
particularly short and submitted in real time to report a recent event. At the time of this 
writing, several micro-blogging services exist. In this paper, we will focus on the  
micro-blogging service Twitter which is the most popular and widely used. Twitter is 
characterized from similar sites by certain features and functionalities. An important 
characteristic is the presence of social relationships subscription. This di-rectional rela-
tionship allows users to express their interest on the publications of a particular blogger. 
Twitter is distinguished from similar websites by some key fea-tures. The main one 
consists on the following social relationship. This directed asso-ciation enables users to 
express their interest in other micro-bloggers’ posts, called tweets, which doesn't exceed 
140 characters. Moreover, Twitter is marked by the retweet feature which gives users 
the ability to forward an interesting tweet to their followers. 

Several works have focused on the analysis of data posted on microblogs, particu-
larly in Twitter. [3] and [4] propose approaches for sentiment classification of Twitter 
mes-sages i.e. determine whether tweets express a positive, negative or neutral feel-
ing. Positive and negative polarities correspond respectively to a favorable and unfa-
vora-ble opinion. To solve this task the authors have used natural language processing 
and machine learning techniques. 

Many studies have found that there is a high correlation between the information 
posted on the web and actual results. [5] have used tweets to analyze awareness and 
anxiety levels of Tokyo habitants the events of earthquakes tsunami and states of 
nuclear emergencies in Japan in 2011. [6] have presented a method to measure the 
prevalence of H1N1 disease in the population of United Kingdom. They sought in the 
tweets the symptoms related to the disease. The obtained results were compared with 
real results from the Health Protection Agency. [7] also analyzed the tweets to predict 
public opinion and then compared the results with surveys. 

We find that most approaches for information retrieval in micro-blogs don't take 
into account all the features to narrow the search. In fact, each feature has a unique 
impact on the other ones. Based on this observation and to improve the results of 
research, we will try to overcome these limitations by measuring the impact of these 
criteria. We will propose a measurement metric impact criteria for improving out-
comes re-search. The search for tweets is an information retrieval task ad-hoc whose 
objective is to select the items relevant micro-blogs in response to a query. The defini-
tion of relevance in the search for tweets is not limited to textual similarity but also 
takes account of social interactions in the network. In this context, the relevance of 
the items depends also on the tweets' technical specificities and the importance of the 
author. 

Regarding the relevance of content, several studies have used Okapi BM25  
algorithm [8], other studies like work of [9] have added new features such as tweets' 
quality ie the tweet that contains the least amount of Out of vocabulary (OOV) is 
considered as the most informative one. Also Duan et al, consider that the longer the 
tweet, the bet-ter amount of information it contains. 
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Our work consists of examining the role and impact of social networks, in particu-
lar microblogs, on public opinion. We aim to analyze the behavior and text posted by 
users to extract knowledge that reflect the interests and opinions of a population. We 
introduce in this paper our approach for tweet search that integrates different criteria 
namely the social authority of micro-bloggers, the content relevance, the tweeting 
features as well as the hashtag's presence. We present in the next section the main 
features of our criteria. 

3 Analysis of Short Texts Using NLP 

Data analysis of social networks has become a major trend in the field of natural lan-
guage processing. Thus, large communities NLP gave its fair share to the analysis of 
data microblogs. In recent years, major conferences have created workshops for data 
analysis in social networks. Several studies concerned with the analysis of short texts 
do not aim only to determine the polarity of the messages, but to use the messages to 
detect events or predict results. 

Among the most important tasks for a ranking system tweet is the selection of  
features set. We offer three types of features to rank tweets: 

─ Content features refer to those features which describe the content relevance  
between queries and tweets. 

─ Tweet features refer to those features which represent the particular characteristics 
of tweets, as OOV and hashtags in tweet. 

─ Author features refer to those features which represent the authority of authors of 
the tweets in Twitter. 

3.1 Content Relevance Features 

The criterion "Content" refers to the thematic relevance traditionally calculated by IR 
systems standards. The thematic relevance is generally measured by one of several IR 
models. One of the models reference Information Retrieval IR is the probabilistic 
model [10] with the weighting scheme BM25 as matching request document function. 
For this reason, we have adopted this model for the calculation of the thematic rele-
vance. Of course, it is made possible to calculate using any other IR model. BM25 is a 
search function based "bag of words", it allows us to organize all documents based on 
the occurrences of the query terms given in the documents. (cf section 2). 

We used four content relevance features: 

1. Relevance(T,Q): we used OKAPI BM25 score which measures the content 
relevance between the query Q and tweet T. 

 

Knowing that: w is a term in the query Q and Ti is the tweet i. 
2. Popularity(Ti,Tj,Q):  with i and j in n and  i≠j : it used to calculate the pop-

ularity of a tweet from the corpus. It measures the similarity between the 
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tweets in the context of the tweet's topic. We used cosine similarity, accord-
ing to a study done by  Sarwar et al.(2001) cosine similarity is the most effi-
cient similarity measure ,in addition, it is not sensitive to the size of each 
tweet: 

 
Knowing that w is a term in the query Q, Ti is tweet i, Tj is tweet j, i and j in n 
and  i≠j. 
3. Length of tweet (Lg(Ti,Q)): Length is measured by the number of characters 

that a tweet contains. It is said that more the tweet is long, more it contains 
information. 

4. Out of Vocabulary (OOV(Ti)): This feature is used to roughly approximate 
the language quality of tweets. Words out of vocabulary in Twitter include 
spelling errors and named entities. This feature aims to measure the quality 
language of tweet as follows: 

 
The more number of out of vocabulary is small the more quality of tweet is better. 

3.2 Tweet Relevance Features 

We note that the thematic relevance depends solely on the item and query. Each tweet 
has many technical features, and each feature form selection criteria that we have 
exploited. 

1. Retweet (Ti,Q): is defined as the number of times a tweet is retweeted. In a 
rational manner, the most retweeted tweets are most relevant. Retweets are 
forwarding of corresponding original tweets, sometimes with comments of 
retweeters. According to Duan et al. (2010), they are supposed to contain no 
more information than the original tweets.  

2. Reply(Ti): An @reply is any update posted by clicking the "Reply" button on 
a Tweet, it will always begin with @username. This feature aims to calculate 
the number of reply to a tweet. Ultimately tweets that have received the most 
response are more relevant. 

3. Favor(Ti): this feature aims to calculate the number of times a tweet is classi-
fied as a favorite. According to [13], if a message is considered by many fol-
lowers as a favorite, it means that it is relevant.  

4. Hashtag Count(Ti):The # symbol, called a hashtag, is used to mark keywords or 
topics in a Tweet. It was created organically by Twitter users as a way to catego-
rize messages. This feature aims to calculate the number of hashtags in tweet.  

5. Urlcount(Ti):Twitter allows users to include URL as a supplement in their 
tweets. This feature aims to estimates the number of times that the URL ap-
pears in the tweet corpus. According to [11][14] and [15], tweets containing 
URLs are more in-formative.  
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3.3 Author Relevance Features 

Each blogger has specific characteristics such as number of follower and number of 
mention Accordind to [15,16], users who have more followers and have been men-
tioned in more tweets, listed in more lists and retweeted by more important users are 
thought to be more authoritative. 

1. Tweet Count(a):this feature represents the number of tweet posted by the author 
2.  Mention Count (author): A mention is any Twitter update that contains 

"@username" anywhere in the body of the Tweet, this means that @replies are also 
considered mentions. This feature aims to calculate the number of times an author 
is mentioned. 

3. Follower(a):this feature represents the number of follower to the author 
4. Following(a): this feature represents the number of subscriptions of the author (a) 

to other authors 
5. Expertise(a): this feature was found by conducting a survey that asks people to rate 

the expertise of the blogger from 0 to 10. 
6. RetweetRank (a): Retweet Rank looks up all recent retweets, number of followers, 

friends and lists of a user. It then compares these numbers with those of other users' 
and assigns a rank. Retweet Rank tracks both RTs posted using the Retweet button 
and other RTs (ReTweets) (e.g. RT @username).This feature is an indicator of 
how a blogger is influential on twitter. 

7. TwitterPageRank(a): this feature represents the rank of author of the total twitter 
users using PageRank Algorithm 

8. Audience (a): is the size of the potential audience for a message. What is the max-
imum number of people who could have been exposed to a message? 

4 Metric Measure of the Impact of Criteria to Improve Search 
Results 

We introduce a research model that combines tweets relevant content, the specificities 
of tweets and the authority of bloggers. This model considers the specificities of 
tweets and the authority of bloggers as important factors which contribute to the rele-
vance of the results. The search for tweets is a task of information retrieval whose 
goal is to select the relevant sections in response to a user's request. To present an 
accurate list of articles, our model combines a score of content's relevance, a score of 
author's authority and a score of tweets' specificities. The objective of this combina-
tion is to provide a list of tweets that cover the subject of the request and are posted 
by major bloggers. After normalizing the feature scores, these three scores are com-
bined linearly using the following formula: 

 
With score (Ti,Q) on [0, 2] and β+γ=1. 
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Where Ti and Q represent respectively, tweet and request.β and γ on [0,1] are a 
weighting parameter[12]. Scorecontent (Ti, Q) is the normalized score of the relev-
ance of content. Scoretweet is the normalized score of the specificity of the tweet Ti 
and ScoreAuthor (a, Ti) is the normalized score of the importance of the author a 
corresponds to the blogger who published the tweet Ti. 

We note that: 

1. Scorecontent(Ti,Q)=Relevance(T,Q) + Lg(Ti) + Popularity(Ti,Tj,Q) + Quality(Ti); 
2. ScoreTweet(Ti,Q)= Url count(Ti)+ Hashtag Count(Ti) + Retweet(Ti) + Reply(Ti) 

+ Favor(Ti); 
3. ScoreAuthor(a,Q)= TwitterPageRank(a) +Audience(a)+ Tweet Count(a) + Mention 

Count(a) + Expertise(a) + RetweetRank(a) + Follower(a) + Following(a). 

4.1 Experimental Evaluation 

We conducted a series of preliminary experiments on a collection of articles from 
Twitter, in order to evaluate the performance of our model. 

Description of the Collection. With the absence of a standard framework for evaluat-
ing information retrieval in micro-blogs, we collected a set of articles and queries. 
Our concern is that the database size is small. We describe in the following collection 
of articles and the approach for collecting relevance judgments. 

Search Engine TWEETRIM. We built a search engine that we have called 
``TWEETRIM", which allows to calculate all scores and display the most relevant 
tweets according to these score. It has as input a query composed of three keywords 
and as output a set of relevant tweets relative to the query. 

Tweet Set. We built a collection of articles, metadata about relationships subscription 
and reply. This corpus is collected manually ie a thousand blogs and thousands of 
tweets have been browsed. This collection contained a total of 3000 tweets published 
by 50 active Tunisian bloggers who are interested on the Tunisian news, we chose the 
period of March 4, 2012 until June 4, 2012. 

Queries and Relevance Judgments. To perform queries and to collect the human 
judgement of relevance followed the following steps: 

1. We collected 1000 queries on recent actualities in Tunisia from users, 
2. then, we used the system that we have built which allows us to view the 10 results 

are especially relevant according to the score of the content, 
3. and then, we asked 450 users to judge the 10 first results of each query. 

We suppose that the content relevance already exists and we will improve our 
search result by varying our two other scores ScoreTweet and ScoreAuthor. We cal-
culate the correlation coefficient between our scores and the corpus, which allowed us 
to find our weighting coefficients β and γ. 
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The reference model combines only the features linearly without weighting. This 
model gave us the correlation coefficient equal to 0.10 and our model gave us the 
correlation coefficient of 0,24462. Can clearly be seen a 43% improvement in the 
satisfaction of our human judgment. 

5 Conclusion 

Research conducted under the auspices of knowledge management varies greatly in 
direction and scope. There are several approaches that have been proposed which are 
based on the features. Therefore the choice of characteristics is important to obtain a 
satisfactory result and close to the human judgment. We have proposed in this paper a 
new metric for Social Research on twitter. This has to integrate relevance of content, 
the specificities of tweets and the author's importance where we incorporate new fea-
tures such as the audience. The primary experimental evaluation that we conducted on 
a collection of articles of Twitter shows the measurement that we propose allows a 
better assessing the impact of bloggers and tweets' technical specificities. 

Looking ahead, we plan to conduct experiments under the Micro-blog Text RE-
trieval Conference (TREC) evaluation framework that will include a collection of 
many articles and queries for larger and whose relevance judgments are social. We 
also need to evaluate the influence of each feature independently. We plan to compare 
the performance of our model with other models for social searching of tweets. 
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Abstract. Issues of moral hazard and adverse selection abound in each
and every contract where one has a self interest and information that the
other party does not possess, and there is still need for more information
on how you handle a party to a contract with more information than you.
This paper re-examines the issue in the framework of a principal-agent
model under uncertainty. We highlight epistemic conditions for a possible
resolution of the moral hazard between the principal and the agents with
S4n-knowledge, and we show that if the principalr and agents commonly
know each agent’s belief on the others’ efforts, then all effort levels such
that the expected marginal costs actually coincide for them can be char-
acterised as the critical points of the refunded proportional rate function.
This implies our recommendation that, for removing out such moral haz-
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1 Introduction

Issues of moral hazard and adverse selection abound in each and every contract
where one has a self interest and information that the other party does not
possess. While this is a fertile research area, there is still need for more infor-
mation on how you handle a party to a contract with more information than
you. The Global Financial Crisis is an epitome of the moral hazard: managers
and employees as agents and shareholders as principals. In fact, still perplexes
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bankers and shareholders alike: shareholders are still having problems with how
they can handle their agents, while on the other hand insurers and bankers are
struggling to structure products that will reduce the impact of moral hazard.
Such moral hazards are the bottlenecks in buyer supplier cooperation, and the
buyer-supplier management is another epitome.

The first formal analysis of the principal-agent relationship and the phenom-
ena of moral hazard was made by Arrow [1]. The many sided moral hazard
can arise when there are many agents that affect gross returns and their indi-
vidual actions are not observed by each other, and especially, the treatment of
the principal-agent model with many sided moral hazard was given by Holm-
strom [3]. He formalized it as the issue in a partnership model whether there
exist any sharing rules that both balances the budget and under which an effi-
cient action is a Nash equilibrium. Holmstrom [3] and Williams and Radner [8]
respectively analyzed the conditions for existing the sharing rule such that some
actions profile satisfies the first-order conditions for an equilibrium.

Recently, Matsuhisa [4] and Matsuhisa and Jiang [6] adopted a new approach
to the many sided moral hazard from the epistemic model point of view devel-
oped by Aumann [2] and his followers in game theory, they analyzed the moral
hazard as the disagreement on expected marginal costs between the principal
and agents in an extended model of principal and agents under uncertainty. He
gave a necessity condition that the moral hazard will not be appeared; that is,
under some technical assumptions, the principal and agent model under uncer-
tainty disappears the moral hazard if the principal and agents could share fully
information on their expected marginal costs in the following two cases: first they
commonly known the marginal expected costs(Matsuhisa [4]), and secondly they
communicate the costs as long run (Matsuhisa and Jiang [6]). However, in the
papers they assume the existence of decision function consistent to the technical
assumptions, and it has not been guaranteed.

This paper aims to remedy the defect. We re-examine a buyer-supplier co-
operation with moral hazard as a problem of the principal-agent relationship.
We present an extended principal-agent model under uncertainty, and we high-
light hidden conditions for a possible resolution of the moral hazard between
the buyer and the suppliers. For removing out such moral hazard in the buyer-
supplier cooperation, our recommendation is that the principal and the agents
should commonly know their beliefs on the others’ effort:

Let us consider that there are the buyer (as principal) and suppliers (as agents)
more than two: The buyer manufactures the productions made of parts supplied
by the suppliers with paying their costs, and he/she gets a profit by selling
the productions. Assume that the buyer and all suppliers aim to maximize each
gross return independently. The moral hazard arises that there is not the sharing
rule so that the buyer makes a contract with every supplier such that the total
amount of all profits is refunded to each supplier in proportion to the supplier’s
contribution to the productions, i.e.; the expected costs are not equal between
the buyer and the suppliers. To investigate the phenomenon in detail we shall
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extend the principal-agent model with complete information to the principal-
agent model with incomplete information.

Now we assume each agent as well as the principal, k, has the below two
abilities on knowledge:

T each k cannot know something when it does not occurs;
4 each k knows that he/she knows something.

This structure is induced from a reflexive and transitive binary relation associ-
ated with the multi-modal logic S4n.

We focus on the situation that the principal and the agents interact each other
from sharing information on the below:

DF. Both the buyer and suppliers have the same decision function;
PR. The refunded proportional rates to suppliers are functions of each sup-

plier’s effort level;
CK. Both the buyer and suppliers commonly known each agent’s belief on the

others’ efforts;

In this line we can show:

Theorem 1. Under the above conditions DF, PR, CK all effort levels such
that the expected marginal costs actually coincide for buyer and suppliers can
be characterised as the critical points of the refunded proportional rate function.
Consequently, if the refunded proportional rate is constant then all marginal costs
have to coincide each other; i.e., there is no moral hazard.

The same result has been obtained for S5n-knowledge model by Matsuhisa [5].
The paper is organized as follows: Section 2 reviews the moral hazard in

the classical principal-agent model (i.e.: the principal-agent model with com-
plete information) following Matsuhisa [4]. Section 3 recalls the formal model
of knowledge and common-knowledge, and presents the principal-agent model
under uncertainty, and an illustrative example of our contract design problem
in the principal-agent model under uncertainty. Section 4 states main theorem
formally with the proof. Finally we conclude remarks.

2 Moral Hazard1

Let us consider the principal-agents model as follows: There are the principal
P and n agents {1, 2, · · · , k, · · · , n} (n ≥ 1) in a firm. The principal makes a
profit by selling the productions made by the agents. He/she makes a contract
with each agent k that the total amount of all profits is refunded each agent k
in proportion to the agent’s contribution to the firm.

Let ek denote the measuring managerial effort for k’s productive activities,
called k’s effort level or simply k’s effort with ek ∈ R+. Let Ik(xk) be a real
valued continuously differentiable function on R+. Ik(xk) is interpreted as the

1 Section 2 in Matsuhisa [4].
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profit by k’s effort ek selling the productions made by the agent k with the cost
c(ek). Here we assume I ′k(xk) ≥ 0 and the cost function c(·) is a real valued
continuously differentiable function on R+. Let IP be the total amount of all
profits: IP (x) = IP (x1, x2, · · · , xk, · · · , xn) =

∑n
k=1 Ik(xk).

The principal P cannot observe these efforts ek, and shall view it as a
random variable ek on a probability space (Ω,μ); i.e., ek is a μ-measurable
function from Ω to R+. We introduce the ex-post expectation: Exp[IP (e)] :=∑

ξ∈Ω IP (e(ξ))μ(ξ) and Exp[Ik(ek)] :=
∑

ξ∈Ω Ik(ek(ξ))μ(ξ). The optimal
plan for the principal then solves the following problem:

Maxe=(e1,e2,··· ,ek,··· ,en){Exp[IP (e)]−
n∑

k=1

Exp[c(ek)]}.

Let Wk(ek) be the total amount of the refund to agent k: Wk(ek) = rkIP (e), with∑n
k=1 rk = 1, 0 ≤ rk ≤ 1, where rk denotes the proportional rate representing

k’s contribution to the firm. The optimal plan for each agent also solves the
problem: For every k = 1, 2, · · · , n,

Maxek{Exp[Wk(ek)]− Exp[c(ek)]} subject to

n∑
k=1

rk = 1, 0 ≤ rk ≤ 1.

We assume that rk is independent of ek, and the necessity conditions for critical
points are as follows: For each agent k = 1, 2, · · · , n, we obtain ∂

∂ek
Exp[Ik(ek)]−

Exp[c′(ek)] = 0 and rk
∂

∂ek
Exp[Ik(ek)] − Exp[c′(ek)] = 0. in contradiction to

0 � rk � 1 because c′(ek) = ∂
∂ek

Exp[Ik(ek)] = rk
∂

∂ek
Exp[Ik(ek)]

This contradictory situation is called a moral hazard in the principal-agents
model; i.e., there is no equilibrium effort level as a solution of the contract design
problem.

3 The Model

Let N be a set of finitely many agents and let k denote an agent and P the
principal. The specification is that N̄ = {P, 1, 2, · · · , k, · · · , n} consists of the
principal P and the agents N = {1, 2, · · · , k, · · · , n} in a firm. A state-space Ω
is a non-empty finite set, whose members are called states. An event is a subset
of the state-space. We denote by 2Ω the field of all subsets of it. An event E is
said to occur in a state ω if ω ∈ E.

3.1 Information and Knowledge

By RT-information structure2 we mean 〈Ω, (Πi)i∈N̄ 〉 in which Πi : Ω → 2Ω

satisfies the two postulates: For each i ∈ N̄ and for any ω ∈ Ω,

Ref. ω ∈ Πi(ω); Trn. ξ ∈ Πi(ω) implies Πi(ξ) ⊆ Πi(ω).

2 RT-information stands for reflexive and transitive information.
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The set Πi(ω) will be interpreted as the set of all the states of nature that i
knows to be possible at ω, or as the set of the states that i cannot distinguish
from ω. We call Πi(ω) i’s information set at ω.

Definition 1. The S4n-knowledge structure is a tuple 〈Ω, (Πi)i∈N̄ , (Ki)i∈N̄ 〉
that consists of a partition information structure 〈Ω, (Πi)i∈N̄ 〉 and a class of i’s
knowledge operator Ki : 2Ω → 2Ω defined by KiE = {ω | Πi(ω) ⊆ E }.
The event KiE will be interpreted as the set of states of nature for which i knows
E to be possible. We record the properties of i’s knowledge operator: For every
E,F of 2Ω,

N. KiΩ = Ω; K Ki(E ∩ F ) = KiE ∩KiF ; T KiE ⊆ E;
4. KiE ⊆ Ki(KiE);

3.2 Common-Knowledge

Let S be a subset in N̄ . The mutual knowledge operator among a coalition S
is the operator KS : 2Ω → 2Ω defined by the intersection of all individual
knowledge: KSF = ∩i∈SKiF, which interpretation is that everyone knows E.

Definition 2. The common-knowledge operator among S is the operator KS
C :

2Ω → 2Ω defined by KS
CF = ∩n∈N(KS)nF.

An event E is common-knowledge among S at ω ∈ Ω if ω ∈ KS
CE. The intended

interpretations are as follows: KS
CE is the event that ‘every agent in S knows

E’ and “every agent in S knows that ‘every agent in S knows E’,” and “‘every
agent in S knows that “everyone knows that ‘every agent in S knows E’,” .”’

3.3 Principal-Agent Model under Uncertainty

Let us reconsider the principal-agent model and let notations and assumptions
be the same as in the above section. We shall introduce the extended principal-
agents model.

Definition 3. By a principal-agent model under uncertainty we mean s struc-
ture

M = 〈N̄ , (Ω,μ), (ek)k∈N , (Ik)k∈N̄ , IP , (rk)k∈N , (ck)k∈N , (Πk)k∈N 〉
in which

1. N̄ = {P, 1, 2, · · · , k, · · · , n} where P is the principal and each k is an agent,
(Ω,μ) is a probability space;

2. ek is a random variable on Ω into R+ with ek(ω) a real variable in R+;
3. Ik(xk) is an agent k’s profit function with Ik(ek) the profit by his/her effort

ek, which is sufficiently many differentiable on R+ with I ′k � 0, and IP (x) =
IP (x1, x2, · · · , xn) =

∑n
k=1 Ik(xk) is the profit function of the firm (the total

amount of all the agents’ profits);
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4. rk is a proportional rate function in the contract, which is sufficiently many
differentiable and weakly increasing on R+ with 0 < rk � 1 for k =
1, 2, · · · , n;

5. ck is the cost function for agent k, which is sufficiently many differentiable
on R+ with I ′k � 0 with ck(ek) interpreted as the cost of k for effort level ek;

6. (Πk)k∈N̄ is a non-partition information structure satisfying the two postu-
lates Ref and Trn.

For each ek ∈ R+ and e = (e1, e2, · · · , ek, · · · , en) ∈ Rn
+ let us denote by

[ek] the event of k’s effort [ek] = {ξ ∈ Ω| ek(ξ) = ek} and by [e] the event of
total efforts [e] = ∩k∈N [ek]. For any non-empty subset S of N̄ , we will denote
[eS ] = ∩k∈S [ek], and [e−k] = ∩l∈N\{k}[el]

From now on we assume a principal-agent model under uncertainty is not
with complete information, which means Πi(ω) �= {ω} for some ω ∈ Ω..

3.4 Bayesian Approach

According to this we have to assume that each agent k know his/her own effort
ek but k cannot know the others’ effort ek, and also the principal P cannot know
efforts for any agents. The former assumption can be formulated as

KE. [ek] 	 Kk([ek]) for every ek ∈ Ek.

The later assumption means that the principal cannot have the exact knowledge
on the agents’ effort levels e and also each agent cannot have the exact knowledge
on the others’s effort e−k ∈ Rn−1

+ .

3.5 Belief and Conjecture

Following the interpretations we have to introduce the notion of belief on the
others’ effort level : By the principal P ’s belief on the agents efforts e we mean
a probability qP (e) of e, and by an agent k’s belief on the other agents ef-
fort e−k we mean a probability qk(e−k) of e−k. The conjecture qP (e;ω) of
the principal P for the agents’ effort ek ∈ mathbbR (k ∈ N) is defined by
qP (e;ω) = μ([e]|ΠP (ω)), and the conjecture qk(e−k;ω) of agent k for the other
agents’ effort e−k ∈∈ Rn−1

+ is qk(e−k;ω) = μ([e−k]|Πk(ω)). By the event of
P ’s belief on the agents efforts e, we mean [qP (e)] := {ξ ∈ Ω | qP (e;ω) =
qP (e) }, and by the event of k’s belief on the other agents efforts e−k we mean
[qk(e−k)] := {ξ ∈ Ω | qk(e−k;ω) = qk(e−k) } It should be noted by KE that
qk(e−k;ω) = qk(e;ω) and so [qk(e−k;ω)] = [qk(e;ω)].

3.6 Interim Expectation

By the interim expectation (or simply expectation ) of IP we mean

Exp[IP (e)|ΠP ](ω) :=
∑
ξ∈[e]

IP (e1(ξ), e2(ξ), · · · , en(ξ))μ(ξ|ΠP (ω))

= IP (e)qP (e;ω)
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and by the interim expectation (or simply expectation ) of Ik we mean

Exp[Ik(ek)|Πk](ω) := Ik(ek)qk(e−k;ω) =
∑

ξ∈[e−k]

Ik(ek(ξ))μ(ξ|Πk(ω))

and the interim expectation of agent k’s income Wk is

Exp[Wk(ek)|Πk](ω) := rk(ek)Exp[IP (ek, e−k)|Πk(ω)]

=
∑

e−k∈Ek

rk(ek)IP (ek, e−k)qk(e−k;ω)

3.7 Contract Design Problem

We will treat the maximisation problems as for the optimal plans for the principal
and agents: To find out effort levels e = (e1, e2, · · · , ek, · · · , en) ∈∏k∈N Ek such
that, subject to

∑n
k=1 rk = 1, 0 < rk ≤ 1,

PE. Maxe=(ek)k=1,2,··· ,n{Exp[IP (e)|ΠP (ω)]−∑n
k=1 Exp[ck(ek)]};

AE. Maxek{Exp[Wk(ek)|Πk(ω)]− Exp[ck(ek)]}.
Example 1. Let us consider the principal-agent model under uncertainty as fol-
lows;

– N̄ = {P, 1, 2}:
– Ω = {ω1, ω2, ω3, ω4}, with each state is interpreted as the two types of effort

levels {H,L} for agent 1 and effort levels {h, l} for agent 2 given by the
table 1:

– The information partition (Πi)i=P,1,2 are:
• μ is the equal probability measure on 2Ω; i.e., μ(ω) = 1

4 :
• The partitions (Πi)i=P,1,2 on Ω:
∗ The partition ΠP on Ω: ΠP (ω) = Ω.
∗ The partition Π1 on Ω:

Π1(ω) = {ω1, ω2} for ω = ω1, ω2, Π1(ω) = {ω3, ω4} for ω = ω3, ω4.

∗ The partition Π2 on Ω:

Π2(ω) = {ω1, ω3} for ω = ω1, ω3, Π2(ω) = {ω2, ω4} for ω = ω2, ω4.

Table 1. Types and Variables

h l

H ω1 ω2

L ω3 ω4

e∗ yh yt
xh ω1 ω2

xl ω3 ω4
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• ei : Ω → R+ with ei(ω) a real variable is defined by

e1(ω) = xh for ω = ωi(i = 1, 2), e1(ω) = xl for ω = ωi(i = 3, 4) with xh � xl,

e2(ω) = yh for ω = ωi(i = 1, 3), e2(ω) = yl for ω = ωi(i = 2, 4) with yh � yl,

with [e1(ω)] = Π1(ω), [e2(ω)] = Π2(ω).
This means that agent 1’s effort at ω1, ω2 is higher that the effort at ω3, ω4,
and agent 2’s effort at ω1, ω3 is higher that the effort at ω2, ω4;

– I1(x) and I2(y) are profit functions and IP (x, y) = I1(x1) + I2(x2) is the
total amount of the profits;

Under the situation we obtain that E[W1|Π1](ω)
= r1(xh)IP (xh, yj)(ω = ω1, ω2, j = h, l),E[W1|Π1](ω) = r1(xl)IP (xl, yj)(ω =
ω3, ω4, j = h, l),E[W2|Π2](ω) = r2(yh)IP (xi, yh)(ω = ω1, ω3, i =
h, l),E[W2|Π2](ω) = r2(yl)IP (xi, yl)(ω = ω2, ω4, i = h, l). and E[IP|ΠP](ω) =
1
4

∑
i,j=h,l(I1(xi) + I2(yj)). Then we can observe that there are no moral hazard

if r1(e) = r2(e) ≡ 1
2 , hence any effort level can be a solution of the above

contract problem PE and AE.

4 Main Theorem

For the beliefs qP , qk of the principal P and agent k, we refer the conditions:

BCK. ∩k∈N [qk] ∩KN
C ([qP ]) �= ∅

The interpretations of BCK is that all the agents commonly know the principal’s
belief qP at some state where all agents actually have their beliefs (qk)k∈N . Under
the circumstances we can now restate Theorem 1 as follows:

Theorem 2. In the principal-agent model under uncertainty with KE, assume
that the principal P and each agent k have actually beliefs qP , qk. If all agents
commonly know the principal’s belief qP then every effort level ek(k ∈ N) as
solutions of the the contract design problem PE, AE must be a critical point of
rk for every k ∈ N ; i.e.: r′k(ek) = 0 if BCK is true. In this case the proportional
rate rk is determined by the principal belief: rk(ek) = qP (ek).

Before proceeding with the proof, we notice:

Remark 1. Theorem 2 can explain the resolution of moral hazard of Example 1:

In fact, since K
{1,2}
C ([qP(e(ω);ω)]) = Ω, we can see that [qP(e(ω);ω)] is common-

knowledge everywhere among agents 1, 2, and further, r1 and r2 are the constant
with r1(e1(ω)) = qP(e1(ω);ω) = 1

2 , r2(e2(ω)) = qP(e2(ω);ω) = 1
2 . Hence the

resolution of moral hazard in Example 1 can be described by Theorem 2.

We shall turn to the proof of Theorem 2:
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Critical Points Condition. Partially differentiating the expressions in the
parentheses of the problems PE and AE with respect to xk yields the necessity
condition for critical points for every k ∈ N : From PE we have,

Exp[I ′k(ek)|ΠP (ω)] = I ′k(ek)qP (e;ω) = Exp[c′k(ek)]; (1)

and from AE the condition is also that, subject to 0 < rk < 1 and
∑

k∈N rk = 1,

r′k(ek)Exp[Ik(ek)|Πk(ω)] + rk(ek)Exp[I ′k(ek)|Πk(ω)] = Exp[c′k(ek)] (2)

The below proposition plays another central role to prove Theorem 2:

Proposition 1 (Decomposition theorem). Suppose that the principal P and
each agent k have beliefs qP , qk with BCK in the principal-agent model under un-
certainty with KE. Then we obtain that for every k ∈ N , qP (e) = qk(e−k)qP (ek)
for any e = (e1, e2, · · · , ek, · · · , en) ∈ Rn

+.

Proof. Let M denote M = KN
C ([qP ]), which is non-empty by BCK, and so take

ω ∈ M . For each k ∈ N and for each e = (e1, e2, · · · , ek, · · · , en) ∈ ∏k∈N Ek,
we set Hk = [ek] ∩M , and we can easily observe that both M or Hk satisfy
the below properties: An event H is called Πk-invariant if Πk(ξ) ⊆ H for any
ξ ∈ H ,

(i) ω ∈ L ⊆ [qP (e;ω)] ⊆ [qk(e;ω)] = [qk(e−k;ω)] for L = M or Hk;
(ii) M is ΠP -invariant, and L is Πk-invariant.

Therefore, on considering X = [e] it follows from Fundamental lemma in Mat-
suhisa and Kamiyama [7] for L = Hk that μ([e−k]|Hk) = μ([e−k] | Πk(ω)),
and so μ([e−k]|Hk) = qk(e−k;ω). Dividing by μ(M) yields that μ([e]|M) =
qk(e−k;ω)μ([ek]|M). On considering X = [e] it follows from Fundamental lemma
as above for L = M that μ([e]|M) = μ([e] | ΠP (ω)). Hence we can observe
μ([e]|M) = qP (e;ω). and thus μ([ek]|M) = qP (ek;ω). It follows by the above
three equations that qP (e;ω) = qk(e−k;ω)qP (ek;ω). Noting ω ∈ [qP (e)] ⊆
[qk(e−k)], we have shown that qP (e) = qk(e−k)qP (ek).

Proof of Theorem 2. Notations and assumptions are the same in Proposi-
tion 1. On viewing Eqs.(1), (2), it can be easily observed that the former part
of Theorem 2 follows from Proposition 1. Especially, if rk is a constant function,
then r′k = 0, and so the latter part also follows immediately. ��

5 Concluding Remarks

This paper advocates a new approach to treat a moral hazard problem in
principal-agent model focused on the beliefs of effort levels from the epistemic
point of view. To highlight the structure of sharing private information on
their conjectures about effort levels by common-knowledge between principal
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and agents is capable of helping us to make progress in ‘problematic’ of classi-
cal principal-agent models. In particular, common-knowledge on the conjectures
play crucial role in removing out the moral hazard in the classical principal-agent
model. In fact, for removing out the moral hazard in the buyer-supplier coopera-
tion management we will recommend that they (the buyer and suppliers) should
share fully information on only their conjectures on the others’ effort levels but
not expected marginal costs by making common-knowledge on the efforts.

It well ends this paper in our appraisals on our result and the assumptions of
the principal-agent model under uncertainty. The above recommendation is not
so fresh to us: In cooperative organization system, any concerned agents will,
tacitly or consciously, share their information. We well know this is the first step
towards to succeed our cooperation. The point in this paper is to clearfy what
kind of information we have to share: It is the information on belief of the others’
efforts not but their expected marginal costs.

What happened in the extended principal-agents model without the assump-
tions [CK] ? Common-knowledge on effort levels does not make a sufficient condi-
tion for resolution of the moral hazard: When CK does not hold, we can construct
the typical examples, one of which the moral hazard still remain and the other
of which it disappears. The former is given by modifying Example 1 in replacing
the principal’s information partition ΠP with ΠP (ω) = {ω}. The latter is done
by modifying Example 1 in replacing ΠP with ΠP (ωi) = {ω1, ω4} for i = 1, 4
and ΠP (ωj) = {ω2, ω3} for i = 2, 3.

We have not also analyzed any other applications of the above presented
model than the moral hazard. Can we treat the Global Financial Crisis by our
framework? How about the extended agreement issues on TPP (Trans-Pacific
Strategic Economic Partnership)? These are interesting and important and are
our next agenda.
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Abstract. In this paper an agent model for mediation in joint decision-
making processes is presented for establishing mutual empathic un-
derstanding. Elicitation of affective states is an important criterion of
empathy. In unassisted joint decision-making it can be difficult to recog-
nise whether empathic responses are the result of experiencing the other
individual’s affective state, or whether these affective states are at least
partly blended with own states that would also have developed in indi-
vidual decision-making. The mediator agent assists two individual social
agents in establishing and expressing empathy, as a means to develop
solidly grounded joint decisions.

Keywords: mediation, empathy, joint decision making.

1 Introduction

Reaching a solidly grounded joint decision is a complex process involving multi-
ple interacting individuals arriving at a common choice. The complexity of this
process encompasses the mutual tuning of individual intentions and emotions,
and the development of mutual empathic understanding between the interacting
individuals. Ultimately, empathic understanding can be acknowledged between
the interacting individuals by both verbal and nonverbal responses. One of the
criteria for empathy concerns the elicitation of an individual’s affective state
upon observation or imagination of another individual’s affective state (accord-
ing to, e.g., [4,11]). It is difficult to establish the occurrence of mutual empathic
understanding during an unassisted joint decision making process: are the ver-
bal and nonverbal responses genuinely the result of experiencing the other in-
dividual’s affective state, or the result of affective states that would also have
developed in individual decision making? In [5] an analysis is made on the pos-
sible outcomes of joint decision processes. Based on this, this paper analyses,
models and simulates mediator assistance for establishing mutual empathic un-
derstanding. This paper contributes a model of a mediator agent that supports
in discerning between the development of genuine empathic understanding and
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situations with blended affective states. The mediator assists in the joint deci-
sion making by introducing the asymmetry in the interaction that is necessary
to test for the elicitation criterion. In this way, the occurrence of true empathic
understanding can be established in a conscious fashion. Acknowledgement of
this form of understanding develops solidly grounded joint decisions.

2 Criteria of Empathy

In [12] the four criteria of empathy are summarized, as formulated in [4,11]:

1. Presence of an affective state in a person
2. Isomorphism of the person’s own and the other person’s affective state
3. Elicitation of the person’s affective state upon observation or imagination of

the other person’s affective state
4. Knowledge of the person that the other person’s affective state is the source

of the person’s own affective state

As described in [12], the social agent model models empathic responses for emo-
tions and action tendencies. In reaching a joint decision, these empathic re-
sponses may be used in establishing mutual empathic understanding.

Assuming true faithful nonverbal and verbal expression these empathic re-
sponses indeed indicate the presence of an affective state, covering criterion 1.
Also, under the same assumption, comparing empathic responses between in-
teracting agents may indicate isomorphism of their respective emotional and
tendency states, thus covering criterion 2. Criteria 3 and 4 however cannot
be directly established by just looking at the empathic responses, but require
more insight in the way that these empathic responses (could have) come into
existence.

The elicitation criterion 3 actually means that one of the interacting agents
expresses emotional and/or tendency states, followed by development (and sub-
sequent expression) of the corresponding state(s) in the other agent. In other
words, in covering criterion 3, a difference should be made between scenarios
in which an agent develops emotional and/or tendency states independently of
other agents, and scenarios where an agent could have developed these same
states also strictly under the influence of other agents. In the latter case, the
elicitation criterion is satisfied. Criterion 4 requires conformance to criterion
3, and can further be established by observing verbal empathic responses for
emotional and tendency states.

To establish the influence of another agent, an agent should ignore the world
stimulus and completely focus on the other agent. In that situation all four
criteria can be tested for (nonverbal and verbal) empathic responses. For estab-
lishing mutual empathic understanding, this situation can be repeated for the
other agent.
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3 The Social Agent Model Used

In [12] a social agent model for joint decision making is presented addressing
the role of mutually acknowledged emphatic understanding in decision making.
This neurologically inspired cognitive agent model uses the following principles:
mirroring (see also [9]), internal simulation (see also [6]) and emotion-related-
valuing (see also [3]). Interacting social agents may develop mutual empathic
understanding (see also [4]), which may be shown (nonverbal) and acknowledged
(verbal). For further details, see [12].

4 The Extended Social Agent Model

This Section describes the adaptations to the social agent model to enable de-
tecting true empathy between two social agents, as summarized in Table 1.

The adaptations concern the introduction of the states ES(p) and WS(p), and
the introduction of an additional connection from the sensor state for context, to
the sensory representation state for the stimulus. The ES(p) state is an externally
observable execution state that maintains a high activation level when the social
agent, using body language, expresses any preparation activity. The WS(p) state
is a world state that is used by the mediator agent to communicate a pause in
which the social agents can reduce their preparation activity. This reduction is
realized by the connected SS(p) sensor state, that suppresses the social agents
sensory representation for feeling. The additional connection, from the sensor
state for context to the sensory representation for the stimulus, is necessary
to make the agent use information from the other agents for its activation of
preparation for action. In order to detect true empathy, the agent should not
develop the preparation for action purely on its own.

It should be noted that the sensory representation state for context remains
connected to the self-ownership states, as in the original social agent model.
Also, all other connections and parameters to states SR(s) and SR(b) remain
unchanged.

Table 1. Social agent model additions

From state Connection To state τ σ

SS(context) ω22c 1 SR(s) 1.5 20

PS(a) ω9a 1
ES(p) 0 20

PS(b) ω9b 1

WS(p) ω1W 1 SS(p) - -

SS(p) ω24b -1 SR(s) 0.7 4
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5 The Mediator Agent Model

For the mediator agent a dynamical systems perspective is adopted as advocated,
for example, in [1,10]. The quantitative aspects are modeled in a mathematical
manner as in [1,10,13]. This fits in the domain of small continuous-time recurrent
neural networks as advocated by [2] and inspired by e.g., [7,8]; see also [13].

This Section describes the dynamical systems model for the mediator agent.
The mediator model supports multiple main (major) episodes with different foci,
aimed at detecting the presence of true empathy between the two social agents A
and B. Between each two of these major episodes, a special (minor) pause episode
enables the agents to come to rest before starting the next major episode. For
each major episode, the mediator model goes trough the following pattern of
dependencies:

(1) All activation levels of states that may be relevant for ending a specific
episode are combined into a single belief on the progress of the episode. As de-
scribed earlier, the aim for episodes is the detection of true empathy between the
two social agents. As soon as empathy is acknowledged, the episode ends. In case
no empathy develops, the mediator uses a timeout for each episode. The timeout
is restarted after each pause, and dedicated triggers are developed for each sepa-
rate episode. For instance, in the mediator agent model (Fig. 1), relevant states
for ending an episode (X) are the communication on feeling and/or intention for
an agent Z, WS(Z,e,b) and WS(Z,s,a,e) respectively, and a belief on the timeout
trigger for this episode, belief(timeout(episode(X))). These states are combined
to form a belief state on the progress of the episode: belief(progress(episode(X))).
Also, the belief on the progress is safeguarded against reacting to communica-
tion on feeling and/or intention before entering the episode. In the model this is
realized by the state belief(monitoring(episode(X))), that suppresses the belief
on progress during the pre-episode timeframe.

(2) Each belief state on the progress of the episode uses an inhibiting con-
nection, which causes the end of its related episode. In the mediator agent
model (Fig. 1) the state belief(progress(episode(X))) suppresses the state de-
sire(episode(X)), for ending episode(X). The desire(episode(X)) state maintains
a high activation level as long as episode X has not yet been completed. To
realize this, desire(episode(X)) uses a positive feedback-loop (and a related
combination function) for balancing the inhibiting connection from state be-
lief(progress(episode(X))). This feedback-loop is necessary because otherwise
zero suppression (an inhibiting connection emanating from a state with a zero-
valued activation level) can have an unwanted downward effect on a connected
state with a non-zero (positive) activation level.

(3) Each (major and minor) episode suppresses its directly subsequent (major
and minor) episode(s). For example, in a two-episode scenario, the first episode
is represented in the mediator agent model (Fig. 1) by intention(episode(1)) and
the second episode by intention(episode(2)). In this case, intention(episode(2)),
is suppressed by inhibiting connections from the preceding major episode, in-
tention(episode(1)), and by the minor pause episode, intention(pause). As soon
as previous suppressions fall away and the second episode has not yet been
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completed, the intention(episode(2)) state achieves a high activation level
through the connection with its generator state desire(episode(2)).

(4) Each major episode determines the focus for either or both social agents.
The major episodes are represented in the model by states intention(episode(X)).
Ultimately, an active episode determines the focus for either or both social
agents. For example, the focus for the first episode is agent A, the second episode
focuses on agent B, and a third episode on both agents A and B. In the first
episode the mediator agent communicates this to agent A as a context with the
state with label EC(A,c). In the second episode the focus is communicated to
agent B through EC(B,c). The focus for the third episode is communicated by
high activation levels for both EC(A,c) and EC(B,c).

Fig. 1. Overview of the mediator agent model

As mentioned earlier, between each of the major episodes represented by in-
tention(episode(X)), a special (minor) pause episode enables the agents to come
to rest before starting the next major episode. This pause episode is indicated
in the model by intention(pause). It should be noted that the extended social
agent model, through body language, expresses any preparation activity by an
observable execution state ES(p). This ES(p) state maintains a high activation
level when the social agent internally prepares for an action or an emotion ex-
pression. The mediator agent observes the ES(p) states of social agents A and B
through world states WS(A,p) and WS(B,p) respectively. As both social agents
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Table 2. Instantiation of Mediator Agent model for three episodes

Episode (X) Focus (Y) Empathy (Z)

1 A B

2 B A

3 A, B -

Table 3. State properties used in the mediator agent model

Notation Description

WS(mediation request) world state for communication of a mediation request

WS(A, s, a, e) world state for communication by agent B of ownership for
agent A of action a with effect e and stimulus s

WS(A, e, b) world state for communication by agent B of ownership for
agent A of emotion indicated by body state b and effect e

WS(A, p) world state for body state of agent A expressing preparation
activity p

SS(W) sensor state for world state W

belief(progress(episode(X))) belief state for ending episode with sequence number X

belief(monitoring(episode(X))) belief state for suppression of belief on progress for episode X,
before episode with sequence number X occurs

belief(pre(episode(X))) belief state indicating the pre-episode timeframe for episode
with sequence number X

belief(timeout(episode(X))) belief state for timeout trigger for episode with sequence num-
ber X

belief(time left) belief state about the time left

belief(timer level) belief state about the limit level; time-left decreases until it
reaches the timer-level

desire(episode(X)) desire state for episode with sequence number X; maintains
a high activation level as long as episode X has not yet been
completed

desire(pause) desire state for pause episode

intention(episode(X)) intention state for episode with sequence number X

intention(pause) intention state for pause episode

EC(A, c) communication to agent A of context c with focus on agent A

EC(B, c) communication to agent B of context c with focus on agent B

EC(p) communication to agent A and B of pause episode

A and B should come to rest before starting a next (major) episode, these world
states are combined into a single state desire(pause). The desire(pause) state
maintains a high activation level as soon as either of the social agents indicates
any preparation activity, usually from the beginning of a major episode until
the agent comes to rest again. Each major episode intention(episode(X)) sup-
presses the pause episode, intention(pause); after these suppressions fall away,
intention(pause) takes over as long as its desire(pause) state maintains a high
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activation level. The mediator agent communicates pause episodes to the social
agents by a high activation level for EC(p).

The state properties used in the mediator agent model are summarized in
Table 3. The connections between state properties (the arrows in Fig. 1) have
weights, as indicated in Table 4.

Table 4. Overview of the connections, weights, and settings used for (initial activation)
level, threshold τ and steepness σ parameters in the mediator agent model.

From state Weight To state Level τ σ

- - WS(mediation request) 1 - -

WS(W) ω0W SS(W) 0 - -

belief(progress(episode(X))) ω11X
desire(episode(X)) 1 0.5 20

desire(episode(X)) ω12X

SS(A,p) ω21
desire(pause) 0 0 20

SS(B,p) ω22

SS(mediation request) ω31X

intention(episode(X)) 0 1.9 80
intention(episode(X’<X)) ω32X′X
intention(pause) ω33X

desire(episode(X)) ω34X

desire(pause) ω41
intention(pause) 0 0.1 20

intention(episode(X)) ω42X

SS(Z,s,a,e) ω51ZX

belief(progress(episode(X))) 0 0.5 20
SS(Z,e,b) ω52ZX

belief(monitoring(episode(X))) ω53X

belief(timeout(episode(X))) ω54X

intention(episode(X)) ω61X
belief(monitoring(episode(X))) 1 0.2 20

belief(pre(episode(X))) ω62X

belief(monitoring(episode(X))) ω63X belief(pre(episode(X))) 1 - -

intention(episode(X)) ω71X
belief(timeout(episode(X))) 0 0.3 10

belief(time left) ω72X

belief(timer level) ω73

belief(time left) 1 0.05 2intention(pause) ω74

belief(time left) ω75

intention(episode(X)) ω8XY EC(Y,c) 0 0.5 20

intention(pause) ω9 EC(p) 0 0.5 20

6 Agent Interaction

As discussed earlier, because of the elicitation criterion, empathy is in principle
an asymmetrical situation between two interacting individuals. In our configu-
ration, two social agents A and B represent these two interacting individuals.
In addition, a mediator agent introduces the asymmetry that is necessary for
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Fig. 2. Scenario 1: agent B depends on agent A; the mediator agent applies three
episodes, see also Table 2. In each graph the vertical axis shows activation level, the
horizontal axis shows time. Top: agent A, middle: agent B, bottom: mediator agent.

establishing empathy between these two social agents. The mediator agent in-
troduces episodes in which one of the social agents is established as the focus of
the interaction, and the other social agent is tested for communicating acknowl-
edgement of emotion and action tendency as part of an empathic response. For
establishing the concept of mutual empathic understanding, at least two of these
episodes are necessary. After these two asymmetrical episodes, a third episode
may re-establish symmetry for normal agent interaction. In order to create inde-
pendent episodes, the mediator may introduce short pauses in which the social
agents can come to rest by reducing their preparation activity.

The interactions between the agents, flowing through body and world states,
comprise: (1) expression of feeling and intention, (2) verbal empathic responses
for ownership of feeling and intention, (3) expression of preparation activity for
feeling and/or intention, (4) verbal communication of episode focus, and (5)
verbal invitation for suppression of preparation activity.

7 Simulation Results

The mediator model supports multiple episodes. In order to establish true empa-
thy between two social agents, at least two independent episodes are necessary.
In each of these two episodes, one of the social agents is selected as being in fo-
cus, and the other agent is tested for developing true empathy with regard to the
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agent in focus. A third episode is added in which both agents are in focus simul-
taneously. In this third episode it is no longer possible to establish true empathy,
as both agents may be capable of developing intention and feeling without any
specific agent as focus, whereas they may or may not process influences of each
other during their development. The instantiation of the mediator agent model
for these three episodes is shown in Table 2 and Table 4. In the simulation, the
following weights from Table 4 have a value of -1: ω11X , ω12X , ω32XX , ω33X ,
ω42X , ω53X , ω61X , and ω72X . Weight ω71X has a value of 0.4 and ω73 has a value
of 0.05. All other weights have a value of 1.

The stimulus plays an important role in the development of intention and, in
relation to that, feeling. A low stimulus implies that an agent depends on the
other agent for action preparation and the associated emotional response and
feeling. In Scenario 1 (Fig. 2) the stimulus for agent A is high and for agent B
low. This means that agent B follows agent A in the development of intention
and feeling. In the first episode, agent B develops and acknowledges full empathy.
As agent B is in focus for the second episode, its development is insufficient to
express intention and/or feeling. Because of this, agent A does not develop any
intention or feeling.

8 Discussion

This paper presents a dynamical systems model for assisting social agents in
reaching a joint decision involving mutually acknowledged empathic understand-
ing. The model addresses the criteria of empathic understanding by introducing
episodes in which one of the social agents is selected as being in focus, and the
other agent is tested for developing genuine empathy. Acknowledged empathy,
expressing empathic understanding of how the other agent feels about a consid-
ered option, is an important factor in solidly grounded joint decisions (see also
[5,12]).

The main contribution of this model is that the mediator agent addresses all
of the four criteria as formulated in [4,11] for establishing empathy. This paper
takes the approach that in order to adhere to all four criteria for empathy it is not
sufficient to just register nonverbal and verbal expressions; the mediator agent
has to define a focus in order to gain insight in the way that these empathic
responses come into existence. The presented mediator model operationalizes
this focus by (verbally) creating a context in which one of the interacting agents
is able to ignore the world stimulus so that this agent can fully focus on the
other agent. The simulations show that the model does what it is conceived to
do, in that mutually acknowledged empathy can be established in accordance
with the four criteria.

The computational architecture as used in this paper does not mean that the
results are dependent on the specific design and implementation aspects for the
social agents. The mediator agent depends only on external aspects that are
assumed to exist in human interaction, such as the expression of intention and
emotion, and communication.
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The computational model contributed in this paper may provide a basis to
further explore the development of support for joint decision making processes,
for example in the form of a mediation assistant agent. Such an assistant may
provide analysis and give process advice in order to develop a joint decision,
and take care that no escalating conflicts arise. This will be a direction of future
research.
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Abstract. In this paper we proposed to real-time head pose estimation based on 
weighted random forests. In order to make real-time and accurate classification, 
weighted random forests classifier, was employed. In the training process, we 
calculate accuracy estimation using preselected out-of-bag data. The accuracy 
estimation determine the weight vector in each tree, and improve the accuracy 
of classification when the testing process. Moreover, in order to make robust to 
illumination variance, binary pattern operators were used for preprocessing. 
Experiments on public databases show the advantages of this method over other 
algorithm in terms of accuracy and illumination invariance. 

Keywords: Head pose estimation, Random Forests, Real time, Illumination in-
variant.  

1 Introduction 

Recently, estimation of the human head pose has become an intriguing and actively 
addressed research topic, inspired by the increasing demands of many human-head-
related computer vision applications such as human-computing interfaces (HCI), 
driver surveillance systems, entertainment systems, and so on. Over the last decade, 
great effort has been dedicated to develop efficient, accurate, and robust algorithms 
for this problem. Nonetheless, most of the approaches suffer from the flaws in terms 
of efficiency, accuracy, or robustness against partial occlusion and the variations of 
head pose, illumination, and facial expression. Due to its relevance and to the chal-
lenges posed by the problem, there has been considerable effort in the computer vi-
sion community to develop fast and reliable algorithms for head pose estimation [1]. 
The several approaches to head pose estimation can be briefly divided into two cate-
gories: feature-based approaches and appearance-based approaches. 

The feature-based approaches combine the location of facial features (e.g. eyes, 
mouth, and nose tip) and a geometrical face model to calculate precise angles of head 
orientation [2]. In general, these approaches can provide accurate estimation results 
for a limited range of poses. However, these approaches have difficulty dealing with 
low-resolution images due to invisible or undetectable facial points. Moreover, these 
approaches depend on the accurate detection of facial points. Hence, these approaches 
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are typically more sensitive to occlusion than appearance-based methods, which use 
information from the entire facial region [3]. 

The appearance-based approaches discretize the head poses and learn a separate 
detector for each pose using machine learning techniques that determine the head 
poses from entire face images [3]. These approaches include multi-detector methods, 
manifold embedding methods, and non-linear regression methods. Generally, multi-
detector methods train a series of head detectors each attuned to a specific pose and 
assign a discrete pose to the detector with the greatest support [1, 4]. Manifold em-
bedding based methods seek low-dimensional manifolds that model the continuous 
variation in head pose. These methods are either linear or nonlinear approaches. The 
linear techniques have an advantage in that embedding can be performed by matrix 
multiplication; however, these techniques lack the representational ability of the non-
linear techniques [1, 5]. Non-linear regression methods use nonlinear regression tools 
(e.g. Support Vector Regression, neural networks) to develop a functional mapping 
from the image or feature data to a head pose measurement. These approaches are very 
fast, work well in the near-field, and give some of the most accurate head pose estimates 
in practice. However, they are prone to error from poor head localization [1, 6]. 

In this paper, we propose a novel head pose estimation algorithm for gray-level 
images; this method consists of two techniques. First weighted random forests were 
employed. Second, in order overcome the problem caused by illumination variation 
on face, binary pattern operators were employed for preprocessing. The experimental 
results show the efficiency of the proposed algorithm. The remainder of this paper is 
organized as follows. Previous works regarding to the head pose estimation are intro-
duced in Section 2. After that, the proposed weighted random forest is described in 
detail in Section 3. Experiments results and a discussion of those results are reported 
in Section 4. Finally, the paper concludes in Section 5. 

2 Related Work 

2.1 Feature-Based Approach 

In the feature-based methods, the head pose is inferred from the extracted features, 
which include the common feature visible in all poses, the pose-dependent feature, 
and the discriminant feature together with the appearance information. 

Vatahska et al. [7] use a face detector to roughly classify the pose as frontal, left, or 
right profile. After his, they detect the eyes and nose tip using AdaBoost classifiers, 
and the detections are fed into a neural network which estimates the head orientation. 
Whitehill et al. [8] present a discriminative approach to frame-by-frame head pose 
estimation. Their algorithm relies on the detection of the nose tip and both eyes, the-
reby limiting the recognizable poses to the ones where both eyes are visible. Yao and 
Cham [9] propose an efficient method that estimates the motion parameters of a hu-
man head from a video sequence by using a three-layer linear iterative process. Mo-
rency et al. [10] propose a probabilistic framework called Generalized Adaptive 
View-based Appearance Model integrating frame-by-frame head pose estimation, 
differential registration, and keyframe tracking. 
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2.2 Appearance-Based Approach 

In the appearance-based methods, the entire face region is analyzed. The representa-
tive methods of this type include the manifold embedding method, the flexible-model-
based method, and the machine-learning-based method. The performance of both 
kinds of methods may deteriorate as a consequence of feature occlusion and the varia-
tion of illumination, owing to the intrinsic shortcoming of 2D data. Generally, the 
appearance-based methods outperform the feature-based methods, because the latter 
rely on the error-prone facial feature extraction. 

Balasubramanian et al. [11] propose the Biased Manifold Embedding (BME) 
framework, which uses the pose angle information of the face images to compute a 
biased neighborhood of each point in the feature space, before determining the low-
dimensional embedding. Huang et al. [12] present Supervised Local Subspace Learn-
ing (SL2), a method that learns a local linear model from a sparse and non-uniformly 
sampled training set. SL2 learns a mixture of local tangent spaces that is robust to 
under-sampled regions, and due to its regularization properties it is also robust to 
over-fitting. Osadchy et al. [13] describe a method for simultaneously detecting faces 
and estimating their pose in real time. The method employs a convolutional network 
to map images of faces to points on a low-dimensional manifold parameterized by 
pose, and images of non-faces to points far away from that manifold. 

3 Proposed Head Pose Estimation Algorithm 

3.1 Random Forests Framework 

The Random Forests (RF) algorithm consists of two steps; training and testing. The 
training step is basically to construct multi tree-shaped classifiers, which involves 
data induction, construction of tree-shaped structure, and optimization of parameters. 
In testing step, the intermediate outcomes generated by the trees are integrated to 
provide the final result. 

A tree T in a forest F = {Ti} is built from the set of annotated samples P = {Pi = 
(Ii,ci)} randomly extracted from the training images, where Ii and ci are the intensity 
of the training images and the annotated head pose class labels, respectively. Starting 
from the root, each tree is built recursively by assigning a binary test ϕ(I) → {0, 1} to 
each non-leaf node. Such test sends each sample either to the left or right child, in this 
way the training samples P arriving at the node are split into two sets, PL(ϕ) and 
PR(ϕ). 

The best test ϕ* is chosen from a pool of randomly generated ones ({ϕ}): all sam-
ples arriving at the node are evaluated by all tests in the pool and a predefined infor-
mation gain of the split IG(ϕ) is maximized: 

 * ma )x (Arg IGφφ φ= . (1) 
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The process continues with the left and the right child using the corresponding 
training sets PL(ϕ*) and PR(ϕ*) until a leaf is created when either the maximum tree 
depth is reached, or less than a minimum number of training samples are left . 

3.2 Training Step 

The essence of the RF is to model the problem of head pose estimation as a classifica-
tion problem, and to build a non-linear mapping of a set of depth images into a set of 
head pose class label. The mapping is accomplished by a set of tree-shaped classifiers, 
which shows better performance and is less prone to over-fit than an individual clas-
sifier as reported in [14]. The whole procedure of the training is described as follows. 

The construction of the tree-shaped classifiers is characterized by the rule that each 
tree is built independently and is arbitrarily added to the existing trees. In our words, 
all the trees are trained with the same parameters but on different training sets (=N). 
These sets are generated from the original training set using the bagging strategy. In 
this strategy, samples are sampled randomly from the entire data pool with replace-
ment until enough samples are collected. That is, some sample data will occur more 
than once and some will be absent. 

When the training set for the current tree is drawn by sampling using bagging strat-
egy, some samples are left out, called out-of-bag data (N/3), which are used for  
determining weight of current tree after construction of the tree. In this strategy, the 
out-of-bag data is selected to be the internal evaluation data for the on-growing forest. 
This choice makes efficient use of the data pool in that it averts the need of assigning 
an exclusive subset of the data pool for validation; otherwise, datasets with shrunk 
size are used for training and testing purposes. Furthermore, since the set of out-of-
bag data is different for each classifier, the diversity of data for prediction is im-
proved, which result in a more comprehensive assessment of the current forest and 
thus better performance of the classifiers, as reported in [15]. 

To overcome the problem caused by illumination variation on face, various ap-
proaches have been introduced, such as preprocessing and illumination normalization 
techniques, illumination invariant feature extraction techniques, and 3D face model-
ing techniques. Among above mentioned approaches, local binary pattern (LBP) [16] 
has received increasing interest for face representation in general [17]. LBP was orig-
inally proposed for texture description [18], and has been widely exploited in many 
applications such as video retrieval, aerial image analysis, and visual inspection. In 
addition, centralized binary pattern (CBP) [19] and center-symmetric local binary 
pattern (CS-LBP) [20] introduced for facial expression recognition and image repre-
sentation. 

We employ the binary tests 
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where I is the gray level, F1 and F2 are two asymmetric rectangles defined within  
the sample, and τ is a threshold. This binary test is the difference between the average 
values of two rectangular areas rather than single pixel differences in order to  
sensitive to noise. 

During training, for each non-leaf node starting from the root, we generate a large 
pool of binary tests {ϕk} by randomly choosing parameters F1, F2, and τ. For efficien-
cy reason, the number of binary tests is determined depend on the depth of the tree. 
That is, the number of the binary test increases with increasing the depth of the tree. 
In this strategy, the samples are split roughly at the beginning levels, and are divided 
more finely at deeper levels. The binary test which maximizes a specific optimization 
function, which is called information gain, is picked. 

Our information gain IG(ϕ) is defined as follows: 
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where ni and μi are the number of samples and the mean of class at the child node i, 
respectively, cij is the head pose class label of the j-th patch contained in child node i, 
and μ is the mean of class at the parent node. The information gain IG(ϕ) indicates 
the difference between the within variance and weighted between variance. 

For each leaf, class distribution p(c|T) and class label cmax that received the majori-
ty of votes is stored. The distributions are estimated from the training samples that 
arrive at the leaf and are used for estimation the head pose. 

After each tree has been trained, for each vector that included in out-of-bag data 
set, find the class that has got the majority of votes in the tree and compare it to the 
ground-truth class label. The weight vector of tree is computed by a ratio of the num-
ber of correct classified out-of-bag data to all the vectors in the out-of-bag data set. 

3.3 Testing Step 

Given a new gray image of a head, image is guided by the binary tests stored at the 
nodes. At each node of a tree, the stored binary test evaluates the input image, sending 
it either to the right of left child, all the way down until a leaf. Arriving at a leaf, a tree 
outputs the weight vector w, class distribution p(c|T) and class label cmax. Because 
leaves with a low probability are not very informative and mainly add noise to the 
estimate, we discard all votes if p(cmax|T) less than an empiric threshold Pmax. The final 
class distribution is generated by weighted arithmetic averaging of each remained 
distribution of all trees as follows: 
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Here, wt (ci) means the weight correspond to t-th tree and i-th class. We choose ci as 
the final class of an input image if p(ci|F) has the maximum value. 
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4 Experiments 

In order to evaluate the performance of our algorithm, we performed a 5-fold, subject-
independent cross-validation based on the CMU Multi-PIE database, which contains 
more than 750,000 images of 337 people recorded in up to four sessions over the span 
of five months. Subject were imaged under 15 view points and 19 illumination condi-
tions while displaying a range of facial expressions [14]. In our paper, first session, 
249 person, 2 expressions (neutral and smile), 19 illuminations and 7 view points, 
which consist of 0○, ±15○, ±30○, and ±45○, were employed. All of these face 
images were cropped to 32×32. Fig. 1 shows an example of the CMU Multi-PIE data-
bases. In Fig. 1, top row is neutral expression and bottom row is smile expression, and 
columns show the head pose classes. Fig. 2 shows sample images transformed by 
various binary pattern operators such as LBP, CBP, and CS-LBP, respectively. 

 

Fig. 1. Example of CMU Multi-PIE databases 

 

Fig. 2. Example of various binary pattern images 
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Training a forest involves the choice of several parameters. We always stop growing 
a tree when the depth reaches 15, or if there are less than 10 samples left for training. 
Moreover, we set other parameters as follows. The number of trees in the forest is 100; 
the number of training images for each tree is 15000; the number of out-of-bag data for 
each tree is 5000; the maximum number of binary tests is 2250, i.e., 150 different com-
binations of F1 and F2, each with 15 different threshold τ; the maximum size of the sub-
patches defining the areas F1 and F2 in the tests is half the size of the sample. 

Table 1. Comparison of classification accuracies of different algorithm 

Algorithm Raw LBP CBP CS-LBP 
RF 80.0% 80.6% 81.7% 83.4% 

Weighted RF 81.4% 82.5% 83.5% 84.9% 

Table 2. Comparison of classification accuracies of different class 

Algorithm Class1 Class2 Class3 Class4 Class5 Class6 Class7 
Raw 75.3% 76.7% 95.4% 78.8% 73.3% 86.2% 84.3% 
LBP 
CBP 

76.1% 
78.1% 

79.8% 
72.2% 

91.7% 
98.8% 

80.6% 
83.0% 

75.6% 
78.1% 

84.2% 
88.9% 

89.2% 
85.2% 

CS-LBP 79.4% 80.4% 94.0% 80.4% 76.4% 83.2% 90.4% 

 

Fig. 3. The average of weights used in our experiment 

Table 1 show the comparison results of the classification accuracies of different bi-
nary pattern between original Random Forests and weighted Random Forests. Be-
cause of illumination change, the result of the LBP, CBP, CS-LBP image were better 
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than those of the raw image. As a result, the weighted Random Forests has perfor-
mance better than that of original Random Forests about 1.4%, 1.9%, 1.8%, and 1.5%, 
correspond to raw, LBP, CBP and CS-LBP, respectively.  

Fig. 3 show the average of weights used in our experiment and table 2 show the 
comparison of classification accuracies of different class with weighted Random Fo-
rests correspond to raw, LBP, CBP, CS-LBP, respectively. In the Fig.3, one can ob-
serve that the curves have similar trends for every fold. In particularly, the class 3 has 
the largest weight about 0.9 and the class 1 has smallest weight about 0.8. For these 
reasons, the trends of classification accuracies are similar to that of the average of 
weights. In particularly, class 3 has the highest classification accuracy and the class 1 
has the lowest classification accuracy in the table 2. 

5 Conclusion 

In this paper we proposed to real-time head pose estimation based on weighted ran-
dom forests. In order to make real-time and accurate classification, weighted random 
forests classifier was employed. In the training process, we calculate accuracy estima-
tion using preselected out-of-bag data. The accuracy estimation determine the weight 
vector in each tree, and improve the accuracy of classification when the testing 
process. Moreover, in order to make robust to illumination variance, binary pattern 
operators were used for preprocessing. Experiments on public databases show the 
advantages of this method over other algorithm in terms of accuracy and illumination 
invariance. 
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Abstract. To make use of the collective intelligence of many
autonomous self-interested agents, it is important to form a team on
which all the agents agree. Two-sided matching is one of the basic ap-
proaches to form a team that consists of agents from two disjoint agent
groups. Traditional two-sided matching assumes that an agent has a to-
tally ordered preference list of the agents it is to be paired with, but
it is unrealistic to have a totally ordered list for a large-scale two-sided
matching problem. In this paper, we propose an integer programming
based approach to solve a two-sided matching program that allows indif-
ferences in agents’ preferences, and show how an objective function can
be defined to find a matching that minimizes the maximum discontent-
edness of agents in one group.

Keywords: multi-agent system, two-sided matching, integer program-
ming.

1 Introduction

Forming a team of autonomous agents is an important capability in a multi-agent
system in order to make use of the collective capabilities of intelligent agents.
Generally, an autonomous agent acts to maximize its utility. An agent will not
form a team if forming a team does not increase the agent’s utility.

Two-sided matching is one of the basic methods to form a team. In the two-
sided matching problem, two disjoint agent groups exist. A member of one group
is paired with one or multiple members of the other group. Each agent has
a preference for certain agents of the other group to be paired with. A two-
sided matching algorithm finds a matching that all agents agree with. Two-
sided matching is used in a variety of fields in the real world, such as matching
interns with hospitals [1,2,3,4]. We can expect that two-sided matching is used
for resource allocation [5].

The Gale Shapley algorithm is one of the major algorithms used to solve the
two-sided matching problem [1,4]. This algorithm assumes that an agent has a
totally ordered preference list of the agents it is to be paired with. A matching
found by this algorithm is known to be stable. Stable matching means that there
is no pair of agents that collectively prefer another match.

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 563–572, 2014.
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The two-sided matching problem can also be solved by Integer Programming
(IP) [7,8]. By properly defining constraints in the IP, a stable matching can
be calculated. Although the matching found by the Gale Shapley algorithm is
known to result in the best matching for one group and the worst matching for
the other group [6], various stable matchings can be obtained by using a different
objective function when IP is used.

In traditional two-sided matching that uses the Gale Shapley algorithm, it is
assumed that all agents have a totally ordered preference list of the agents in
the other group. This assumption is somewhat unrealistic for a large scale two-
sided matching. For example, let us suppose that there are 1000 job seekers and
many companies that potentially offer jobs. When we consider this job matching
problem as a two-side matching, it is very difficult for a company to determine
the entire order of preferences for job seekers. To cope with this kind of issue,
two-sided matching was extended to allow indifferences in the preference list of
agents [9]. Three types of stability are identified for two-sided matching with
indifferences [9].

In this paper, we propose an IP based algorithm for two-sided matching with
indifferences. Three types of stable conditions [9] are encoded in the constraints
of the IP. By defining a suitable objective function, we can find a matching such
that the maximum of the discontentedness of agents in one group is minimized.
The key idea of the proposed algorithm is based on the concept of “nucleolus” [10]
in coalition game research.

The rest of this paper is organized as follows. First, we review the model
of two-sided matching (Section 2). Next, we propose an algorithm of two-sided
matching with indifferences that makes use of IP (Section 3). Finally, we present
the conclusion of this paper (Section 4).

2 Two-Sided Matching

2.1 Traditional Two-Sided Matching

In this section, we illustrate traditional two-sided matching and a well-known
algorithm called the Gale Shapley algorithm [1]. There are two finite and disjoint
sets of agents L and R. In two-sided matching, a member of L is paired with one
or multiple members of R, and a member of R is paired with one or multiple
members of L. Each agent p (p ∈ L∪R) has capacity np. np is a natural number
and represents the number of agents that can be matched from the other group.
Therefore, ∀l ∈ L, nl ≤ |R| and ∀r ∈ R, nr ≤ |L| hold.

Every member of L has preferences over R, and every member of R has
preferences over L.

Definition 1 (preference). The preference over X is a total order on X.

Assume that there is an agent p whose preference is denoted by #p. If a #p b
holds, p prefers agent a to agent b.
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Definition 2 (matching). Given a two-sided matching (L,R), (L,R)’s match-
ing m is a function, that satisfies the following conditions:

– Its domain is R ∪ L.
– ∀r ∈ R, m(r) ⊆ L holds.
– ∀l ∈ L, m(l) ⊆ R holds.
– ∀p ∈ L ∪R, |m(p)| ≤ np.
– ∀q ∈ m(p), p ∈ m(q) holds.

Two-sided matching where ∀p ∈ L∪R, np = 1 holds is called one-to-one match-
ing, and two-sided matching where ∀l ∈ L, nl = 1 or ∀r ∈ R, nr = 1 holds, is
called many-to-one matching.

There are a number of algorithms to solve two-sided matching problems. These
algorithms find a matching with a good property such as stable matching.

Definition 3 (the lowest pair). Given an agent p (p ∈ L ∪R) and matching
m, the lowest pair mw(p) is an agent that satisfies the following conditions:

– ∀q ∈ m(p) \ {mw(p)}, q #p mw(p)

Definition 4 (blocking pair). For matching m of a given two-sided matching
(L,R), the blocking pair (l, r)(l ∈ L, r ∈ R) is a pair of agents that satisfies the
following conditions:

– |m(l)| < nl or r #l mw(l) holds.
– |m(r)| < nr or l #r mw(r) holds.

If a blocking pair (l, r) exists for a matching m, l and r have an incentive to
collectively deviate from the matching m. Therefore, a matching with a blocking
pair is not stable.

Definition 5 (stable matching). Given a two-sided matching (L,R), a match-
ing m is stable when there is no blocking pair of m.

The Gale Shapley algorithm is a well-known algorithm for calculating stable
matchings.

Definition 6 (Gale Shapley Algorithm). The Gale Shapley algorithm cal-
culates stable matchings as follows: (We call this algorithm “L proposed.” If
transposed L to R and R to L, we call it “R proposed.”)

– Given matching m where ∀p ∈ R ∪ L, m(p) = ∅
– While there is an agent l ∈ L who satisfies |m(l)| < nl and has not proposed

all members of R, execute the following procedure:
• l proposes agent r that satisfies ∀r′ ∈ R′ \ {r}, r #l r

′ where R′ is a set
of agents who have not been proposed by l.
• r replies as follows:
∗ if |m(r)| < nr holds, r accepts. l joins m(r) and r joins m(l).
∗ if |m(r)| = nr and mw(r) #r l hold, r does not accept.
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∗ if |m(r)| = nr and l #r mw(r) hold, r accepts l’s proposal, and drops
mw(r). mw(r) defects from m(r),r defects from m(mw(r)), l joins
m(r), and r joins m(l).

– If there is no agent who is not paired, and who has not proposed all members
of R, this algorithm returns the matching m.

The Gale Shapley algorithm finds a stable matching that is best for members of
the proposing group [6].

These characteristics of the matching are desirable in such cases as assigning
students to professors’ seminars in a university, where the preferences of the
students are usually placed before the professors’, but for the cases where the
two groups are on an equal basis, other characteristics are wanted.

IP can find a stable matching that has other characteristics by defining a
proper objective function. Before discussing the objective function, we show how
a two-sided matching problem can be represented in the IP framework. There
are |L| × |R| variables x(l, r)(∀l ∈ L, ∀r ∈ R) x(l, r) ∈ {0, 1} holds. If x(l, r) is
0, l �∈ m(r) and r �∈ m(l) hold. If x(l, r) is 1, l ∈ m(r) and r ∈ m(l) hold.

The constraints that are needed to find a stable matching in one-to-one match-
ing can be defined as follows [7].

Definition 7 (constraints for stable matchings). If variables x(l, r)(∀l ∈
L, ∀r ∈ R) satisfy the following conditions, the matching is stable.

– ∀l ∈ L,
∑

r∈R x(l, r) = 1 holds.

– ∀r ∈ R,
∑

l∈L x(l, r) = 1 holds.

– ∀l ∈ L, ∀r ∈ R,
∑

l′(l′∈L, lrl′) x(l′, r) +
∑

r′(r′∈R, rlr′) x(l, r′) ≤ 0 holds.

Let us consider an example of an objective function. Assume that we define a
function r(p, q) to denote that q is the r(p, q)-th best agent for agent p. When we
define an objective function as minimizing

∑
l∈L,r∈R r(l, r) × r(r, l) × x(l, r), a

stable matching that maximizes the sum of all agents’ satisfaction can be found.
We can find matchings with various characteristics by using the IP. However,

the IP has a drawback. The IP is more complex than the Gale Shapley algorithm,
and solving the IP problem is NP-hard in general. However, there are IP solvers
such as IBM ILOG CPLEX, which solve the IP programs efficiently. By using
these IP solvers, we can find matchings within a reasonable time.

2.2 Two-Sided Matching with Indifferences

In some applications, especially those with a large number of agents, the assump-
tion that all agents have totally ordered preferences is unrealistic. Two-sided
matching was extended to allow an agent to have indifferent preferences about
agents in the other group [9].

Definition 8 (indifferent preference). If there is a set of agents X, the in-
different preference over X is a total order on SX, which is a partition of X.
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Assume that there is an agent p whose preference p’s are represented as #′
p.

A #′
p B means that p prefers a member of A to a member of B. We will write

it also as a #′′
p b if a ∈ A and b ∈ B holds. In addition, if two agents p′ and p′′

are members of one group (A or B), p likes p′ as good as p′′. In the following,
we write an agent’s preference as ({a, b}, {c, d, e}, {f, g}), which means the
following:

– A = {a, b}, B = {c, d, e}, C = {f, g}.
– Assume that there are two agents p, p′ which are members of one group. The

agent p likes p′ as good as p′′. (For example, the agent likes c as good as e).
– The agent prefers a member of A to a member of B, a member of B to a

member of C, and a member of A to a member of C.

Assume that there is an agent p, and that p has an indifferent preference over
X .

For two-sided matching with indifferences, three types of stable conditions are
proposed [9].

Definition 9 (weakly stable). If a pair of agents (l, r) does not exist that
satisfies the following conditions for a given matching m, m is said to be weakly
stable.

– r �∈ m(l) and l �∈ m(r) hold.
– |m(l)| < nl or m(l) has an agent r′ that r #′′

l r′ holds.
– |m(r)| < nr or m(r) has an agent l′ that l #′′

r l′ holds.

Definition 10 (strongly stable). If a pair of agents (l, r) does not exist that
satisfies the following conditions for a given matching m, m is said to be strongly
stable.

– r �∈ m(l) and l �∈ m(r) hold.
– One of the following conditions is satisfied.
• The following conditions are satisfied.
∗ |m(l)| < nl or m(l) has an agent r′ such that r #′′

l r′ holds.
∗ |m(r)| < nr holds, m(l) has an agent r′ such that r #′′

l r′ holds, or
l likes r as good as r′.

• The following conditions are satisfied.
∗ |m(l)| < nlholds, m(r) has an agent l′ such that l #′′

r l′ holds, or r
likes l as good as l′.
∗ |m(r)| < nr or m(l) has an agent r′ such that r #′′

l r′ holds.

Definition 11 (super stable). If a pair of agent (l, r) does not exist for a
given matching m, m is said to be super stable.

– r �∈ m(l) and l �∈ m(r) hold.
– |m(l)| < nl holds, m(r) has an agent l′ that l #′′

r l′ holds, or r likes l as good
as l′.

– |m(r)| < nr holds, m(l) has an agent r′ that r #′′
l r′ holds, or l likes r as

good as r′.
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If we introduce an artificial ordering in the preferences with indifferences to
make it totally ordered (for example, ties are randomly broken), we can apply
the traditional two-sided matching algorithm such as the Gale Shapley algorithm
to the modified two-sided matching problem. The resultant matching is weakly
stable in the original two-sided matching problem in the above sense.

3 Integer Programming for Two-Sided Matching with
Indifferences

3.1 Constraints for Stable Matching

To calculate a stable matching using IP, we need to define proper constraints.
As mentioned in Section 2.1, a matching is expressed by |L| × |R| variables
x(l, r). We add new |L|+ |R| variables e(p) ∈ {0, 1} (p ∈ X ∪Y ) to represent the
constraints for stable matchings in a many-to-many two-sided matching problem.
Here, e(p) = 1 means that m(p) < np holds (that is, agent p still can accept
more agent(s) from the other group), and e(p) = 0 means that m(p) = np holds.

For a two-sided matching with indifferences, three types of stable matchings
exist: weakly stable, strongly stable, and super stable [9]. First, we describe the
constraints to find a weakly stable matching.

Definition 12 (constraints for weakly stable matchings). If the following
linear constraints are satisfied, the matching is weakly stable.

(1) ∀l ∈ L,
∑

r∈R x(l, r) ≤ nl

(2) ∀r ∈ R,
∑

l∈L x(l, r) ≤ nr

(3) ∀l ∈ L,
∑

r∈R x(l, r) + |R| × e(l) ≥ nl

(4) ∀r ∈ R,
∑

l∈L x(l, r) + |L| × e(r) ≥ nr

(5) ∀l ∈ L, ∀r ∈ R, −x(l, r) + e(l) + e(r) < 2
(6) ∀l ∈ L, ∀r ∈ R, ∀l′ ∈ L\{l} such that l #′′

r l′ holds, −x(l, r)+x(l′, r)+e(l) <
2

(7) ∀l ∈ L, ∀r ∈ R, ∀r′ ∈ R \ {r} such that r #′′
l r′ holds, −x(l, r) + x(l, r′) +

e(r) < 2
(8) ∀l ∈ L, ∀r ∈ R, ∀l′ ∈ L \ {l}, ∀r′ ∈ R \ {r} such that l #′′

r l′ and r #′′
l r′

holds, −x(l, r) + x(l′, r) + x(l, r′) < 2

Theorem 1. A matching is weakly stable if and only if it satisfies the constraints
described in definition 12.

Proof. Constraints (1) and (2) require that ∀p ∈ L ∪ R, |m(p)| ≤ nq holds.
Thus, if and only if variables x(l, r) satisfy constraints (1) and (2), the matching
satisfies the conditions in definition 2.

Constraints (3) and (4) describe the constraints regarding newly added vari-
ables e(p), which require that e(p) = 1 (p ∈ R ∪ L) holds when m(p) < np.

In the following, we prove that the matching is weakly stable if (l, r) satisfies
the constraints (5), (6), (7), and (8) which are constraints for a pair of agents
l ∈ L and r ∈ R, (l, r).
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Constraint (5) requires that x(l, r) = 0, e(l) = 1, and e(r) = 1 do not hold at
the same time. This means that (l, r) does not satisfy the condition of: x(l, r) = 0,
|m(l)| < nl, and |m(r)| < nr. If and only if constraint (5) is not satisfied, then
(l, r) satisfies the first condition, the first part of the second condition and the
first part of the third condition in definition 9.

Constraint (6) requires that x(l, r) = 0, x(l′, r) = 1, and e(l) = 1 hold when
l #′′

r l′. In other words, (l, r) and l′(l #′′
r l′) does not satisfy the condition

of: x(l, r) = 0, x(l′, r) = 1, and |m(l)| < nl. If and only if constraint (6) is
not satisfied, then (l, r) satisfies the first condition, the first part of the second
condition, and the second part of the third condition in definition 9.

Similarly, if and only if constraint (7) is not satisfied, (l, r) satisfies the first
condition, the first part of the second condition, and the second part of the third
condition, and if and only if constraint (8) is not satisfied, then (l, r) satisfies
the first condition, the second part of the second condition, and the second part
of the third condition.

Therefore, if and only if the matching satisfies the conditions in definition 12,
is it weakly stable. �

To calculate a strongly stable matching, we need to change the conditions in
definition 12 as follows:

– constraint (6): change “l #′′
r l′ holds” to “l #′′

r l′ holds or r likes l as good
as l′”.

– constraint (7): change “r #′′
l r′ holds” to “r #′′

l r′ holds or l likes r as good
as r′”.

– constraint (8) : change “l #′′
r l′ and r #′′

l r′ holds,” to “either (i) or (ii) is
satisfied: (i) r #′′

l r′ holds, or l likes r as good as r′ and l #′′
r l′ holds; (ii)

l #′′
r l′ holds, or r likes l as good as l′ and r #′′

l r′ holds.”

In addition, if we change the conditions in definition 12 as follows, asuper stable
matching can be found.

– constraints (6) and (7): same as above.
– constraint (8): change “l #′′

r l′ and r #′′
l r′ holds,” to “l #′′

r l′ or r likes l as
good as l′, and r #′′

l r′ or l likes r as good as r′”

Example 1. Let us consider the following two-sided matching problem with in-
differences, (L,R).

– L = {l1, l2, l3}, R = {r1, r2}
– Agents’ preferences: P (l1) = ({r2}, {r1}), P (l2) = ({r1}, {r2}), P (l3) =

({r1, r2}), P (r1) = ({l1, l2}, {l3}), P (r2) = ({l3}, {l1, l2})
– nl1 = 1, nl2 = 1, nl3 = 2, nr1 = 1, nr2 = 2

The constraints to obtain a weakly stable matching of this two-sided matching
are given as follows:

– x(l1, r1) + x(l1, r2) ≤ 1, x(l2, r1) + x(l2, r2) ≤ 1, x(l3, r1) + x(l3, r2) ≤ 2
– x(l1, r1) + x(l2, r1) + x(l3, r1) ≤ 1, x(l1, r2) + x(l2, r2) + x(l3, r2) ≤ 2
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– x(l1, r1) + x(l1, r2) + 2e(l1) ≥ 1, x(l2, r1) + x(l2, r2) + 2e(l2) ≥ 1, x(l3, r1) +
x(l3, r2) + 2e(l3) ≥ 2

– x(l1, r1) + x(l2, r1) + x(l3, r1) + 3e(r1) ≥ 1, x(l1, r2) + x(l2, r2) + x(l3, r2) +
3e(r2) ≥ 2,

– −x(l1, r1) + e(l1) + e(r1) < 2, −x(l1, r2) + e(l1) + e(r2) < 2, −x(l2, r1) +
e(l2)+e(r1) < 2, −x(l2, r2)+e(l2)+e(r2) < 2, −x(l3, r1)+e(l3)+e(r1) < 2,
−x(l3, r2) + e(l3) + e(r2) < 2

– −x(l1, r1)+x(l3, r1)+e(l1) < 2, −x(l2, r1)+x(l3, r1)+e(l2) < 2, −x(l3, r2)+
x(l1, r2) + e(l3) < 2, −x(l3, r2) + x(l2, r2) + e(l3) < 2

– −x(l1, r2) + x(l1, r1) + e(r2) < 2, −x(l2, r1) + x(l2, r2) + e(r1) < 2
– −x(l2, r1) + x(l3, r1) + x(l2, r2) < 2

3.2 Objective Function

Next, we consider an objective function. The matching found by using the Gale
Shapley algorithm in a traditional two-sided matching problem is the best match-
ing to the proposing group in the sense that there is no stable matching in which
any agent in the proposing group can be paired with an agent more preferable
in the other group. However, in two-sided matching with indifferences, such a
matching does not necessarily exist.

To solve this issue, we propose a new definition of the best matching that is
based on the concept of “nucleolus” in cooperative game theory [10], and we also
call such a matching nucleolus.

The worse agents pair, the more are agents discontented. Assume there are
a group of agents L and a group of matchings M . Intuitively the nucleolus
for L in M minimizes the discontentedness of the agent who has the worst
discontentedness in L in M

Nucleolus matching can formally be defined as follows (In this paper, we
define nucleolus for L. If transposed L to R and R to L, we define nucleolus
for R). Assume that there are a set of agents L and a set of matchings M .
First, let us define rank(l, r) to mean that agent l ∈ L likes agent r ∈ R as the
rank(l, r)-th best. If agent l prefers being paired with any agent to being paired
with no agent (In this paper, we assume that all agents satisfy this condition),
rank(l, ∅) = |R| + 1 holds. For example, if agent l’s preference P (l) is given as
P (l) = ({r1, r3}, {r2}), rank(l, r1) = 1, rank(l, r2) = 3, rank(l, r3) = 1, and
rank(l, ∅) = |R|+ 1 = 4 hold.

Next, we define a rank vector of agent l for matching m as yl,m. yl,m is
calculated as follows. First, a set of rank(l, r) where r ∈ m(l) is obtained. Second,
if |m(l)| < nl holds, we add rank(l, ∅) to this set nl −m(l) times. Then, this set
is sorted in descending order and set to yl,m. Note that |yl,m| = nl. Continuing
the example above, if nl = 3, m(l) = {r3}, yl,m = {4, 4, 1}.

Next, we define a rank vector of L for matching m as YL,m, which is a sorted
list in the descending order of the union of all the rank vector of agents in L
(
⋃

l∈L yl,m). Note that the size of YL,m is
∑

l∈L nl, which is denoted by nL.
For example, assume that there are two agents in L (L = {l1, l2}). For match-

ing m, if yl1,m is given as {5, 3, 1} and yl2,m is given as {3, 2}, YL,m is {5, 3, 3, 2, 1}.
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Since different types of stable matchings (such as weakly stable, strongly sta-
ble, and super stable) are defined, a nucleolus is potentially different for each
type of stable matching.

Definition 13 (nucleolus). Matching m is a nucleolus for a set of agents L
in a group of matchings M if the following conditions are satisfied for any given
matching m′ (∈M).

– There exists an integer i (0 ≤ i ≤∑l∈L nl) that satisfies the followings:
• ∀1 ≤ j ≤ i, YL,m(j) = YL,m′(j)
• if i �= nL, YL,m(i + 1) < YL,m′(i + 1)

where YL,m(i) means the i-th element of YL,m.

In other words, the nucleolus for L in M has the lexicographically minimum of
rank vector of L in M . Since the lexicographical ordering is transitive, there is
always one or more nucleoli in stable matchings.

We can calculate the nucleolus for L to use the following objective function.

Definition 14 (objective function for the nucleolus). If variables x(y, z)
maximize the following function, the matching expressed by the variables is a
nucleolus for L in a group of matchings that satisfy the constraints for stable
matching. ∑

l∈L, r∈R

((nL + 1)|R+1| − (nL + 1)rank(l,r))× x(l, r)

Theorem 2. A matching expressed by the variables in definition 14 is the nu-
cleolus.

Due to space limitations, we only briefly sketch the theorem’s proof below. As-
sume that there are two matchings m, m′ and m is better than m′. Additionally,
we assume that the 1st ∼ i-th element of YL,m is equal to that of YL,m′ , and the
i + 1-th element of YL,m is less than that of YL,m′ . In this case, m’s objective
function is minimized where the i + 2-th ∼ last element of YL,m is equal to the
i-th element of YL,m. m′’s objective function is maximized where i + 2-th ∼
last element of YL,m′ is 1. m’s objective function is more than m′’s objective
function when m’s objective function is minimized and m′’s objective function
is maximized. Therefore, if m is better than m′, m’s objective function is more
than that of m′’. The matching which maximizes the objective function is the
nucleolus.

Example 2. The objective function to calculate a nucleolus of the two-sided
matching in example 1 is given as follows.

100x(l1, r1)+120x(l1, r2)+120x(l2, r1)+100x(l2, r2)+120x(l3, r1)+120x(l3, r2)

The nucleolus minimizes the maximum discontentedness of agents in one
group. In this sense, satisfying this condition means that agents regard the worst
pair as important. In future, we should propose other objective functions, for
example, where agents regard the best pair as important while minimizing the
maximum discontentedness of agents in one group.
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4 Conclusion

Two-sided matching is one of the main approaches to form a team in a multi-
agent system. The matching is found based on the agents’ preferences of the
agents they are to be paired with. For a large scale multi-agent system, handling
indifferences in the agents’ preferences is important.

In this paper, we applied the IP to two-sided matching with indifferences.
The constraints were defined to find three types of stable matchings. In addi-
tion, by defining an objective function properly, a stable matching with proper
characteristics could be found. As an example, we showed an objective function
that allowed us to obtain a matching that minimizes the maximum of agents’
discontendedness in one group.

Future works include identifying constraints to find a matching that satisfies
another character called “Pareto efficiency” [11] and extending the proposed
algorithm to satisfy incentive compatibility.
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Abstract. Techniques of matrix factorization or decomposition always
play a central role in numerical analysis and statistics with many appli-
cations in real-world problems. Recently, the NMF dimension-reduction
technique, popularized by Lee and Seung with their multiplicative update
algorithm (an adapted gradient approach) has drawn much attention of
researchers and practitioners. Since many of existing algorithms lack a
firm theoretical foundation, and designing efficient scalable algorithms
for NMF still is a challenging problem, we investigate DC programming
and DCA for NMF.

Keywords: Nonnegative matrix factorization, Multiplicative update al-
gorithm, DC programming, DCA.

1 Introduction

Nonnegative matrix factorization (NMF) is the problem of approximating a given
nonnegative matrix by the product of two low-rank nonnegative matrices, i.e.,
given a matrix A ∈ Rm×n and a positive integer r < min{n,m}, one desires to
compute two low-rank matrices U ∈ Rm×r

+ and V ∈ Rn×r
+ such that

A ≈ UV T =

r∑
j=1

U:jV
T
:j . (1)

This problem was first introduced in 1994 by Paatero and Tapper [13], and
received a considerable interest after the works of Lee and Seung [6,7]. NMF has
been successfully applied in many applications such as text mining [6,20,17,1],
image processing [6,4], spectral data analysis [14,1], bioinformatics [11,2], rec-
ommendation system [21], non-stationary speech denoising [18], e.t.c.

Typically, the goodness of the approximation (1) is measured by the sum of
the squares of the errors on the entries, which leads to the following optimization
problem.
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min

{
F (U, V ) =

1

2
‖A− UV T ‖2F : U ∈ Rm×r

+ , V ∈ Rn×r
+

}
. (2)

The problem (2) is a non-convex optimization with respect to variables U and
V , and it is shown that solving NMF is NP-hard [19]. Hence, one only hopes to
find a local minimum in practice.

The most commonly used algorithm is multiplicative update (MU) algorithm
proposed by Lee and Seung in their seminal papers [6,7]. But some issues related
to MU’s performance and problems with convergence [3,9,10] were reported. Lin
[9] proposed a modified version of MU algorithm that fixed the convergence issue.
But this new algorithm was reported to be slower than the original version ([9]).
Despite the lack of convergence results, the multiplicative update method is still
the most used algorithm for NMF because of its efficiency and simplicity.

In this paper, we investigate difference of convex (DC) programming and DC
algorithm (DCA) for solving the NMF problem. To apply DCA, we will find
a region where there is at least one solution of the problem (2), and represent
the objective function F as a DC function. DCA applied to the resulting DC
program generates a solution that is guaranteed to holds necessary conditions
of a local optimum. Different from most of other algorithms where the factors
U and V are updated in an alternative manner, our method updates U and V
simultaneously.

Throughout the paper, we use uppercase letters to denote matrices. For a
matrix X ∈ Rm×n, the notation Xi: (resp. X:j) refers to the ith row (resp. jth
column) of matrix X . The notation ◦ denotes the component-wise product of
matrices. The matrix inner product of two matrices X,Y is defined by 〈X,Y 〉 =
trace(XTY ). The projection of a vector x ∈ Rn on a subset Ω ⊂ Rn, denoted
by PΩ(x), is the nearest element of Ω to x w.r.t. Euclidean distance. If Ω = Rn

+

is the nonnegative orthant, the projection is denoted by [x]+ and defined as
[x]+ = max(0, x) element-wisely.

The rest of this paper is organized as follows. The next section states some
characteristics of the NMF problem. In section 3 we present DC programming
and DCA for general DC programs, and show how to apply DCA to solve the
NMF problem. Finally, the numerical experiments are presented in section 4 and
section 5 concludes the paper.

2 Characteristics of the NMF Problem

The KKT optimality conditions (necessary conditions for local optimality) for
the problem (2) are given as follows

U ≥ 0, ∇UF (U, V ) ≥ 0, U ◦ ∇UF (U, V ) = 0, (3a)

V ≥ 0, ∇V F (U, V ) ≥ 0, V ◦ ∇V F (U, V ) = 0, (3b)

where

∇UF (U, V ) = UV TV −AV, ∇V F (U, V ) = V UTU −ATU. (4)
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Definition 1. We call (U, V ) a stationary point of the NMF problem if and only
if U and V satisfy the KKT conditions (3).

The following result shows that finding solution for the problem (2) can be
restricted in a bounded region.

Theorem 1. The NMF problem (2) has a solution (U, V ) such that

‖U‖F ≤ b, ‖V ‖F ≤ b. (5)

where b = (
√
r‖A‖2)1/2.

Proof. Suppose that U, V satisfy the KKT conditions. From (3), we have

0 =
∑
ij

(U ◦ ∇UF (U, V ))ij = 〈U,∇UF (U, V )〉 = 〈UV T , UV T −A〉.

Thus,

‖UV T ‖2F = 〈A,UV T 〉 ≤ ‖A‖2‖UV T ‖F =⇒ ‖UV T ‖2F ≤ ‖A‖22.
Moreover,

‖UV T ‖2F = ‖
r∑

i=1

U:iV
T
:i ‖2F =

r∑
i,j=1

〈U:i, U:j〉〈V:i, V:j〉 ≥
r∑

i=1

‖U:i‖2‖V:i‖2.

By normalizing, we can always force ‖U:i‖ = ‖V:i‖ for any i = 1, . . . , r, and so
‖U‖F = ‖V ‖F . Then, we have

‖A‖22 ≥
r∑

i=1

‖U:i‖4 ≥ 1

r

(
r∑

i=1

‖U:i‖2
)2

=
1

r
‖U‖4F =

1

r
‖V ‖4F .

This implies the conclusion. �

3 DCA for Solving the NMF Problem

3.1 Outline of DC Programming and DCA

A general DC program is that of the form:

α = inf{F (x) := G(x) −H(x) |x ∈ Rn} (Pdc),

where G,H are lower semi-continuous proper convex functions on Rn. Such
a function F is called a DC function, and G − H a DC decomposition of F
while G and H are the DC components of F . Note that, the closed convex
constraint x ∈ C can be incorporated in the objective function of (Pdc) by using
the indicator function on C denoted by χC which is defined by χC(x) = 0 if
x ∈ C, and +∞ otherwise.
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For a convex function θ, the subdifferential of θ at x0 ∈ domθ := {x ∈ Rn :
θ(x0) < +∞}, denoted by ∂θ(x0), is defined by

∂θ(x0) := {y ∈ Rn : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ Rn}.
A point x∗ is called a critical point of G−H , or a generalized Karush-Kuhn-

Tucker point (KKT) of (Pdc)) if

∂H(x∗) ∩ ∂G(x∗) �= ∅. (6)

Based on local optimality conditions and duality in DC programming, the
DCA consists in constructing two sequences {xk} and {yk} (candidates to be
solutions of (Pdc) and its dual problem respectively). Each iteration k of DCA
approximates the concave part −H by its affine majorization (that corresponds
to taking yk ∈ ∂H(xk)) and minimizes the resulting convex function.

Generic DCA Scheme
Initialization: Let x0 ∈ Rn be an initial guess, k ← 0.
Repeat
- Calculate yk ∈ ∂H(xk)
- Calculate xk+1 ∈ arg min{G(x)− 〈x, yk〉 : x ∈ Rn} (Pk)
- k ← k + 1
Until convergence of {xk}.

Convergences properties of DCA and its theoretical basic can be found in
[15,8]. It is worth mentioning that

– DCA is a descent method without linesearch.
– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xk} and {yk} are bounded then every limit point x∗ of the sequences {xk}
(resp. {xk}) is a critical point of G−H .

– DCA has a linear convergence for general DC programs, and has a finite
convergence for polyhedral DC programs.

A deeper insight into DCA has been described in [8]. For instant it is crucial
to note the main feature of DCA: DCA is constructed from DC components and
their conjugates but not the DC function f itself which has infinitely many DC
decompositions, and there are as many DCA as there are DC decompositions.
Such decompositions play a critical role in determining the speed of conver-
gence, stability, robustness, and globality of sought solutions. It is important
to study various equivalent DC forms of a DC problem. This flexibility of DC
programming and DCA is of particular interest from both a theoretical and an
algorithmic point of view. For a complete study of DC programming and DCA
the reader is referred to [15,8,16] and the references therein.

3.2 DCA for Solving the NMF Problem

Instead of solving the problem (2) on the whole space U, V ≥ 0, we only solve
on the subspace restricted by (5) and consider the problem

min
(U,V )∈SU×SV

F (U, V ) :=
1

2
‖A− UV T ‖2F , (7)
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where SU =
{
U ∈ Rm×r

+ : ‖U‖F ≤ b
}

and SV =
{
V ∈ Rn×r

+ : ‖V ‖F ≤ b
}

.
For any (U, V ) ∈ SU × SV and for any H ∈ Rm×r and K ∈ Rn×r we have

F (U+H,V +K) = F (U,V )+DF (U,V )[H,K]+
1

2
D2F (U, V )[H,K]+o(‖H‖2F +‖K‖2F )

where
DF (U, V )[H,K] = 〈∇UF (U, V ), H〉+ 〈∇V F (U, V ),K〉,

and

D2F (U, V )[H,K] = 〈V TV,HTH〉 + 2〈UV T − A,HKT 〉 + 2〈UKT , HV T 〉 + 〈UT U,KTK〉
≤ ‖V ‖2

F ‖H‖2
F + (2‖U‖F ‖V ‖F + ‖A‖F )(‖H‖2

F + ‖K‖2
F ) + ‖U‖2

F ‖K‖2
F

≤ (1 + 3
√
r)‖A‖2(‖H‖2

F + ‖K‖2
F ).

Therefore, for ρ ≥ (1 + 3
√
r)‖A‖2, the function

h(U, V ) =
ρ

2
(‖U‖2F + ‖V ‖2F )− F (U, V )

is convex on S = SU × SV .
Let g(U, V ) = ρ

2 (‖U‖2F + ‖V ‖2F ), we have a DC decomposition g − h of F on S
and corresponding DC program

min {g(U, V )− h(U, V ) : (U, V ) ∈ S} . (8)

DCA applied to (8) consists of computing two sequences {(Uk, V k)} and

{(Uk
, V

k
)} with

U
k

= ∇Uh(Uk, V k) = ρUk −∇UF (Uk, V k), (9)

V
k

= ∇V h(Uk, V k) = ρV k −∇V F (Uk, V k), (10)

(Uk+1, V k+1) ∈ arg min
{ρ

2
(‖U‖2F + ‖V ‖2F )− 〈Uk

, U〉 − 〈V k
, V 〉 : (U, V ) ∈ S

}
.

Computing (Uk+1, V k+1) can be split into two problems separately as follows

Uk+1 ∈ arg min
U∈SU

{ρ
2
‖U‖2F − 〈U

k
, U〉
}

= arg min
U∈SU

{
1

2
‖U − 1

ρ
U

k‖2F
}
,

V k+1 ∈ arg min
V ∈SV

{ρ
2
‖V ‖2F − 〈V

k
, V 〉
}

= arg min
V ∈SV

{
1

2
‖V − 1

ρ
V

k‖2F
}
.

Hence Uk+1 (resp. V k+1) is the projection of the point 1
ρU

k
(resp. 1

ρV
k
) onto

SU (resp. SV ) and can be explicitly express as follows

Uk+1 = PSU

(
1

ρ
U

k
)

=

⎧⎨⎩
1
ρ [U

k
]+ , if ‖[Uk

]+‖F ≤ ρb
b

‖[Uk
]+‖F

[U
k
]+ , if ‖[Uk

]+‖F > ρb
, (11)

V k+1 = PSV

(
1

ρ
V

k
)

=

⎧⎨⎩
1
ρ [V

k
]+ , if ‖[V k

]+‖F ≤ ρb
b

‖[V k
]+‖F

[V
k
]+ , if ‖[V k

]+‖F > ρb.
(12)
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DCA for solving the problem (7) is summarized in Algorithm 1. The following
theorem shows that the solutions given by Algorithm 1 are really the solutions
of the NMF problem (2).

Algorithm 1. (DCA)
Initialize U0, V 0 satisfied (5), k ← 0.
repeat

- Compute (U
k
, V

k
) using (9),(10).

- Compute (Uk+1, V k+1) using (11),(12).
- k ← k + 1.

until Stopping criterion is satisfied.

Theorem 2. Every limit point generated by Algorithm 1 is a stationary point
of the problem (2). Moreover, the sequence {Uk, V k)} generated by Algorithm 1
has at least one limit point.

Proof. Suppose that (U∗, V ∗) is limit point generated by Algorithm 1. Then,
by theory of DC programming and DCA, (U∗, V ∗) is a stationary point of (7)
(and (8)) (since both g and h are continuously differentiable, a generalized KKT
point is also an ordinary KKT point). Thus, there exist α, β ≥ 0 and μ ∈ Rm×r

+ ,
ν ∈ Rn×r

+ such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

U∗ ≥ 0, V ∗ ≥ 0,

∇UF (U∗, V ∗) + 2αU∗ = μ, ∇V F (U∗, V ∗) + 2βV ∗ = ν,

μ ◦ U∗ = 0, ν ◦ V ∗ = 0,

‖U∗‖2F ≤ b2, ‖V ∗‖2F ≤ b2,

α · (‖U∗‖2F − b2) = 0, β · (‖V ∗‖2F − b2) = 0.

(13)

It is clear that if α = β = 0 then U∗ and V ∗ satisfy the KKT conditions (3).
Now we assume α > 0. Then ‖U∗‖2F = b2. From the first three properties in
(13), we have

2α‖U∗‖2F = −〈U∗,∇UF (U∗, V ∗)〉 = −〈V ∗,∇V F (U∗, V ∗)〉 = 2β‖V ∗‖2F .

Combining this and the fifth property in (13), we deduce that β = α > 0 and
‖V ∗‖2F = ‖U∗‖2F = b2. For any i = 1, . . . , r, from the first three properties in
(13), we have

2α‖U∗
:i‖2 = −〈U∗

:i, (∇UF (U∗, V ∗)):i〉 = −〈V ∗
:i , (∇V F (U∗, V ∗)):i〉 = 2β‖V ∗

:i ‖2.

Therefore, ‖U∗
·i‖2 = ‖V ∗

·i ‖2 for any i = 1, . . . , r. Then

‖U∗(V ∗)T ‖2F = ‖
r∑

i=1

U∗
:i(V

∗
:i )T ‖2F =

r∑
i,j=1

〈U∗
:i, U

∗
:j〉〈V ∗

:i , V
∗
:j 〉

≥
r∑

i=1

‖U∗
:i‖2‖V ∗

:i ‖2 =

r∑
i=1

‖U∗
:i‖4 ≥

1

r
(

r∑
i=1

‖U∗
:i‖2)2.
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That is ‖U∗‖2F ≤
√
r‖U∗(V ∗)T ‖F .

Moreover, we have

‖U∗(V ∗)T ‖2F − 〈A,U∗(V ∗)T 〉 = 〈U∗,∇UF (U∗, V ∗)〉 = −2α‖U∗‖2F < 0.

So

‖U∗(V ∗)T ‖2F < 〈A,U∗(V ∗)T 〉 ≤ ‖A‖F‖U∗(V ∗)T ‖F .
⇒ ‖U∗‖2F ≤

√
r‖U∗(V ∗)T ‖F <

√
r‖A‖F = b2.

We have a contradiction. Thus, α = β = 0 and (U∗, V ∗) satisfy the KKT
conditions (3). The last conclusion is trivial due to the fact that the sequence
{Uk, V k)} is bounded. �

Comments on the proposed method:
- DCA applied to (8) is very simple and inexpensive: each iteration of DCA

consists of computations of the projection of points onto a nonnegative ball that
all are explicitly computed.

- In DCA, Uk+1 and V k+1 are separately but simultaneously computed. This
can avoid getting stuck in a bad local solution as updating U and V alternatively.

- This method can be easily extended to other variants of NMF with more
complicated constraints as long as the projection is still easy to compute.

4 Experiments

In this section we present experimental results to assess the performance of our
algorithm as compared to the standard multiplicative update (MU) algorithm
[7]. We implemented all algorithms in Matlab 7.7 on a Core(TM) i5-3360M
2× 2.80 GHz computer with 4GB memory.

4.1 Experimental Setup

Stopping criterion. Let

ΔU = min(U,∇UF (U, V )), ΔV = min(V,∇V F (U, V )).

Then, it is easy to see that the KKT conditions (3) are equivalent to ΔU = 0
and ΔV = 0 and so equivalent to

Δ =
√
‖ΔU‖2F + ‖ΔV ‖2F = 0.

The stopping criterion we use is

Δ ≤ εΔ0, (14)

where Δ0 is value of Δ at the initial value (U0, V0), and ε is a tolerance.
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Initialization. We use the initialization strategy proposed in [5] as follows. Let
U ∈ Rm×r

+ and V ∈ Rn×r
+ be random matrices and D is a diagonal matrix

such that Dii =
√‖V:i‖2/‖U:i‖2, (i = 1, . . . , r). Compute the scaling factor

α = 〈A,UV T 〉/‖UV T ‖2F , then the initialization (U0, V0) is determined by

U0 = UD
√
α, V0 = V D−1

√
α.

By this way, we see that ‖(U0):i‖2 = ‖(V0):i‖2, ∀i = 1, . . . , r, and

‖U0V
T
0 ‖2F = 〈A,U0V

T
0 〉 ⇒ ‖U0V

T
0 ‖F ≤ ‖A‖2.

Thus, (U0, V0) is satisfied the conditions (5).

Datasets. We used both synthetic and real datasets for comparison. The syn-
thetic datasets are created as follows ([12]). For each triple (m,n, r), we randomly
generated U ∈ Rm×r

+ and V ∈ Rn×r
+ with 40% sparsity. Then, we computed

A = UV T and added Gaussian noise to each element where the standard devi-
ation is 1% of the average magnitude of elements in A.

For real dataset, we used the CBCL face image database [6]. The database
contains n = 2429 facial images, each consisting of m = 19 × 19 pixels, and
constituting an m× n matrix A.

4.2 Experimental Results

For each dataset, we ran all algorithms with the same 10 initializations created
by the method in Sec. 6.2. The average results are summarized in Tables 1-2.
The reported results include the computing time, the residue and the sparsity
of the computed factors U and V . The residue is computed as ‖A − UV T ‖F .
While the sparsity of the factor U (resp. V ) is defined as the percentage of zero
elements in the matrix U (resp. V ). Since the factors U and V generated by
MU algorithm do not contain exact zero elements, we will regard very small
elements (< 10−10) as zeros. It is worth noting that the sparsity is a desired
property of NMF algorithms since it is helpful in interpreting the results in
many applications ([6]).

Observe from the numerical results, we see that
- The MU algorithm is slow and shows difficulty in meeting the stopping

criterion. The MU algorithm only reaches the stopping criterion on the synthetic
datasets with r = 10 and r = 20 at tolerance ε = 10−3, but it slower than DCA
9 times. In all remaining cases, the execution time of MU algorithm exceeds the
limit. While DCA uses at most a half of the allowable time in all cases.

- On Table 1, with r = 10 and r = 20, at the tolerance ε = 10−3, the MU
algorithm gives lower residue than DCA. While at the tolerance ε = 10−4, with
a little more execution time, DCA gives lower residue than MU algorithm does.
When r = 30, DCA outperforms MU algorithm on both execution time and
residue.

- On Table 2, for the residue comparison, two algorithms are comparable but
MU algorithm consumes much more time than DCA. DCA also produces sparser
solutions than MU algorithm does, especially on the factor U .
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Table 1. Experimental results on 500 × 300 synthetic datasets with two stopping
tolerances. We report the average time (in seconds), and residual of 10 initializations.
The residue is computed as ‖A − UV T ‖F . A limit time of 30 seconds is imposed for
slowly converging cases. The better results are highlighted in bold font.

ε = 10−3 ε = 10−4

r Algorithm Time Residue Time Residue

DCA 0.533 0.838 0.716 0.735
10 MU 4.603 0.751 30.0 0.735

DCA 3.027 1.751 4.018 1.442
20 MU 29.0 1.484 30.0 1.482

DCA 9.508 3.989 13.799 2.121
30 MU 30.0 6.611 30.0 6.611

Table 2. Experimental results on CBCL database with the stopping tolerance ε =
10−3. We report the average time (in seconds), residue, and the sparsity of factors (U
and V ) of 10 initializations. The residue is computed as ‖A − UV T ‖F . For r = 10
(resp. 20 and 30), a limit time of 50 (resp. 60 and 100) seconds is imposed for slowly
converging cases. The better results are highlighted in bold font.

r Algorithm Time Residue Spar. U Spar. V

DCA 11.528 79.075 19.0 7.7
10 MU 50.0 78.881 14.6 7.3

DCA 30.070 63.51 30.7 10.7
20 MU 60.0 63.59 17.7 10.0

DCA 53.243 54.17 38.2 12.6
30 MU 100.0 54.17 21.1 11.8

5 Conclusion

In this paper, a new algorithm for computing nonnegative matrix factorization
(NMF) based on DC programming and DCA has been proposed. The original
problem has been recast as a DC program with a nice DC decomposition. The
resulting DCA enjoys explicit computation and strong convergence property that
are desirable from both practical and theoretical viewpoints. The experimental
results show that the proposed algorithm is more efficient than the standard
multiplicative update algorithm of Lee and Seung ([7]) in computing NMF.

The existing methods may fail to solve other variants of NMF with addi-
tional constraints and regularizations that arise from applications. A direction
for future research would be to extend the proposed method to these problems.
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Abstract. This article presents a new approach to an automatic cate-
gorization of email messages which is based on Ant Colony Optimization
algorithms (ACO). The aim of this paper is to create an algorithm that
would allow one to improve the classification of emails into folders (the
email foldering problem) by using solutions that have been applied in Ant
Colony algorithms, data mining and Social Network Analysis (SNA). The
new algorithm which is proposed here has been tested on the publicly
available Enron email data set. The obtained results confirm that this
approach allows one to improve the accuracy with which new emails are
assigned to particular folders based on an analysis of previous correspon-
dence.

Keywords: Enron E-mail, Ant Colony Optimization, Social Network
Analysis.

1 Introduction

People have been using emails on an almost daily basis since 1971, i.e. when Ray
Tomlinson sent his first email message. Currently billions of emails are sent via
the Internet every day, whereas more than 100 trillion of them are sent annually.
It is estimated that the total number of email accounts worldwide amounting
to 3.9 billion in 2013 will have increased to over 4.9 billion by the end of 2017.
A typical user receives approx. 40-50 email messages every day. Some even get
hundreds of emails a day, which is why email users devote a considerable part
of their working time to reading and answering email messages. At the same
time many emails that are sent to the users contain unnecessary information
and should be filtered. As a result, there has recently been a growing interest in
creating systems that would automatically help the users manage their emails.

Based on an analysis of this problem, the aim of the article has been es-
tablished, i.e. to create an adaptive algorithm which will make it possible to
improve the accuracy of classifying email messages. In fact, it is to better match
new emails to particular folders (the email foldering problem). The proposed
algorithm is based on a modified version of the ACDT algorithm which contains
elements of social network analysis (or, more specifically, of communication net-
work analysis). This algorithm was used in a previously prepared data set of
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emails which had been obtained from the public Enron email data set especially
for this purpose.

This article is organized as follows. Section 1 comprises an introduction to
the subject of this article. In section 2, social network analysis is presented.
Section 3 describes categorization of email into folders and Enron e-mail dataset.
Section 4 describes Ant Colony Optimization in Data Mining, especially Ant
Colony Decision Tree approach. Section 5 focuses on the presented, new version
of the ACO approach based on ACDT algorithm and social network analysis.
Section 6 presents the experimental study that has been conducted to evaluate
the performance of the proposed algorithm, taking into consideration Enron e-
mail dataset. Finally, we conclude with general remarks on this work and a few
directions for future research are pointed out.

2 Social Network Analysis

Social network analysis (SNA) plays an extremely important role in studies of
data sets containing email messages. Most of all, SNA provides a specific perspec-
tive on an analysis because it does not focus on individual units or macrostruc-
tures but studies the connections between particular units or groups. A social
network is usually represented as a graph. According to the mathematical defi-
nition, a graph is an ordered pair G = (V,E), where V denotes a finite set of a
graph’s vertices, and E denotes a finite set of all two-element subsets of set V
that are called edges, which link particular vertices such that:

E ⊆ {{u, v} : u, v ∈ V, u �= v
}
. (1)

vertices represent objects in a graph whereas edges represent the relations be-
tween these objects. Depending on whether this relation is symmetrical, a graph
which is used to describe a network can be directed or undirected.

Social network analysis has a wide range of applications. It is primarily used
in large organizations and companies as a tool for supporting strategic human
resource management or knowledge management in an organization. SNA sup-
ports a company’s innovativeness and an analysis of business processes as well
as training needs. Additionally, it is used in marketing research for creating a
map of a social network of customers. However, social network analysis primar-
ily allows managers to familiarize themselves with the informal structure of an
organization and the flow of information within a company.

The first studies of social networks were conducted in 1923 by Jacob L.
Moreno, who is regarded as one of the founders of social network analysis. SNA
is a branch of sociology which deals with the quantitative assessment of the
individual’s role in a group or community by analyzing the network of connec-
tions between individuals. Moreno’s 1934 book that is titled Who Shall Survive
presents the first graphical representations of social networks as well as defini-
tions of key terms that are used in an analysis of social networks and sociometric
networks [16].
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Many studies that were carried out as part of SNA were aimed at finding
correlation between a network’s social structure and efficiency [12]. At the be-
ginning, social network analysis was conducted based on questionnaires that
were filled out by hand by the participants [5]. However, research carried out
by using email messages has become popular over time [1]. Some of the studies
found that research teams were more creative if they had more social capital [11].
Social networks are also associated with discovering communication networks.
The database which was used in the experiments that are presented in this arti-
cle can be used to analyze this problem. G. C. Wilson and W. Banzhaf, among
others, discussed such an approach, which they described in their article [18].

3 Categorization of Email into Folders

The classification of text is the main email management tool. It is a process of
assigning each document di from a given data set Dt = {(d1, c1), . . . , (dm, cm)}
to one of the predefined classes based on a set of values of attributes that describe
a given document. Therefore, one can find a mapping that assigns one class from
set C = {c1, . . . , cm} to a given document di which is represented by the vector
of features (a1, . . . , an). The mapping:

f : Rn ( (a1, . . . , an)→ cm ∈ C (2)

is referred to as a classifier or a classification mapping. The aim of the catego-
rization is correct allocation of e-mail messages in a folder by using an algorithm
to generate a classifier based on the training set.

The classification of documents has a wide range of applications; primary
among them is the filtering of spam. Another typical application of the clas-
sification of documents is in thematic catalogs which organize information by
subject or which find discussion threads. Moreover, classification is also used
to determine the importance of an email message by assigning the appropriate
priority to it as well as to extract specific information items from a text, for
example, about terrorist attacks, which leads to creating a concise data struc-
ture and not a set of documents, as is the case with searching for information
on the Internet. The email foldering problem is a special case of the classifica-
tion issue. It is about assigning emails to folders that are created or deleted by
users over time. Such folders can be used for categorizing tasks to do, project
groups or certain recipients. Email foldering is a complex problem because an
automatic classification method can work for one user while for another it can
lead to errors.

The first studies on methods of categorizing emails were carried out in the
1990s. D. Lewis introduced the model of concept learning for text classification
systems, including systems for retrieving documents, automatic indexing and fil-
tering electronic mail [15]. In their article [14] Kiritchenko and Matwin presented
research which indicated that classification with SVM gives much better results
than the naive Bayes classifier. In their article [17] M. Wang, Y. He and M. Jiang
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presented a categorization of email messages which was based on the informa-
tion bottleneck (IB) and maximum entropy methods. The IB method was used
in order to find key words, and then email subjects and address groups were
used as features that were supplementary to email texts.The maximum entropy
model was used to improve the classifier’s accuracy. R. Bekkerman, A. McCallum
and G. Huang [2] presented a case study of benchmark email foldering based on
the example of two data sets of emails: Enron and SRI. They classified emails
from seven email boxes into thematic folders based on four classifiers: Maximum
Entropy (MaxEnt), Naive Bayes, Support Vector Machine (SVM) and Wide-
Margin Winnow. Before running the training classifiers the data were cleaned
and standardized. The folders that were deleted were those which contained a
small number of messages as well as folders that had been found to be outdated,
i.e. those which had been automatically created by the email application (e.g.
the inbox, sent items, deleted items) as well as those which had been archived for
all users within a certain organization and which could be found in the hierarchy
of folders used by all of Enron’s former employees. However, folders which had
been archived individually by particular employees were kept.

The Enron email data set constitutes a set of data which were collected and
prepared as part of the CALO Project (a Cognitive Assistant that Learns and
Organizes). It contains more than 600,000 email messages which were sent or
received by 158 senior employees of the Enron Corporation. The data set was
taken over by the Federal Energy Regulatory Commission during an investigation
that was carried out after the company’s collapse and then it was made available
to the public. A copy of the database was purchased by Leslie Kaelbling with the
Massachusetts Institute of Technology (MIT), and then it turned out that there
were serious problems associated with data integrity. As a result of work carried
out by a team from SRI International, especially by Melinda Gervasio, the data
were corrected and made available to other scientists for research purposes.

This database is considered to be one of the most valuable data sets because it
consists of real email messages that are available to the public, which is usually
problematic as far as other data sets are concerned due to data privacy. These
emails are assigned to personal email accounts and divided into folders. There are
no email attachments in the data set and certain messages were deleted because
their duplicate copies could be found in other folders. The missing information
was reconstructed, as far as possible, based on other information items; if it was
not possible to identify the recipient the phrase no address@enron.com was used.

The Enron data set is commonly used for the purpose of studies that deal with
social network analysis, natural language processing and machine learning. The
classification of emails can have many different applications; in particular, it can
be used to filter emails based on the priority criteria associated with assigning
emails to folders that have been created by a user, and to identify spam.

4 Ant Colony Optimization in Data Mining

Ant Colony Decision Trees (ACDT) algorithm [3] employs Ant Colony Opti-
mization techniques [8] for constructing decision trees and decision forests. Ant
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Colony Optimization is a branch of a newly developed form of artificial intelli-
gence called swarm intelligence. Swarm intelligence is a form of emergent collec-
tive intelligence of groups of simple individuals: ants, termites or bees in which a
form of indirect communication via pheromone was observed. Pheromone values
encourage the ants following the path to build good solutions of the analyzed
problem and the learning process occurring in this situation is called positive
feedback or auto-catalysis.

In this paper we defined an ant algorithm to be a distracted system inspired
by the observation of real ant colony behavior exploiting the stigmergic commu-
nication paradigm. The optimization algorithm in this paper was inspired by the
previous works on Ant Systems (AS) and, in general, by the term – stigmergy.
This phenomenon was first introduced by P. P. Grasse [13].

An essential step in this direction was the development of Ant System by
Dorigo et al. [8], a new type of heuristic inspired by analogies to the foraging
behavior of real ant colonies, which has proven to work successfully in a se-
ries of experimental studies. Diverse modifications of AS have been applied to
many different types of discrete optimization problems and have produced very
satisfactory results [7]. Recently, the approach has been extended by Dorigo et
al. [6,9,10] to a full discrete optimization metaheuristic, called the Ant Colony
Optimization (ACO) metaheuristic.

Ant Colony Optimization (ACO) approach has been successfully applied to
many difficult combinatorial problems. Ant Colony Decision Trees (ACDT) al-
gorithm is the first ACO adaptation to the task of constructing decision trees.

In each ACDT step an ant chooses an attribute and its value for splitting the
objects in the current node of the constructed decision tree. The choice is made
according to a heuristic function and pheromone values. The heuristic function
is based on the Twoing criterion, which helps ants select an attribute-value pair
which well divides the objects into two disjoint sets, i.e. with the intention that
objects belonging to the same decision class should be put in the same subset.
The best splitting is observed when objects are partitioned into the left and right
subtrees such that objects belonging to the same decision class are in the same
subtree. Pheromone values indicate the best way (connection) from the superior
to the subordinate nodes – all possible combinations are taken into account.

As mentioned before, the value of the heuristic function is determined accord-
ing to the splitting rule employed in CART approach, that is, in the algorithm
proposed by Breiman et al. in 1984 [4]. The probability of choosing the appro-
priate split in the node is calculated according to a classical probability used in
ACO:

pi,j =
τm,mL(i,j)

(t) · ηβi,j∑a
i

∑bi
j τm,mL(i,j)

(t) · ηβi,j
(3)

where ηi,j is a heuristic value for the split using the attribute i and value j; t is a
step of the algorithm; τm,mL(i,j)

is an amount of pheromone currently available at
step t on the connection between nodes m and mL(i,j) (it concerns the attribute
i and value j), and β is the relative importance of the heuristic value.
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The pheromone trail is updated by increasing pheromone levels on the edges
connecting each tree node with its parent node (excepting the root):

τm,mL(t + 1) = (1− γ) · τm,mL(t) + Q(T ) (4)

where Q(T ) determines the evaluation function of decision tree (see equation (5)),
and γ is a parameter representing the evaporation rate, equal to 0.1.

The evaluation function for decision trees will be calculated according to the
following equation:

Q(T ) = φ · w(T ) + ψ · a(T, P ), (5)

where w(T ) is the size (number of nodes) of the decision tree T ; a(T, P ) is the
accuracy of the classification object from a training set P by the tree T ; and φ
and ψ are constants determining the relative importance of w(T ) and a(T, P ).

5 Proposed Algorithm

The proposed method entails using a modified version of the ACDT algorithm
(which is described in Section 4) and transforming a data set of emails into
a decision table which is understood as structure (6). For such a data set the
ACDT algorithm was prepared; it contains elements of communication network
analysis which entails analyzing the list of recipients. Let us assume that:

S = (U,A ∪ {dec}), (6)

where:
U is a set of objects U = {u1, . . . , un},
A is a set of attributes aj : U → Vj ,
dec is a special attribute called the decision dec : U → {1, . . . , d}.

The decision table that has been prepared consists of the following attributes:

1. from - the sender;
2. word1 - the first word which is used in the subject of an email (with the

exception of basic words and copulas); additionally, words which belong to
the set of decision classes are supported;

3. word2 - the second word which is established similarly to word1;
4. word3 - the third word which is established similarly to word1 and word2;
5. cc - the Boolean value which indicates whether the person who has received

an email was added as a recipient of a copy of an email (if not then it means
that the person was the addressee of an email);

6. length - number of characters of the mail (with white spaces);
7. category - a decision class, i.e. a folder, to which an email message is assigned.

In a decision table there is one decision attribute, i.e. category, which defines the
folder to which an email is to be assigned. The number of decision classes depends
on the case that is being analyzed; it is provided in Tab. 1 for each data set.
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Table 1. Parameters in data sets

N. of N. of class Number of attributes
objects (email folders) from word1 word2 word3 cc length

beck-s 1971 101 390 527 670 549 2 1331
farmer-d 3672 25 412 827 985 864 2 1679
kaminski-v 4477 41 821 1231 1304 1058 2 2461
kitchen-l 4015 46 597 1170 1207 996 2 2138
lokay-m 2493 11 295 842 955 863 2 1654
sanders-r 1188 30 272 442 485 423 2 1033

williams-w3 2769 18 196 523 597 540 2 1056

Decision tables were created for a data set which had been prepared in this
way; these are described in Tab. 1. These data sets are very large (see Tab. 1) –
they are composed of a large number of decision classes and have attributes with
many values, mainly with continuous values. Therefore, Ant Colony Optimiza-
tion algorithms were used to analyze this data set because they perform very
well as far as such problems are concerned [3]. What is more, these algorithms
can be further modified.

Algorithm 1. Pseudo code of the proposed algorithm

1 dataset = prepare decision tables(person)
2 pheromone = initialization pheromone trail();
3 for i=1 to number of iterations do
4 best classifier = NULL;
5 for j=1 to number of ants do
6 new classifier = build classifier ACDT(pheromone, dataset);
7 new classifier = check contacts SNA(new classifier, dataset);
8 assessment of the quality classifier(new classifier);
9 if new classifier is higher quality than best classifier then

10 best classifier = new classifier;
11 endIf
12 endFor
13 update pheromone trail(best classifier, pheromone);
14 endFor
15 result = best constructed classifier;

Another application of the ACDT algorithm (which is based on a modifica-
tion of this algorithm at the present stage) entails exploring the communication
network between people if an email was sent to a group of persons, i.e. cc = true.
The list of all recipients is analyzed, which has an influence on which decision
class (email folder) a classifier will choose. This decision is also influenced by the
preferences of the group of users who contact one another; therefore, if the users
contacted one another with the same frequency then the emails they received
were classified in the same way (uses the voting rule (7)). The way in which such
algorithms work is presented based on the example of Alg. 1.
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dUG(u) := arg max
c

Nc(u), (7)

where dUG is a group of users, c is a email folder; Nc(u) is the number of votes
for the email u ∈ U classified into folder c, such that Nc(u) := #{j : pj(u) = c},
where pj is a j-th person.

6 Experiments

The proposed algorithm was implemented in C++. All computations were car-
ried out on a computer with an Intel Core i5 2.27 GHz processor, 2.9 GB RAM,
running on the Debian GNU/Linux operating system.

The experiments were repeated 30 times for each data set with the same
standard parameter settings which were related to Ant Colony Optimization al-
gorithms (which were adopted for the ACDT algorithm). Given the size of the
data set, the number of generations of the Ant Colony Optimization algorithm
was initially restricted to 30 for a population of 5 ants. The run-time of the pro-
posed algorithm ranged, depending on the data set, between 7 and 400 seconds
for one run of the algorithm. This is, however, a time during which a classifier
is created whereas classification itself is carried out very quickly. The results for
the other algorithms were cited based on the article titled [2].

Table 2. Compare all approaches in terms of classification accuracy

Algorithms presented in [2] Proposed
MaxEnt Naive Bayes SVM Wide-margin Winnow algorithm

beck-s 0.558 0.320 0.564 0.499 0.583
farmer-d 0.766 0.648 0.775 0.746 0.811
kaminski-v 0.557 0.461 0.574 0.516 0.695
kitchen-l 0.584 0.356 0.591 0.546 0.625
lokay-m 0.836 0.750 0.827 0.818 0.888
sanders-r 0.716 0.568 0.730 0.721 0.829

williams-w3 0.944 0.922 0.946 0.945 0.962

The obtained results, which are presented in Tab. 2 and Fig. 1, indicate that
there is a significant improvement in the classification of emails when the pro-
posed algorithm is used. This is particularly important because the algorithms
that are described in [2] required a thorough process of data cleaning. The pro-
posed algorithm, at the present stage, does not require that much work be carried
out when preparing a data set for research purposes, and its adaptability allows
one to obtain stable results even for ”uncleaned”, real data sets. The proposed
algorithm each time achieves increasingly better results for seven data sets that
have been created for seven users (who were selected so as to make a compari-
son with other algorithms possible). As for three data sets (beck-s, farmer-d and
williams-w3), the accuracy with which a folder is assigned to an email improved
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Fig. 1. The correctness of the proposed categorization method with respect to article [2]

by 2-3% in relation to the best of the other methods that were compared. For two
other data sets (kitchen-1 i lokay-m) there was a large, 5-percent improvement,
whereas for the kaminski-v i sanders-r there was a very large improvement, i.e.
of more than 10%.

Other elements that are related to analyzing algorithms also need to be com-
pared, i.e. those which could not be compared at this stage. Nonetheless, the
classification stage itself is very similar for all the methods; therefore, potential
differences may only result from the complex structure of the classifiers.

7 Conclusions

The proposed approach led to a significant improvement in the classification
of emails into folders. The analysis itself of the decision table that had been
prepared especially for this purpose allowed one to obtain satisfactory results
when using the adaptive ACDT algorithm. The addition of elements of social
network in the form of an analysis of communication between users made it
possible to obtain much better results.

Based on the experiments that were carried out, it was confirmed that the
accuracy of classification, i.e. the correctness of an automatic categorization
of email messages, was considerably improved when Ant Colony Optimization
algorithms were used. The aim of this article has been achieved. The observations
that were made during the experiments suggest that the adaptability that results
from using ACO algorithms may improve an analysis of the email foldering
problem even more after employing social network analysis mechanisms.

The above-mentioned adaptation abilities of Ant Colony Optimization algo-
rithms additionally enhance their operational abilities while, at the same time,
data sets only have to be slightly cleaned. As for the Enron email data set, it is
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possible to create decision tables without the need to further clean them – the
process which was carried out by the authors of this data set will suffice, which
represents a considerable improvement with respect to the other methods.

In the future the authors of this article intend to adapt the social network
mechanism for this purpose to a larger extent and to improve the process of
creating decision tables. In future stages of the research, the incorporation of
elements of text mining in an analysis of email message content and the direct
coupling of these elements with the pheromone trail of the proposed algorithm
should produce positive effects.
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10. Dorigo, M., Birattari, M., Stützle, T., Libre, U., Bruxelles, D., Roosevelt, A.F.D.:

Ant colony optimization – artificial ants as a computational intelligence technique.
IEEE Comput. Intell. Mag. 1, 28–39 (2006)

11. Gloor, P., Grippa, F., Putzke, J., Lassenius, C., Fuehres, H., Fischbach, K.,
Schoder, D.: Measuring social capital in creative teams through sociometric sen-
sors. International Journal of Organisational Design and Engineering (2012)

12. Gloor, P.A.: Swarm Creativity: Competitive Advantage through Collaborative In-
novation Networks. Oxford University Press, USA (2006)

13. Grasse, P.–P.: Termitologia, vol. II. Masson, Paris (1984)
14. Kiritchenko, S., Matwin, S.: Email classification with co–training. Tech. rep., Uni-

versity of Ottawa (2002)
15. Lewis, D.D.: Representation and Learning in Information Retrieval. Ph.D. thesis,

Department of Computer Science, University of Massachusetts (1992)
16. Moreno, J.L.: Who Shall Survive? Foundations of Sociometry, Group Psychother-

apy and Sociodrama. Beacon House, Beacon (1953)
17. Wang, M., He, Y., Jiang, M.: Text categorization of enron email corpus based on

information bottleneck and maximal entropy (2010)
18. Wilson, G.C., Banzhaf, W.: Discovery of email communication networks from the

enron corpus with a genetic algorithm using social network analysis (2009)



Goal-Oriented Requirements

for ACDT Algorithms

Jan Kozak and Urszula Boryczka

Institute of Computer Science, University of Silesia,
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Abstract. This paper is devoted to the new application of the ACDF
approach. In this work we propose a new way of an virtual-ant perfor-
mance evaluation. This approach concentrates on the decision tree con-
struction using ant colony metaphor the goal of experiments is to show
that decision trees construction may by oriented not only at accuracy
measure. The proposed approach enables (depending on the decision tree
quality measure) the decision tree construction with high value of accu-
racy, recall, precision, F-measure or Matthews correlation coefficient. It
is possible due to use of nondeterministic, probabilistic approach - Ant
Colony Optimization. The algorithm proposed was examined and the
experimental study confirmed that the goal-oriented ACDT can create
expected decision trees, accordance to the specified measures.

Keywords: Decision Tree, Ant Colony Optimization, Evaluation of
Classification.

1 Introduction

The authors propose an approach entailing a goal-oriented ACDT algorithm
which is aimed at evaluating classification based on different measures: recall,
precision, F-measure or the Matthews correlation coefficient. This approach is
possible as a result of changing an agent-ant’s goal function (evaluation of a
solution’s quality) while maintaining the method of determining the value of the
heuristic function. This gives a significant advantage to the ACDT algorithm
over other, classical approaches which do not make it possible to adapt a classi-
fier to a given measure when the division criteria are invariant. Consequently, one
can construct trees with better recall, precision, F-measure or the Matthews cor-
relation coefficient, depending on current needs, by using a different evaluation
of classification as the goal function of an ant colony algorithm.

Data mining and machine learning have been the subject of increasing at-
tention over the past 30 years. Ensemble methods, popular in machine learning
and pattern recognition, are learning algorithms that construct a set of many
individual classifiers, called base learners, and combine them to classify new data
points or samples by taking a weighted or unweighted vote of their predictions.
It is now well-known that ensembles are often much more accurate than the
individual classifiers that make them up. The success of ensemble approaches
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on many benchmark data sets has raised considerable interest in understanding
why such methods succeed and identifying circumstances in which they can be
expected to produce good results.

Ant Colony Optimization is a branch of a newly developed form of artifi-
cial intelligence called swarm intelligence [5,7] . Swarm intelligence is a form of
emergent collective intelligence of groups of simple individuals: ants, termites or
bees in which a form of indirect communication via pheromone was observed.
Pheromone values encourage the ants following the path to build good solutions
of the analyzed problem and the learning process occurring in this situation is
called positive feedback or auto-catalysis.

In this paper we defined an ant algorithm to be a multi–agent system inspired
by the observation of real ant colony behavior exploiting the stigmergic commu-
nication paradigm. The optimization algorithm in this paper was inspired by the
previous works on Ant Systems (AS) and, in general, by the term — stigmergy.
This phenomenon was first introduced by P. P. Grasse [11].

An essential step in this direction was the development of Ant System by
Dorigo et al. [7], a new type of heuristic inspired by analogies to the foraging
behavior of real ant colonies, which has proven to work successfully in a se-
ries of experimental studies. Diverse modifications of AS have been applied to
many different types of discrete optimization problems and have produced very
satisfactory results [6,8].

ACO is not the only technology that is used in the decision tree construction.
As far as we know, evolutionary computation was also used in this area. This
achievement was published by Chai et al. [4]. In paper [10], the basic popula-
tion was assembled by decision trees firstly constructed by C4.5 algorithm. The
memetic algorithm, proposed by Kretowski [14] in decision tree induction is also
worth mentioning. Whereas GP with Simulated Annealing was presented in [9].
On the other hand there are no articles in which there is classification measure
other than classification accuracy.

This article is organised as follows. Section 1 comprises an introduction to the
subject of this article. Section 2 and 3 describe decision trees and, Ant Colony
Decisin Tree approach. Section 4 describes the Evaluation of Classification. Sec-
tion 5 focuses on the new idea of the ACDT algorithm. Section 6 presents the
experimental study that was conducted to evaluate the performance of the new
approach to the ACDT algorithm by taking into consideration six data sets.
Finally, we conclude with general remarks on this work, and a few directions for
future research are pointed out.

2 Decision Trees

One of the most efficient and widely applied learning algorithms search the
hypothesis (solution) space consisting of decision trees [15]. The term hypothesis
is understood as a combination of attribute values which determine the way to
undertake a specific decision. A decision tree learning algorithm searches the
space of such trees by first considering trees that test only one attribute and
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making an immediate classification. Then they consider expanding the tree by
replacing one of the leaves by a test of the second attribute. Various heuristics
are applied to choose which test to include in each iteration and when to stop
growing the tree. The evaluation function for decision trees will be calculated
according to the following formula:

Q(T ) = φ · w(T ) + ψ · a(T, S) (1)

where: w(T ) – the size (number of nodes) of the decision tree T ; a(T, S) – the
accuracy of the classification samples from a test set S by the tree T ; φ and
ψ – constants determining the relative importance of w(T ) and a(T, S).

Constructing optimal binary decision trees is an NP–complete problem, where
an optimal tree is one which minimizes the expected number of tests required
for identification of the unknown samples, as shown by Hyafil et al. in [12].
Classification And Regression Tree (CART) approach was developed by Breiman
et al. in 1984 [3] .

Twoing criterion, firstly proposed in CART, will search for two classes that will
make up together more then 50% of the data. Twoing splitting rule maximizes
the following change-of-impurity measure which implies the following maximiza-
tion problem for nodes ml, mr:

arg max
aj≤aR

j ,j=1,...,M

⎛⎝PlPr

4

[
K∑

k=1

|p(k|ml)− p(k|mr)|
]2⎞⎠ , (2)

where: p(k|ml), p(k|mr) – the conditional probability of the class k provided in
node ml, mr; Pl, Pr – the probability of transition samples into the left or right
node ml, mr; K – number of decision classes; aj – j–th variable, aRj is the best
splitting value of variable aj .

3 Ant Colony Decision Trees Algorithm

Ant Colony Optimization (ACO) approach has been successfully applied to many
difficult combinatorial problems. Ant Colony Decision Trees (ACDT) algorithm
is the first ACO adaptation to the task of rule induction and constructing deci-
sion trees, but also rule induction approach – Ant-Miner [2,16].

In each ACDT step an ant chooses an attribute and its value for splitting
the samples in the current node of the constructed decision tree. The choice
is made according to a heuristic function and pheromone values. The heuristic
function is based on the Twoing criterion (eq. (2)), which helps ants select an
attribute-value pair which well divides the samples into two disjoint sets, i.e.
with the intention that samples belonging to the same decision class should be
put in the same subset. The best splitting is observed when similar number of
samples exists in the left subtree and in the right subtree, and samples belonging
to the same decision class are in the same subtree. Pheromone values indicate the
best way (connection) from the superior to the subordinate nodes – all possible
combinations are taken into account.
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As mentioned before, the value of the heuristic function is determined ac-
cording to the splitting rule employed in CART approach (see formula (2)). The
probability of choosing the appropriate split in the node is calculated according
to a classical probability used in ACO [8]:

pi,j =
τm,mL(i,j)

(t) · ηβi,j∑a
i

∑bi
j τm,mL(i,j)

(t) · ηβi,j
, (3)

where:
ηi,j – a heuristic value for the split using the attribute i and value j,
τm,mL(i,j)

– an amount of pheromone currently available at time t on the con-
nection between nodes m and mL, (it concerns the attribute i and value j),
β – the relative importance with experimentally determined values 3, respec-

tively.
The initial value of the pheromone trail is determined similarly to the Ant–

Miner approach and depends on the number of attribute values. The pheromone
trail is updated (4) by increasing pheromone levels on the edges connecting each
tree node with its parent node:

τm,mL(t + 1) = (1− γ) · τm,mL(t) + Q(T ), (4)

where Q(T ) is a quality of the decision tree (see formula (1)), and γ is a parameter
representing the evaporation rate, equal to 0.1.

4 Evaluation of Classification

The evaluation of classification quality is one of the problems associated with
machine learning and it is crucial in determining whether a given classifier is of
good or poor quality. There are, however, no classifiers that could be changed
depending on the measure that is being used, or optimized for several measures
while, when it comes to real-life problems, it is, for example, precision or the
balancing of two different measures of evaluating classification [13] that may
often turn out to be more important.

The text below presents selected and most popular measures of binary classi-
fication quality (for data sets with two decision classes) which can be determined
based on a confusion matrix [17]. All of them are based on a confusion matrix,
i.e. a table that is connected with classification (tab. 1), which makes it possible
to better evaluate the quality of this classification. The confusion matrix con-
tains information about an object’s decision class as well as the class into which
this object has been classified, based on which one can determine the values of
accuracy, recall, precision, F-measure and the Matthews correlation coefficient.

It should be noted that the accuracy of classification is a measure that only
shows how many objects have been correctly classified whereas, for example,
precision makes it possible to assess the confidence with which one can assume
that an object belonging to a given class will be correctly classified. This is of
particular significance when it is more important that the objects belonging to a
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Table 1. Confusion matrix

Predicted positive Predicted negative

Positive True positive False negative
examples (TP ) (FN)

Negative False positive True negative
examples (FP ) (TN)

given class be correctly classified into this class – it is better to assign too many
objects to a given class than to omit one of the relevant objects. Analogously,
as for recall, it is information whether a given class contains objects that have
been correctly assigned to it that is more important – it is better to omit one of
the relevant objects than to incorrectly assign an irrelevant object to a class.

Accuracy constitutes one of the most popular classification evaluation mea-
sures. It should, however, be noted that this measure does not provide sufficient
evaluation, for example, for data sets with a considerable diversity of decision
classes, which was observed in [13], among others. The accuracy of classification
describes the ratio of objects that have been correctly classified to all objects in
a class.

evacc(T, S) =
(TP + TN)

(TP + TN + FP + FN)
. (5)

Recall is a different, simple measure which is used for binary classification.
It is determined based on equation (6), i.e. the ratio of objects that have been
correctly classified into class P to all objects that should have been classified into
this class. Therefore, as for recall, it can be stated that it is better to incorrectly
assign an object belonging to class N to class P than to incorrectly classify an
object belonging to class P .

evrec(T, S) =
TP

(TP + FN)
. (6)

Precision is a measure that evaluates a classifier based on an incorrect clas-
sification of objects belonging to class N into class P . Here it is better to omit
certain objects from class P than to incorrectly assign objects belonging to class
N to class P . Precision is determined based on the ratio of objects that have
been correctly classified into class P to all objects that have been assigned to
this class:

evprec(T, S) =
TP

(TP + FP )
. (7)

F-measure (F1 score) constitutes an attempt to balance precision and re-
call. This is a frequently used measure for evaluating binary classification (two
decision classes). In its simplest form it is determined based on the ratio of a
double product of precision and recall to the sum of these two measures:

evfm(T, S) = 2 · evprec(T, S) · evrec(T, S)

evprec(T, S) + evrec(T, S)
, (8)
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Therefore, after making appropriate substitutions the following equation is ob-
tained:

evfm(T, S) =
(TP + TP )

(TP + TP + FP + FN)
. (9)

Matthews correlation coefficient is also used as an evaluation measure
in binary classification. In contrast to the above-mentioned recall, precision and
F-measure, it is determined based on the entire confusion matrix and calculated
by using the following equation:

evmcc(T, S) =
(TP · TN − FP · FN)√

(TP + FP ) · (TP + FN) · (TN + FP ) · (TN + FN)
. (10)

The Matthews correlation coefficient is considered to be a good measure which
can be used when the disproportion between the cardinalities of decision classes
is very large.

5 Goal-Oriented ACDT Algorithm

A new approach to the ACDT algorithm is based on changing the goal function
of agent-ants by modifying the way of determining the evaluation function for es-
timating decision tree quality (eq. (1)) which, for example, influences pheromone
trail updating (eq. (4)). This will cause solutions with a higher value of a given
classification evaluation measure to be rewarded with the pheromone trail.

In the experiments that are described here equation (1) was reduced to this
form:

Q(T ) = φ · w(T ) + ψ · ev(T, S), (11)

where ev(T, S) (which is also referred to as the goal function in this article)
denotes a selected method of evaluating the classification of decision tree T that
was constructed by an agent-ant based on data set S. The value of ev(T, S) is
determined depending on the selected measure in the following way: accuracy -
eq. (5), recall - eq. (6), precision - eq. (7), f-measure - eq. (9), The Matthews
correlation coefficient - eq. (10).

6 Experiments

A variety of experiments was conducted to test the performance and behaviour
of the proposed algorithm. In this section we will consider an experimental study
(see Table 2, Figs. 1 and 2 – the best results are presented in bold) performed
for the following adjustments. We performed 30 experiments for each data set.
Each experiment included 200 generations with the population size of the ant
colony equal to 15. In the presented approaches the twoing criterion as well as
Error-Based Pruning procedure have been used. The parameters values employed
in ACO are established in the way firstly presented in [1]: q0 = 0.3, α = 3.0,
γ = 0.1, φ = 0.05 and ψ = 1.0. The experiments were carried out on an Intel
Core i5 2.27 GHz Computer with 2.9 GB RAM.
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6.1 Data Sets

An evaluation of the performance behavior of ACDT was performed using 6
public-domain data sets from the UCI (University of California at Irvine) data
set repository. Data sets are estimated by 10-fold cross-validation. We used an
additional data set – a clean set. The results are tested on a clean set that has
not been used to build the classifier.

The characteristics of data sets, which is important when carrying out exper-
iments, is as presented below (the number of objects, the number of conditional
attributes, the number of objects in class ”0” and the number of objects in class
”1”): australian, 690, 14, 307, 383; bcw, 699, 9, 458, 241; heart, 270, 13, 120,
150; hepatitis, 155, 19, 123, 32; horse− colic, 366, 22, 136, 230; ttt, 958, 9, 625,
332.

Roughly speaking, the ratio of objects in class ”0” to all objects is similar
for the australian and heart sets (44%) and for the ttt and bcw sets (65-66%).
The number of objects in class ”0” in relation to the size of the data set is the
smallest for the horse − colic set (37%) and the largest for the hepatitis set
(79%).

6.2 Results of Experiments

The aim of the experiments was to compare five versions of the ACDT algorithm
which use the proposed measures for evaluating the quality of classification. The
way of evaluating the quality of classification is crucial in selecting an agent-
ant which is to be used to update the pheromone trail; a particular evaluation
method also influences the new value of an updated pheromone. Also, the values
of each of these measures were taken into account (irrespective of the current
method of determining ev(T, S)), as well as the size of the decision tree, its height
and the run-time of the algorithm, i.e. the time during which the classifier was
created.

The obtained results (which are presented in Table 2) confirm that, in most
cases, the maximum value for each of the measures is determined when the
algorithm using a given measure (the measure in question) as its goal function is
working. This is true irrespective of which data set is analyzed. In other words,
the highest accuracy is obtained when measure (5), i.e. accuracy, is used in
equation (1) as ev(T, S), and the highest precision is obtained when it is precision
(7) that is optimized, etc. This means that it is possible to maximize the value
of a given measure by changing the way of determining ev(T, S) - interestingly,
this can often be achieved without a considerable worsening of accuracy (which
here is treated as a measure that was originally used in the ACDT algorithm).

When comparing the results for the australian set one can notice that accu-
racy remains at a similar level while recall improves by nearly 10% in relation to
the classical approach and by not less than 5% more than when the other mea-
sures are used. The situation is similar for precision (a 6-percent improvement).
The disproportion was slightly smaller when F-measure was used. Very similar
dependencies were found for the hepatitis set; however, here the differences in
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the accuracy of classification were larger, and the highest value of accuracy was
obtained when F-measure was used. These results are similar to those obtained
for the heart set, where, additionally, recall makes the accuracy of classification
considerably worse. Larger differences in accuracy, but with the previously de-
scribed observations still holding true, can be noticed for the remaining data
sets: bcw, horse − colic i ttt, i.e. those in which the difference in the number of
objects belonging to decision classes is at 33-35%.

Table 2. The obtained value of the test measures depending on the goal function –
the average of all performance

australian bcw
Measure acc rec prec F1 MCC acc rec prec F1 MCC

G
o
a
l
fu
n
ct
io
n acc 0.846 0.849 0.816 0.828 0.691 0.937 0.932 0.973 0.950 0.861

rec 0.835 0.932 0.761 0.834 0.692 0.909 0.956 0.914 0.934 0.793
prec 0.838 0.744 0.878 0.801 0.677 0.918 0.897 0.979 0.935 0.832
F1 0.843 0.882 0.803 0.838 0.702 0.932 0.929 0.969 0.952 0.854

MCC 0.833 0.838 0.804 0.817 0.670 0.935 0.932 0.973 0.949 0.863

heart hepatitis
Measure acc rec prec F1 MCC acc rec prec F1 MCC

G
o
a
l
fu
n
ct
io
n acc 0.767 0.717 0.762 0.728 0.537 0.789 0.891 0.852 0.868 0.390

rec 0.707 0.798 0.654 0.710 0.443 0.788 0.966 0.806 0.878 0.318
prec 0.751 0.563 0.849 0.657 0.514 0.775 0.839 0.874 0.852 0.403
F1 0.780 0.753 0.766 0.749 0.561 0.814 0.941 0.845 0.888 0.410

MCC 0.776 0.727 0.777 0.736 0.567 0.789 0.889 0.858 0.867 0.404

horse-colic ttt
Measure acc rec prec F1 MCC acc rec prec F1 MCC

G
o
a
l
fu
n
ct
io
n acc 0.818 0.733 0.798 0.755 0.620 0.858 0.925 0.868 0.895 0.681

rec 0.764 0.820 0.667 0.729 0.543 0.761 0.992 0.736 0.845 0.465
prec 0.815 0.637 0.854 0.720 0.608 0.823 0.837 0.888 0.859 0.627
F1 0.809 0.726 0.786 0.745 0.603 0.858 0.922 0.869 0.899 0.679

MCC 0.814 0.723 0.791 0.747 0.609 0.863 0.924 0.875 0.894 0.693

Abbrev.: acc – accuracy; rec – recall; prec – precision; F1 – F-measure; MCC –
Matthews correlation coefficient

F-measure can be regarded as the most universal goal function; the results are
usually correct for each of the measures when F-measure is used. This probably
results from the way in which F-measure’s values are determined, i.e. as described
in Section 4. F-measure somewhat balances precision and recall. The size of
trees that are constructed by using F-measure (Fig. 2) and the run-time of the
algorithm (Fig. 1) do not also differ much from the average values obtained in
the other cases.

Figure 1 presents a comparison between the number of nodes of the con-
structed trees in relation to the classical ACDT (with accuracy). Definitely the



Goal-Oriented Requirements for ACDT Algorithms 601

Measure
(evaluation of classi cation)

120

Th
e 

av
er

ag
e 

nu
m

be
r o

f n
od

es
(r

el
at

io
n 

to
 th

e
cl

as
si

ca
l a

pp
ro

ac
h)

0

20

40

60

80

100

Accuracy
(classical approach)

Recall Precision F-measure Matthews
correlation
coefficient

bcw
heart
hepatitis

horse-colic
ttt

australian

Fig. 1. The average number of nodes
which was established based on all of the
data sets in relation to the classical ap-
proach

0

20

40

60

80

100

120

Accuracy
(classical approach)

Recall Precision F-measure Matthews
correlation
coefficient

Th
e 

av
er

ag
e 

de
ci

si
on

 tr
ee

 c
on

st
ru

ct
io

n 
tim

e
(r

el
at

io
n 

to
 th

e 
cl

as
si

ca
l a

pp
ro

ac
h)

 Measure
(evaluation of classi cation)

bcw
heart
hepatitis

horse-colic
ttt

australian

Fig. 2. The average decision tree con-
struction time which was established
based on all of the data sets in relation
to the classical approach

smallest decision trees are constructed when using recall as the goal function.
Interestingly, even a large reduction in the number of nodes in a tree does not
necessarily result in a large deterioration in accuracy in this case, and it often
increases the value of recall.

Figure 2 presents a comparison between decision tree constructing times. The
algorithm with accuracy and MCC as the goal function is the fastest, and it is
slightly slower for recall, F-measure and precision. One can, however, state that
the algorithm works in a similar way for each of the measures.

7 Conclusions

This article presents the ACDT algorithm with five different measures for eval-
uating the quality of classification which were used as the ACDT algorithm’s
goal function. For all of these approaches it has been observed that the change
of the goal function leads to the maximization of a selected measure although
the maximum value is sometimes found when a different measure is used. This
possibility is of vital importance for data sets that are difficult to evaluate by
using the accuracy of classification. The authors’ proposal allows one to con-
struct trees based on the division criteria that are related to accuracy and yet
to maximize them in terms of another, selected measure. This makes it possible
to construct not only an accurate but also, for example, precise classifier.

The results indicate that, for the ACDT algorithm, F-measure can be regarded
as a better universal measure (i.e. which gives average values of results) than
accuracy. Further research is also required to evaluate the goal function in terms
of the sizes of constructed decision trees. The results of the experiments show that
trees with a smaller number of nodes and of smaller height are constructed when
the recall measure is used, and larger trees are constructed when the precision
measure is used.
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As for the research on evaluating the quality of classification in Ant Colony
Optimization algorithms that are used for classification, the next step should be
to use new measures in the process of constructing decision trees, i.e. the ACDF
algorithm which is popular in this field. One can consider using different measures
in such a way that each tree will be evaluated by a different measure, as a result
of which the set of classifiers (in a decision forest) will contain classifiers (decision
trees) that have been constructed based on several different goal functions. When
combined with voting, this solution should allow one to obtain stable results with
respect to each of the measures, i.e. to achieve a certain consensus.

References

1. Boryczka, U., Kozak, J.: Ant colony decision trees – A new method for construct-
ing decision trees based on ant colony optimization. In: Pan, J.-S., Chen, S.-M.,
Nguyen, N.T. (eds.) ICCCI 2010, Part I. LNCS, vol. 6421, pp. 373–382. Springer,
Heidelberg (2010)

2. Boryczka, U., Kozak, J.: New Algorithms for Generation Decision Trees – Ant–
Miner and Its Modifications. In: Abraham, A., et al. (eds.) Foundations of Comput.
Intel. 6. SCI, vol. 206, pp. 229–264. Springer, Heidelberg (2009)

3. Breiman, L., Friedman, J.H., Olshen, R.A., Stone, C.J.: Classification and Regres-
sion Trees. Chapman & Hall, New York (1984)

4. Chai, B.-B., Zhuang, X., Zhao, Y., Sklansky, J.: Binary linear decision tree with ge-
netic algorithm. In: International Conference on Pattern Recognition, vol. 4 (1996)

5. Corne, D., Dorigo, M., Glover, F.: New Ideas in Optimization. McGraw–Hill, Cam-
bridge (1999)

6. Dorigo, M., Di Caro, G.: New Ideas in Optimization. McGraw–Hill, London (1999)
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Abstract. Population-based ant colony optimization (PACO) is one of
the most efficient ant colony optimization (ACO) algorithms. Its strength
results from a pheromone memory model in which pheromone values
are calculated based on a population of solutions. In each iteration an
iteration-best solution may enter the population depending on an update
strategy specified. When a solution enters or leaves the population the
corresponding pheromone trails are updated. The article shows that the
PACO pheromone memory model can be utilized to speed up the process
of selecting a new solution component by an ant. Depending on the values
of parameters, it allows for an implementation which is not only memory
efficient but also significantly faster than the standard approach.

Keywords: population based ant colony optimization, travelling sales-
man problem, pheromone memory.

1 Introduction

Ant Colony Optimization (ACO) is a nature inspired metaheuristic mainly used
to solve combinatorial optimization problems [1]. In the ACO a number of artifi-
cial ants iteratively construct solutions to the problem tackled. In each iteration
an ant extends its partial solution with a new component selected according to
the probability distribution based on the heuristic information and pheromone
trails corresponding to the available solution components. The heuristic infor-
mation is usually static and given a priori and only the pheromone trails are
updated based on the ants decisions. The pheromone trails comprise a pheromone
memory shared by the ants. The pheromone memory allows the collective of ants
to learn and thus its use is essential for the good performance of the algorithm
[2]. A number of the ACO modifications were proposed of which many differ in
the usage of pheromone memory. A detailed survey of many ACO algorithms
can be found in [1].

In the population-based ACO algorithm, the pheromone values change accord-
ing to a population of solutions. The population is updated in every iteration
using an iteration best solution. The iteration best solution may be added to
the population if it meets the criteria specified by the update strategy used. The
size of the population is limited, hence adding a solution may require removal
of one of the solutions from the population. An important feature of the PACO
is that the values (levels) of pheromone trails depend only on the current con-
tents of the population. This fact allows for an implementation in which the

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 603–612, 2014.
c© Springer International Publishing Switzerland 2014
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values of pheromone trails are stored in a compact, indirect form opposed to
a full pheromone matrix [8]. It is especially valuable for a parallel implementa-
tion, but we will show that it allows for an efficient serial implementation of the
PACO.

The remainder of this paper is organized as follows. A brief description of
the PACO algorithm is given in Section 2. Section 3 describes how the PACO
pheromone memory model can be utilised to speed up the solution construction
process. Section 4 presents results of the computational experiments conducted
along with comments. Finally, in Section 5 we give conclusions and present ideas
for future work.

2 Population-Based ACO

In this section we describe how the ants construct solutions in the PACO with
the focus on the selection rule. Next we focus on the pheromone memory model
used in the PACO along with the strategies used to update the pheromone trails.

2.1 Solution Construction Process

The solution construction process used in the PACO closely resembles the pro-
cess present in the ant colony system (ACS) algorithm, which in turn differs only
slightly from the one used in the ACO [2,3]. In the ACO and many ACO–related
algorithms, including PACO, each ant constructs a solution to the problem tack-
led iteratively. An ant starts with a randomly chosen solution component (node)
and in each iteration it appends a new component based on the selection rule.
In the case of TSP, the ant starts at randomly selected city (node) and in every
subsequent step selects one of the unvisited nodes until the solution is complete.
Specifically, the ant located at the node i decides which of the unvisited neigh-
bour nodes (denoted by Si) to choose based on two factors. The first one is called
heuristic information, ηij , and depends on the problem (j denotes an unvisited
neighbour node). In the case of TSP, ηij is equal to the inverse distance between
the cities i and j. A value, τij , of the pheromone trail deposited by the ants on
the edge (i, j) is the second factor.

The decision process of an ant in the PACO consists of two steps. Firstly, a
random number r is drawn with uniform probability from [0, 1]. Secondly, r is
compared with the value of a parameter q0 ∈ [0, 1). If r ≤ q0, the ant chooses
the node j ∈ Si according to:

j = arg max
k∈Si

τik · ηβik , (1)

where β is a parameter denoting the relative importance of the heuristic infor-
mation. Obviously, the choice specified by (1) is greedy. If r > q0 the next node
is selected with the probability:

P (j|i) =
τij · ηβij∑

k∈Si
τik · ηβik

. (2)
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The parameter q0 affects the exploitation to exploration ratio. For the values
of q0 close to 1 the solution search process becomes mainly exploitative, i.e.
in the most cases the ants select nodes connected with short edges and high
concentration of the pheromone.

2.2 PACO Pheromone Memory Model

In order to understand how the PACO pheromone memory works it is conve-
nient to compare it with the pheromone memory used in the Ant Colony System
(ACS). In the ACS the values of the pheromone trails are stored in a pheromone
matrix [τij ] of size N ×N , where N is the number of nodes (equal to the size of
the problem) [2]. At the beginning, all the values in the pheromone matrix are
set to an initial value τ0. Each time an ant selects an edge (i, j) some of the corre-
sponding pheromone is evaporated resulting in a smaller probability of selecting
it by the other ants. This process is called a local pheromone update. After all
the ants have built complete solutions a global pheromone update is performed,
which consists in increasing the values of the pheromone trails corresponding to
the components of the current global-best solution. The global update increases
the probability of building solutions close to the best-so-far. It is worth noting
that the values in the pheromone matrix accumulate all the changes made by
the ants since the start of the algorithm.

In contrast to the ACS, the values of the pheromone trails in the PACO depend
on the contents of a population of solutions selected among the iteration-best
solutions found so far. The elements of the population are stored in a solution
archive, denoted by P, updated once per iteration according to the specified
update strategy. The size of the archive, denoted by K, is limited, hence a
solution has to be removed if addition of a new one would result in exceeding
the limit. Each time a solution enters the archive a pheromone is increased on
the edges corresponding to the elements of the solution. Analogically, each time
a solution is removed from the archive the previously deposited pheromone is
removed from the respective pheromone trails. Specifically, the general form of
the PACO pheromone matrix is given by:

τij = τ0 + Δ · |{π ∈ P | (i, j) ∈ π}| , (3)

where

Δ =
τmax − τ0

K
, (4)

where τ0 = 1/(N − 1) and τmax is a parameter. The updating of the archive
corresponds to the global pheromone update in the ACO. No local pheromone
update is performed in the PACO, what reduces the computation time required
to update the pheromone from O(N2) to O(N) compared with the ACO. It
is worth noting, that all the values in the PACO pheromone memory can be
calculated based on the contents of the archive.

Several population update strategies were proposed by Guntch [3,4]. In this
paper we consider the three investigated in [5], namely: the age-based strategy,
the quality-based strategy and the elitist-based strategy.
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The age-based strategy works in a FIFO (First-In-First-Out) fashion. After
each iteration of the PACO the iteration-best solution is appended to the solution
archive. If the size of the archive exceeds the specified limit, K, the eldest solution
is removed.

In the quality-based strategy after each iteration the iteration best solution is
considered for addition to the archive. Its quality is compared with the quality of
the worst solution in the archive and if its higher, then the new solution replaces
the worst, otherwise the archive remains unchanged. Compared to the age-based
strategy the quality-based strategy places stronger emphasis on the exploitation
by focusing its search on the neighbourhood of the best quality solutions found
so far.

The elitist-based strategy works similarly to the age-based strategy but with
one exception – the archive always contains the best solution found so far, called
the elitist solution (denoted by e). Each time a solution enters the archive it is
compared with the elitist solution and if its quality is higher, then it replaces the
elitist solution. Otherwise, the new solution is appended to the archive and the
eldest of the remaining K−1 solutions is removed. Pheromone trails correspond-
ing to the components of the elitist solution receive an amount of pheromone
equal to ωe · τmax, where ωe is a parameter. The pheromone trails for the rest of
the solutions in the archive are updated to Δ · (1− ωe)/(K − 1).

3 Selection Rule Optimization

As it was mentioned, the pheromone memory model used in the PACO does
not require to explicitly store the pheromone matrix, because the values can be
computed based on the contents of the solution archive. Obviously, it allows to
reduce the memory consumption compared with the full pheromone matrix, es-
pecially if the size of the archive is small, i.e. K ) N2. It is especially beneficial
for the hardware implementation of the PACO on FPGA as showed by Scheuer-
mann et. al [8]. Small size of the archive allowed to store all the solutions in the
memory and parallelize the solution construction process. A small size of the
archive allows also to efficiently transfer the contents of the pheromone mem-
ory between CPUs in the distributed memory architecture compared with the
relatively long time required to transfer the full pheromone matrix [6].

The reduction of the memory consumption is not the only potential benefit of
the PACO pheromone memory model. If K is small the number of pheromone
trails with the non-initial, τ0, value is also small. This fact can be used to speed
up the process of selecting a new solution component. Lets assume that an ant
located at the node i is performing a greedy selection of a next node j according
to Eq. (1), then it has to consider the set Si of the unvisited neighbours of i. The
elements of the set Si can be divided into two disjoint subsets: SPi and SDi . The
first set contains only the elements for which the corresponding edge belongs to
at least one of the solutions in the archive, i.e. SPi = {j|(i, j) ∈ π ∧ π ∈ P}.
The second set contains the elements for which the value of the pheromone
trail is equal to τ0 and can be defined as SDi = Si \ SPi . In order to find the
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next element we need to calculate the product of the pheromone value and the
heuristic information for all elements in SPi (in order to find the maximum). On
the other hand, the pheromone trails for the elements in SDi are all equal to
τ0, hence we are interested in finding the element with the highest value of the
heuristic information.

To what extent this observation can be useful depends on the problem tackled.
In the case of the TSP (and related problems) the set of neighbours Si considered
by an ant located at the node i is usually restricted to a so-called candidate set
which consists of cl nearest neighbours of a node [2]. If cl) N (typically cl ≤ 30),
where N is the number of nodes, then the selection process becomes significantly
faster compared with iterating over the full list of unvisited neighbours of the
node. But even in this case it is possible to take an advantage of the fact that
Si = SPi ∪ SDi . In other words, we need to check all elements in SPi but stop
iterating over the elements of SDi as soon as we find the first unvisited node,
assuming that we access the elements in descending order of heuristic information
(ηij) value. Obviously, the difference should be noticeable if K < cl.

4 Experiments

In order to verify if the optimization described in Section 3 can result in speed-
ing up the computations compared with the unmodified PACO several exper-
iments were conducted on the TSP instances selected from the well-known
TSPLIB repository [7]: kroA100, tsp225, lin318, u574, rat783, pcb1173, pr2392
and rl5915. PACO requires to set a number of parameters. Most of the values
were set as suggested in [5] and the rest are based on preliminary experiments.
Specifically, the values were as follows: m = 10 ants, β = 4, q0 = (N − 50)/N ,
cl = 30 (size of the candidate list), ωe = 0.5. The size of the solution archive
K was set to 8 (unless stated otherwise) what means that only 8 solutions were
passed between successive iterations, while in every iteration m = 10 new so-
lutions were constructed. All algorithms were run with a time limit as a stop
condition, namely: 30 seconds for the instances: kroA100, tsp225, lin318 ; 60
seconds for the instances: u574, rat783, pcb1173 ; 120 seconds for the largest
instances: pr2392 and rl5915.

For every combination of the parameters values the computations were re-
peated 30 times. To minimize the influence of the implementation efficiency on
the algorithms’ performance both were implemented using the same framework
and shared most of the code. The algorithms were implemented in C++ and
compiled with the GCC v4.8.1 compiler with -Ofast switch. The computations
were carried on a computer with Intel Xeon X5650 six-core 2.66GHz proces-
sor with 12MB cache, running under the control of Scientific Linux. A single
processor core was utilised by the algorithm.

4.1 Relative Speedup Analysis

In the first part of the experiments the PACO with the modified (optimized)
selection rule (denoted by FPACO) was compared with the unmodified PACO
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Fig. 1. Mean speedup of the PACO with the optimized selection rule (FPACO) with
various population update strategies relative to the unmodified PACO with the age-
based update strategy (no local search was used).

with the age-based strategy. No pheromone matrix was used in the FPACO,
i.e. the pheromone values were calculated based on the contents of the solution
archive.

The archive was simply a list of K solutions, but an additional auxiliary array
A of size N×K (N being the size of the problem) was used to speed up the access
to the pheromone values. Specifically, if a solution X entered the archive, entries
corresponding to the edges (i, j) ∈ X were updated as follows. If an edge (i, j)
was not a part of any other solution in the archive a new entry 〈j, τ0 + Δ〉 was
put in a row Ai (see Eq. (3) and Eq. (4)). Otherwise, the edge (i, j) was already
a part of k (1 ≤ k < K) solutions and the corresponding entry 〈j, τ0 + kΔ〉 was
replaced with 〈j, τ0 + (k + 1)Δ〉. The auxiliary array speeds up the access to the
pheromone values, especially if the same edge is a part of multiple solutions in
the archive.

The unmodified PACO was run with a solution archive and a full pheromone
matrix of size N ×N , were N is the size of the problem. It is worth noting that
the pheromone matrix allows for a faster access to a pheromone value than the
auxiliary array, because the latter requires to check in the worst case all the
entries in a respective row of A.

All algorithms were run for with a fixed time limit and the relative speedup
was calculated based on the ratio of the mean number of iterations made to the
mean number of iterations made by the PACO algorithm with the age-based
update strategy. Figure 1 shows that the FPACO was significantly faster for
all instances except for kroA100 and regardless of the update strategy used.
Thanks to the optimized selection rule the FPACO with the age-based update
strategy was able to perform approximately twice the number of iterations for
the largest instances than the unmodified PACO. Obviously, the larger number
of iterations should result in solutions of better quality. Mean solution quality for
the algorithms investigated is shown in Fig. 2. As can be seen, more iterations
result in solutions closer to the optimum but not in all cases. The advantage
is significant especially for the largest instances and algorithms with age-based
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Fig. 2. Mean solution quality of the PACO with the optimized selection rule (FPACO)
with three update strategies and the unmodified PACO with the age-based update
strategy (no local search was used).
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Fig. 3. Mean solution quality of the PACO with the optimized selection rule (FPACO)
with three update strategies and the unmodified PACO with the age-based update
strategy (no local search was used).

update strategy. Comparing the results for the FPACO with the age-based, the
elitist-based and the quality-based update strategies, respectively, we can see
that the age-based strategy is the most consistent in terms of quality and beats
the other two for larger instances.

Generally, the quality of the solutions obtained was rather poor, especially
for the largest instances. Certainly, better quality solutions could be obtained
if the time limit was increased, but the ACO algorithms are usually combined
with a local search heuristic what allows to significantly improve the quality
of results [1]. In the second part of the experiments the algorithms were run
with the same time limits but the 3-Opt local search (LS) with don’t look bits
was used to improve every solution generated by the ants [11]. As can be seen
in Fig. 3 the PACO with the local search obtained significantly better results,
in most cases below 1% from the optimum. The time limit of 120 seconds was too
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Fig. 4. Speedup of the PACO with the optimized selection rule (FPACO) with vari-
ous population update strategies relative to the unmodified PACO with the age-based
update strategy (3-Opt local search was used).

low for the instances with more than 1000 nodes and should be increased to
obtain results of better quality.

Figure 4 shows the relative speedup for all the algorithms investigated. Again,
the FPACO was significantly faster than the PACO, although the differences for
the age-based update strategy were much lower than in the non-LS case, e.g.
1.24x vs 2.28x for the rl5915 instance. The differences can be explained by the
fact that the 3-Opt LS has complexity of O(N3) compared with O(N2) time
required to construct a single solution. Time to perform the local search for each
solution dominated the time required to build it and, in consequence, the speed
up of the construction process had smaller effect on the algorithm runtime. The
age-based strategy showed the most consistent behaviour when combined with
LS, while the speedup of the elitist-based version varied greatly between the
instances.

Table 1 presents detailed results for the PACO and the FPACO with and
without LS applied. As can be seen, the FPACO achieved significantly better
results in almost half of the cases, especially for the larger instances.

4.2 Archive Size Analysis

The number of solutions K stored in the archive has a direct effect on the time
required to select a next node when constructing a solution as described in
Section 3. To check the influence of the archive size on the FPACO performance
the algorithm was run with the age-based update strategy and various values of
K: 2, 4, 8, 16, 32 and 64.

Figure 5 shows how the number of iterations made in a fixed time limit (60
sec.) and the quality of the solutions changed depending on the archive size, K.
As can be seen, the results vary between the problem instances, but generally
the number of iterations performed becomes lower with the increasing size of
the solution archive. However, the decrease is slow due to high similarity of the
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Table 1. Comparison of the mean number of iterations and mean solution error (rel-
ative to optimum) for the PACO and FPACO with the age-based update strategy.
Values in bold refer to a significant difference to the other algorithm according to the
non-parametric Wilcoxon rank-sum test (significance level α = 0.01).

Instance
PACO FPACO PACO + LS FPACO + LS

Iterations Error [%] Iterations Error [%] Iterations Error [%] Iterations Error [%]

kroA100 69340 0,21 77606 0,21 33887 0 36548 0
tsp225 33730 1,82 56618 1,89 19920 0,04 26923 0
lin318 25506 2,49 44821 2,34 10958 0,28 13414 0,26
u574 24431 5,85 51938 3,47 6455 0,81 9500 0,2
rat783 18022 3,65 37693 3,64 11051 0,5 15807 0,49
pcb1173 11310 6,84 22244 4,58 2536 1,86 3144 1,59
pr2392 8445 12,57 16166 7,59 2936 0,83 3856 0,81
rl5915 1708 12,96 3902 10,7 403 2,94 502 2,61
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Fig. 5. Performance of the FPACO with the age-based update strategy in terms of the
number of iterations performed (left) and the quality of the solutions obtained (right)
vs the archive size for the instances pcb1173, rat783 and u574.

solutions stored in the archive, i.e. it is likely that the solutions entering the
archive share most of the edges or, even, have an identical structure as the ones
already in the archive. Thanks to the auxiliary matrix A updating the pheromone
value for the same edge multiple times has no effect on the pheromone lookup
time and, in consequence, on the algorithm runtime. The larger archive size
results also in worse quality solutions. This is an effect of the lower number of
iterations performed and also negative effect of low diversity of the solutions in
the archive. Summarizing, the small values of K offer the best quality, at least
for the age-based update strategy.

5 Summary

In the present paper we discussed how the pheromone memory used in the PACO
can be exploited to obtain a time and memory efficient implementation. We
proposed how the selection rule used by ants when constructing solutions can
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be modified to take into account the fact that relatively small (assuming small
archive size) part of all possible pheromone trails have non-default (τ0) value at
the same time. The PACO with the modified selection rule, denoted by FPACO,
was tested on several instances of the TSP. The results showed that the FPACO
was in many cases almost two times faster than the unmodified PACO when
no local search was used, and about 25% faster when 3-Opt LS was used. It is
worth noting that the FPACO consumed only a fraction of memory relative to
the PACO because the pheromone matrix of size N ×N was replaced with the
auxiliary array of size N ×K, where K is the size of the solution archive (equal
to size of the population). For the value of K = 8 used in the experiments,
the memory consumed by the pheromone memory was reduced from O(N2) to
O(N). The results confirm that PACO is a very effective metaheuristic. Future
research should focus on its efficient parallelization, especially with the proposed
selection rule optimization. It would also be worthwhile to compare it with the
ACS with a selective pheromone memory proposed in [9,10].
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Abstract. In this article we present a new algorithm which is capable
to find optimal strategies in the coordination games. The coordination
game refers to a large class of environments where there are multiple
equilibria. We propose a approach based on the Differential Evolution
where the fitness function is used to calculate the maximum deviation
from the optimal strategy. The Differential Evolution (DE) is a simple
and powerful optimization method, which is mainly applied to continuous
problems. Thanks to the special operator of the adaptive mutation, it is
possible to direct the searching process within the solution space. The
approach used in this article is based on the probability of chosing the
single pure strategy.

Keywords: Differential Evolution, Coordination Game, Optimal
Strategy.

1 Introduction

This paper presents a new approach to find optimal strategies in the n-person
coordination games in the normal form. These kind of games are also called the
strategic form games in which every player has the finite set of the pure strategies
and the payoff function mapping each strategy profile (i.e. each combination of
strategies, one for each player) to a real number that captures preferences of the
player over the possible outcomes of the game. We consider only games in which
interests of the players are opposite and they do not cooperate. A basic feature of
the competition is that the final outcome depends primarily on the combination
of strategies selected by the adversaries. Many social or economical situations
have in common that there are a number of decision makers (also called players)
with various objectives involved, who for some reason do not cooperate and the
outcome depends only on the actions chosen by the different decision makers.
The simple game in the strategic form may be desribed as:

Γ = 〈N, {Ai},M 〉, i = 1, 2, ..., n (1)

where:

– N = {1, 2, ..., n} is the set of players;
– {Ai} is the finite set of strategies for the i-th player with m-strategies;
– M = {μ1, μ2, ..., μn} is the finite set of the payoff functions.

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 613–622, 2014.
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The strategy profile will be defined as follows: a = (a1, ...,an) for all players.
Moreover:

a−i = (a1, ...,ai−1,ai+1, ...,an), (2)

will be the strategy profile excluding the i-th player. The mixed strategy for the
i-th player will be denoted as:

ai = (P (ai1), P (ai2 ), ..., P (aim)), (3)

where P (ai1) will be the probability of chosing the strategy 1 by the player i.
The main problem in all game theory is finding the Nash equilibrium. In

general, the Nash equilibrium is a strategy profile such that no deviating player
could achieve a payoff higher than the one that the specific profile gives him:

∀i, ∀j μi(a) ≥ μi(aij , a−i), (4)

where i is the i-th player, j is the number of the strategies for given player,
μi(a) is the payoff for the i-th player for the strategy profile a and μi(aij , a−i) is
the payoff for the i-th player using strategy j against the profile a−i. The Nash
equilibrium is often considered as the optimal choice. We can specify a mixed
Nash equilibria which in the most of the situation are very difficult to find,
(opposite to a pure Nash equilibria). In this article we consider a very popular
coordination games in which there are many pure and mixed optimal strategies
(the Nash equilibrium). Multiple equilibria are common in economic models and
the cooperation game is example of a problem in which many optimal strategies
leads to increased difficulty.

We will show an approach which allows to find a mixed optima which are far
less popular than a pure optimal strategies. First we present a way to code the
probability distribution over the set of pure strategies for all players - this will
give us the genotype which will be decoded on the basis of the proposed fitness
function. Decoded value - the fenotype of the individual will be equal to the
distance between optimal mixed strategy and the actual strategy of the players.

The article is organized as follows: first we give some background related to the
coordination games, next we describe a main assumptions related to these games,
we shortly describe the Differential Evolution algorithm. In the section five we
give a detailed description of the proposed approach. We end with experiments
and conclusions.

2 Related Works

Finding the Nash equilibrium is not a trivial problem. There exist many mathe-
matical methods which are capable to find optimal set of strategies. One of the
state of the art algorithms is the famous Lemke Howson algorithm which is an
approach similar to the simplex method [9]. The large number of algorithms are
mainly focused on finding equilibria in the general types of the games. There
exists algorithms based on the support enumeration [4,13], algorithms for the
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games with large number of active strategies [15]. A separate class of the algo-
rithms is based on the computation of the pessimistic approximation of the Nash
equilibrium. Such algorithms give ε = 3

4 [6], ε = 1
2 [3] and ε = 0.3393 [20], where

ε means the maximum deviation from the optimal strategy for the worst player.
Of course all above methods focus on the finding the best approximation of the
Nash equilibrium, but there are many interesting concepts in the game theory
which are also very difficult problems. One of the most famous concepts in the
coordination games is the focal point concept firstly described by the Thomas
Schelling in the 1960 [16]. J. Mehta, Ch. Starmer and R. Sugden described the
focal point concept in pure coordination games [11]. The coordination games are
examples in which the main problem is to find the similar strategy for all in-
volved players - so it is communication problem in coordination games described
in [2]. One of the very popular methods used in the coordination games is so
called fictious play firstly described in 1951 by the G. Brown [1]. Another ap-
proach assumes that there are multiple fictious decisions that precede the real
choice [17]. On the other hand there is evidence, that some examples of the coor-
dination games cannot be resolved with the fictious play approach [5]. The most
articles related with the coordination games concern the theoretical approach
in which there are only two players which are using pure strategies. We give
example of the algorithm which is capable to find the approximate solution in
mixed strategies for the n-players.

3 Coordination Games

Coordination game is the special case of the strategic form game in which n-
players win only if they select the same pure strategy. The mathematical defini-
tion of the coordination game is the same, as the classical game in the strategic
form. On the fig. 1 a pure coordination game example is given.

Fig. 1. A pure coordination game

The above example is often used for the pure theoretical concept in which the
solution exists only if players use the same strategy. The coordination games are
the common class of games in which group of players must select the same option
(strategy). These games have at least n Nash equilibria in the pure strategies
(where in the classical random game the pure Nash equilibrium may not exist
at all). Such situation significantly affects the level of difficulty, because players
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do not know about prefered choice of the other players. There are two main
approaches used for solve such games. First is based on the mentioned before
the focal point (also called the Schelling Point [16]). Schelling asked subjects
to choose independently and without communication where in New York City
they would try to meet one another. Those who chose the same meeting location
as their partner would receive a positive (hypothetical) payoff, equal to that of
their partners and independent of the specific location. So the main idea in this
approach is to give players some kind of a hypothetical markup which should help
with making the decision. It is interesting, that without no particular reasons,
players more often choose the strategy which is marked up in some way.

There exist approaches based on the so called fictitious play (examples of
the articles related with the fictitious play were given in the previous section).
Unfortunately in the fictious play often there is additional assumption in which
before actual game there is a set of fictious moves which affect on the final
decision of the players.

We will try to give an approximate algorithm based on the different approach
in which main objective is to find the mixed optimal strategy. The mixed strategy
is the probability distribution over the set of pure strategies, so players will
choose the strategy from the set of active strategies. We will consider example
coordination games generated with the GAMUT [12]. It is the standard test suite
used in the game theory and it allows to generate different classes of games.

4 The Classical Differential Evolution

The Differential Evolution (DE) is a population based heuristic recently proposed
by Storn and Price [18] and deeply studied by Jouni Lampinen, Ivan Zelinka
[7,8,14], and others. Nowadays the DE has become one of the most frequently
used evolutionary algorithms for solving the global optimization problems. It
was used in many optimization problems: neural network train [10], filter design
[19] and many more. The pseudocode of the general DE algorithm:

1. Create the initial population of genotypes P0 = {X1,0,X2,0, ...,Xn,0},
2. Set the generation number g = 0
3. Until the stop criterion is not met:

(a) Compute the fitness function for every genotype in the population
{f(X1,g), f(X2,g), ..., f(Xn,g)}

(b) Create the population of trial genotypes Vg based on Pg

(c) Make crossover of genotypes from the population Pg and Vg to create
population Ug

(d) Choose the genotypes with the highest fitness function from population
Ug and Pg for the next population

(e) g = g + 1

The most important part which is capable to effectively improve performance
and accelerate the convergence of the algorithm is the mutation operator. Mu-
tation is a process that adds randomly-generated increments to the selected
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genes. It is applied first to generate a trial vector, next this vector is used in the
crossover procedure. Note that the mutation is successively subjected to each
genotype within the population. The population generated after the mutation is
called the trial population V . The most popular strategy denoted by abbrevia-
tion DE/rand/1/ generates the individual by adding the weighted difference of
two points:

∀i, ∀j Vi,j = Pr1,j + F · (Pr2,j − Pr3,j).

An individual Pr1,j is denoted as a target vector. (Pr2 −Pr3) is the differential
vector created from the two random individuals Pr2 and Pr3 . Moreover F is
the mutation parameter. The crossover schema is used as the additional genetic
operator which allows to combine individuals from the parent population P and
trial population V . A selection schema used in this algorithm guarantees that
individuals promoted to the next generation are not worse than individuals in
the actual generation.

∀i,P ∗
i =

{
U i when f(U i) ≤ f(P i),
P i in other case,

where P ∗ is the individual in the next generation, f() is the fitness function. This
selection schema is similar to the greedy algorithm, in which only the best solu-
tions are promoted to the next stage of the algorithm. The core of the proposed
solution is the fitness function, which will be described in the next section.

5 Proposed Approach

Our goal is to calculate approximate optimal strategies for a randomly generated
coordination game for n players. It is obvious that in any coordination game
the mixed Nash equilibrium will not be the Pareto equilibrium. The Pareto
equilibrium gives all players the maximal possible payoff. In this type of games,
all mixed equilibria are dominated by a pure equilibria. It means that any pure
Nash equilibrium will give players the higher payoff than the mixed equilibrium.
On the other hand, in the n players games approximate mixed Nash equilibrium
has a much greater chance for selecting than pure Nash equlibrium. Our approach
assumes, that we will focus only on the mixed strategy profile and take into
account the probability, that will not guarantee high expected payoff for all
players.

Genotype of a single individual includes probability distributions over the set
of pure strategies for all players. A simple example with only two players and
three pure strategies is shown on the fig. 2.

The main concept in the proposed fitness function calculation is dependency
between optimal strategies of all players in the coordination game. In such case
all payoffs are equal. In any other strategy profile payoffs are different. We add
second condition: sum of all probabilities over the set of pure strategies for every
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Fig. 2. The single individual genotype

player must be equal to 1.

f1 =

n∑
i=1

n∑
j=1

c· |ui − uj|; i �= j (5)

where ui is the payoff for the i-th player, and c is constant value. Additional
probabilities dependency is given below:

f2 =

n∑
i=1

|1−
m∑
j=1

P (aij)| (6)

f1 means the maximal deviation from the optimal strategy - in other words, the
worst case scenario. f2 means that in the beginning of the algorithm all genes
in the individual genotype are values randomly selected from the range 〈0 : 1〉.
Over the time each genotype should represent probabilities values over the set
of strategies. Finally we add some penalty function for pure equilibria:

∀i, f3 =

{
f3 + c if g[i] = 1,
f3 in other case,

where g[i] is the i-th gene in the genotype. Sum of all above functions is the
fitness function:

f = f1 + c· f2 + f3.

c constant in both above equations is used to add some penalty value. The fitness
function equal to 0 is identified as global optimum.

6 Experiments

The main goal for this article is to show, that the Differential Evolution is ca-
pable to give a set of solutions in the n players coordination games. There are



Finding Optimal Strategies in the Coordination Games 619

many algorithms based for example on the fictious play in which an optimum
in pure strategies is known, and the only problem is the way to select the strat-
egy. These algorithms are mainly used for the games with 2-players and small
number of strategies. In this article the main problem is the calculation of the
mixed optimal equilibrium, which may be later used for example in the fictitious
play. As it was mentioned before, we generated a coordination games on the
basis of the GAMUT program. All generated games had solutions in the pure
and mixed strategy profiles. The number of players ranged from 3 to 5 players.
The number of pure strategies was always equal to number of players and all
payoffs were normalized. We generated 10 different games for every size (3, 4
and 5 players games). The experiment was repeated 30 times. In the Differential
Evolution algorithm we used the classical mutation schema described in the pre-
vious section with the mutation factor equal to 0.7, and the binomial crossover
with the crossover parameter CR value equal to 0.5. The population size was
set to number of players times number of pure strategies.

First of all, we calculated the ε values for different games. ε in the Nash
equilibrium calculation problem means the maximal deviation from the optimal
strategy. In the other words ε is the distance from the global optimum. The
results for the 3-players games may be seen on the fig. 3. At the boxplot we can
see the minimum, maximum, average and median values for 10 different games.
In every case the median value was lower than 0.1.

Fig. 3. ε values for different types of the coordination games. a) 3-players games, b)
4-players games, c) 5-players games
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4-players games seem to be much more complicated. The genotype size in this
case was 16 elements long and the median values for the ε value were in the
range [0.2, 0.4]. For a few games there were results far more worse than ε equal
0.5, but those are just outliers and do not impact singificantly on the overall
results. Finally, the same boxplot for the 5-players games may be seen on the 3.
These results are surprisingly good. They seem to be very similar to the results
obtained for the 4-players games, but in this case ε values are more repetitive.

The second part of the experiments was to calculate the average, minimum,
maximum, median and standard deviation payoff values for different size of the
games. Our goal was to push towards the Pareto Nash equilibrium, so large
payoff value was more desirable. In the tab. 1 we give all calculated values. As
we can see, these values differ a lot from each other.

A short tab. 1 summary may be seen on the fig. 4. Interesting fact is that
there were any additional functions used in the fitness function to, in some way,
increase the payoffs. In the case of the 3-players games, results are very good.
Payoffs are normalized, so the theoretical maximum payoff value is equal 1. Of
course we cannot assume, that there exist an equilibrium with payoff equal 1 so

Table 1. Payoff values for different size of coordination games

3-players games Minimum 1-quartile Median 3-quartile Maximum average Standard deviation
game1 0.449 0.596 0.680 0.717 0.901 0.668 0.151
game2 0.004 0.346 0.416 0.627 0.927 0.465 0.237
game3 0.077 0.455 0.561 0.721 0.839 0.554 0.231
game4 0.302 0.387 0.541 0.675 0.955 0.566 0.218
game5 0.582 0.632 0.647 0.713 0.902 0.678 0.093
game6 0.016 0.408 0.436 0.492 0.651 0.427 0.166
game7 0.258 0.381 0.439 0.550 0.803 0.475 0.139
game8 0.054 0.642 0.667 0.736 1 0.691 0.219
game9 0.235 0.341 0.395 0.664 0.674 0.413 0.124
game10 0.352 0.390 0.457 0.632 0.864 0.494 0.152

4-players games Minimum 1-quartile Median 3-quartile Maximum Average Standard deviation
game1 0.223 0.273 0.301 0.317 0.717 0.323 0.099
game2 0.005 0.284 0.306 0.337 0.916 0.332 0.154
game3 0.018 0.348 0.395 0.456 0.785 0.408 0.222
game4 0.089 0.328 0.355 0.398 0.486 0.353 0.083
game5 0.001 0.392 0.427 0.461 0.709 0.417 0.152
game6 0.013 0.231 0.275 0.313 0.375 0.238 0.109
game7 0.033 0.273 0.308 0.35 0.6 0.3 0.138
game8 0.002 0.304 0.354 0.372 0.501 0.319 0.122
game9 0.052 0.262 0.310 0.345 0.644 0.345 0.165
game10 0.014 0.291 0.343 0.386 0.751 0.367 0.145

5-players games Minimum 1-quartile Median 3-quartile Maximum Average Standard deviation
game1 0.009 0.254 0.262 0.271 0.281 0.246 0.066
game2 0.003 0.251 0.260 0.270 0.283 0.232 0.083
game3 0.089 0.227 0.242 0.253 0.634 0.249 0.119
game4 0.003 0.280 0.290 0.294 0.376 0.271 0.098
game5 0.037 0.268 0.277 0.296 0.398 0.266 0.095
game6 0.003 0.233 0.243 0.279 0.323 0.212 0.113
game7 0.225 0.267 0.282 0.292 0.314 0.279 0.025
game8 0.222 0.259 0.272 0.281 0.292 0.266 0.022
game9 0.017 0.244 0.249 0.256 0.284 0.231 0.076
game10 0.162 0.215 0.284 0.313 0.643 0.267 0.074
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Fig. 4. 3-person games - payoffs

results above 0.5 are very good. On the other hand, the same results obtained
for the 4 and 5-players games are much lower.

7 Conclusions and Future Work

The Differential Evolution is a universal method capable to solve different con-
tinuous and discrete optimization problems. In this article we presented the
game theory problem, which can be easily transformed into the continuous func-
tion optimization problem. Appropriate coding leads to the simple genotype,
where each gene is limited to the range [0, 1]. The best obtained results are very
promising, although there is still much room for improvements. Unlike other
mathematical optimization methods, the proposed approach is capable to give
the set of solutions in the single algorithm run which is very desirable especially
for the games with number of players greater than 2.

The Differential Evolution algorithm allows to obtain a very good results
in the problem of finding optimal strategies in the coordination games, but we
should remember, that it is only a part of the problem. It could be interesting, to
answer the question, if the mixed equilibria in coordination games for n-players
could be used as the alternative strategies opposite to classical pure strategy
equilibria.
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Abstract. This paper presents how techniques such as evolutionary al-
gorithms (EAs) can optimize complex cryptanalysis processes. The main
goal of this article is to introduce a special algorithm, which allows ex-
ecuting an effective cryptanalysis attack on a ciphertext encoded with
a classic transposition cipher. In this type of cipher, the plaintext let-
ters are modified by permutation. The most well-known problem, which
is often solved with optimization techniques operating on a set of per-
mutations, is the Travelling Salesman Problem (TSP). The mentioned
algorithm uses a specially prepared function of assessment of the indi-
viduals with a set of genetic operators, used in the case of TSP problem.

Keywords: cryptanalysis, evolutionary algorithms, TSP, crossover,
cryptology.

1 Introduction

Currently, restrictions based on the access control for chosen users or simple au-
thentication, do not provide sufficient security. The danger of intercepting such
data as logins and passwords, which leads to uncontrollable access, can be identi-
fied by software engineers or database administrators of a system. The technique
that may be of use here is cryptography, that is, the science of encrypting and
decrypting information. Its purpose is not only to obscure a message, but to
transform it in such a way that it is readable only to the sender and recipi-
ent. With the rise of cryptography, cryptanalysis was born that objective is to
decipher information without knowing the key and searching for any bugs and
oversights in cryptographic systems. It is worth mentioning that there are Polish
references in the cryptanalysis’s history. The Enigma machine, used by Germans
to send secret messages, was cracked by the Poles and then transferred to the
British intelligence. Cryptanalysis processes are not the simplest and the fastest
ones. Their operation time is long and their memory requisition is very high. In

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 623–632, 2014.
c© Springer International Publishing Switzerland 2014

http://ii.us.edu.pl/en
http://www.future-processing.com


624 U. Boryczka and K. Dworak

view of these criteria, any kind of optimization methods for these processes can
be very useful. One of the best techniques to be mentioned is the use of EA.
Techniques based on artificial intelligence are gaining popularity in the com-

puter security. Over the past few years, there have been many publications like
Simulated Annealing or Particle Swarm Optimization which concern the ap-
plication of various evolutionary in order to optimize currently applied ciphers
(e.g. generating cases with sub-keys of very good cryptographic properties, also
known as the S-blocks) or cryptographic systems (e.g. developing new, origi-
nal cryptanalysis attacks, focusing directly on the given encryption algorithm).
There is growing interest in the computer security community towards evolu-
tionary computation (EC ) techniques as a result of recent successes, but there
is still a number of open problems in this field that should be addressed.
The next section of this paper is the presentation of basic information on EAs

and a survey concerning the previous study on the use of certain evolutionary
techniques in cryptanalysis. The third section contains basic information on
cryptography and the transposition cipher. In the next section, the basics of
cryptanalysis and frequency analysis are presented, followed by the example
of an attack [1]. The fifth section contains the observations, results and test
comparison of the presented attack [1] and its modifications. The last section is
a summary of this study.

2 Popularity of Evolutionary Algorithms

In 1998, Andrew John Clark [4] presented positive results of his research on
cryptanalysis of cyphertexts, based on classic ciphers supported by such tech-
niques as Tabu Search, simulated annealing or EA. A thesis written by Bethany
Delman presented many examples of using EAs in cryptanalysis [7]. Laskari I
Meletiou and other scientists suggested the attack on the simplified version of
DES with the use of the Particle Swarm Optimization method, which turned
out successfully [13]. Toemh and Arumugam presented a modification of the
cryptanalysis attack on a classical transposition cipher using EAs [18]. Wafaa
A. Ghonaim based her dissertation on evolutionary techniques like Ant Colony
Optimization, Artifical Neutral Networks or Particle Swarm Optimization in
cryptanalysis on the example of the DES standard [8].
EA is a simple randomized algorithm generating a population of P (t) indi-

viduals in the t iteration of the algorithm [14]. The individual, represented by a
special data structure, presents a single possible solution to the given problem
[14]. Every solution is assessed by special fitness function [14]. Some units will
be chosen by means of crossover and mutation to create the next population of
possible solutions [9].
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3 Information Safety – Cryptography

The main task of the cryptographer is to encode and decode some information
(for example data located in the database or the content of a confidential docu-
ment) using simple mathematical operations, like addition or transposition [12].
Cryptography obscures the message content, not information about its existence
[16]. Even if the attacker obtains part of the data, he is not able to read it,
because they are completely ineligible to him.
Encryption involves converting the text in such a way that is not readable.

In most cases cryptography is carried out by using two keys, the encryption key
K1 and the K2 decryption key. By using a suitable decryption key the person
receiving the message is able to recover the original, legible information.
In this paper, a classic transposition cipher is used as example. Each plaintext

sign is exactly one sign in the cryptogram. Marks remain the same, and only
the order is modified. The message is written into the table with a width equal
to the length of π (Table 1). The table must be fully completed. If the message
does not completely fill it in, additional random signs can be added.

Table 1. Transposition cipher - encryption process

5 2 3 7 1 6 4

t o b e o

r n o t t

o b e t h

a t i s t

h e q u e s

t i o n e a d

Then we create the ciphertext. If the signs in the table are read according to
the number of columns from top to bottom, a ciphertext is produced:

ET SUEO TEI NB OOTHTSDTROAHT T EABOEIQN

The drawn signs have been underlined. The process of decrypting the cipher-
text is not complicated. It is based on an inverse operation. By knowing the
key we can complement the content of the table by filling in the part of the
ciphertext in the respective columns. We are then able to read the message by
following the table from left to right.
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4 Decrypting without a Key – Cryptanalysis

Cryptanalysis is the science of deciphering a plaintext without knowing the key
[16]. In most cases, the main goal of the attacker is to obtain the decryption key
[17]. One of basic concepts of cryptanalysis is frequency analysis. This involves
counting the frequency of all signs in the selected ciphertext and then creating
a ranking of the most common symbols [2]. A comparison is made between
the distribution of the ciphertext symbol and comparable text. This way the
attacker tries to infer the cryptogram equivalents of the signs. Frequency analysis
does not mean only checking the individual signs. The notation n-gram is often
used. It is based on the fact that we search for the prevalence of two-character,
digram/bigrams, or three-character, trigrams, pieces of text and then compare
the frequency of their occurrence in a natural language, such as English [11].
When using EC in the field of cryptanalysis, the main issue is how to define

a fitness used to find the best keys. In 1988 Andrew John Clark [4] presented
an interesting method based on n-grams which was used to compute a fitness
function’s value. An attacker receives the encrypted message and the key’s length
by which it is encoded. The initial population is made by generating a random
permutation of the key length. The fitness function value is calculated based on
the following:

Ff = β ·Σi,j∈A|Kb(i,j) −Db(i,j)|+ γ ·Σi,j,k∈A|Kt(i,j,k) −Dt(i,j,k)| (1)

where:
A - the language alphabet,
i, j, k - next indexes of the message,
Ff - the fitness function,
K - known language statistics,
D - the frequency of occurrence in the decrypted text,
b, t - the indices to denote bigram/trigram statistics,
β, γ - weight parameters, determining the priority of the statistics (the con-

dition β + γ = 1 must be fulfilled).

The unigrams statistics are completely omitted here. A transposition cipher
has the same number of signs before and after the encryption process. Compar-
ing these statistics does not make sense, thus it can be left out [4]. The value of
the fitness function is based on the incidence of n-grams in the decrypted text.
The total sum of bigrams and trigrams is subtracted from the known language
statistics. In addition, there are two parameters, beta and gamma, allowing to
assign the weight which determines the usefulness of this statistic, i.e. of n-gram.
In some cases, calculating the bigrams may be sufficient and more effective. Tri-
grams increase the algorithm’s complexity to O(K3) + O(n), where K is the
alphabet size and n is the length of the message. The smaller value of the func-
tion suggest that the differences between the statistics and the decrypted text
are insignificant. It can thus be concluded that the correct description key has
smallest possible value of the function. Due to the additional random signs gen-
erated during the encryption process, obtaining the value 0 becomes practically
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impossible. The classical cryptosystems, nowadays entirely broken, had a general
property where the real key producing the encryptions/decryptions was close to
original ciphertext/plaintext. This significantly aided in defining the fitness func-
tions. Modern ciphers do not exhibit this property. This is a major problem and
the reason behind the relative lack of applications of these heuristic techniques
into modern cryptosystems, where while testing a key that has 255 right bits
out of 256 (99.6 correct). The resulting plaintext would then appear completely
random due to a property that has been named the Avalanche Effect.
Article [1] presents an example of cryptanalysis attack on a classic transposi-

tion cipher based on EAs, hereinafter referred to as “the original attack”. The
same fitness function as the one used by Clark is presented here.
The steps of the presented operator are shown in Fig. 1.

Fig. 1. Original attack’s crossover [1]

The intersection point is chosen at random. In the case of the first parent, if
the right part is cut off, then the second parent’s left part is cut off as well. In
the next step, the separated fragment is sorted in the order set out by the second
parent, and then added to the potential offspring. Finally, the sorted fragment
is moved to the other side of the offspring according to the intersection point.
The mutation operator transfers the whole string one position to the left.
The details on the aforementioned algorithm are presented in the paper [1].
One of the most popular tasks connected to EA is the TSP problem. Its aim

is to find an optimal route with visiting an n number of cities only once so as
to the total route will be possibly short [3]. The set of solutions in this task is a
set of permutations of n cities, where each permutation is the solution [14]. The
size of the set is n! [14].
The set of solutions of the transposition cipher, as in the TSP problem, is a set

of key permutations used to decode the ciphertext. The size of this population
is determined by the number of columns of the table mentioned in the previous
section. Undoubtedly, we can apply genetic operators here, specially dedicated
for permutation problems used to find the shortest route in the graph. The most
popular types of crossover in the TSP problem are PMX, OX and CX [9].
The PMX crossover has been described by Goldberg and Lingle [10]. At first,

it assumes a subroute between two randomly chosen intersection points should
be outlined, which are next exchanged between the offsprings. In the next step,
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other genes not appearing in the offspring are exchanged, based on the outlined
subroutes. The rest of the genes of an individual are filled with unused alleles.
Another method of crossover between chromosomes is the CX crossover [15].

A newly created individual comes from only one of the parents. The first offspring
is created by taking only the gens of the first parent. Every point is outlined from
the same parent based on the corresponding (according to the position) point in
the second parent. This is how a cycle is made. When the point already existing
in the offspring chromosome is reached, the cycle is closed and another unused
point of the parent is taken.
The last type of crossover mentioned in this study is the OX crossover. It has

been developed by Davis [5]. At the beginning, a subroute is outlined in every
parent, which is automatically copied to the offspring. Next, starting from the
second intersection point of one of the parents, gens of the second parent are
copied in the same order, excluding the symbols appearing in the offspring. This
crossover is presented in Fig. 2.

Fig. 2. Original OX crossover

It was decided to implement two recently presented modifications of the OX
crossover operator [6], hereinafter referred to as OX4 and OX5 operators.
In the OX4 modification, the intersection points of the parents are changed

in a way that they could appear in various places in the chromosomes [6]. Ad-
ditionally, the sizes of the newly outlined substrings can be of various lengths.
The rest of the operations were untouched as in the OX crossover. The OX4
crossover example is shown in the Fig. 3.

Fig. 3. Modification of OX - OX4 crossover

The OX5 crossover comes down to outlining 4 points (2 pairs) of intersections
in chromosomes in a way, that two subroutes of various lengths are created [6]
Then we proceed analogically with the classic the OX crossover.
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The PMX, CX and OX5 crossovers obtained poor results so they are com-
pletely omitted in this study.

5 Experiments and Results

This section presents a comparison of the original attack with a set of further
modifications based on subsequent crossover operators presented earlier. All the
parameters are shown in Table 2. Algorithms were implemented in C# program-
ming language and tested on a PC with a processor of core frequency 3.4GHz
and 4GB RAM memory. The tested texts contain around 4000 signs.

Table 2. Parameters of the evolutionary algorithms

Number of Iterations Unlimited (time limit to 5 minutes)
Crossover’s Probability 0.7
Mutation’s Probability 0.25
Selection’s Type roulette wheel method

β, γ 0.5

While testing the transposition’s cipher cryptanalysis, the minimum value
(Ff (MIN)) always coincided with the best population. This function counts the
number of inconsistencies that arise with respect to the occurrence of digrams
and trigrams between English and the decrypted message. It can be concluded
that the smaller the value of the function for a particular individual, the more
reliable the solution is. It was decided to select only the most interesting tests.

Table 3. Results obtained in the original attack [1]

ID N KL Ff (MAX) Ff (MIN) Ff (Median) Iteration Time
10 300 11 4160 3057 3660 9 00:28
14 400 13 4336 3054 3700 9 00:39
17 450 15 3919 3055 3444 16 01:15
24 600 17 3984 3049 3380 25 02:05
29 1000 19 3880 3058 3383 26 03:50

where:
ID - identity of a single test,
N - number of solutions in the population,
KL - key’s length,
Ff (MIN)/Ff (MAX) - the best/worst value in the population,
Ff (Median) - median value adjustment of individuals in the population,
Iteration - number of the iteration which found the best solution,
Time - duration of the algorithm (for finding the correct key).
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When analyzing the convergence graphs in Fig. 4 and results presented in
Table 3 and Table 4 it can be easily seen that crossover operator originating
from the TSP problem [5], has a positive influence on the speed and accuracy
of the algorithm.

Table 4. Results obtained in the evolutionary attack with OX Crossover

ID N KL Ff (MAX) Ff (MIN) Ff (Median) Iteration Time
10 300 11 4620 3057 3900 9 00:27
14 350 13 4587 3054 3720 11 00:32
17 400 15 4190 3055 3590 16 01:06
24 500 17 4025 3049 3237 21 01:36
29 600 19 3737 3058 3238 37 03:22

If we compare Table 3 and Table 4 we can notice that the OX crossover
requires smaller population, so algorithm needs fewer individuals to find perfect
solution. Comparing the convergence charts presented in Fig. 4 we can observe
that the OX crossover attack quickly stabilized (in 12th iteration).

Fig. 4. Convergence’s chart for test 29 for original attack (left) and the OX (right)

Later, it takes around 15 iterations to find valid decryption key using muta-
tion. However, presented modification of original [1] attack works faster and uses
60-90% individuals of previously proposed attack (depends on the key’s length).
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Table 5. Results obtained in the evolutionary attack with the OX4 Crossover

ID N KL Ff (MAX) Ff (MIN) Ff (Median) Iteration Time
19 150 11 4439 3057 3818 10 00:16
14 300 13 4491 3054 3705 13 00:33
17 400 15 4160 3055 3640 14 00:56
24 400 17 4360 3049 3680 18 01:12
29 400 19 4060 3058 3440 23 01:30

Results presented in Table 5, Table 4 and in Fig. 5 represent modification
that uses the OX4 crossover. For each presented case, regardless of the length of
the decryption key, only 400 individuals were required to find an ideal solution
of the problem. Due to such a small population the proper decoding key could
be found even 2-3 times faster than in the case of the original attack.

Fig. 5. Convergence’s chart for test 29 for the OX (left) and the OX4 (right)

Analysing the above charts, we can easily notice that the OX4 attack obtained
convergence during 2 - 3 iterations then immediately found a better solution.

6 Conclusion and Future Work

Experiments and results presented in the previous sections showed that EAs
can be successfully used in classic cryptanalysis. It was proved that applying
solutions commonly used in other kinds of problems such as the TSP problem,
have positive influence on improving cryptanalytic processes.
One might wonder how a change of the crossover’s probability will affect the

algorithm or how attack will handle other types of crossovers like EAX, PX or
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EX. Perhaps further studies devoted to their mutation could improve the quality
and speed of the results that have been obtained so far.
Positive results achieved by using the presented algorithms closely connected

to TSP justify the application of EAs in traditional cryptanalysis, which has a
positive influence on optimizing the algorithm. EAs open new possibilities for
further research in this field, which undoubtedly pave the way for works in this
discipline of study.
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Abstract. Many strategies of content-based indexing have been proposed to 
recognize sports disciplines in sports news videos. It may be achieved by player 
scenes analyses leading to the detection of playing fields, of superimposed text 
like player or team names, identification of player faces, detection of lines 
typical for a given playing field and for a given sports discipline, recognition of 
player and audience emotions, and also detection of sports objects and clothing 
specific for a given sports category. The analysis of TV sports news usually 
starts by the automatic temporal segmentation of videos, recognition, and then 
classification of player shots and scenes reporting the sports events in different 
disciplines. Unfortunately, it happens that two (or even more) consecutive shots 
presenting two different sports events although events of the same discipline are 
detected as one shot. The strong similarity mainly of colour of playing fields 
makes it difficult to detect a cut. The paper examines the usefulness of player 
detection methods for the reduction of undetected cuts in temporally aggregated 
TV sports news videos leading to better detection of events in sports news. This 
approach has been tested in the Automatic Video Indexer AVI. 

Keywords: content-based video indexing, TV sports news analyses, sports 
video categorization, temporal segmentation, undetected cuts, scene detection, 
temporal aggregation, news headlines, player detection, AVI Indexer. 

1 Introduction 

Sports videos are the most frequently viewed videos on the Web. Effective retrieval 
of video data cannot be achieved using standard text indexing and retrieval 
procedures. More sophisticated content-based video indexing and retrieval methods 
should be applied. The main goal of research and experiments with sports videos is to 
propose and develop automatic methods such as automatic detection or generation of 
highlights, video summarization and content annotation, player detection and 
tracking, action recognition, ball detection and tracking, kick detection such as 
penalty, free, and corner kick, replay detection, player number localization and 
recognition, text detection and recognition for player and game identification, 
detection of advertisement billboards and banners, authentic emotion detection of 
audience, and so on. Because of a huge commercial appeal sports videos became 
nowadays a dominant application area for video automatic indexing and retrieval. 
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Many approaches proposed for automatic video indexing [1-3] are based on a 
video structure. A video is composed of different structural units such as: acts, 
episodes (sequences), scenes, camera shots and finally, single frames [4]. The most 
general unit is an act. So, a film is composed of one or more acts. Then, acts include 
one or more sequences, sequences comprise one or more scenes, and finally, scenes 
are built out of camera shots. The main structural, basic elements of a video are 
scenes and shots. A scene is defined as a group of consecutive shots sharing similar 
visual properties and having a semantic correlation – following the rule of unity of 
time, place, and action. A shot is usually defined as a continuous video acquisition 
with the same camera, so, it is a sequence of interrelated consecutive frames recorded 
contiguously and representing a continuous action in time and space. A shot change is 
when a video acquisition is done with another camera. The simplest and the most 
frequent way to perform a change between two shots is called a cut. In this case, the 
last frame of the first video sequence is directly followed by the first frame of the 
second video sequence. The process of the detection of shot changes present in the 
video sequences, the process of segmentation a sequence of video frames is called 
temporal segmentation of a video. 

There are many proposed methods of temporal segmentation and they are still 
evolving and improving [1-3] because their high efficiency promote the efficacy of 
the next steps of content-based video indexing process. In our research on temporal 
aggregation [5] of TV sports news and video categorization very efficient temporal 
segmentation methods are desirable. The main purpose of sports news processing is to 
categorize sports video shots and scenes in TV sports news. This processing should 
take into account that shots in news are relatively short and they come from various 
sports. Furthermore, studio discussions, commentaries, interviews, charts, tables, 
announcements of future games, discussions of decisions of sports associations, etc., 
so non-sports parts are presented at the same broadcasted news. Due to the automatic 
categorization of sports events videos can be automatically indexed. The retrieval of 
individual sports news and sports highlights such as the best or actual games, 
tournaments, matches, contests, races, cups, etc., special player behaviours or actions 
like penalties, jumps, or race finishes, etc. in a desirable sports discipline becomes 
more effective. 

The temporal aggregation method [5] detects and aggregates two kinds of shots: 
sequences of long studio shots unsuitable for content-based indexing and player scene 
shots adequate for sports categorization. A player scene is a scene presenting the 
sports game, i.e. a given scene was recorded on the sports fields such as playgrounds, 
tennis courts, sports hall, swimming polls, ski jumps, etc. All other non-player shots 
and scenes usually recorded in a TV studio such as commentaries, interviews, tables, 
announcements of future games, discussions of decision of sports associations, etc. 
are called studio shots or studio scenes. Studio shots are slightly useful for indexing 
and therefore can be rejected. It was observed that the studio scenes may be even two 
thirds of TV sports news. The temporal aggregation method leads to the rejection of 
non-player scenes before starting content analyses and then to the significant 
reduction of computing time and providing more effective analyses. 
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The tests have shown that applying the temporal aggregation method it was 
possible to reject about half of video material and despite this almost all sports scenes 
reported in TV sports news have been indexed. The temporal aggregation efficacy 
would be better if we could detect cuts also in the sequence of shots from different 
sports events but of the same sports discipline. It happens for example in headlines of 
TV sports news very useful for indexing purposes. Headlines are regarded as a 
summary of sports news [6, 7]. In headlines a series of several single shots of soccer 
games (mainly after the games of the UEFA Champions League or FIFA World Cup 
qualifications) is very often presented. Because of a strong similarity (colours, 
histograms, lightings etc.) of these scenes it happens that they are detected as one 
scene. The playing fields are very similar in these scenes but players differ, mainly 
player’s clothing. This difference can be applied to improve the results of temporal 
segmentation and in consequence to improve scene detection. 

The paper is organized as follows. The next section describes some related works 
in the area of automatic player detection methods. The principles of the temporal 
aggregation are outlined in the third section. The forth section presents the 
experimental results obtained in the AVI Indexer of the player detection in TV sports 
news videos. The object recall as well as pixel recall are also analyzed in this section. 
The improved temporal segmentation based on comparison of colour of player’s 
clothing is proposed in the fifth section. The final conclusions and the future research 
work areas are discussed in the last sixth section. 

2 Related Works 

There has been much research carried out in the area of automatic recognition of 
video content and of visual information indexing and retrieval. Different solutions 
have been proposed for player or other objects detection. For example a scheme to 
detect and locate the players and the ball on the grass playfield in soccer videos has 
been proposed in [8]. A shape analysis-based approach was applied to identify the 
players and the ball from the roughly extracted foreground, which was obtained by a 
trained colour histogram-based playfield detector and connected component analysis.  

Then a player segmentation methodology for videos of soccer games has been 
presented in [9], by applying such algorithms as dominant colour region detection, as 
well as referee and player identification. Many other works and tests have been 
performed with soccer video. In [10] a method is described to perform automatic 
multiple player detection, unsupervised labelling and efficient tracking in broadcast 
soccer videos. Player detection is achieved by combining the ability of dominant 
colour based background subtraction and a boosting detector with Haar features. 
Hundreds of player samples with the player detector have been collected, and learn 
codebook based player appearance model by unsupervised clustering algorithm. A 
player can be recognized as player of one of two teams, referee, or outlier. The 
learning procedure can be generalized to different videos without additional 
processes. Based on detection and labelling, multiple player tracking with Markov 
chain Monte Carlo (MCMC) data association was performed. 
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The methods presented in [11] aim at detecting and recognizing players on a sport-
field, based on a distributed set of loosely synchronized cameras. Whereas, the system 
presented in [12] is based on the combination of histogram of oriented gradients 
(HOG) descriptors and linear support vector machine (SVM) classification. The 
proposed detection system incorporates a dominant colour based segmentation 
technique of a football playfield, a 3D playfield modelling algorithm based on Hough 
transform and player tracking algorithm. The goal of the method proposed in [13] was 
to identify regions that perform certain activities in a scene. Using a tracking method 
a classification of these regions to active or static was performed. Then in [14] a 
method has been presented to represent the player’s action on the panoramic 
background. This method was effective for the sports video like diving, jumps, which 
the player performs his or her action in a large arena, and the camera motion mainly 
includes horizontal and vertical direction. 

3 Scene Detection by Temporal Aggregation 

The temporal aggregation method enables us to detect and to aggregate two kinds of 
shots: sequences of long studio shots unsuitable for content-based indexing and player 
scene shots adequate for sports categorization. It has two main advantages. First of all 
it detects player scenes, therefore the most informative parts of videos. Then, it 
significantly reduces video material analyzed in content-based indexing of TV sports 
news because it permits to limit indexing process only to player scenes. Globally, the 
length of all player scenes is significantly lower than the length of all studio shots. 

The temporal aggregation is specified by three values: minimum shot length as 
well as lower and upper limits representing the length range for the most informative 
shots. The values of these parameters was determined basing on the exhaustive 
analyses of TV sports news and the analyses of their high-level structure.  

Very short shots including single frames are relatively very frequent. Generally 
very short shots of one or several frames are detected in case of dissolve effects or 
they are simply wrong detections. The causes may be different. Most frequently it is 
due to very dynamic movements of players or of a camera during the game, as well as 
due to light flashes during the interviews. These extremely short shots resulting from 
temporal segmentation are joined with the next shot in a video. So, the first two steps 
of the temporal aggregation of shots also leads to the significant reduction of wrong 
cuts incorrectly detected during temporal segmentation. 

As the result of the temporal aggregation of shots we receive the sequences of 
shots of the lengths between two a priori defined values. Furthermore, all sequences 
of shots are separated always by only one very long studio shot. In such a case every 
sequence of shots can be treated as a pseudo-scene (Fig. 1). 

 

Shot1 Shot2 Shot3 Shot4 
LONG 

STUDIO 
SHOT 

Shot5 Shot6 Shot7 
LONG 

STUDIO 
SHOT 

 PSEUDO-SCENE1 PSEUDO-SCENE2 

Fig. 1. Pseudo-scene set as the result of the temporal aggregation of shots 
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Unfortunately, it happens that two shots are detected as only one shot (cut is not 
detected) most frequently if these shots of different scenes are of the same sports 
disciplines. The main difference between these two shots easy observed by humans is 
the colours of player’s clothing. So, the player detection methods can be useful to 
solve this problem. Undetected cuts diminish the efficacy of the temporal aggregation 
because shots become longer, and therefore may be treated as non-informative part of 
a video after its temporal aggregation. 

4 Detection of Player Fields and Players  

The process of the detection of player fields and players and its usefulness for the 
improvement of scene detection has been tested in the AVI Indexer [15]. 

The first step of the procedure implemented was the detection of the area where 
foreground objects can be expected. This area in the case of sports videos is a player 
field such as soccer playing field or tennis court, etc. At the beginning the number of 
colours in a analyzed frame was reduced to only eight basic colours. Then the 
dominant colour was chosen. As the dominant colour the most frequent colour was 
taken. The area belonging to the playing field was determined by the pixel of the 
dominant colour. In this area the players have been detected in the next step. 

 

 

Fig. 2. Examples of a soccer playing field and a tennis field detected 
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Three methods of foreground objects have been implemented in the AVI Indexer: 

• pixel blocs detection method (based on [16]), 
• Gaussian mixture model based method (based on [17]), 
• Bayes decision rule based method (based on [18, 19]). 

Some additional problems had to be solved. These methods enabled us to detect 
not only foreground objects but also lines of playing fields. The lines were removed 
using the Hough transform [20]. Next, there have been great differences in the 
performance of these methods depending if the frame was recorded as a wide view or 
a close-up view. Our conclusion is that these two kinds of frames should be analyzed 
by different algorithms. In our research wide view frames have been more interesting 
because the undetected cuts are mainly observed between the wide view shots. 

The tests have been performed with four TV sports news from the video data base 
used also in other experiments of the AVI Indexer project. Three of them have been 
treated as the training set and the forth sports news has been analyzed to check the 
usefulness of foreground object detection methods for further video analyses. All 
tested videos were segmented in the AVI Indexer and the numerous analyses were 
conducted to designate the best parameters for the TV sports news videos with special 
characteristics adequate for the video editing style as well as for specificity of sports 
videos. The characteristics of the training video set is presented in Table 1 and 2. 

Table 1. Shots in training set 

 
Number 

of analysed 
shots 

Number of 
frames in 

analysed shots 
Sport categories 

Additional 
information 

Video 1 7 930 
cross-country skiing (1), 
ski jumping (1), 
soccer (3), basketball (2) 

wide views (7) 

Video 2 17 2127 
ski jumping (1), 
soccer (14), hockey (2) 

wide views (13), 
close-up views (4) 

Video 3 12 1492 soccer (12) wide views (12) 

 
The verification of the efficiency of the objects/player detection methods has been 

performed using two measures: 

• number of objects detected in the foreground, 
• number of pixels belonging to the foreground objects. 

The first measure reflects how many objects of the foreground are detected, 
whereas, the second one verifies if the whole object of the foreground is detected. To 
verify the efficiency of the detection methods and to calculate these two measures the 
real values have been manually determined. Table 3 presents the detailed results of 
object detection.  
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Table 2. Detailed data of shots in a testing video 

Frame 
number 

Duration
[mm:ss:ms] 

Number 
of frames 

Sport category Additional information 

1 00:07:88 197 hockey close-up view of players 

2 00:04:96 124 hockey wide view, many players on the field 

3 00:06:00 150 hockey wide view, many players on the field 

4 00:07:00 175 basketball wide view, many players on the field 

5 00:04:24 106 ski jumping wide view, ski jump 

6 00:05:20 130 tennis wide view, two players 

7 00:03:20 80 soccer wide view, many players on the field 

8 00:04:88 122 soccer close-up view of players 

9 00:02:48 62 soccer close-up view of players 

10 00:04:00 100 soccer wide view, many players on the field 

11 00:03:48 87 soccer wide view, many players on the field 

12 00:06:44 161 tennis wide view, two players 

13 00:06:24 156 tennis wide view, two players 

14 00:11:80 295 tennis wide view, two players 

Table 3. Detailed results of object detections in the shots of the tested video 

Shot RNO RNP

Pixel blocs 
detection method 

Gaussian mixture 
model based method 

Bayes decision rule 
based method 

NO % NP % NO % NP % NO % NP % 

1 6 97732 1 16.67 28842 29.51 3 50.00 54926 56.20 3 50.00 60009 61.40 

2 6 17323 3 50.00 7154 41.30 6 100.00 15954 92.10 6 100.00 15954 92.10 

3 5 12813 2 40.00 4218 32.92 3 60.00 6835 53.34 3 60.00 7364 49.67 

4 6 49059 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 

5 1 9002 1 100.00 3593 39.91 1 100.00 6889 76.53 1 100.00 7138 79.29 

6 2 1429 1 50.00 987 69.07 1 50.00 1058 74.04 1 50.00 1001 70.05 

7 15 13927 6 40.00 5148 36.96 9 60.00 8991 64.56 6 40.00 5347 38.39 

8 3 22913 1 33.33 12238 53.41 3 100.00 20858 91.03 3 100.00 20082 87.64 

9 3 38656 1 33.33 13857 35.85 1 33.33 14936 38.64 1 33.33 27420 70.93 

10 11 9251 5 45.45 4124 44.58 9 81.81 7733 83.59 10 90.91 8553 92.45 

11 17 12192 6 35.29 4573 37.51 13 76.47 10006 82.07 11 64.71 7349 60.28 

12 2 3609 1 50.00 1215 33.67 1 50.00 2558 70.88 1 50.00 2495 69.13 

13 2 1512 1 50.00 638 42.20 2 100.00 1359 89.88 2 100.00 1297 85.78 

14 2 2244 1 50.00 1046 46.61 2 100.00 2047 91.22 2 100.00 2008 89.48 
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where: RNO – real number of objects, 
 RNP – real number of pixels belonging to the objects, 
 NO – number of objects detected, 
 NP – number of detected pixels belonging to the objects. 

Two of the tested methods: Gaussian and Bayes led to the very similar results 
(Table 4). Two thirds of objects as well as two thirds of pixels have been detected. 
Whereas, the third method based on pixel blocs enabled us to detect significantly 
lower number of objects. The next tests will verify if this level of efficacy is sufficient 
for better detection of scenes. 

Table 4. Average recall of object detections 

Method Object recall [%] Pixel recall [%] 

Pixel blocs method 42.43 38.82 

Gaussian mixture 
model based method 

68.69 68.86 

Bayes decision rule 
based method 

67.07 67.61 

5 Improved Temporal Segmentation Based on Detected Players  

The methods of player detection can be useful for improving temporal segmentation 
when there are undetected cuts between very similar shots of the same discipline 
because of the great similarities of backgrounds (Figure 3). Then the detection of 
foreground objects, in the case of sports videos the detection of players, and the 
analyses of the colours of the foreground objects can reduce the number of undetected 
video transitions. 

 

Fig. 3. Two similar consecutive frames of two different shots from different sports events of 
very similar colour histograms 
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The frames of a shot identified in headlines of TV sports news have been analysed 
and the objects/players have been detected in these frames using Gaussian foreground 
detection method. The results of this analysis for ten frames are presented in Table 5. 

It can be easily observed that there is a significant change between the frame 5 and 
the frame 6. The numbers of players in both frames are the same or almost the same 
but their colours are completely different. It suggests that there is a cut between these 
two frames. So, despite the facts that two frames are very similar (their histograms are 
not significantly different), and further the number of player remains almost the same 
(in a dynamic shot this number obviously varies) but because the colours of detected 
players (the colours of their sports clothing) are different the shot analysed is 
composed of two shots of two different sports events. 

The methods of foreground and background selection can be effectively used for 
the reduction of the number of undetected cuts. In consequence it leads to better 
detection of scenes in sports videos for example in headlines of TV sports news. 

Table 5. Number of detected objects and their colours in consecutive 10 frames of a shot 
identified in headlines of sports news 

Frame 
number 

Number of 
objects detected 

Colours of detected objects 

black blue green red white yellow 

1 9 1 2  5  1 

2 8 1 2  4  1 

3 10 1 3  5  1 

4 11 1 4  5  1 

5 11 1 4  5  1 

6 9   5  4  

7 9   5  4  

8 9   5  4  

9 10   6  4  

10 10   6  4  

6 Final Conclusion and Further Studies 

Object detection methods with additional colour detection of player’s clothing are 
useful for the improvement of temporal segmentation. Particularly that not all objects 
in an every frame must be detected. The verification of the efficiency of the 
objects/player detection methods has been performed using two measures: number of 
objects detected in the foreground and number of pixels belonging to the foreground 
objects. The methods which ensure two thirds of the recall of object detection enables 
us to detect cuts between very similar frames of two different shots from two different 
sports events. These scenes of different sports events are distinguishable if the players 
are detected and compared as televiewers do watching the sports broadcast. 
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The results of tests performed in the AVI Indexer have confirmed that the detection 
of foreground objects is also useful for the reduction of undetected cuts and then for 
the improvement of scene detection in the temporal aggregation process. 

In further research the tests on more reach video material will be performed, 
mainly with other than soccer shots. Then, the detection of other specific elements in 
sports shots of sports news is planed. Finally, new computing techniques will be still 
developed leading to new functions implemented in the Automatic Video Indexer. 

References 

1. Hu, W., Xie, N., Li, L., Zeng, X., Maybank, S.: A survey on visual content-based video 
indexing and retrieval. IEEE Transactions on Systems, Man, and Cybernetics, Part C: 
Applications and Reviews 41(6), 797–819 (2011) 

2. Del Fabro, M., Böszörmenyi, L.: State-of-the-art and future challenges in video scene 
detection: a survey. Multimedia Systems 19(5), 427–454 (2013) 

3. Asghar, M.N., Hussain, F., Manton, R.: Video indexing: a survey. International Journal of 
Computer and Information Technology 3(1), 148–169 (2014) 

4. Choroś, K.: Video structure analysis for content-based indexing and categorisation of TV 
sports news. International Journal of Intelligent Information and Database Systems 6(5), 
451–465 (2012) 

5. Choroś, K.: Temporal aggregation of video shots in TV sports news for detection and 
categorization of player scenes. In: Bǎdicǎ, C., Nguyen, N.T., Brezovan, M. (eds.) ICCCI 
2013. LNCS, vol. 8083, pp. 487–497. Springer, Heidelberg (2013) 

6. Choroś, K.: Headlines usefulness for content-based indexing of TV sports news. In: 
Zgrzywa, A., Choroś, K., Siemiński, A., et al. (eds.) Multimedia and Internet Systems: 
Theory and Practice. AISC, vol. 183, pp. 65–76. Springer, Heidelberg (2013) 

7. Choroś, K.: Automatic detection of headlines in temporally aggregated TV sports news 
videos. In: Proceedings of the 8th International Symposium on Image and Signal 
Processing and Analysis ISPA 2013, pp. 140–145 (2013) 

8. Huang, Y., Llach, J., Bhagavathy, S.: Players and ball detection in soccer videos based on 
color segmentation and shape analysis. In: Sebe, N., Liu, Y., Zhuang, Y.-t., Huang, T.S. 
(eds.) MCAM 2007. LNCS, vol. 4577, pp. 416–425. Springer, Heidelberg (2007) 

9. Nunez, J.R., Facon, J., Brito Junior, A.: Soccer video segmentation: referee and player 
detection. In: Proceedings of the 15th International Conference on Systems, Signals and 
Image Processing IWSSIP 2008, pp. 279–282 (2008) 

10. Liu, J., Tong, X., Li, W., Wang, T., Zhang, Y., Wang, H.: Automatic player detection, 
labeling and tracking in broadcast soccer video. Pattern Recognition Letters 30(2), 103–
113 (2009) 

11. Delannay, D., Danhier, N., De Vleeschouwer, C.: Detection and recognition of 
sports(wo)men from multiple views. In: Proceedings of the Third ACM/IEEE International 
Conference on Distributed Smart Cameras ICDSC 2009, pp. 1–7 (2009) 

12. Maćkowiak, S., Konieczny, J., Kurc, M., Maćkowiak, P.: A complex system for football 
player detection in broadcasted video. In: Proceedings of the International Conference on 
Signals and Electronic Systems ICSES 2010, pp. 119–122 (2010) 

13. Mentzelopoulos, M., Psarrou, A., Angelopoulou, A., García-Rodríguez, J.: Active 
foreground region extraction and tracking for sports video annotation. Neural Processing 
Letters 37(1), 33–46 (2013) 



 Improved Video Scene Detection Using Player Detection Methods 643 

14. Zhang, J., Qiu, J., Wang, X., Wu, L.: Representation of the player action in sport videos. 
In: Proceedings of the Signal and Information Processing Association Annual Summit and 
Conference APSIPA 2013, pp. 1–4 (2013) 

15. Choroś, K.: Video Structure Analysis and Content-Based Indexing in the Automatic Video 
Indexer AVI. In: Nguyen, N.T., Zgrzywa, A., Czyżewski, A., et al. (eds.) Advances in 
Multimedia and Network Information System Technologies. AISC, vol. 80, pp. 79–90. 
Springer, Heidelberg (2010) 

16. Nawaz, M., Fatah, O.A., Comas, J., Aggoun, A.: Extracting foreground in video sequence 
using segmentation based on motion, contrast and luminance. In: Proceedings of the 
International Symposium on Broadband Multimedia Systems and Broadcasting BMSB 
2012, pp. 1–3 (2012) 

17. Li, L., Huang, W., Gu, I.Y., Tian, Q.: Foreground object detection from videos containing 
complex background. In: Proceedings of the 11th ACM International Conference on 
Multimedia, pp. 2–10 (2003) 

18. Zivkovic, Z.: Improved adaptive Gaussian mixture model for background subtraction. In: 
Proceedings of the 17th International Conference on Pattern Recognition ICPR 2004, 
vol. 2, pp. 28–31 (2004) 

19. Ying-hong, L., Hong-fang, T., Yan, Z.: An improved Gaussian mixture background model 
with real-time adjustment of learning rate. In: Proceedings of the International Conference 
on Information Networking and Automation ICINA 2010, vol. 1, pp. 512–515 (2010) 

20. Fernandes, L.A., Oliveira, M.M.: Real-time line detection through an improved Hough 
transform voting scheme. Pattern Recognition 41(1), 299–314 (2008) 

 
 



An Overlapped Motion Compensated Approach

for Video Deinterlacing

Shaunak Ganguly1, Shaumik Ganguly1, and Maria Trocan2

1 Amity School of Engineering and Technology,
AUUP, Sec-125, Noida, India

2 Institut Superieur d’Electronique de Paris,
28 rue Notre Dame des Champs, Paris, France

maria.trocan@isep.fr

Abstract. In this paper a block-based motion compensated, contour-
preserving deinterlacing method is proposed. It classifies the frame tex-
ture according to its contours content and adapts the motion estimation
and interpolation in order to ensure high quality image reconstruction.
As frame reconstruction is block-based, overlapped motion compensa-
tion with adaptive low-pass filters is employed in order to avoid blocking
artifacts. The experimental results show significant improvement of the
proposed method over classical motion compensated and adaptive dein-
terlacing techniques.

1 Introduction

Interlaced video has been used for long time due to its satisfactory trade-off
between frame rate and bandwidth capacity [1]. However, modern day display
devices have a fixed resolution display unit, thereby making it impossible to
display the interlaced video without further treatment of the video, as the inter-
laced video format has only a half vertical resolution. It is important to scale the
interlaced fields into frames of a given resolution by applying some interpolation
in order to fill-in the missing pixels in the resized frame. Resolution synthesis
is based on a stochastic model explicitly reflecting the fact that pixels fall into
different classes such as edges of different orientation and smooth textures [2].

In motion compensated interpolation, the missing lines are interpolated along
the estimated motion trajectory. For example, Dynamic Predictive Search Algo-
rithm (DPSA) is a fast motion estimation (ME) algorithm with high performance
efficiency and low computational complexity. It shows that temporally and spa-
tially adjacent macro-blocks are not just statically correlated, but also dynamic
alterations in their motion content are highly coherent [3]. Hence, block based
motion compensation is implemented. In block motion compensation (BMC),
the frames are partitioned in non-overlapping blocks of pixels. Each block is
predicted from a block of equal size in the reference frame. The blocks are not
transformed in any way apart from being shifted to the position of the predicted
block, encountering thus blocking artifacts.

D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 644–652, 2014.
c© Springer International Publishing Switzerland 2014
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Overlapped block-based motion-compensation (OBMC) is a good solution
to these problems because it not only increases prediction accuracy but also
avoids blocking artifacts [4]. When using OBMC, blocks are typically twice as
big in each dimension and overlap quadrant-wise with all 8 neighbouring blocks.
Thus, each pixel belongs to 4 blocks. In such a scheme, there are 4 predictions
for each pixel which are summed up to a weighted mean. Overlapped block
motion compensation is derived as a linear estimator of each pixel intensity,
given that the only motion information available to the decoder is a set of block-
based vectors. OBMC predicts the current frame of a sequence by repositioning
overlapping blocks of pixels from the previous frame, each weighted by some
smooth window.

In addition to motion compensation, to enhance the reconstruction even more,
a substantial solution would be to utilize the change in brightness of the im-
age. Optical flow (OF) is the distribution of apparent velocities of movement of
brightness patterns in an image. Optical flow can arise from relative motion of
objects and the viewer. Consequently, optical flow can give important informa-
tion about the spatial arrangement of the objects viewed and the rate of change
of this arrangement. Discontinuities in the optical flow can help in segmenting
images into regions that correspond to different objects. The relationship be-
tween the optical flow in the image plane and the velocities of objects in the
three dimensional world is not necessarily obvious. We perceive motion when a
changing picture is projected onto a stationary screen, whereas motion in terms
of optical flow is predicted based on change in brightness [5], [6].

In this paper we propose an adaptive OBMC-based deinterlacing method; the
field is partitioned into blocks, and depending on their edge-content, OBMC-
based on block-based motion estimation (in case of smooth, non textured areas)
and OBMC-based on optical-flow ME (in case of textured areas) are deployed.
This way, the contours accuracy is preserved while reducing the overall motion-
compensation possible-resulting artifacts.

The paper is organized as follows: Section 2 describes the proposed solution
for smooth video deinterlacing. Some experimental results obtained with the
proposed method for different video sequences are presented in Section 3. Finally,
conclusions are drawn in Section 4.

2 Overlapped Motion-Compensated Deinterlacing

The flow chart of the proposed algorithm is depicted in Figure 1. As the field
interpolation is based on motion estimation, the temporal correlation between
the fields is firstly checked as described in [7]. If the fields are correlated (ab-
sence of a cut), bidirectional motion information will be estimated, otherwise
unidirectional, backward or forward ME will be performed. However, if both the
past and future frames have no correlation with respect to the current frame,
basic spatial interpolation is employed [7].
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Further, the current field is passed through a Canny egde-detector and further
partitioned into blocks of fixed size, each block being categorized as high or
low textured depending on the density of detected edges. High textured blocks
are then interpolated using in a motion compensated manner, using an optical
flow predictor, whereas, block-based motion estimation is used for low-textured
blocks. Thereafter, overlapped block motion compensation is applied in order to
alleviate the possible blocking artifacts. In the followings, we propose to detail
each processing step of the proposed deinterlacing method.

Fig. 1. Flow-chart diagram of proposed deinterlacing algorithm

For each block bn of size ’BxB’ belonging to the currrent field fn, its number
of edges is derived as in eq.(1), by counting the amount of pixels on contours in
the collocated block cn in the mask field, obtained with the Canny filter:

CEbn = ΣB2

k=0cnk (1)

where, CEbn is the number of identified edges in block bn. The block bn is classi-
fied as highly textured if CEbn is significant with respect to the blocksize B2, i.e.:

CEbn > Tb (2)

(Tb is a threshold depending on B2), or smooth, if eq.(2) does not hold. If
the number of contours is significant (as in eq. (2)) optical flow based motion
estimation is implemented, otherwise we use block-based estimation.
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Motion vectors (MV) are obtained for each block on the backward and/ or
forward directions for the current field, based on whether a shot-cut is detected,
and applying either OF-based estimation proposed by Liu in [5], or simple block-
based ME.

We assume that the motion trajectory is linear, so the obtained forward mo-
tion vectors (MVs) are split into backward (MVB) and forward (MVF) motion
vector fields for the current field fn. As a block in fn could have zero or more
than one MVs passing through, the corresponding MVn for the block bn ∈ fn
are obtained by the minimization of the euclidian distance between bn’s center,
(yn,0, xn,0), and the passing vectors MVs. In our minimization, we consider only
the MVs obtained for the blocks in the neighbourhood of the collocated block
bn−1 in the left field fn−1 (thus a total of nine MVs, obtained for bn−1 and
the blocks adjacent to bn−1 ∈ fn−1, as these MVs are supposed to be the most
correlated to the one in the current block, e.g., belonging to the same motion
object).

If the motion vector MV corresponding to the collocated block bn−1 ∈ fn−1

lies on the line:
y − yn−1,0

MVy
=

x− xn−1,0

MVx
(3)

where (yn−1,0, xn−1,0) is the center of bn−1 and MVx, respectively MVy, mea-
sures the displacement along the x, respectively y axis, the distances from the
center (yn,0, xn,0) of the current block bn to the MVs lines are obtained as:

Dk∈{1,...,9} =
|MVk,xyn,0 −MVk,yxn,0 + MVk,yxn−1,k −MVk,xyn−1,k|√

MVk,x
2 + MVk,y

2
. (4)

MVn is the closest motion vector to the current block bn, if its corresponding
distance to the center of bn, (yn,0, xn,0), is minimal, i.e.: Dn = min(Dk∈{1,...,9}).
Hence, MVn is generated for each block, containing the motion-estimation in
the x and y directions for every pixel.

2.1 Overlapped Motion Compensation

OBMC is derived as the linear estimator of each pixels intensity, given that the
motion information available is only a set of block-based motion vectors [4]. For
the OBMC prediction of the current block, eight motion vectors of neighboring
blocks are considered, namely the MV corresponding to the up, down, left, right,
upleft, upright, downleft and downright blocks, in addition to the current block
motion vector. OBMC predicts the current frame of a sequence by repositioning
overlapping blocks of pixels from the previous frame, each weighted by some
smooth window. Instead of restricting the MV to consist of a single vector, we
define the MV to include motion vectors from blocks in some neighborhood of the
particular pixel. If we assume that both the image and the block motion field are
realizations of a stationary process, the position of neighboring blocks (relative
to the current block) and the best weights to associate with vectors from those



648 S. Ganguly, S. Ganguly, and M. Trocan

blocks should only depend on the relative pixel position within the block and
not on the absolute pixel position. Like the standard block-based algorithms,
we limit the complexity by constraining the weights to be independent of the
transmitted data [4], [8].

The predicted frame using block-based as well as OF estimations are both
refined through OBMC, using a weighted window. We have considered several
low-pass windowing functions, i.e. Hamming, Hanning, Blackman and Raised
Cosine (one weighting function is visually depicted in Figs. 2).

Fig. 2. Hamming weighting window

It should be noted that any other low-pass filtering weighting matrices can be
used; in our experimental setup we have considered only the classical low-pass
windows. The motion-compensated block to be further used in the deinterlaced
frame is obtained as average of the backward and forward block-predictions. For
a predicted block bn, it is refined through the given weighted matrix of one the
mentioned window, as follows:

rbn = (wcentre ∗ bn(i + MV y, j + MV x) + wup ∗ bn(i + MV y + B, j + MV x)+

wdown ∗ bn(i + MV y − B, j + MV x) + wleft ∗ bn(i + MV y, j + MV x + B)+

wright ∗ bn(i + MV y, j + MV x − B) + wupleft ∗ bn(i + MV y + B, j + MV x + B)+

wupright ∗ bn(i + MV y + B, j + MV x − B)+

wdownleft ∗ bn(i + MV y − B, j + MV x + B)+

wdownright ∗ bn(i + MV y − B, j + MV x − B))/W.

(5)

where, rbn is the refined prediction of the block, MVy and MVx are motion
vectors obtained in the y and x directions for each pixel, B is the block size,
wcentre,up,right,left,down,upright,upleft,downright,downleft correspond to the weight-
matrix obtained for the respective portion of the window w used and W is the
summation of all the weight-matrices (normalization factor).

Finally, the deinterlaced block is found by a contour-based interpolation as:

bn(i, j) =
bn(i − 1, j + x0) + bn(i + 1, j − x0) + (k ∗ rbn(i, j))

k + 2
(6)

where k is a weight for the interpolation and x0 is obtained by edge-line mini-
mization [7]. The exact value of k will be empirically found through experiments,
such that it maximizes the deinterlacing quality for all considered test sequences.
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3 Experimental Results

To objectively and comprehensively present the performance of the proposed
deinterlacing approach, our method has been tested on several CIF-352 × 288
(Foreman, Hall,Mobile, Stefan and News) and QCIF-176 × 144 (Carphoneand
Salesman) video sequences, which have been chosen for their different texture
content and motion dynamics. The selected video sequences were originally in
progressive format. In order to generate interlaced content, the even lines of
the even frames and the odd lines of the odd frames were removed. This way,
objective quality measurements could be done, using the original sequences, i.e.
progressive frames as references.

In our experimental framework we have used 4× 4(B = 4) and 8× 8(B = 8)
pixel blocks for a 16×16(S = 16) search motion estimation window. The OBMC
weighting matrices used are the ones mentioned in Section 2.1. The weight k for
the MC interpolation is set to 62, value which has been empirically proved to
maximize the deinterlacing quality through all tested sequences.

The tests were run on 50 frames for each sequence. The deinterlacing perfor-
mance of our method is presented in terms of peak signal to-noise ratio (PSNR,
in Table I) computed on the luminance component. The average PSNR results,
for the different weighting windows in Section 2.1, are compared in Table II
to Vertical Average (VA), Edge Line Average (ELA), Temporal Field Average
(TFA), Adaptive Motion Estimation (AME) and Motion-Compensated Deinter-
lacing (MCD), which are the most common implementations in deinterlacing
systems. Moreover, the efficiency of the proposed algorithm is compared to the
work in [9], denoted by EPMC, [10] denoted by SMCD and the methods proposed
in [11], [12] and [13] (these latter results are reported as in the corresponding
references, NC denoting the non-communicated ones).

For visually showing the results of the proposed method, two deinterlaced
frames are illustrated in Figs. 3 and 4.

As in the proposed method we have used block based motion-estimation for
smooth surfaces and optical flow based algorithm for regions with strong contours,
the threshold Tb in eq. (2) is set to 8 for a block-size B = 4, and Tb = 32 for B = 8.

For a search window of 16× 16 pixels, we have compared results for varying
the ME block size from 4× 4 to 8× 8 in Table I and measured the computation
time in Table III. Not only the computation time of having a block size of 8×8 is
significantly less than for a 4× 4-block ME, but also the obtained PSNR results
are almost the same. In other words, by changing the block size from 4 × 4 to
8×8, we have reduced the computation time significantly without compromising
with the quality of the reconstructed video sequence.

It is important to note that the reduction of computation time is not so
significant for the two sequences in QCIF format. The resolution of QCIF is
176 × 144 pixels and after interlacing only half vertical resolution is left. For
a search window of 16 × 16, it is not possible to accommodate a block size of
8× 8. Therefore, we sampled the interlaced frame horizontally, and then used a
block size of 4 × 4 for motion estimation and then scaling it by two, resulting
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Table 1. Comparision of PSNR for different windows

Hamming Hanning Blackman Raised cosine

4x4 8x8 4x4 8x8 4x4 8x8 4x4 8x8

Foreman(cif) 41.81 42.07 41.82 42.11 41.82 42.41 41.80 42.11

Hall(cif) 42.31 42.72 42.32 42.87 42.33 42.86 42.31 42.86

Mobile(cif) 33.46 35.18 33.47 35.22 33.46 35.26 33.46 35.24

Stefan(cif) 35.79 35.90 35.80 35.94 35.81 35.97 35.79 35.93

News(cif) 43.48 44.31 43.43 44.27 43.38 44.18 43.41 44.28

Carphone(qcif) 42.14 44 66 42.11 44.66 42.11 44.69 42.14 42.68

Salesman(qcif) 47.32 50.44 47.32 50.44 47.31 50.44 46.32 50.44

(a) (b)

Fig. 3. Deinterlacing result for a region within the 15th frame of “Foreman“ sequence
with 8x8-block Blackman window: (a) original, (b) deinterlacing result

Table 2. PSNR Results

Foreman Hall Mobile Stefan News Carphone Salesman

V A 32.15 28.26 25.38 27.30 34.64 32.17 31.52

ELA 33.14 30.74 23.47 26.04 32.19 32.33 30.51

TFA 34.08 37.47 27.96 26.83 41.06 37.39 45.22

AME 33.19 27.27 20.95 23.84 27.36 29.63 28.24

MCD 35.42 34.23 25.26 27.32 35.49 33.55 33.16

EPMC(S1) 37.09 39.27 31.54 30.02 41.63 37.53 45.61

EPMC(S2) 37.18 39.08 30.56 30.11 39.44 37.55 42.28

[16] 33.77 NC 27.66 28.79 NC NC NC

[17] NC NC NC 24.59 NC NC NC

[18] 33.93 38.79 24.67 26.88 NC NC NC

SMCD(S1) 37.52 39.71 30.41 31.77 41.85 37.59 45.95

SMCD(S2) 37.63 39.86 30.58 31.82 42.00 37.74 45.09

OBMCOF4x4 41.82 42.33 33.47 35.82 43.49 42.15 47.32

OBMCOF8x8 42.07 42.72 35.18 35.90 44.31 44.66 50.44
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Table 3. Comparison of computation time

(average time in seconds/frame for all OBMC interpolation, for a given sequence)

4x4 8x8

Foreman(cif) 0.881 0.356

Hall(cif) 0.886 0.351

Mobile(cif) 0.879 0.349

Stefan(cif) 0.941 0.352

News(cif) 0.874 0.353

Carphone(qcif) 0.188 0.179

Salesman(qcif) 0.186 0.183

(a) (b)

Fig. 4. Deinterlacing result for a region within the 20th frame of “Mobile“ sequence
with 8x8-block Blackman window: (a) original, (b) deinterlacing result

in an 8 × 8 reference block size while passing it through the Canny detector to
differentiate the method to be adopted. Hence, the computation time is almost
the same as that obtained for a block size of 4× 4.

4 Conclusion

In this paper, a combination of block-based interpolation, along with optical
flow estimation and overlapped block-compensation for video deinterlacing is
proposed. The deinterlacer adapts the interpolation approach in function of the
texture content of an area: for smooth regions, simple block-based ME is imple-
mented, whereas for highly textured areas optical flow estimation is performed.
By deinterlacing on contours direction with the OF approach, the strong edges
are not affected by the artifacts that a block-based ME might introduce. To
further improve the interpolation results, the compensation is performed in an
overlapped manner, using different weighting windows for the OBMC. The ob-
tained results clearly show that the proposed deinterlacing method surpasses all
other techniques in terms of quality of reconstructed images. Furthermore, the
proposed method acknowledges the possibility of improving image quality and
simultaneously reducing execution time.
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Abstract. Recommender Systems (RS) pre-select and filter information
according to the needs and preferences of the user. Users express their
interest in items by giving their opinion (explicit data) and navigating
through the webpages (implicit data). In order to personalize users ex-
perience, recommender systems exploit this data by offering the items
that the user could be more interested in. However, most of the RS do
not deal with domain independency and scalability. In this paper, we
propose a scalable and reliable recommender system based on semantic
data and Matrix Factorization. The former increases the recommenda-
tions quality and domain independency. The latter offers scalability by
distributing treatments over several machines. Consequently, our propo-
sition offers quality in user’s personalization in interchangeable item’s
environments, but also alleviates the system by balancing load among
distributed machines.

Keywords: collaborative filtering, distributed systems, recommender
system, semantic web technologies.

1 Introduction

The amount of information in the web has greatly increased in the past decade.
This phenomenon has promoted the advance of Recommender Systems (RS)
research area. The aim of these systems is to provide personalized recommenda-
tions. They help users by suggesting useful items to them, usually dealing with
enormous amounts of data.

Typically, in order to create a top K items (K most relevant items) that
should be presented first to the user, Recommender Systems study the interac-
tion between users and items. For instance, users may rate items (such as films,
books, etc.) using a 0-5 stars scale (explicit feedback), or user might just create a
navigational path clicking links or purchasing items (implicit feedback). Hence,
Recommender Systems exploit these feedbacks to set up recommendations. In
the literature, Recommender Systems have been usually classified into two basic
types: Content-based CB and Collaborative Filtering CF [1]. The former focus
on the characteristics of the items in order to determine similarities between
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c© Springer International Publishing Switzerland 2014

http://www.isep.fr


654 M. Pozo, R. Chiky, and Z. Kazi-Aoul

them, and finally recommend similar items to the one the user liked in the past.
The latter groups users according to their preferences profile and recommend
items that people from the same group have already liked [2]. However, the cor-
rect exploitation of the data and the recommendation accuracy are the trend
challenges of RS. On the one hand, seeking more relations between users and
items may increase the recommendation quality. To this task, the RS might use
semantic information about items, which enhance the data representation and
help to find out the underlying reasons for which a user may or may not be inter-
ested in a particular item [3]. On the other hand, as the quantity and the variety
of information constantly increase, the scalability and the domain generality of
the system are two important aspects to alleviate the time processing and the
heterogeneity of data.

In this paper, we propose a semantic collaborative filtering recommender sys-
tem in order to improve the recommendations quality and preserve the domain
genericity. In addition, we use an easily distributable collaborative filtering tech-
nique based on the well known ALS algorithm [4] to ensure the system scalability.

This article is structured as follows: in section 2, we present related work. In
section 3, we explain our general approach. In section 4, we expose the experi-
mentation phase and the comparisons. Finally, we discuss in section 5 about the
results and the future work.

2 Related Work

Recommender Systems (RS) use users feedback to predict interest in items.
Nowadays, the current challenges for Recommender Systems are to improve their
recommendations quality, their items domain genericity (i.e the domain indepen-
dency) and their scalability. In order to address these issues, a trend topic is the
use of semantic knowledge. For instance, [5] and [6] propose Content Based (CB)
recommender systems based on items domain descriptions, such as ontologies.
The approaches associate items and keywords that characterize them, creating
a bag of words for each item. Hence, the items similarity looks for common key-
words in bags. Recently, [7] proposed a recommender system architecture that
facilitates the integration of heterogeneous data. The system creates a semantic
graph representation of data in order to weight the relations between the nodes
of the graph. The system explores the graph and chooses the best weights for
predictions tasks.

Nevertheless, some authors have already demonstrated the effectiveness of
more extended Collaborative Filtering (CF) techniques [2]. For example, [8] pro-
posed a CF method that took the implicit users feedback into account. Authors
used Alternating Least Squares (ALS) CF technique that is based on Matrix
Factorization techniques. The ALS method can be easily distributed among ma-
chines, and thus, enhances the scalability of the system. [9] focus on the rele-
vance of items in the ranking, rather than in the items ratings prediction using
a technique similar to ALS. [10] proposes another approach that improves CF
techniques using item-item similarity based on items description in Wikipedia.
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In cases where sparsity is too high, the system guess artificial ratings for new
items regarding the last user ratings on similar items.

Differently, but also aiming to improve CF, [11] suggests a three-layer rep-
resentation for data: users, interests and items. For a user, an interest is a
characteristic that an item must have. For an item, an interest is one of its
attributes. Thus, authors construct a correlation matrix graph containing users
hidden interests. Other approaches encourage the use of multi-criteria feedback
to improve recommendations quality [12][13][14]. In order to explain an overall
rating in items, authors also analyze these item attributes feedbacks and also
predict their rating.

In [15] and [16], authors proposed an approach for reducing dynamically the
big number of item features needed for the recommendations. Both approaches
construct an items-attributes matrix that they reduce by using SVD algorithm,
alleviating sparsity and noise.

However, most of the approaches lack distribution environment and domain
genericity [3][17][11]. Thus, we propose a general semantic CF method based on
ALS [8][9] and an ontology semantic technology. ALS allows the distribution of
the computation among several machines using Matrix Factorization techniques,
whereas ontologies add information representation and domain independency to
the system.

3 General Approach

The proposed architecture includes a collaborative filtering engine that relies
on domain knowledge about the items. This knowledge is represented using an
ontology that will enhance the recommendation quality. The architecture is rep-
resented in figure 1 and is composed of two main modules: a semantic module
and a recommendation module.

Fig. 1. Global architecture of our approach
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The semantic module exploits the domain ontology to define the relations be-
tween items and their attributes. Because the number of those attributes could
be huge, we apply a dimension reduction technique based on Principal Com-
ponent Analysis (PCA) in order to select the most representative ones (pre-
analysis phase). The PCA also provides weights for attributes to give them more
or less importance in the recommendation process. The recommendation module
is based on matrix factorization method. Both modules will be described in the
following subsections.

3.1 Semantic Module

A user could be interested in an item because of one or more of its attributes.
For example, a user might appreciate a set of movies only because they have in
common his favorite actor. Therefore, the purpose of this module is to take into
account the attributes that compose items to better serve the user. For that,
its relies on a domain ontology (i.e. an ontology that describes the domain for
which we want to implement a recommendation system).

To transform traditional ratings into ”semantic rating”, we focus first on the
number of occurrence of attributes that were rated by a user. This occurrence
that we call occurrence frequency or coincidence is the number of times the
attribute values of the items rated by the user are repeated. The second step
is to calculate the semantic value (sv) based on the occurrence frequency. The
equation used is presented in (1):

sv = r + E[r] ∗

∣∣∣∑F
i=1 ci ∗ wi

∣∣∣
N

(1)

Where r is the value of the initial rating, E[r] is the average of the user ratings, F
is the total number of attributes, ci is the occurrence frequency of the attribute
i in the set of items that have been rated by the user, wi is the weight calculated
from the PCA phase, and N is the total number of items rated by the user.
This equation takes into account positive and/or negative ratings. It can be
used at two levels in the Recommendation. On the one hand, we can apply it
to all ratings available in the original database, which helps to explain the users
interest for particular characteristics of the rated items. On the other hand, we
can choose to apply the semantic equation to the output of the recommendation.
Indeed, suppose the recommendation module returns the result as top K items
for a user, with an estimation of ratings of this top K. These user ratings will
be transformed into a semantic rating according to the equation (1) and will be
reordered accordingly in top K’. K’ can be less than or equal to K.

3.2 Matrix Factorization

As its name suggests, the matrix factorization consists on decomposing a matrix
into two or several matrices, which results in the same original matrices after
their multiplication.
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This method allows discovering latent or hidden relationships between a user
and the items. For instance, we may suppose that two users have highly rated
a movie because they like its actors/actress on it, or because it is an action
movie, which may be their favorite movie genre. Thus, if we are able to discover
these hidden-reasons, we may be capable of predicting the interest on each item,
because the associated characteristics of preferences may correspond with the
ones that the items contain.

The Matrix Factorization is closely related to Singular Value Decomposition
(SVD), which is widely used to identify hidden relation factors in information
retrieval. Collaborative Filtering method may adapt this technique in order to
work on the typical sparse rating matrix.

The Matrix Factorization models the interaction between users and items by
applying a scalar product of two vectors representing the latent features in a
space of dimension f. As a consequence, each item i is associated to one vector
qi ∈, as well as each user u is associated to a vector pu. The dot product of both
vectors represents an estimation of the ratings that the user may give to the
item.

r′ui = qTi pu

Hence, the challenge is to obtain all these vectors qi and pu; by solving the
equation (2)

minq∗,p∗
∑

u,i⊂K

(rui − qTi pu)2 + λ(‖ qi ‖2 + ‖ pu ‖2) (2)

Where K is the set of pairs (u, i) in which the ratings of ru,i are available,
and λ is a regularization parameter that allows controlling the learning model
[4].

Alternating Least Squares (ALS). To solve equation (2), [18] proposes an
approach called Alternating Least Squares (ALS). In this equation, the vectors
qi and pu are unknown, and thus the equation is not convergent. However, if we
are able to fix one of them, the optimization problem becomes square, and we
are able to optimally solve the equation. Thus, the ALS techniques fix in each
iteration qi or pu: when pu is fixed, the system computes qi by least squares,
and vice versa. This fact allows an optimal convergence in the iteration of the
equation. This method is highly interesting because it is easily distributable
among multiple machines. In fact, the system computes each qi independently
of the other factors, as well as for each pu.

4 Experimentation

4.1 Experimental Dataset

In order to implement the semantic module, we need a dataset and an items
domain description that defines the elements. We choose MovieLens, a movies
dataset, which contains a good number of items (films) and users ratings.
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Table 1. Experimentation: Dataset

Users Films Ratings Features

100 1232 11019 9

In addition, we need the relative information about the attributes of the items,
which is not provided in the MovieLens dataset. To alleviate this lack, we use
an ontology in order to associate automatically the movies with their attributes.
Filling a dataset might be a hard work because we have to deal with each item, its
properties and its attributes [19]. As a consequence, it may become an obstacle
for the experimentation [20]. For this task, we use the IMDb database that
represents the relations described in the ontology. Thus, the use of both sources
(IMDb and MovieLens) facilitates the integration of the semantic module, which
needs items (MovieLens) and their attributes (IMDb). Note that the titles might
have different representations, and thus, we needed a clean up phase in order to
merge both sources.

Moreover, the ratings dataset in MovieLens and the associated attributes from
IMDb are too big and this does not help to apply the semantic equation, which
may require important processing time. In order to test our approach, we reduce
the number of users to the 100 users who have more rated movies and we focus
on only 9 attributes (actor or actress, color, editor, director, genre, language,
producer, writer and productions year). Table 1 summaries information about
our experimental dataset.

4.2 Semantic Recommender System

As far as we know, there is no existing recommender system that handles or
facilitates the usage of the web semantic technologies. In addition, such a sys-
tem might be really complex to implement in order to validate our approach.
Thus, we decided to add a semantic layer to an existing recommender system.
Moreover, our objective is to implement a collaborative filtering algorithm based
on Matrix Factorization in order to be able to analyze huge volume of data. This
algorithm is implemented in numerous recommender systems libraries. Hence,
we choose a system that better fit our work environment and our constraints: the
system has to use a collaborative filtering technique and be easily distributed
for handling scalability issues. For our experimentations, we use Myrrix [21].
It is a natural evolution of the widely extended Apache Mahout libraries [22].
We consider Myrrix as a black box: it takes a dataset, analyzes it and executes
the recommendation technique. To interact with the ontologies, we use the Jena
library [23].

We test the semantic recommender system using two approaches:

– Semantic Top K: In this first approach, we aim to apply the semantic
layer on the output data. Typically, recommender systems provide a list of
K items ordered by user’s preference. In this case, the semantic module re-
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orders these items and gives back a new list in an other relevance order. This
approach allows better recommendations in a reduced execution time.

– Semantic Dataset: In this second approach, we apply the semantic layer on
the input of the system. A pre-analysis is done on the dataset before it goes
into the recommender system. This approach allows finding out new items
that were not taken into account a priori. However, the semantic module
needs to analyze the whole dataset increasing the process time in comparison
with the non-semantic analysis.

In the next section, we present how these approaches have modified the rec-
ommendations, and the quality of the obtained results.

4.3 Results

We tested our approach using the recommender system Mahout/Myrrix and
adding the semantic layer either at the input or the output. From the experi-
mental dataset, we chose the user who has rated more items (the user with id
13 and 636 ratings). Then, we took out 60 ratings of this user (all of them have
been rated with a 5 over 5). Next, we ask to the system a list of 60 items for this
concrete user. The table 2 presents the top 10 items (over the 60 items) with the
higher prediction scores in the three approaches (non-semantic, semantic dataset
and semantic top K).

Semantic Output: Semantic Top K. The semantic top K approach works
over the 60 films asked to Mahout/Myrrix. The semantic algorithm re-evaluates
the predictions associated to each film and gives them back in a new order. The
table 2 shows up the modification in the top K. In concrete, we can see that the

Table 2. Experimentation: Top-10 results for a request of the user 13 of MovieLens

Non-Sem. Sem.Ratings Sem.Top K

ID Prediction ID Prediction ID Prediction

56 0.720 127 0.74 121 1.12

127 0.690 56 0.73 56 1.06

121 0.610 121 0.63 237 1.049

135 0.600 100 0.60 202 1.03

100 0.570 135 0.58 127 1.00

50 0.560 50 0.579 13 0.91

234 0.550 234 0.572 423 0.902

204 0.519 237 0.53 993 0.90

181 0.517 202 0.518 161 0.894

237 0.500 181 0.514 50 0.883



660 M. Pozo, R. Chiky, and Z. Kazi-Aoul

film 121 is now in the most preferable, when before it was the third one. The
film 237 has gone from the 10th place to the 3rd one. Moreover, note that the
half of items in the semantic top K items is absent in the non-semantic top 10;
yet, they are still in the list of 60 extracted films.

Semantic Input: Semantic Dataset. In this approach, the semantic layer is
applied on to the whole dataset before Mahout/Myrrix analyzes it. The results in
the table 2 present some small differences against the non-semantic recommen-
dations. The similarities are more important than semantic Top K, in particular
the first top 7 recommended films are the same but in different order. However,
we also see the emergence of new films (202 film in position 9).

In order to study in more details the impact of the semantic layer on the re-
sults, we performed some statistical comparison techniques. We use 3 evaluation
methods, all of them are implemented in the Mahout/Myrrix libraries.

– The Area Under Curve (AUC) represents the probability to give a higher
rating to a relevant random item than an irrelevant item. In this measure,
the higher value is the better one.

– The Precision and Recall (PAR) measures the relevance of the items in the
top K recommended list. It combines the fraction of all recommended items
that are relevant (precision) and the fraction of all relevant items that were
recommended (recall). In this case, the higher value is the better one.

– Estimated Strength (ES) measures the quality and reliability of the results.
In this measure, the lower value is the better one.

The table 3 presents the obtained results using or not the semantic layer in
the Top-K, and thus it may compare the approaches. The non-semantic dataset
contains 0-5 scaled ratings whereas the semantic dataset ratings are between 0
and 10. In the row Semantic (0-5), the ratings have been scaled to 0-5 for a quick
comparison with the non-semantic dataset.

Table 3. Comparisons: different scale datasets.

Dataset AUC PAR ES

Non-Semantic (0-5 ratings) 0.6233 0.0692 0.929

Semantic (0-5 ratings) 0.6448 0.0728 0.937

Semantic (0-10 ratings) 0.7945 0.0329 0.1651

From this table, we can say that:

– Concerning semantic Dataset (0-10), we got good results for the AUC and
the ES measures in comparison to the non-semantic approach.

– Semantic Dataset (0-5): In this case, we observe good results in the AUC and
PAR measures. Moreover, the ES values in both semantic and non-semantic
approach are very close.
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Finally, note that these results are preliminary, and can be improved. Indeed,
a closer analysis of the data set would improve the weightings applied to the
semantic equation (equation (1)). Further, adding attributes and more users
and feedbacks will improve the semantic equation, and therefore the quality of
recommendations.

5 Conclusion

Recommender systems face a substantial challenge when dealing with huge
amount of data. In this paper, our main goal was to help solving this prob-
lem by describing an easy development of a distributed recommender system.
This was possible by using a powerful algorithm of Collaborative Filtering called
ALS which can be easily distributed among several machines. In addition, we
propose a semantic equation that allows to reorder the top K suggested items to
the user according to his preferences (based on underlying reasons for which a
user may or may not be interested in a particular item). The proposed approach
in this paper has demonstrated an efficiency on the recommendation of films by
using the MovieLens dataset and a film ontology, which was filled from IMDb
data source. We decided to choose this domain because the MovieLens dataset
is public and highly available.

Nevertheless, the design of the approach is very independent of the applica-
tion domain. Our system may be used as a black box, where we can connect a
database to introduce ratings as well as the application domain ontology. Our
future work will focus on two main aspects: (1) To reproduce similar experimen-
tation in different domain datasets in order to prove the genericity of our system,
(2) To improve the semantic-layer in order to get better recommendation results
and to reduce the time execution of the system.
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9. Takács, G., Tikk, D.: Alternating least squares for personalized ranking. In: Pro-
ceedings of the Sixth ACM Conference on Recommender Systems, pp. 83–90. ACM
(2012)

10. Katz, G., Ofek, N., Shapira, B., Rokach, L., Shani, G.: Using wikipedia to boost
collaborative filtering techniques. In: Proceedings of the Fifth ACM Conference on
Recommender Systems, pp. 285–288. ACM (2011)

11. Liu, Q., Chen, E., Xiong, H., Ding, C.H., Chen, J.: Enhancing collaborative filtering
by user interest expansion via personalized ranking. IEEE Transactions on Systems,
Man, and Cybernetics, Part B: Cybernetics 42(1), 218–233 (2012)

12. Lakiotaki, K., Tsafarakis, S., Matsatsinis, N.: Uta-rec: a recommender system based
on multiple criteria analysis. In: Proceedings of the 2008 ACM Conference on
Recommender Systems, pp. 219–226. ACM (2008)

13. Mikeli, A., Apostolou, D., Despotis, D.: A multi-criteria recommendation method
for interval scaled ratings. In: 2013 IEEE/WIC/ACM International Joint Confer-
ences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT), vol. 3,
pp. 9–12 (2013)

14. Mikeli, A., Sotiros, D., Apostolou, D., Despotis, D.: A multi-criteria recommender
system incorporating intensity of preferences. In: 2013 Fourth International Con-
ference on Information, Intelligence, Systems and Applications (IISA), pp. 1–6
(2013)

15. Mobasher, B., Jin, X., Zhou, Y.: Semantically enhanced collaborative filtering on
the web. In: Berendt, B., Hotho, A., Mladenič, D., van Someren, M., Spiliopoulou,
M., Stumme, G. (eds.) EWMF 2003. LNCS (LNAI), vol. 3209, pp. 57–76. Springer,
Heidelberg (2004)

16. Szwabe, A., Ciesielczyk, M., Janasiewicz, T.: Semantically enhanced collaborative
filtering based on RSVD. In: J ↪edrzejowicz, P., Nguyen, N.T., Hoang, K. (eds.)
ICCCI 2011, Part II. LNCS, vol. 6923, pp. 10–19. Springer, Heidelberg (2011)

17. Kapusuzoglu, H., Olguducu, S.: A relational recommender system based on domain
ontology. In: 2011 International Conference on Emerging Intelligent Data and Web
Technologies (EIDWT), pp. 36–41. IEEE (2011)

18. Koren, Y., Bell, R.: Advances in collaborative filtering. In: Recommender Systems
Handbook, pp. 145–186. Springer, Heidelberg (2011)

19. Bouza., A.: Mo the movie ontology (2010), http://www.movieontology.org/
20. Avancha, S., Kallurkar, S., Kamdar, T.: Design of ontology for the internet movie

database, imdb (2010)
21. Owen, S.: Myrrix (2013), http://www.myrrix.com
22. Owen, S., Anil, R., Dunning, T., Friedman, E.: Mahout in Action. First edn. Man-

ning Publications Co., Manning Publications Co., 20 Baldwin Road, PO Box 261,
Shelter Island, NY 11964 (2011)

23. McBride, B.: Jena: A semantic web toolkit. IEEE Internet Computing 6(6), 55–59
(2002)

http://www.movieontology.org/
http://www.myrrix.com


D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 663–672, 2014. 
© Springer International Publishing Switzerland 2014 

Security Incident Detection Using Multidimensional 
Analysis of the Web Server Log Files 

Grzegorz Kołaczek and Tomasz Kuzemko 

Wroclaw University of Technology,  
Wybrzeze Wyspianskiego 27 str. 50-370 Wroclaw, Poland 

Grzegorz.Kolaczek@pwr.edu.pl 

Abstract. The paper presents the results of the research related to security anal-
ysis of web servers. The presented method uses the web server log files to de-
termine the type of the attack against the web server. The web server log files 
are collections of text strings describing users’ requests, so one of the most im-
portant part of the work was to propose the method of conversion informative 
part of the requests, to numerical values to make possible further automatic 
processing. The vector of values obtained as the result of web server log file 
processing is used as the input to Self-Organizing Map (SOM) network. Final-
ly, the SOM network has been trained to detect SQL injections and brute force 
password guessing attack. The method has been validated using the data ob-
tained from a real data center. 

Keywords: web server, security, log files, intrusion detection. 

1 Introduction 

The security breaches are very frequent events in Internet and they are not limited 
only to big enterprises and the most popular web servers. Each day, there are hun-
dreds of new attacks which are performed using newly discovered vulnerabilities and 
new types of malware and hacking tools. Because the hacking tools are widely avail-
able and also there are many tools which automate the computer system exploitation 
every Internet user should be prepared not only to protect himself/herself but also it is 
important to detect if the applied security countermeasures have not been broken [1]. 
One of the most widely known and discussed example of the degree of the threats 
related to web servers may be a heartbleed vulnerability discovered recently [2]. 

The diversity of the threats that may impact users’ data security makes that classic-
al protective mechanisms as firewalls, antivirus systems etc. must be combined with 
intrusion detection and prevention systems (IDS/IPS). Because of rapid changes in 
protection systems as well as in attack methods, the companies developing IDS/IPS 
solutions started to combine typical signature based solutions with methods related to 
soft computing (e.g neural networks, Support Vector Machines, etc.) [3].  

The main aim of the research presented in this paper was to develop a new method 
for improving web servers security. The basic element of the proposed method is 
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based on artificial neuron network which processes the complex data sets characteriz-
ing web server user’s behavior. The data sets are derived from the web server status 
logs and the neural network type is Self Organizing Map (SOM).  

2 Related Works 

There are several works which present the applicability of SOM networks to solve the 
problem of security breaches in computer networks [4] [5] [6] [7] [8]. In most cases 
the Self Organizing Map (SOM) networks are used to process the numerical data sets. 
This means that there is no need to preprocess data before the SOM can be applied. 
For example, in [6], the network traffic analyzer has been presented. For each 
ISO/OSI network layer a separate SOM network has been trained. The final decision 
about security related event detection comes as a result of fusion of data provided for 
each ISO/OSI layer by dedicated SOM network separately. The similar, multilayer 
SOM approach has been presented in papers [5] [7][11]. In this approach, the authors 
used a lot of SOM network trained to determine the similarity for each specialized 
groups of features. These SOM networks constitute the first layer of the intrusion 
detection model. Then, the SOM from the second layer combines the data from the 
first stage of data processing and produces the final decision about system security. 
Next element which has been derived from the previous researches and applied in the 
approach which has been presented this paper, is the sliding window for SOM net-
work. However, to the authors’ best knowledge there are no publications considering 
the application of SOM networks to the web server log analysis and especially there is 
no defined method to transform web server logs into the numerical values which can 
be processed by SOM network. 

The rest of the paper is organized as follows. The next section presents the back-
ground of the log analysis problem and defines the detection method of attacks 
against web server. After that, the experimental evaluation of the proposed method 
has been presented. The last section contains conclusions and describes future works. 

3 Server Log Analysis  

The main directions in research related to web servers security incident detection 
focus on the network traffic and server log analysis [1] [6] [9]. As each HTTP request 
to the web server can be recorded in server’s access log file it becomes a natural 
source of the information about the server's healthiness as well security. The correct 
user request as well as the invalid or related to attacks against server will be recorded 
at access log. Then, the logs can be analyzed and symptoms of the security incidents 
can be recognized. Due to log file size it cannot be analyzed thoroughly by system 
administrator. So, some additional tools supporting the system administrator should 
be provided. The final solution must be a compromise between computational com-
plexity, detection precision and speed. The proposed method is offline processing of 
the recorded user activity available in web server log files. This assumption gives 
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greater possibility for data preprocessing optimization. It also is more flexible and 
easy to be applied in real web server environment.  

The main steps of the web server incident detection method are presented in Fig. 1. 

 

Fig. 1. Steps of Web Server incidents detection 

Incident detection is performed in two main phases. The first one is web server log 
file processing. This phase is responsible for: 
• sorting the access logs data by IP address and time stamp 
• features selection 
• transformation of selected features into numerical values 
• encoding sequence number (in learning phase only) 
• encoding the number of event/attack class (in learning class only) 
• saving the data into CSV file 

Next phase is respectively training the SOM network (in learning phase only) or at-
tack detection in preprocessed log file. The network is trained in supervised mode so 
it is required that the data have information about class events. The learning phase is 
performed one time before the detection of the security incidents in web server log 
files. Important advantage of the proposed solution is that there is no association with 
specific types of attacks. The system using the information about the event class 
learns to recognize the characteristics of a given class of incidents. So, it is possible to 
use the approach to detect new and unknown attacks. The only element is required is 
extractor of characteristic attack features which will be able to recognize the informa-
tion sufficient to distinguish new type of attack from other classes of traffic. 
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3.1 Data Preprocessing 

The original web server log files are processed in two step procedure. The first step is 
log records aggregation. The predefined FIFO buffer has been used as a the sliding-
window for data aggregation algorithm. In this method, only the information about a 
sequence of events is maintained. This means that the information about the time gaps 
between successive events is lost. Nevertheless, according to [4] hidden representa-
tion of time allows to get better detection results while using SOM networks than 
explicit time representation. 

As data collected in the sliding window buffer is aggregated, the method must be 
proposed to set the particular traffic class for the buffer (in the training phase). This is 
due to the fact that the entire window is treated as one sample of data. Let all the 
classes contained in the window at the moment will be marked by a set S. The func-
tion v assigns the number of occurrences of each class of the records in the current 
time window. 

 :∈  (1) 

Then the time window may be defined as the multiset: 

 ⟨ ,  (2) 

The class assigned to the window is defined by m, which is set by finding the class 
which is the most frequent in this window. 

 : ∈  (3) 

For example, in the window containing the following sequence of traffic classes: 
(normal, normal, sqlinjection,sqlinjection,normal), the window class will be set to 
normal. 

Categorical variables are variables that can assume values only from a limited set. 
Some of the data in web server logs are categorical so there must be algorithm defined 
to transform categorical variables into numerical values. One of the frequently used 
approaches is to assign individual values of categorical variables to consecutive integ-
ers. This method does not work, however when it is necessary to determine distance 
between two values. For example, the calculated Euclidean distance will be larger for 
extreme values than the neighboring. An alternative method of representation of cate-
gorical variables in numerical form is to convert them to binary form [10]. With such 
representation calculated Euclidean distance between all acceptable values that will 
be constant. The example of representation of the binary categorical variable "HTTP 
method" for the value of GET and HEAD are presented in the Table 1. 

Table 1. Categorical variable binary representation 

Value GET POST HEAD OPTIONS 
GET 1 0 0 0 

HEAD 0 0 1 0 
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Finally, log file should be preprocessed to extract the most informative part of the 
record. The general idea of HTTP request/response interpretation has been presented 
in Fig. 2. The text string representing particular request is divided into a few separate 
parts which are interpreted by so called “extraction modules”. 

 

Fig. 2. Log record interpretation 

The most important operations performed during features extraction phase include: 
identification and numerical representation of the continent related to IP address, 
representation of HTTP method and version as a binary vector, calculation of the 
URL request depth, calculation of the no alphanumerical characters number in the 
request, hash value calculation from the file extension, change of user-agent name 
into corresponding ID value, etc. After this phase the vector of numerical values de-
scribing the recorded in log file request is passed to the next module. 

3.2 Network Training 

To be able to use the system for the detection of attacks, it is necessary to train SOM net-
work on the training data containing information about the class of the event. This phase is 
crucial, because the system is able to identify only those attacks that learned to recognize. 

The training data must possess information about the class of the event. For exam-
ple, normal traffic can be assigned to the class of normal, while attacks classes with 
names which correspond names of attacks like: sqlinjection, pathtraversal and so on. 
Label with name of the class should be added to each record of access logs used to 
train the system. It should apply the following format [CLASS], where CLASS is the 
name of the class to which is assigned to the record. Label in this form should be 
appended to the end of each row. 

The detection system is multi-layered SOM network. Multilayer network consists 
of multiple layers of standard Kohonen network. Each of them is trained to determine 
the similarity of the analyzed record to the characteristics of a single attack category. 
At the input of the network is presented a single data sample. It was isolated three 
groups of features: Request, Response, and Referer. For each group there is a separate 
Kohonen network layer. 

3.3 Attacks Detection 

Trained Kohonen network system is ready to perform the classification of previously 
unknown records of access logs. For this purpose, it is necessary to convert logs into a 
metrics number. The neuron whose weight vector is most similar to the input is called 
the best matching unit (BMU). BMU of the sample is calculated by finding the node 
with the minimum distance to it. Distance sample to a node is calculated as the sum of 
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the partial-weighted distances for each layers. Weight for each layer is defined as a 
parameter before network training. The classification is made on the basis of class BMU 
given sample. In the training phase to each node is assigned one class. This information 
is used in step of anomaly detection to determine previously unknown class of the sam-
ple. After finding the BMU for a given sample the information on the BMU class is 
determined. The class name is returned as the final decision on the classification. 

4 Experimental Results 

The full set of access log which has been used during experimental method evalua-
tion, contains more than 600 thousand records from the server of one hosting compa-
ny. Each record contains one task per client and HTTP server response. During the 
observation period, clients' requests coming from more than 100 thousands different 
IP addresses have been recorded. For the experiment subset comprising the first 
10000 records was selected. As a result of the classification procedure performed by 
the expert two different types of attacks have been identified: SQL injection and brute 
force password scan. Finally, together with the normal requests the three classes of 
network traffic has been defined. 

Table 2. Default configuration of the algorithm 

Parameter name Value 
Features request, response, refer, user-agent, geoip 
FIFO-size 5 
Rows 7 
Columns 7 
Gridtype Hexagonal 
Weight 1 
Training-ratio 0.5 
Numer of iterations 50 

 
The implemented method using SOM networks allows setting the values of the fol-

lowing parameters in the detection algorithm: set of log features defining the SOM 
dimensions, the sliding window size, number of rows and columns of SOM network, 
gridtype, weights of features, training ration and number of iterations. The default 
values of these parameters have been presented in  

In the first performed experiment the correlation of the algorithm parameters val-
ues and the detection precision (eq. 4) has been investigated.  

 

 
∑ ∑  (4) 

where is a confusion matrix. 
The results for the default values of algorithm parameters has been presented in 

Table 3 and Fig. 3. 
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Table 3. Confusion matrix for the default parameters algorithm 

 Bruteforce Normal Sqlinjection 
Bruteforce 41 47 0 

Normal 27 4955 1 
Sqlinjection 0 15 58 

Precision 98,25% 

 

Fig. 3. Mapping for each class of attack to the default SOM parameter values 

Next experiment was intended to check the impact of feature selection on detec-
tion precision. This parameter determines which features describing HTTP requests 
and responses are taken into account when training SOM network and during classifi-
cation. The experiment concerned the following combinations of features set values 

Table 4. .Cofusion matrix for futures={request} 

 Bruteforce Normal Sqlinjection 
Bruteforce 60 28 0 

Normal 3 4962 18 
Sqlinjection 0 20 53 

Precision 98,66% 

Table 5. Confusion matrix for futures={request,response} 

 Bruteforce Normal Sqlinjection 
Bruteforce 0 88 0 

Normal 0 4968 15 
Sqlinjection 0 29 44 

Precision 97,43% 
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Table 6. Confusion matrix for futures={request,response,refer} 

 Bruteforce Normal Sqlinjection 
Bruteforce 55 33 0 

Normal 19 4922 19 
Sqlinjection 0 25 48 

Precision 97,69% 
 
As the results presented in Table 4, Table 5, Table 6 show, more features used to 

generate metrics does not necessarily turns into better precision. Paradoxically, the 
best results were achieved using only one element set feature=request. The results are 
even better than in the case of default parameter values, using all five available fea-
tures extractors. However, the main element responsible for the highest level of preci-
sion is extremely good classification of brute force attack. Meanwhile, sqlinjection 
attack has been identified slightly worse than in the case of default parameter values. 
An interesting results of brute force attack classification appear when using set of 
features consisting of request and response. In this case, no events appears that could 
have been classified as a brute force attack. All attack samples were incorrectly classi-
fied as normal. The main result of the experiment is the observation that a group of 
features selected for classification must be chosen individually in the context of a 
particular attack that we want to detect with the greatest accuracy. Alternatively, one 
can achieve relatively good classification precision of all attack types by selecting all 
available features. 

The third experiment investigated the influence of the fifo-size for the classifica-
tion precision of attacks against web servers. 

Table 7. Confusion matrix for fifo-size=1 

 Bruteforce Normal Sqlinjection 
Bruteforce 0 85 0 

Normal 0 4997 0 
Sqlinjection 0 64 0 

Precision 97,10% 

Table 8. Confusion matrix for fifo-size=10 

 Bruteforce Normal Sqlinjection 
Bruteforce 43 53 0 

Normal 24 4932 14 
Sqlinjection 0 13 62 

Precision 97,98% 
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Table 9. Confusion matrix for fifo-size=20 

 Bruteforce Normal Sqlinjection 
Bruteforce 39 52 0 

Normal 26 4937 14 
Sqlinjection 0 20 48 

Precision 97,69% 
 
From the obtained results of experiments with different parameter values fifo-size 

noticeable is the influence of this parameter on the accuracy of classification. First of 
all, when the sliding window is off (set to 1) none attack was not detected. The best 
total result was ever achieved with the default parameter values (fifo-size = 5). Brute 
force attacks are detected with slightly better precision for longer sliding window 
values . In turn, the attack sqlinjection is best recognized at the value fifo-size = 10.  

On the basis of the experiment results can be concluded that the optimal length of 
the queue depends on the kind of attack we anticipate with the best precision. One 
should also remember that the selection of longer sliding window increases the prob-
ability that the information about a particular attack related to only a single request 
can be lost. This is due to the way in which traffic class is determined for the whole 
window. 

5 Conclusions 

Application of soft computing methods to recognition of attack against web server 
extends the possibilities of the security incident detection. Also previously unknown 
attacks can be detected only if they are described by similar set of features. The pro-
posed method uses SOM networks for event type classification where events are de-
fined by the records in web server log files. The approach defines also the method of 
transformation of log files records into corresponding numerical vectors which can be 
processed by SOM network. 

Finally, the several experiments on real data sets have been performed. The re-
sults of the experiments are promising for security incidents detection precision. The 
average detection precision for the proposed method is about 98%. 

Further work will focus on improving the rate of attacks detection. Despite the 
achievement of high values of precision indicator, the number of correctly detected 
brute force attacks are relatively low. This is widely known problem in computer 
attack detection where the number of normal events is much greater than the number 
of events related to attacks. The next steps will be dedicated to the improvement of 
learning phase to provide the better brute force attack recognition. 
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Abstract. The paper introduces an alternative method for website analysis that 
combines two web mining research fields - discovering of web users’ behaviour 
patterns as well as discovering knowledge from the website structure. The main 
objective of the paper is to identify the web pages, in which the value of impor-
tance of these web pages, estimated by the website developers, does not corre-
spond to the actual perception of these web pages by the visitors. The paper 
presents a case study, which used the proposed method of the identification 
suspicious web pages using the analysis of expected and observed probabilities 
of accesses to the web pages. The expected probabilities were calculated using 
the PageRank method and observed probabilities were obtained from the web 
server log file. The observed and expected data were compared using the resid-
ual analysis. The obtained results can be successfully used for the identification 
of potential problems with the structure of the observed website. 

Keywords: web usage mining, web structure mining, PageRank, support, ob-
served, visit rate, expected visit rate. 

1 Introduction 

The aim of the web portal designers or developers is to provide information to users 
in a clear and understandable form. Information on web pages is interconnected by 
the hyperlinks. The website developer of designer affects visitors’ behaviour by refer-
ences. He/she indicates the importance of information displayed on web pages 
through the references. Probably more references head to more important web pages, 
which are directly accessed from the home page or are referred from other important 
web pages. Web pages are mostly understood as an information resource for users. 
They can also provide information in the opposite direction. The website providers 
can obtain the amount of information about their users or about users’ behaviours, 
needs or interests. 

The goal of this paper is to point out the connection between the estimated impor-
tance of web pages (obtained by methods of web structure mining) and visitors’ actual 
perception of the importance of individual pages (obtained by methods of web usage 
mining – a part of web log mining). We can use possible differences between the 
expected probability and observed probability of accesses to the individual portal web 
pages to identify suspicious pages. Suspicious pages are defined as pages that are not 
ordered correctly in the hypertext portal structure. 
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By knowledge discovery from web page structure (web structure mining, WSM) 
[1], we focused on the analysis of the quality and importance of web pages based on 
references among web pages. Determination of web page importance is based on the 
idea that the degree to which we can rely on the web page quality is transferred by 
references among web pages. If the web page is referred to by other important pages, 
the references on that page also become important. By the web usage mining (WUM), 
we start from the fact, that a user usually posts a large amount of information to the 
server during his visit of the web page. The most web servers automatically save this 
information in the form of log file records. 

2 Related Work 

The authors tried to combine web structure mining, web content mining and web 
usage mining methods in several studies. The combination of methods and techniques 
of these research fields could help to solve some typical types of web structure analy-
sis issues.  

The authors of similar experiments examined several other methods of web page 
quality estimation, which plays a crucial role in the contemporary web searching  
engines.  

Usually, the estimation of web page quality was assured by the PR or TrustRank 
algorithms. However, low quality, unreliable data or spam stored in the hypertext 
structure caused less effective estimation of the web page quality.  

Liu et al. [2] further utilized learning algorithms for web page quality estimation 
based on the content factors of examined web pages (the web page length, the count 
of referred hyperlinks). 

Chua and Chan [3] dealt with the analysis of selected properties of examined web 
pages. They combined the content, structure and character of hyperlinks of web pages 
for the web page classification. They wanted to define web page classifiers for the-
matically oriented search engines more precisely. Each analysed web page was repre-
sented by a set of properties related to its content, structure and hyperlinks. Finally, 
they stated 14 properties of web pages, which they used consequently as the input of 
machine learning algorithms.        

Jacob et al. [4] designed an algorithm WITCH (Webspam Identification Through 
Content and Hyperlinks), which combined a web structure and web content mining 
methods for the purpose of spam detection. We also found a similar approach in other 
experiments [5-7]. 

Lorentzen [8] found only a few studies, which combine two sub-fields of web min-
ing. The most of the research has focused on a combination of the usage and content 
mining methods, but he also mentioned some examples of structure mining, which 
could be said to be web mining’s equivalent to link analysis. For example, the 
Markov chain-based Site Rank and Popularity Rank combine structure and usage 
mining with a co-citation-based algorithm for the automatic generation of hierarchical 
sitemaps for websites, or for the automatic exploration of the topical structure of a 
given academic subject, based on the HITS algorithm, semantic clustering, co-link 
analysis and social network analysis. 
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Usually, as we wrote previously, the estimation of the web page quality was as-
sured by the PR, HITS or TrustRank algorithms. However, low quality, unreliable 
data or spam stored in the hypertext structure caused less effective estimation of the 
web page quality [9, 10]. Jain at al. [11] provided a detailed review of PR algorithms 
in Web Mining, their limitations and a new method for indexing web pages.  

Ahmadi-Abkenari [12] introduced web page importance metric of LogRank that 
works based on analysis on server level clickstream data set. The application of this 
metric means the importance of each page is based on the observation period of log 
data and independent from the downloaded portion of the Web. Agichtein et al. and 
Meiss et al. [13, 14] used the traffic data to validate the PageRank random surfing 
model. Su et al. [15] proposed and experimentally evaluated a novel approach for 
personalized page ranking and recommendation by integrating association mining and 
PageRank.   

3 Data Pre-processing 

We mentioned previously, that we tried to connect web usage mining and web struc-
ture mining methods for the purpose of identification the differences between ex-
pected and observed accesses to the web pages. We describe the details of the pro-
posed approach in this section. 

3.1 Data Pre-processing for PR Calculation 

We developed the crawler, which went through and analysed web pages. The crawler 
began on the home page and read all hyperlinks on the examined web page. If the 
crawler found hyperlinks to the unattended web pages, it added them to the queue. 

The crawler had created a site map which we have utilized later in the PR calcula-
tion of individual pages. The web crawler implemented the method, which has been 
operating in several steps: 

• URL selection from the queue. 
• An analysis of the content of selected web page for the purpose of finding new 

URL references. 
•  New URL references added to the queue. 

The crawler was simple because it scanned only the hyperlinks between web 
pages. We consider this as the main limitation of the proposed method, because the 
crawler did not regard the actual position of the hyperlinks within the web page lay-
out, which has a strong influence on the probability of being accessed by a website 
visitor. 

Consequently, we calculated PR for different web pages. Brin and Page [16], the 
authors of the PR, introduced the Random Surfer Model. This model assumed that the 
user had clicked on the hyperlinks, he/she had never returned, and they have started 
on other random web pages. 
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PR of the web page i (PR(i)) is defined as  

 1 ∑ , ∈  (1) 

where d is Dumping Factor (0≤d<1),  E is a set of oriented edges, i.e., hyperlinks 
between web pages, j is a web page with a reference on the web page i, and Oj is the 
count of hyperlinks referred to the other web pages from the web page j.  

Therefore, the authors proposed Dumping Factor d ⟨0, 1). Dumping factor repre-
sented the probability that the random surfer would continue on the next web page. 
The value 1- d meant the probability that the user would start on the new web page. 
The typical value of the variable d is usually 0.85 [17]. We can iterate this calculation 
until the value of Pr(i) begins to converge to the limit value [16]. 

3.2 Data Pre-processing for Visit Rate Finding of Individual Web Pages 

We used the log files of the university web site. We removed unnecessary records and 
accesses of crawlers from the log file. The final log file had 573020 records over a 
period of three weeks. We prepared data at some levels: 

• Data with session identification using standard time threshold (STT) [18-20]. The 
session identification method using standard time threshold (time-window) repre-
sents the most common method. Using this method, each time we had found  
subsequent records about the web page requests where the time of the web page 
displaying had been higher than explicitly selected time, we divided the user visits 
into several sessions. We used STT = 10 minutes. 

• Data with path completion [21, 22]. The reconstruction of the web site visitors’ 
activities represents another issue for WUM. This technique does not belong to the 
session identification approaches. It is usually the next step of the data pre-
processing phase [23, 24].  The main aim of this stage is to identify any significant 
accesses to the web page which are not recorded in the log file.  
For example, if the user returns to the web page during the same session, the sec-
ond attempt will probably display the cached version of the web page from the 
Internet browser. The path completion technique provides an acceptable solution to 
these problems. It assumes that we can add the missing records to the web server 
log file using the site map or eventually using the value of the variable referrer 
stored in the log file [25, 26].  

The observed visit rate of the web pages were found by the WUM method and rep-
resented by the value of variable support. The variable support is defined as sup-
port(X) = P(X).  In other words, item X has support s if s% of transactions contain X, 
i.e. the variable support means the frequency of occurrence of given set of items in 
the database. It represents the probability of visiting a particular web page in identi-
fied sequences (sessions). 
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4 Analysis of Differences between Expected and Observed 
Probability of Accesses to Web Pages 

We could see input data of web mining from two different views: 

• Data, which depends on the web page developers, this data represents the input of 
the web structure mining. 

• Data, which depends on the web page visitors, this data represents the input of the 
web usage mining. 

Of course, we could dispute that the visitors’ behaviour was determined by the 
structure and the content of the web page and vice versa, but we have had the primary 
origin of data in mind.   

These two groups of data are interdependent. The web page developers should cre-
ate web pages that reflect the needs of their visitors. We proved the dependence of 
values PR and real visit rate expressed as values of the variable support. 

We analysed the dependence of expected values of the web page accesses on real 
values. The value of PR for individual web pages represented the probability of being 
visited by a random visitor. At the same time, PR expressed the importance of the 
web page from the web developer’s perspective. If the web page had been important, 
the developer created more references directed to this web page than to other, less 
important, web pages. We compared the importance of the web page given by the 
developer with the real importance of this web page from the visitor’s point of view. 

We will describe one method of finding the differences between the expected and 
observed probability of accesses to the individual web pages of the website and ana-
lyse the obtained results.    

5 Residual Analysis 

We supposed that we had a log file from a web server with users’ sessions identified 
using the STT method. Simultaneously, we calculated PR for each web page on the 
examined web site. Finally, we calculated values of the variable support. We only 
used the web pages with a value of variable support greater than 0.5 in the residual 
analysis. 

We considered the comparable values for the comparison of expected (PR) and ob-
served (support) visit rate. The variable support was from the interval 0-100 and rep-
resented the probability of visiting a particular web page in the identified sessions.  

We should be aware that the values of PR of individual web pages created the 
probability distribution of the visits together. Therefore, the sum of PR should be 1. 
We transformed it into relative values for that reason.            

We found inspiration in the residual analysis. The main idea of this method as-
sumes that 

 Data = prediction using model (function) + residual value. 
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If we subtracted the values obtained from the model (expected values) from the ob-
served values, we would have got errors (residual values). We could analyse the re-
sidual values for the purpose of the model appraisal.  

The selection residues  are defined as    

   , (2) 

where  are expected values predicted by the model and  are observed values. 
The residual analysis serves for the purpose of the model validity verifying and its 

improving because it helps to find out the relationships, which the model did not con-
sider. For example, we can use the residual analysis for the regression model stability 
verifying, i.e., we can identify the incorrectness of the selected model using the corre-
lated chart of residues and independent variable.  

The values of variable support represented the observed values in the described 
experiment. The values of the variable PR represented the expected values. As we 
mentioned earlier, the main objective of the residual analysis was the identification of 
the outliers. We could visualize the residues in the charts of defined cases (Fig. 1).   
 

 

Fig. 1. Chart of residues example 

The chart visualizes calculated values of residues, minimum, maximum, mean and 
median for each case. We did not consider the home page of the website in this case 
study because the value of the variable support for this page was equal to 53.51. The 
average value of the variable support was 3.09. Therefore, the value of the main page 
would have distorted the residues of other web pages in the charts.     

We created a chart with expected, observed and residual values for better under-
standing (Fig. 2). The individual web pages ordered by the PR represent the x axis. 
We can see the web page identifier in the chart of residues. We could see from this 
chart that the expected values of PR and observed values of the variable support were 
different. The residuum had to be equal zero in the ideal case, i.e., the expected and 
observed values should be the same. It implies, the structure of the references to a 
given web page created by the web developers would be better if the value of the 
residuum is closer to the x axis. 
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Fig. 2. Chart with expected, observed and residual values 

6 Residual Outliers Identification 

The identification of outliers is the objective of the residual analysis. The outlier iden-
tifies potentially “suspicious” web pages. In this case, the outliers identified the web 
pages where the structure of the web site (the intention of the developers, creators) did 
not reflect the real behaviour of the visitors. We created the chart of residues for the 
outliers’ identification (Fig. 3). Considering the theory of residues we could have 
identified the outliers using rule ±2σ. It means that we considered the cases which 
were out of the interval  

 
Average of differences ± 2 standard deviation of differences. 

 
We calculated the following boundary values for the selected web pages of the 

website: -5.696351; 5.30932. The chart (Fig. 3) visualizes the identification of out-
liers. As we can see, we identified four “suspicious” web pages. 
We identified two web pages with the residuum greater than +2σ, which were under-
estimated by web developers. Even though the web pages had few references from 
other web pages, the visit rate of these web pages was high. It could have been caused 
by the seasonal importance of the web pages’ content. On the other hand, it is clear 
that these web pages should have had references from more relevant web pages on the 
web site.  

The main menu of the examined web site caused the main problem of the described 
experiment. The main menu was available on each web page of the web site. It means 
that there were always the direct references to the main parts of the web site from all 
web pages. Therefore, there occurred the evident difference between the value of PR 
of web pages available directly from the main menu and other web pages.  
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Fig. 3. Visualization the identification of outliers 

At the same time, we identified two “suspicious” web pages with the residuum 
greater than -2σ. These web pages were overestimated by the web site developers. 
Even though the web pages had many references from other web pages, these web 
pages obtained a small visit rate.              

7 Discussion  

We identified the suspicious web pages on the basis of the rule ±2σ. We analysed 45 
web pages and found four suspicious pages. It is questionable if the number of the 
suspicious web pages is sufficient. If we identify a greater number of suspicious web 
pages we could assess the boundary values using the quartile interval1,5 ; 1,5 . Figure 4 (Fig. 4) depicts the visualization of the suspicious web 
pages using the mentioned boundary values. 

We utilize the results of the residual analysis to recommend website structure 
changes. In the described case, we should create references (hyperlinks) on the main 
page or add other items to the main menu for all pages where the value of residuum 
was greater than the boundary value. On the other hand, we should change the struc-
ture of the references on web pages where the value of residuum was lower than the 
boundary value.  

Web usage mining methods examine the behaviour of visitors on the website. In 
general, we obtained the set of rules using these methods. We could have evaluated 
each useful rule subjectively if the rule were in accordance with the idea of the  
website developers.  
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Fig. 4. Visualization boundary values of residual analysis 

Consequently, we might identify problematic parts of the examined web site. We 
might compare the intention of the web site developers with the real visits of the web-
site using a combination of web structure and web usage mining methods. Moreover, 
we might emphasize the potential differences using residual analysis. 

The proposed method also has some limitations. We have already mentioned the 
limited behaviour of the crawler, which was used for the PR calculation of individual 
pages. It is necessary to take into account also other characteristics of the hyperlinks 
to improve the obtained results, i.e., their position on a given web page, detection of 
unwanted clicks, etc.   

8 Conclusions 

We paid attention to the new web structure mining method in this paper. We chose 
the algorithm for PR calculation for estimations of importance and quality of the indi-
vidual web page. The quality of a given web page depends on the number and quality 
of the web pages which refer to it. We selected the PR method because this method 
expresses the probability of visiting of given web page by a random visitor.   

We presented the case study of the proposed method of identification “suspicious” 
web pages in the last chapter. Following the conclusions of the previous experiments, 
we assumed that the expected visit rate would correlate with the real visit-rate.  

We utilized the potential advantages of joining web structure and web usage min-
ing methods in the residual analysis. We tried to identify the potential problems with 
the structure of the web site. Whereas the sequence rules analysis can only uncover 
the potential problems of web pages with higher visit rate, the proposed method of 
residual analysis can also detect the web pages with a low visit rate.  
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Abstract. The article outlines the issues of website quality assessment, reduc-
tion of website assessment criteria and factors that users employ in the assess-
ment of websites. The research presents a selection procedure concerning  
significant choice criteria and revealing undisclosed user preferences based on 
the website quality assessment models. The formulated procedure utilizes  
feature selection methods derived from machine learning. Results concerning 
undisclosed preferences were verified through a comparison with those declared 
by website users. 

Keywords: feature selection, Cohen kappa, CART, mean absolute deviation. 

1 Introduction 

Almost 634 million web pages operate in the world [1] with more than 2.4 billion 
users [2]. Some systems have a global reach, others local. News portals are one of the 
most popular types of websites and their popularity is strictly linked with quality. This 
hypothesis is present in publications concerning website assessment, whereby cus-
tomers must be satisfied with their experience in using the website or they will not 
return. Thus, the assessment of website quality has become a priority for companies 
[4] and is affecting users’ loyalty and usage frequency [24]. The importance of web-
site quality assessment is reflected in other research which states that effective evalua-
tion of websites has become a point of concern for practitioners and researchers [5]. 
Evaluation is an aspect of website development and operation that can contribute to 
maximizing the exploitation of invested resources [6]. Assessment of website quality, 
including the most popular types of websites, i.e. news portals and social platforms is 
challenging task in the most stages of online projects. An effort should be made to 
ensure that the website is reliable and reflects users’ expectations. This fact is sup-
ported in practice by the ongoing development of methods of presenting information 
as well as information accessibility and development of new functions tailored to 
meet the current needs of users. Proposed in this paper approach is based on determin-
ing the criteria that implicitly influence users in their evaluation of the quality of web-
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sites. This procedure allows usage of weights that reflect their relevance and enables 
criteria reduction with low impact on the assessment. 

2 Literature Review and Proposed Approach  

Various models of website assessment varying in their uses of quality description crite-
ria, the number of criteria, assessment scales and methods require a model which focus-
es on the information value of researched sites. According to the analysis, the following 
models have the highest usability in assessment of the news portals: eQual [7], Ahn [8], 
SiteQual [9], Web Portal Site Quality [10] and Website Evaluation Questionnaire [11]. 
The statement was influenced by the fact that these models elaborately treat the issue of 
presented information quality. One of the limitations of these models is the method of 
obtaining weights criteria during evaluation of services, as they are usually defined on 
the basis of declarative approach. Meanwhile, the criteria for determining weights based 
on surveys and explicit declared user preferences can generate errors in the study [12]. 
Declared user preferences may differ from actual preferences and from preferences 
acquired by analytical systems [15]. This means that users in the evaluation can be 
guided by criteria other than those declared [13][14]. In addition, permanent use in as-
sessing the quality of all the criteria derived from these models would be very confus-
ing, because there are a total of more than sixty of them. Proposed procedure is charac-
terized by the possibility of generalization for applying it to the selection criteria rele-
vant when assessing various types of sites. Presented method for determining the selec-
tion criteria and their weights is based on the assumption that surveyed multiple criteria 
evaluation is not accurate. The evaluation is only accurate if the websites' ratings, calcu-
lated as weighted averages of assessment criteria, correspond with the overall evalua-
tions of these websites. The second assumption states that there is a subset of the  
criteria, which differentiates website quality to a considerable degree. There are also 
implicit values of weights to be used in multi-criteria assessment services which can 
give a solution similar to the overall assessment of service determined by the respon-
dents. Based on the assumptions formulated in the research, heuristics inspired by algo-
rithms used in the construction of feature selection, methods of machine learning were 
applied. According to this approach for finding the subset of classification criteria, there 
is a model in the sense of machine learning, characterized by a low degree of conflict 
cases, training model which enables us to a large extent to determine the overall assess-
ment of the service on the basis of the criterion ratings. Therefore, building models of 
classifiers using subsets of criteria, which can be chosen subsets, may provide solutions 
close to optimum. 

3 Procedure of Selecting Website Evaluation Criteria 

The aim of the proposed procedure is to analyze the data obtained using feature selec-
tion procedures. The objects are to be analyzed with sets of marks awarded by each of 
the respondents for each service relative to successive criteria and the final marks. Each 
object consists, therefore, of a set of features, which are criteria for evaluation and  
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descriptions of the class to which the object belongs in the form of global assessment. 
Feature selection methods examined the influence of individual characteristics on as-
signing an object to a specific class. An independent assessment of the characteristics of 
the use of the general characteristics of the data is carried out. Here the correlation coef-
ficients between the values and characteristics belonging to a specific class can be used. 
These methods, as opposed to wrappers, choose characteristics regardless of the results 
of the classification, and the classifier is used only to verify the set of characteristics 
[27]. The use of filters eliminates the impact of the quality of the classifier to select 
features. In addition, the method was used to examine further features independently of 
each other, resulting in a ranking of the full set of features together with the numerical 
value of the significance of each feature. During the processes the following methods 
were used: ReliefF [27], Significance Attribute [27], Symmetrical Uncertainty [27] and 
individual indicators of Hellwig information capacity [27]. For ReliefF method individ-
ual characteristics can be applied for nearest neighbors, and sampling was performed on 
all objects. In this step, the obtained rankings were based on significant criteria features. 

After the rankings and subsets of features, testing should be performed using the me-
thods of classification. A decision trees classifier namely the advanced classification 
tree CART was deployed for this purpose. The Gini measure was used as a criterion for 
the distribution node in the tree. The minimum allowable cardinality of the node was set 
at five objects and the stop parameter for trimming the tree was misclassification error 
[27]. Also used was the estimation of the a priori probability of belonging to particular 
classes of objects [27]. Estimating a priori helped to improve the model classifier due to 
the fact that the frequencies of particular classes of decision-making were different. 
They were close to normal distribution, so the use of the a priori estimate was justified. 
In order to obtain stable results of the classification the 10 fold cross validation was used 
[27]. The classification of objects into one of seven classes represented specific assess-
ment of the overall service. Each of the ranking criteria was iteratively eliminated in 
accordance with an important feature of the test rankings and other features used for 
classification. On the basis of the classification, a true positive rate and Cohen's kappa 
were determined. Cohen's kappa coefficient describes the compatibility between the 
expected and predicted objects belonging to the classes of decision-making. An impor-
tant advantage of Cohen's Kappa coefficient, compared to a ratio of relevance classifier, 
is that it corrects a random compatibility classification [27]. Moreover, in the literature 
linguistic interpretations of the extent of compliance can be found, specified by the nu-
meric value of Cohen's kappa coefficient :KC ϵ [0.0, 0.2]: slight; KC ϵ (0.2, 0.4]: fair; KC ϵ (0.4, 0.6]: moderate; KC ϵ (0.6, 0.8]: substantial; KC ϵ (0.8, 1]: almost perfect [28].  

The next stage of the study was to search for suboptimal subsets of criteria that will 
get the results of the evaluation criterion as close as possible to the results of the as-
sessment of general services. For this purpose, based on the ratings of well-known 
news services given by respondents for each website included in the survey, the aver-
age overall score was calculated according to the formula (1): 
 

 
∑ 100%    (1) 

 
si – overall assessment of the service assigned by the i-th user, 
n – the number of users participating in the survey, 
Lmax – evaluating the maximum value of the scale (in this case, seven). 
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For each obtained subset of criterias the average standardized assessment services 
were also calculated, using criterial evaluation and weight according to the formula 
(2): 

 
∑ ∑ 11∑ 1 100%                       (2) 

kij – evaluation of service terms of j-th criterion, assigned by the i-th user, 
wj – weight of the j-th criterion, 
m – number of criteria, in terms of evaluating service. 

Because of different numbers of criteria resulted in obtaining the services of a differ-
ent number of points, the score for each subset of criteria has been normalized to the 
range [0-1]. If a selected subset of the assessment criteria accurately reflects the quali-
ty of Internet service, it is between the assessment and the assessment of the overall 
service relationship or criterion GS ≈ OS. A comparison of standard GS and OS val-
ues obtained for the different subsets was performed using a mean absolute deviation 
measure of [27], according to the formula (3):  ∑

                                 (3) 

n - number of respondents’ websites, 
Gi - average overall rating of the i-th website, 
Oi - average the criterion of the i-th website. 

The final selection of a subset of criteria was based on the results of the classification 
and co-factors, and Cohen kappa values of mean absolute deviation. The steps of the 
method of selection criteria for the evaluation are shown in Figure 1. 
 

 

Fig. 1. The steps of the method of selection criteria for assessing the quality  
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4 Research Results 

The first stage of the research was to gather user surveys for the assessment of the 
quality of the set of news portals. The survey included questions that correspond to 
each evaluation criteria using functioning models such as eQual, Ahn, SiteQual, 
WPSQ and WEQ based on top sites from national ranking [3]. In addition, the survey 
included a question regarding an overall rating of each service. For comparison pur-
poses, users were also asked about their preferences explicitly declared as the weights 
of the criteria. Therefore, the users gave answers about how they evaluate each of the 
websites in terms of a total of 67 evaluation criteria; how important it is for them to 
have each of the criteria satisfied and how to generally evaluate each of the sites. The 
study used a seven-step Likert scale. Due to the very large number of questions, fill-
ing out the survey in one session would be very tedious and could result in unreliable 
responses to questions contained in it. Therefore, the survey was divided into three 
parts and accessed by the users at weekly intervals. The study collected 133 question-
naires, containing criteria evaluations and overall assessments of each site; therefore, 
base 532 objects were available. After collecting the questionnaires the results were 
analyzed using feature selection procedures. This made it possible to get rankings and 
relevance of the criteria contained in Table 1 with columns C for criterion and S for 
significance. 

Table 1. Rankings criteria obtained using feature selection procedures  

F
ea

tu
re

  Procedure

Users ReliefF Symmetrical 
Uncertainty 

Significance 
Attribute 

Hellwig’s Method 

C S C S C S C S C S 

1 K1
0

5,804511 K45 0,0797 K16 0,1912 K16 0,541 K16 0,025877 
2 K1

8
5,75188 K7 0,078 K52 0,173 K19 0,533 K5 0,023821 

3 K1
1

5,578947 K16 0,0771 K5 0,1727 K52 0,511 K45 0,022993 
4 K9 5,496241 K5 0,0759 K45 0,1696 K5 0,509 K40 0,022245 
5 K4

4
5,466165 K53 0,0653 K19 0,166 K53 0,503 K7 0,021007 

6 K2
4

5,458647 K32 0,0647 K53 0,1628 K55 0,488 K53 0,020241 
7 K1

2
5,330827 K19 0,0644 K7 0,1627 K63 0,485 K19 0,0199 

8 K6
6

5,300752 K10 0,0641 K55 0,159 K47 0,476 K25 0,019818 
9 K2

7
5,225564 K66 0,064 K40 0,1562 K7 0,475 K55 0,019725 

10 K3
2

5,180451 K40 0,0639 K63 0,1443 K32 0,47 K51 0,019667 
11 K2

3
5,165414 K29 0,0634 K58 0,1369 K51 0,466 K63 0,019606 

12 K4
0

5,135338 K55 0,063 K29 0,1365 K40 0,465 K37 0,019333 
13 K4

9
5,120301 K12 0,0619 K49 0,1359 K45 0,464 K9 0,018878 

14 K6
0

5,082707 K64 0,0615 K64 0,1338 K50 0,461 K29 0,018706 
15 K1

4
5,067669 K52 0,0612 K12 0,1306 K42 0,46 K58 0,018601 

16 K1
3

5,06015 K50 0,0605 K50 0,129 K9 0,456 K64 0,018477 
17 K3

1
5,06015 K49 0,0603 K32 0,129 K64 0,45 K8 0,01831 

18 K5
4

5,045113 K6 0,06 K51 0,1283 K29 0,447 K52 0,018145 
19 K1

7
5,037594 K58 0,0592 K6 0,1276 K49 0,445 K6 0,018096 

20 K4
6

5,022556 K63 0,059 K47 0,1269 K66 0,442 K10 0,017794 
21 K4

8
4,977444 K9 0,0563 K8 0,1269 K58 0,437 K49 0,017776 

22 K4
2

4,969925 K51 0,0547 K42 0,1255 K57 0,437 K12 0,017739 
23 K2 4,954887 K2 0,0544 K37 0,1231 K37 0,437 K66 0,017317 
24 K5

2
4,954887 K8 0,0537 K9 0,1194 K6 0,436 K50 0,017225 

25 K4
5

4,93985 K48 0,0523 K66 0,1179 K12 0,435 K47 0,017055 
26 K5

3
4,917293 K14 0,0522 K59 0,117 K59 0,435 K28 0,016391 

27 K1
5

4,909774 K44 0,0521 K57 0,1149 K62 0,435 K17 0,016333 
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Table 1. (continued) 
F

ea
tu

re
  Procedure

Users ReliefF Symmetrical 
Uncertainty 

Significance 
Attribute 

Hellwig’s Method 

C S C S C S C S C S 

28 K5
0

4,887218 K17 0,0521 K62 0,1148 K8 0,424 K32 0,015936 
29 K4

7
4,842105 K47 0,0521 K17 0,1131 K25 0,411 K60 0,015473 

30 K4 4,834586 K46 0,0514 K10 0,1098 K61 0,411 K62 0,015401 
31 K3

4
4,819549 K56 0,0512 K14 0,1085 K28 0,408 K46 0,01526 

32 K4
3

4,81203 K62 0,05 K2 0,1085 K17 0,408 K15 0,015172 
33 K5

1
4,789474 K28 0,0492 K27 0,1072 K56 0,406 K14 0,015158 

34 K2
9

4,781955 K31 0,048 K44 0,102 K60 0,402 K2 0,015004 
35 K3 4,759398 K41 0,0469 K3 0,0999 K2 0,396 K27 0,015001 
36 K4

1
4,729323 K42 0,0441 K25 0,0979 K46 0,396 K56 0,014751 

37 K7 4,714286 K37 0,0437 K41 0,0977 K44 0,394 K26 0,014742 
38 K3

3
4,714286 K11 0,0428 K60 0,0969 K14 0,394 K41 0,014598 

39 K2
2

4,699248 K3 0,0427 K15 0,0966 K15 0,388 K3 0,014129 
40 K2

5
4,661654 K15 0,0422 K56 0,0958 K27 0,387 K44 0,01411 

41 K5
5

4,639098 K27 0,0408 K46 0,0948 K10 0,381 K48 0,013936 
42 K6

4
4,639098 K43 0,04 K28 0,0936 K26 0,378 K42 0,013731 

43 K1
9

4,616541 K24 0,0395 K20 0,0897 K54 0,376 K59 0,013439 
44 K3

8
4,586466 K25 0,0393 K26 0,0876 K41 0,371 K11 0,012663 

45 K3
7

4,571429 K1 0,0393 K61 0,087 K18 0,367 K24 0,012466 
46 K5

7
4,541353 K33 0,0387 K18 0,0828 K3 0,367 K54 0,012324 

47 K5
6

4,488722 K57 0,0385 K54 0,0812 K43 0,362 K18 0,012031 
48 K6 4,458647 K59 0,0384 K43 0,0811 K11 0,359 K43 0,011867 
49 K5 4,443609 K54 0,0384 K24 0,077 K23 0,342 K33 0,011342 
50 K8 4,43609 K4 0,0382 K11 0,0756 K31 0,34 K31 0,011248 
51 K3

9
4,421053 K65 0,0371 K33 0,0706 K13 0,336 K30 0,011238 

52 K5
8

4,37594 K67 0,0365 K23 0,0694 K20 0,335 K57 0,011169 
53 K2

6
4,345865 K60 0,0359 K31 0,0692 K48 0,334 K67 0,011106 

54 K3
6

4,330827 K39 0,0346 K30 0,0692 K30 0,333 K23 0,011037 
55 K3

5
4,315789 K30 0,0339 K48 0,0644 K24 0,326 K61 0,010818 

56 K6
2

4,315789 K26 0,0332 K4 0,0613 K65 0,324 K22 0,010709 
57 K5

9
4,300752 K18 0,0331 K35 0,0598 K22 0,321 K34 0,010469 

58 K1 4,270677 K61 0,0329 K65 0,0593 K33 0,316 K20 0,010468 
59 K1

6
4,24812 K23 0,0329 K34 0,0578 K35 0,309 K1 0,009537 

60 K6
3

4,172932 K20 0,0328 K22 0,057 K34 0,303 K65 0,009511 
61 K2

8
4,165414 K36 0,032 K36 0,0542 K39 0,289 K35 0,008776 

62 K6
7

4,120301 K21 0,0284 K39 0,054 K36 0,286 K4 0,008497 
63 K6

1
4 K13 0,0267 K67 0,0525 K67 0,278 K39 0,008287 

64 K3
0

3,796992 K35 0,0258 K13 0,051 K4 0,278 K13 0,008234 
65 K6

5
3,511278 K34 0,0224 K1 0,0443 K21 0,269 K36 0,008027 

66 K2
1

3,278195 K22 0,0224 K21 0,0381 K1 0,248 K21 0,00752 
67 K2

0
3,218045 K38 0,0215 K38 0 K38 0 K38 0,003743 

 
When analyzing Table 1, regularity can be noticed and all the procedures for the 

selection of features for the least important criterion considered K38. Similarly, in all 
the rankings, among others, low-ranking features include: K21, K36, K34, K35 and 
K39. In turn, some of the most important criteria in each of the rankings are K16, K5, 
K19, K45 and K53. These results differ significantly from the ranking obtained on the 
basis of users’ expressed responses in surveys, such as the features K16 and K63, 
which the users indicated are not very important compared to the rest of the features. 
Additionally, feature K13 which, according to the users, is considered one of the most 
important features, is positioned low in other rankings. There are also marked differ-
ences between the rankings created using various procedures for the selection of fea-
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tures. For example, the K52 feature was considered very important by the procedure 
Symmetrical Uncertainty and Attribute Significance, while in the ReliefF and Hellwig 
rankings it occupies lower positions. After creating rankings, the characteristics were 
tested using decision trees CART. For each subset of criteria a true positive rate for 
each class of decision-making and decision-making for all classes together was set. 
Moreover, for subsets, based on the confusion matrix, Cohen's kappa value was de-
termined (KC). For the KC the standard error was set and on this basis, the confidence 
interval was 0.99 [26, pp. 543-547]. The confusion matrix for the classification car-
ried out using the full set of 67 criteria was characterized by a pointer value KC = 
0.738. Table 2 contains the value of the lower limit of the confidence interval of Co-
hen's kappa (KCmin) and the true positive rate for the worst classified class 
(TPRMIN). Subsets of criteria satisfying the conditions TRPMIN > 50 % and KCmin 
> 0.6 in Table 2 are marked with a pattern. 

Table 2. KCmin and TPRMIN for subsets of criteria 

F
ea

tu
re

s 

Procedure

Users ReliefF Symmetric  
uncertainty  

Attribute  
significance 

Hellwig  
method 

KCmin TPR 
MIN[%] 

KCmin 
TPR 

MIN[%] 
KCmin 

TPR 
MIN[%] 

KCmin 
TPR 

MIN[%] 
KCmin 

TPR 
MIN[%] 

15 0,537 51,85 0,570 57,14 0,589 42,86 0,563 37,14 0,528 17,14 
16 0,542 45,71 0,590 60,00 0,578 42,86 0,589 37,14 0,589 37,14 
17 0,528 62,96 0,592 60,00 0,581 42,86 0,588 51,43 0,582 37,14 
18 0,545 57,14 0,625 60,00 0,575 42,86 0,620 37,14 0,582 37,14 
19 0,551 62,96 0,626 60,00 0,595 51,43 0,629 54,29 0,603 45,71 
20 0,557 62,96 0,613 54,29 0,608 54,29 0,596 57,14 0,603 45,71 
21 0,550 48,15 0,610 54,29 0,608 54,29 0,596 57,14 0,608 51,43 
22 0,540 48,15 0,611 54,29 0,625 54,29 0,586 62,86 0,607 51,43 
23 0,558 60,00 0,615 54,29 0,633 54,29 0,589 62,86 0,622 54,29 
24 0,558 60,00 0,616 57,14 0,636 54,29 0,636 62,86 0,624 54,29 
25 0,585 51,43 0,620 57,14 0,643 57,14 0,634 62,86 0,632 57,14 
26 0,599 51,43 0,623 57,14 0,643 57,14 0,629 62,86 0,633 51,43 
27 0,592 51,43 0,626 57,14 0,634 62,86 0,619 60,00 0,633 51,43 
28 0,574 40,00 0,635 57,14 0,626 56,47 0,619 60,00 0,635 51,43 
29 0,620 62,86 0,640 57,14 0,623 56,47 0,619 60,00 0,637 51,43 
30 0,620 62,86 0,640 57,14 0,623 56,47 0,619 60,00 0,634 62,86 
67 0,682 60,00 0,682 60,00 0,682 60,00 0,682 60,00 0,682 60,00 

 
Results presented in the Table 2 show that the subsets of criteria created by the 

feature selection procedures allow for a more correct classification than the plurali-
ty of subsets of the same criteria, created based on the ranking of the users. Hence, 
it can be concluded that each of the procedures for the selection of features allows 
users to better specify the criteria that determine the quality of websites. The next 
stage of the study consisted in assigning weights to criteria in Table 1 and calculat-
ing the mean absolute deviation according to equation (3). For MAD values for a 
subset of stances from 15 to 30, the criteria are shown in Table 3. Table 3 shows 
retained TRPMIN subsets which satisfy the conditions of> 50% and KCmin> 0.6, 
derived from Table 2. 
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Table 3. Values of mean absolute deviation for criteria subsets 

Features 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 67 
Users 2,41 2,51 2,59 2,94 2,57 2,62 2,53 2,67 2,69 2,66 2,68 2,61 2,67 2,65 2,6 2,8 2,09 

ReliefF 2,02 1,97 1,92 1,82 1,86 1,86 1,94 1,96 1,85 1,83 1,88 1,92 1,95 1,9 1,91 1,91 1,85 
Sym. 

Uncert. 
1,81 1,77 1,83 1,86 1,78 1,81 1,79 1,79 1,71 1,77 1,77 1,81 1,87 1,89 1,84 1,89 1,85 

Sign. 
Attribute 

1,73 1,84 1,86 1,98 1,94 1,92 1,96 2,02 1,92 1,84 1,87 1,92 1,95 1,93 1,78 1,77 1,9 

Hellwig’s 
Method 

1,5 1,47 1,5 1,52 1,45 1,56 1,54 1,59 1,59 1,57 1,6 1,54 1,5 1,6 1,54 1,68 1,81 

 
When analyzing Table 3 it should be noted that the mean absolute deviation ob-

tained for a subset of the criteria established on the basis of users is much higher than 
for other subsets. Moreover, for all subsets created using feature selection procedures, 
which meet the conditions TRPMIN > 50 % and KCmin > 0.6, the value of MAD is 
lower than the value obtained for the full set of features with weights which are the 
average weights given by users (users’ 67 criteria).  

5 Discussion  

According to the linguistic interpretation, there was substantial agreement between 
the observed and predicted values of the classifier. After taking into account the con-
fidence level 0.99 and the calculation of the standard error for the indicator KC = 
0.738 the confidence interval [0.682, 0.794] was obtained. After examining the ratio 
KC for the full set of criteria, it is assumed that the reduction criteria for the lower 
limit of the confidence interval (determined in the same manner as for the full set of 
criteria) should reach a value higher than 0.6. Based on the interpretation of the lin-
guistic values of KC, this means that consistency between observed and predicted 
values of the classifier, with a probability of 99 %, is maintained at a substantial level. 
In addition, it is assumed that the true positive rate for the worst classified class 
(TPRMIN) should reach a value of over 50 %. For a subset of the criteria obtained by 
use of the feature selection method, these values were achievable for a subset of up to 
about 20 criteria. In turn, for subsets based on the weights assigned by the user crite-
ria, the parameters of such subsets number approximately 30 criteria. Table 2 shows 
sets of criteria ranging from 15 to 30 criteria. This analysis confirms the theory which 
states that, depending on which feature selection procedure is used, better identifica-
tion of the relevant quality criteria and their weights can be found than from the users 
themselves. Based on the value of MAD, TPRMIN and KCmin selected subset of 
criteria characterizing the corresponding values of these parameters and the small 
cardinality criteria. The selected subset of a 21-piece set of criteria was created using 
individual indicators information capacity Hellwig (Method Hellwig, 21 criteria). 
This set complies with terms of the coefficients TPRMIN and KCmin, and is further 
characterized by a small number of the criteria used and one of the lowest values of 
the received MAD. Among other subsets that meet the established conditions, 
a slightly lower value of MAD is characterized by only a 27-piece set of criteria 
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created using the Hellwig method. A much lower value of the mean absolute devia-
tion, however, does not compensate for a greater multiplicity of evaluation criteria.  

6 Summary 

Proposed method for selection criteria that uses machine learning methods allowed 
the prediction of a suboptimal subset of criteria for assessing the quality of informa-
tion services. This subset of the full set of criteria and their weights specified by the 
users allowed for a more precise multicriteria assessment of the information services. 
During the selection criteria it was also shown that declarations of the users’ opinions 
regarding how important the criteria are do not correspond to the actual weights of the 
criteria. In other words, users were subconsciously guided by other criteria than those 
explicitly declared in their evaluation of the quality of websites. It can therefore be 
concluded that the developed method determines the implicit preferences that guide 
the users, assessing the true quality of the Internet service. Future work includes addi-
tional analysis related to using internal system parameters based on automated mea-
surements.  Although for the indicated method of procedure only information servic-
es were presented as an example, it can adjusted to the designation criteria and their 
weights for the evaluation of websites of other type.  
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Abstract. This paper presents a novel approach for Web Service Re-
trieval that utilizes Latent Semantic Indexing method to index both
SOAP and RESTful Web Services. Presented approach uses modified
term-document matrix that allows to store scores for different service
components separately. Service data is collected and extracted using web
crawlers. To determine similarities between user query and services the
cosine measure is used. Presented research results are compared to stan-
dard Latent Semantic Indexing method. We also introduce our Web Ser-
vice test collection that can be used for many benchmarks and make
research results comparable.

Keywords: Latent Semantic Indexing, Web Service Retrieval, Web
Service.

1 Introduction

Web services are application components that are interoperable and platform
independent. A large number of Web Services are being developed as building
blocks to construct small or large-scale distributed Web Systems. There are
two classes of Web Services – commonly referred to in the literature as SOAP
Web Services and RESTful Web Services [1,2,3,4]. Services of the first class
are used mainly in the industry. Their description is provided in WSDL (Web
Service Description Language) documents and they exchange information using
SOAP (Simple Object Access Protocol) protocol. RESTful Web Services are used
mainly in Web applications. Their description is provided in HTML documents,
can be and most frequently use JSON (JavaScript Object Notation) format to
transfer data objects. Developers have access to a variety of services that are
published on the Internet and some of the services provide similar functionality.
Finding most suitable services from the vast collection available on the Web
is still the key problem for service–oriented systems. Moreover, category-based
Web Service Discovery methods were inefficient and ineffective as they relied on
keyword matching.

In order to solve this problem, Platzer et al. [5] presented a Web Service Re-
trieval approach that used Information Retrieval (IR) methodology and utilized
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the Vector Space Model (VSM). This method, however, does not account for the
order and association between terms [6]. To capture the higher-order association
between terms and services, another IR approach can be applied – Latent Se-
mantic Indexing (LSI). It also allows to find hidden semantic association between
terms even though they do not appear together in any service. Such a higher-
order association cannot be acquired by the VSM model or by keyword-based
service discovery mechanism. It also allows to reduce the VSM term-document
matrix by transforming it to matrices that represent the underlying structure.

In this paper we present a novel approach for Web Service Retrieval that uti-
lizes LSI to index both SOAP and RESTful Web Services. Presented approach
uses modified term-document matrix that allows to store scores for different ser-
vice components separately. Service data is collected and extracted using web
crawlers. Finally, we utilize the cosine measure to determine similarities between
user query and services and to retrieve the corresponding relevant services sorted
according to highest relevance. Presented research results concern retrieval effec-
tiveness and are compared to standard LSI method. Additionally, we introduce
and publish our Web Service test collection that can be used for many bench-
marks and make research results comparable.

2 Related Work

Currently, two approaches to finding Web Services can be distinguished. The first
one is Service Discovery [7] which concerned with matchmaking SOAP services
assigned to prespecified categories in UDDI (Universal Description Discovery
and Integration) repository. Second one, considered in this paper, is Web Service
Retrieval which relies on Information Retrieval models and uses web crawlers to
collect services that are publicly accessible on the Internet. In contrast to service
discovery it can be applied to both SOAP and RESTful Web Services.

One of the earliest papers on LSI for Web Services was proposed in [6]
where authors presented Service Discovery mechanism that retrieves services
from UDDI registry based on concepts that were extracted from user query and
retrieved from ontology framework. Descriptions of relevant services were later
indexed into TF-IDF inverted index file (term-document matrix) and reduced
using LSI method. Although the research presented the Service Discovery ap-
proach, its further drawback was indexing service descriptions only and concept
categorization in UDDI. Despite its considerably high effectiveness, the ad-hoc
indexing and operations concerned with ontology browsing put the performance
of presented approach in question.

In [8] authors presented service retrieval solution using an approach that does
not rely on ontology engineering. Presented approach utilized web crawling to
collect WSDL documents, TF-IDF inverted index and LSI models. However,
more information than just service description was indexed – authors also in-
cluded operations, messages and data types. On the other hand, words occurring
in selected service parameters were put together as one bag-of-words. More-
over, no effectiveness evaluation was presented. In further research [9] authors



696 A. Czyszczoń and A. Zgrzywa

presented effectiveness evaluation but only for single term queries. The research
also concerned only SOAP Web Services.

Another drawback of mentioned studies (and in Web Service Retrieval in
general) is lack of common evaluation test collection of services for comparing
different approaches. In many cases authors give only the information about
destination URLs of public Web Service directories. Such a information becomes
outdated as there appear new services, any of service providers makes changes
to the service, or service becomes unavailable. Such a snapshot of a directory
that is not published to others makes it impossible to compare the results on
the same dataset.

3 Latent Semantic Indexing and Vector Space Model

Latent Semantic Indexing is a method for revealing hidden concepts in document
data. This is achieved by finding the higher-order association between different
keywords using the the Singular Value Decomposition (SVD). However, LSI is
based on the VSM where documents are represented as a vectors. Every element
in the document vector is calculated as weight that reflects the importance of a
particular term that occurs in this document. In order to compute the weights,
the TF-IDF (Term Frequency–Inverse Document Frequency) scheme is used.
The file structure that allows to store such a data is called inverted index (here-
inafter referred to as the index). This index is a term-document matrix where
document vectors represent the columns and term vectors represent rows. User
queries are also converted vectors in the same manner as documents. In order to
calculate the similarity between a query and document the cosine value between
this two vectors is calculated. Because vectors have different lengths they have
to be normalized to the unit equal to one. The cosine value is referred to as the
similarity degree and it is used for ranking documents relevance against user
query. Based on the above we define VSM index as follows:

Definition 1. The VSM index A is a m×n matrix where m denotes the number
of terms in documents collection and n represents collection’s size. Every aij ∈ A
represents weight of i− th term in j− th document calculated using the TF-IDF
scheme.

The LSI is a variant of the VSM in which the original VSM matrix is replaced
by a low-rank approximation matrix. Therefore, the original vector space is re-
duced to a sub-space as close as possible to the original matrix [9] using the
Singular Value Decomposition. The result of the decomposition is following:

A = UΣV T (1)

where A is the initial VSM term(t)-document(d) matrix, U ∈ Rt×t is the
matrix which columns represent term vectors, Σ is a diagonal matrix of size
Rt×d containing singular values, and V ∈ Rd×d is the matrix which columns
represent the document vectors. Both U and V are orthogonal [10]. The number
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of singular values in Σ determines the dimensions of the vector space. As such,
we can reduce matrix Σ into ΣK as K × K matrix to containing only the K
singular values. The projection of ΣK on term matrix U and document matrix
V T allows to reduce them into SK and UK with K columns and rows. In result,
initial matrix A is now approximated by:

AK = UKΣKV T
K (2)

After reduction, the terms are represented by the row vectors of the m ×K
matrix UKΣK , and documents are represented by the column vectors the of the
K × n matrix ΣKV T

K .

4 Web Service Structure

The definition of Web Service structure was elaborated in our previous study
[11]. We consider Web Service to be composed of quadruple of elements where the
first three represent parameters which correspond to service name, description
and version, and the fourth represents service components which are composed
of six-tuple of following component elements: name, input value, output value,
description. The biggest advantage of presented structure is that it conforms to
both SOAP and RESTful Web Services. The definition is as follows:

Definition 2. WS = 〈p1, p2, p3, C〉 where p1, p2, p3 are service parameters and
parameter C denotes service component set C = {c1, c2, . . . , cn} where each com-
ponent ci ∈ C is represented by following four-tuple ci = 〈A1, A2, A3, A4〉.

5 LSI for Web Service Retrieval

Current LSI approaches treat all service components as single bag-of-words.
Based on our research carried out in [11] Web Services are indexed as in the
following manner:

Definition 3. The extended index A is a m × n matrix where m denotes the
number of terms in Web Service collection and n represents collection’s size.
Elements aij represent service parameters a five-tuple < p1, p2, p3, c > where
p1 represents weights of service’s name, p2 service’s description, p3 service’s
version, and c represents weight of all service components. Weights are calculated
using the modified TF-IDF scheme presented in Equation 3.

For such a index, we model Web Services in vector space in following manner:
each parameter and component is represented as a vector composed of weights
where each weight corresponds to a term from the “bag of words” of particular
service parameter or component. The bag-of-words content of all service compo-
nents is merged into single content. Weights are calculated using modification of
one of the best known combination of TF-IDF:
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TFIDF = (1 + log(tf(t, α))) · log Nα

|{α ∈WS : t ∈ α}| (3)

where tf(t, α) is term frequency of term t in parameter or component α, Nα

is the total number of α parameter/component, and |{α ∈ WS : t ∈ α}| is the
number of parameters/components where the term t appears.

Because parameter/component counts are stored separately there is substan-
tial difference in weights between standard LSI indexing model and the extended
one. For example: there are 2 services A and B. In service A term X occurs 1
time in name and 2 times in components. In service B term X does not occur at
all. In basic index the TF = 3, DF = 1, and thus TF−IDF = 0.44. However, in
extended index the TF-IDF is equal to 0.39 and MWV = 0.01, since for name
the TF = 1, DF = 1, TF − IDF = 0, and for components TF = 2, DF = 1,
TF − IDF = 0.39.

As we can see the extended VSM index is 4 times bigger than the standard
one. In order to reduce it to its original size, we merge parameters/components
using the MWV method presented in [11] and computed as average weight of
all service parameters. The final index structure is following:

Definition 4. The MVW index A′ is a m × n matrix where m denotes the
number of terms in Web Service collection and n represents collection’s size.
Elements aij ∈ A′ represent the MWV weight of five-tuple bij =< p1, p2, p3, c >
where bij ∈ A.

Afterwards, for such a index the LSI model is applied.

6 Test Collections

In many studies on Web Service Retrieval and Discovery authors do not share
their evaluation test collections of services. Instead, authors give only the in-
formation about destination URLs of public Web Service directories. Such a
information quickly becomes outdated as new services appear, get modified or
become unavailable. In result, comparing research outcome of different approaches
is impractical. In order to solve this problem we prepared two test collections of
SOAP Web Services1: SOAP WS 12, SOAP WS 14.

First collection contains 267 Web Services collected from xmethods.net –
a directory of publicly available Web Services, used by many researchers for
service retrieval benchmarks. The crawl was performed in 2012 for the pur-
pose of the research presented in [11]. Second collection contains 662 services
collected from: xmethods.net , service-repository.com , webservicex.net ,
venus.eas. asu.edu , visualwebservice.com and programmableweb.com –
popular and constantly updated directory of public Web Services.

1 All test collections are available to download at:
http://www.ii.pwr.edu.pl/~czyszczon/WebServiceRetrieval

xmethods.net
xmethods.net
service-repository.com
webservicex.net
venus.eas.asu.edu
visualwebservice.com
programmableweb.com
http://www.ii.pwr.edu.pl/~czyszczon/WebServiceRetrieval
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At present, introduced in this paper test collections do not include any REST-
ful Web Services because our methods of their identification on the Web are still
being improved and currently developed collection is too small. This, however,
does not influence experimental results presented in this paper.

In Table 1 we present summary data of the above datasets. Collection named
SOAP WS 12 will be used in this paper for retrieval effectiveness analysis and
the second one for indexing performance analysis.

Table 1. Test collections structure

SOAP WS 12 SOAP WS 14

Services 267 662
Parameters 432 886
Components 5140 18353
Total elements 5572 19239

7 Evaluation

Based on the approach presented in this paper we implemented indexing system
that allowed us to conduct evaluation experiments. The goal of the experiment
was to measure the performance and effectiveness of proposed approach. Ad-
ditionally, we compared our results to standard Latent Semantic Indexing and
Vector Space Model indexing methods. In order to evaluate the effectiveness we
used the WS SOAP 12 test collection and the following classical information
retrieval measures: Precision, Recall, F-measure (β = 1) and Mean Average Pre-
cision (MAP). In order to evaluate performance we checked the indexing time

Fig. 1. Mean MAP at K-dimensions for basic and extended LSI
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Fig. 2. Mean MAP at top k-positions for basic and extended LSI

Fig. 3. Effectivenes evaluation for basic and extended LSI with K=81 dimensions
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and memory consumption for WS SOAP 12, WS SOAP 14, WS SOAP 12-14
test collections of every index structure.

The experiment was carried out for following queries: “temperature conver-
sion”, “email validation”, “weather forecast”, “weather forecast service”, “cur-
rency exchange”, “demographics”, “new york” and “send sms”, denoted as q1,
q2, . . . , q8. The MAP is computed as the average precision for queries q1..8.

7.1 Dimension Reduction Analysis

The first step was to define the threshold for dimension reduction of the LSI
index. One of the common approaches is to reduce the space to K largest singular
values [6]. However, the best K value needs to be found empirically [9]. To do
that, for every index structure with K = [2, 267], we calculated the Mean of
MAP of every top k positions, where k = [1, 267]. This allowed us to check
which value of K will give the best retrieval results on top of the results list.
The dataset used was the WS SOAP 12 with 267 Web Services. The experiment
was conveyed for basic and extended LSI matrices. The results are presented on
Figure 1.

In basic index the Mean MAP achieved its highest value equal to 0.6 at
K = 81. Additionally, if we look at the MAP results for LSI index with K = 81,
we can see that the highest MAP was achieved at first top position (see Figure 3).
In the case of extended index, the highest value of Mean MAP was was also
achieved at first top position but it was reached at smaller index with K = 70.
This assures the same effectiveness as in the basic size but with 13.6% smaller
index.

In Figure 2 we illustrate Mean MAP of top k-positions, for every K. Illus-
tration confirm that the extended LSI reaches maximal recall faster, but also
shows that it returns more relevant services at higher top positions. Most of the
relevant services were returned within top 10 results.

7.2 Effectiveness Evaluation

In Figure 3 we illustrate the retrieval effectivenes of both index structures using
LSI index with K = 81 dimenstions at top 20 positions. Relevant services were
found at the very top of the list. However, not all relevant services were returned
(recall=0.6). The overall effectiveness of LSI indicate that proposed meyhod
performs very well and results are satisfactory.

8 Conclusions and Future Work

The goal of presented research was to propose an alternative LSI approach for
Web Service Retrieval. The modified LSI approach included modified matrix that
allowed to count scores for different service components separately. In result, the
overall retrieval effectiveness should be higher than in the basic LSI index.
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The experimental results proved that proposed extended model of LSI is su-
perior to the standard model in terms of indexing performance and retrieval
effectiveness. The dimension reduction showed not only the optimal index size
values for basic and extended methods, but also confirmed that extended index
achieved its maximal effectiveness at 13.6% smaller index size. Additionally, the
extended index returned more relevant services within smaller list of top results.

In further research we plan to check effectiveness of different indexing methods
and TF-IDF variants, especially the ltc.lnc in SMART notation, since the calcula-
tion of IDF for queries requires additional computation. This, in result, requires to
load additional data into computer memory. Some researchers on Web Service Re-
trieval also suggested that skipping length-normalization may bring better results.
This is also a subject of our future work on Web Service Retrieval methods.
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