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RBDT: The Cascading of Machine Learning 
Classifiers for Anomaly Detection with Case 
Study of Two Datasets 

Goverdhan Reddy Jidiga and Porika Sammulal 

Abstract. The inhuman cause of behavior in computer users, lack of coding skills 
pursue a malfunctioning of applications creating security breaches and vulnerable to 
every use of online transaction today.  The anomaly detection is in-sighted into secu-
rity of information in early stage of 1980, but still we have potential abnormalities in 
real time critical applications and unable to model online, real world behavior.  
The anomalies are pinpointed by conventional algorithms was very poor and false 
positive rate (FPR) is increased. So, in this context better use the adorned machine 
learning techniques to improve the performance of an anomaly detection system 
(ADS). In this paper we have given a new classifier called rule based decision tree 
(RBDT), it is a cascading of C4.5 and Naïve Bayes use the conjunction of C4.5 and 
Naïve Bayes rules towards a new machine learning classifier to ensure that to im-
prove in results. Here two case studies used in experimental work, one taken from 
UCI machine learning repository and other one is real bank dataset, finally compari-
son analysis is given by applying datasets to the decision trees ( ID3, CHAID, C4.5, 
Improved C4.5, C4.5 Rule), Neural Networks, Naïve Bayes and RBDT. 
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1 Introduction 

Anomaly detection [2] is a kind of intrusion detection to model the behavioral 
patterns in image and medical applications, novelties in industrial machine  
malfunctions, fraud accounting actions in financial banking sectors and also the 

                                                           
Goverdhan Reddy Jidiga  
Department of Technical Education, Govt. of Andhrapradesh, Hyderabad, India 
e-mail: jgreddymtech@gmail.com 
 

Porika Sammulal 
JNTUH College of Engineering, Karimnager, JNTU University, Hyderabad, India 
e-mail: sammulalporika@gmail.com 



310 G.R. Jidiga and P. Sammulal 

anomalies in all kinds of network applications. Today the intrusion detection sys-
tems (IDS) [1] are modeled by the various conventional, adorned machine learn-
ing approaches (or classifiers) and Meta classifiers. The anomalies have various 
dimensions and detecting them as false is depending on the ratio of dynamic, 
online issues to be considered in model. As on today the world is moving in com-
petitive directions and no one is follow the ethical values. Like in medical diagno-
sis, anomaly boundaries need to model into 3-layer security [8], it is help to focus 
on the awareness and required to reduce the design cost of algorithms in infor-
mation security. The multilevel classification in adorned machine learning is more 
decent method to identify and model the zero day attacks in latest critical infra-
structure applications.  

1.1 Machine Learning in Anomaly Detection 

The Anomaly based intrusion detection system [2, 3] is a system for detecting 
computer intrusions and anomalous behavior by monitoring system activity, in-
coming and outgoing internet traffic based on applications and classifying it as 
either normal or anomalous. In this paper the Anomaly detection system (ADS) is 
a module to detect the abnormal samples (records) or anomalies by monitoring 
decision tree transition and categorizes them as either regular behavior or anoma-
lous through observing class label. In this security field many IDSs [2,3,5,7] tech-
niques have been developed for detecting and modeling anomalies in structured 
and unstructured multi dimensional data in traditional,  real time and critical infra-
structure applications, but still impossible to catch all latest anomalies. So ma-
chine learning is useful in this area to achieve satisfactory results in ADS. Ma-
chine learning techniques (predict known) [6,7] are generally different from data 
mining (predict unknown)[4] and facilitate users to extract new features from 
datasets and construct a new system to solve predictive issues like novelties, 
anomalies, outliers.  The detection of all done by anomaly detection by imposing 
classification, ranking of features, learning control and outcomes decision analy-
sis. Hence the machine learning in anomaly detection [5] always enables to auto-
mate the system massively from big database sources by constructing novel rules 
using mathematical hardness in real time critical infrastructure applications and 
improve the results. In this paper the outline of the work is as follows, in section-2 
we have given huge literature review, section-3 gives the framework and algo-
rithms of proposed work, sectin-4 briefly explains about case studies, section-5 
confer experiments with results and finally discussions, future work given. 

2 Related Work 

The decision tree (DT) [35] is powerful learning classifier used in anomaly detec-
tion [7] and today it is completely designed in terms of dynamic rule sets extracted 
from learning. Initially the popular classification algorithm ID3 [10] designed 
based on heuristics and it is a top down, divide and conquer, greedy based and 
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entropy-gain technique. The C4.5 [11-13] is a posterior technique for ID3 and 
used still now in many applications successfully giving optimal solutions by 
change of some parameters. There are many classification techniques available  
in machine learning like normal rule based classifiers , Naïve Bayes(NB)[34] , 
Support vector machines (SVM), Neural networks (NN)[31] and DT based algo-
rithms[35] CLS, GUIDE, QUEST, CHAID[9], CART[16], C5.0 and multivariate 
decision trees. All these algorithms have advantages and disadvantages when use 
in ADS given in this paper as follows. 

The QUEST [24] is based on univariate attribute domain using ANOVA F-test, 
but it uses 10-fold cross validation in training is only positive here. The CHAID 
[9] designed to handle nominal attributes based on p-value, chi-square test and 
likelihood ratio. The CHAID tree is an attractive DT over its precedents like AID, 
THAID and its construction begins with complete data space and continues based 
on repeated and homogeneous subspaces into two or more child nodes. But this 
algorithm treats the missing instances as same unit of single and also lack in prun-
ing. CART [16, 23] is a recursive method used in regression and also good for 
classification, but the split is limited to only two. It uses cost complexity pruning 
takes additional cost. 

The popular C4.5 [11-14] introduced with a many new features and it con-
structs a tree by considering all attributes get equal priority assume most signifi-
cant and optimize the decision rule by well pruning.  C4.5 also suffering with null 
instances, overfitting and insignificant attributes in some cases. This is still good 
due to efficiency of algorithm and adjusts with other bagging and boosting tech-
niques. In [18] they used ‘one against all approach’ with C4.5 on three sets of UCI 
datasets, got good estimation and in [19] uses this for outlier detection by hybrid 
process, but they have not given correct results with their data, Later in [22] uses 
hierarchical clustering with same data shown well. In [21] uses this C4.5 for re-
mote sensing data along rough sets also got good results. Finally C4.5’s successor 
C5.0 shown some improvements to previous, but not well due to heard to learn 
compare to learning of C4.5 generally fast [14, 20]. C4.5 Rule [14, 15, 30] is rule 
based induction tree and it is uses pruning heuristics to improve the accuracy by 
remedial strategy of derive, generalize, group and ordering the rules. But the prob-
lem with continuous value attribute is rules are needed to update continuously. 
Other rule based CN2 presented in [25], evaluates possible conjunction of attribute 
tests conditions of a rule based on Ig (entropy) measure. Later in [26], the measure 
is changed to get accuracy more, but frequent change in rules then training is a 
complicated in learning take many iterations for rule search. The STAGGER, 
FLORA3, AQ-PM also kind of rule learning systems uses numerical data. Some 
uses decision rules by overlapping and in all above adapting new rules and remove 
old is drift in accuracy also. Improved C4.5 [27, 29] is a successor of C4.5 uses 
generalized entropy with new parameter β and improved gain ratio used instead of 
Ig (standard). Later cost sensitive C4.5 [28] (version of C4.5) uses mis-
classification costs matrix in training process, in [30] Enhanced C4.5 algorithm for 
intrusion detection in networks by extracting a set of classification rules from 
KDD dataset. 
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Neural networks [31] used in ADS with different approaches and like multi 
layer perceptrons (MLP) is popular to classify the data with threshold, activation 
function and error adjustment to improve the accuracy. Naïve bayes (NB) [34] is 
simple and better predictive accuracy over ID3 and also refining NB classifier [42] 
is good.  C4.5 in some well organized data without any discrepancies; it is  
extremely efficient like ensemble classifiers (bagging and boosting) to combine 
classifier predictions under the Gaussian naive bayes (GNB) assumptions. 
AdaBoost [6] algorithm is developed with incremental refinement over large da-
tasets to classify the data instances and they are finalized the boosting with k-NN 
is better than bagging with C4.5 in terms of accuracy. Random Forest [6, 16] is 
again shows the performance is better than AdaBoost. Finally the latest work in 
this field is structure learner [41], uses the features of DT and mapped into markov 
network structures to improve the learning very fast and even for complex data 
instances. Other extensions of DTs are like oblivious decision tree, RBDT-1[39], 
neurotree [40] (light weight IDS) and fuzzy decision tree also useful in ADS, but 
in case large datasets parallel ID3, SLIQ, SPRINT like useful to get good results. 
In [38, 43], uses decision semantics to remove the rules based on irrelevant condi-
tions in tree over the process of converting the rules.  

3 Proposed Work: RBDT 

Decision tree (DT) [35] is a kind of machine learning [5] algorithm to solve the 
classification problems and make simplify the solution with genuine performance 
parameters like predictive accuracy (maximize) and false positive rate (minimize).  

The RBDT (Rule Based Decision Tree) is multi-level classification model. It is 
a combination or a kind of cascading of Naïve bayes and C4.5 rules used to classi-
fy the on-the-fly data by framing dynamic rules from existing classifier including 
with new behavior. In RBDT the rules are not predictable, but dynamic while 
learning. The decision tree is addressing the frequent anomalies by calculating 
performance parameters associated with ADS at every node which is label the 
class C as leaf. The RBDT algorithm also support multi-way split which has more 
than two out comes at each node. The RBDT is constructed for the given datasets 
is shown in Fig.1 (bottom). Here the attribute PAN is selected as a root due to high 
information gain (Ig) value compared to the candidate attribute set has {PAN,  
P-MODE, DATE}. The RBDT is constructed in this paper is shown partially in 
Fig.1, but full tree is very complex  and invalid records treated as error data in this 
dataset-2. 

3.1 Frame Work of RBDT 

The frame work of RBDT is given in Fig.1, it is a process begin with applying the 
Gaussian naïve bayes (GNB) on selected datasets as input and generation of 
Gaussian segments S = {S0, S1, S2 …Sn}like criteria used ten-fold cross validation 
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in training of sample data. The rules are generated from each segment separately 
taken into one set (α-rules) and collectively from all segments (original dataset) 
create another set (β-rules). In this the rules are generate from applying C4.5 rules 
algorithm and form a pair of rule set {Cα, Cβ} and same as with naïve bayes (NB) 
form a rule set {Nα , Nβ} shown in Fig.2 .The GNB is based on naïve bayes algo-
rithm used to classify the data or samples, but in this case we have used it as pre-
classification to observe the analysis of training help to improve the performance 
in large datasets.  

 

Fig. 1 The frame work of RBDT has RBDT rules { Rα , Rβ }conjunction of NB{Nα , Nβ}  , 
C4.5{Cα, Cβ}  Rules (top) and construct the decision tree based on RBDT rules and contin-
ue the test process to determine the outcome of  new data as input. In Fig (bottom left) 
shows the simple RBDT for dataset-1(Banknote authentication) and for training set of 
dataset-2 (real-time bank dataset), the tree constructed on attribute {PAN} based on high Ig 
by PAN (bottom right). 

We have selected GNB only, because it supports for continuous data type well 
compared to Gaussian based Bernoulli and multinomial models used in discrete 
data as input. In this the dataset (X) has instances{X0, X1, …Xn} of continuous 
type segmenting into Si by computing a mean, variance; co-variance is given by 
following GNB instead of only two segments of class-yes and class-no.  
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Fig. 2 C4.5 rules (top), NB rules (bottom left) and RBDT rules (bottom right) for Banknote 
authentication, here V-variance, E-entropy, C-kurtosis, S-skewness, class labels(Yes/No) 
and ACC- accuracy. 

P ቀx = ୴ୡቁ = ଵටଶ஠஢ౙమ . −e(౬షμౙ)మమಚౙ మ .                                                 (1) 

Where x-continuous attribute, µc -mean value of x of class c for each segment, 
σ - is variance of x of class, P is a probability density of some value in segment for 
a given class C. v- a instance and new instance (in test) to determine its class. 

The rules collected from GNB segments shown in Fig.2. Here the rules are giv-
en for collective segments maximum and very less at individual segment. The 
rules which give accuracy high only shown in Fig.2 and remaining rules having 
less support and less accuracy. 

3.2 Issues in Decision Trees 

Overfitting: Overfitting is problem of decision tree create training set error and 
reduce the accuracy by poor criteria and selection of rules. Generally this  
can avoided by general pruning techniques like cross validation (10-fold), cost 
complexity pruning[16], reduced error pruning [11,12], minimum error pruning, 
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pessimistic pruning, error based pruning [14], optimal pruning. All these are maxi-
mum use the bottom up approach to get good performance. Optimal pruning with ∆ 
is good for all. 

Pruning: The Tree pruning [17] is a property of decision trees to avoid the  
overfitting problems and if any sub tree is unlikely to make less accuracy then 
possibility to prune the tree at any level to increase accuracy until satisfactory 
performance. In these case many techniques available based on pre and post prun-
ing. The pruning cost is depending on pruning criteria and technique. If pruning is 
done at probability of node(v) , which has a set of positives (p) and negatives(n) 
with expected count of irrelevant Pk and Nk in each subsets Ps and Ns. If v=n+p, 
then 

 P୩ = p ∗ PౡାNౡ୮ା୬ ,   N୩ = n ∗ PౡାNౡ୮ା୬                                                     (2) 
 ∆= ∑ (P౩ିPౡ)మPౡ +  (N౩ିNౡ)మNౡ           ୩ୢୀଵ                                            (3) 

 

∆ is distributed according to χ2 and take decision to accept or not. It will deter-
mine the cost of pruning if tree grows in unordered by describing error or noise. 

3.3 Algorithms 

In this paper, our work flow is divided into two algorithms one is pre-
classification and other is generating decision tree. In algorithm-1, how the RBDT 
framework to be carried out in terms of pseudo code statements. 

 
Algorithm-1: RBDT Pre-Classification 
Input: Samples Set (S), Gaussian parameters, 
Output: Rule_set (R) 

(1). Prepare dataset; 
(2). Do Normalization of data; 
(3). Apply GNB classifier and segmenting the dataset; 
(4). Apply C4.5 rule algorithm and Naïve Bayes algorithm; 
(5). Prepare RBDT rules Rule_set(R); 
(6). Call generate_RBDT; 
 

In algorithm-2, the RBDT construction is explained for only two childs and 
shown one of RBDT for dataset-2 in Fig.1 (right). Oi is depends upon creation of 
no. of childs at Li for Ai. For this the dataset (sample-set) has proper attribute  
domain (AD) represented as AD (An U Cn), here A denote attribute set contains 
‘n’ attributes then A= {A1, A2 A3 …An} and C is a class label {yes, no}. In train-
ing the set of instances (samples or records) are described by T(s) = {(x1, y1), (x2, 
y2) … (xn, yn)}, here xiЄX and X is data value (except class) is determined by 
attribute domain and y is a class instance of domain Y. The generalized classifica-
tion is simply done by y=f(x), f is a function determined by rules. 
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  Algorithm-2: Generate_RBDT 
Input: Sample_Set (S), attribute_list (A), Key_Attribute,     

          Rule_set(R) and Candidate_attribute_set (K); 
Output: RBDT 

(1).Create node N; 

      If samples of dataset is same class; 

      Then return N as a leaf node and labeled with Class C; 

(2).If Ai Є Ki  
    Then calculate information-gain (I) for each attribute Ai; 

(3).If I(Ai)>I(Aj)then Ai is a test attribute as Root; Else Aj;   

(4).Create Li and Ri to Root by applying rule Ri Є R[R1… Rn]; 
(5).Divide the samples into sub-roots Li and Ri ; 

    If Li or Ri not generated then apply Ri+1 and goto step (4); 

(6).For each sub-root compute optimality cost Oi; 

      If Oi (Ai) at Level Li ≠ Oi (Ai) at Level Li+1; 
        Then goto step (7); else PRUNE (T, ti) at Level Li+1   ; 

(7).For each sub-root, if not Labeled, A ≠ NULL, S ≠ NULL 
 Goto step (5) else Labeled as class C; 

(8)Generate_RBDT(S, A); 

  

The information gain is calculated by following steps and the Entropy (H) is pro-
vide the splitting criteria variable used to find the purity (or impurity) of attribute. 

H ቀ ୮୮ା୬ , ୬୮ା୬ቁ = − ୮୮ା୬ logଶ ୮୮ା୬ − ୬୮ା୬ logଶ ୬୮ା୬                           (4) 

Here p-the probability of positives (yes or true samples),    q-the probability of 
negatives (no or false samples).Generally the training set has combination of p 
positives and n negatives and which are input to root to train. In this the attribute 
variance (in dataset-1) and PAN (in dataset-2) contains different values so the 
expected entropy is required, so the expected entropy (EH) (Average Entropy of 
children’s) is calculated for attribute A as:  EH(A) = ∑ ୮౟ା୬౟୮ା୬  . H(୩୧ୀଵ ୮౟୮౟ା୬౟ , ୬౟୮౟ା୬౟)                                         (5) 

Where the k-distinct value or partitions, i- particular child and  ݌௜ + ݊௜  is as-
sume as parent then information-gain (A) is: 
 I(A) = H ቀ ୮୮ା୬ , ୬୮ା୬ቁ − EH(A)                                           (6) 

For dataset-2, the decision tree constructed based on the attribute candidate set C 
has three attributes PAN, P-MODE, DATE and for all these then Ig is calculated, 
but attribute PAN has Ig and variance attribute has highest information-gain for 
dataset-1. 
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4 Case Studies 

4.1 Datasets 

For our experiment, we have chosen two datasets 1) Banknote Authentication 
from UCI machine learning repository and 2) Real time bank dataset collected 
from private CA (Chartered Accountant).  

Banknote authentication: This dataset provided at UCI machine learning reposi-
tory [36] and it is collection of feature data extracted from image, transformed into 
4 attributes of multivariate data. This dataset is actually extracted to authenticate 
the bank specimens and the data was digitized by 400x400 pixel ratio with 600 dpi 
resolution. This dataset has 1372 observations (instances) without any missing 
values with 4 continuous and 1 class attribute. For our experiment the classifica-
tion task is trained with 500 observations and tested on remaining samples with 
yes or no (1 or 0) basis.  

Real time bank dataset: The dataset is a bank database consists of 51095 rec-
ords about transactions made during 2006 and 2013, but in that maximum transac-
tions are held in 2008 to 2010. Out of these 6356 unique records are identified and 
consider as training set with learning rules .The original data set has 9 attributes, 
but we have concentrated on attributes which has highest Ig (E). We have given the 
experimental statistics on this dataset and 3 core attributes was considered as key 
attribute set to elevate results in work. 

 

 

Fig. 3 Scatter plots for two datasets. Dataset-2 is depending on control variable as PMODE 
(left) shows how many records are grouping into bins in each year, here {Cash, C,C} are 
same kind, Q-cheque,  O-other. In Fig (right) shows on dataset-1 control variable as class 
and the regions determine negative instances of entropy and variance. 

4.2 Normalization of Datasets 

Banknote authentication: This dataset has two main key attributes which are Vari-
ance and Entropy has high Ig, but as per statistical ethics the variance and entropy 
are a non-negative [37] and also mutually inversely proportional to each other and 
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plots shown in Fig.3 (right). In Gaussian (normal distribution) instance, the mutual 
relation and dependency is exist between variance and entropy: it is like maximiz-
es entropy (E) for a given variance (V) and at the same time minimizes the vari-
ance for given entropy. In our experiment we need to fit the data in specific range 
and classify the samples effectively by different normalization criteria. We have 
chosen the function mat2grey () to give the range of values between 0 and 1. The 
mat2grey function is used to convert matrix in scaling of image values between 0 
and 1 

Real time bank dataset: The dataset has different combination of attributes and 
we know that the attribute PAN has highest Ig , but it is continuous and alphanu-
meric based value. So it is not possible to classify the records as per original set, 
for this we have uses groups of PAN status and substituted with decimal value and 
we have given some substitutions for PAN status given in Fig.3 (left). The PAN is 
split attribute and the next level attribute is PAN-Status is normalized by decimal 
scaling (V/102).  

5 Experiments and Results 

In this paper, for our experimental work, the datasets related to same application 
was taken and consider as benchmark. The both case studies (Banknote authenti-
cation from UCI [36] and Real time bank dataset) are simulated on Intel Pentium 
CPU 3GHz speed, 2GB RAM, Windows-XP OS , Matlab -32 bit version[32] for 
Rules and performance benchmark for Case studies  is SIPINA data mining 
tool[33]. 
 

 

Fig. 4 Describe the learning time and testing time with different kind of training parameters 
taken for different algorithms on dataset-1 (Banknote authentication). Here  NB takes very 
less time compare to all, ID3 also take less time due to simplicity in algorithm, where as 
others CHAID, C4.5, NN takes more time due to additional parameters and rules play ma-
jor role. In RBDT, take much more time. 

In Fig.4 and Table.1, the algorithms like ID3, CHAID, C4.5 and RBDT are 
based confidence level (or p-value). For NN, multi layer perceptrons (MLP) con-
sidered with parameters are no. of iterations, nodes per layer, one hidden layer and 
maximum error =0.05. All parameters are taken at default initially and gradually 
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changed. In naïve bayes (NB) the default prior consider as unconditional class 
distribution (UCCD) and same as all classes (All C).  In Table.1, we have shown 
all possible results with different combinations and highlighted some values show-
ing good in performance. 

Table 1 Shows the performance of all algorithms tested on dataset-1. Here FPR-false 
positive rate, DR-detection rate, ACC-accuracy, ER-error rate. All results were taken at 
training set of 500 samples. 

 
 
 

 

Fig. 5 Describe the learning time and testing time with different kind of training parameters 
taken for different algorithms on dataset-2 (Real time bank dataset). Here we also shown 
input ratio of participating samples in training. 
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In Fig.5 and Table.2, the dataset-2 is simulated and results were given on de-
fault parameters and after little changes. For  all the training parameters were con-
sider same as in dataset-1, but compare to first the second case study showing 
poor performance. The accuracy is almost equal in both cases, but not in FPR. The 
some of the best results are highlighted for all algorithms applied on dataset. In 
this section we have shown the possible experimental work on both datasets with 
visual plots in Fig.6 and Fig.7. The plots are used here to present comparison of 
performance parameters. In Fig-6, we observe that our algorithm RBDT is well in 
predictive accuracy to classify the instances correctly, but for dataset-2 it is little 
bit low compares to C4.5 and ID3. The RBDT algorithm is also good for the indi-
cation of low FPR compare to all, in dataset-1 NN also give 0.1 only.  

Table 2 Shows the performance of all algorithms tested on dataset-2. Here FPR-false 
positive rate, DR-detection rate, ACC-accuracy, ER-error rate. All the results were noted on 
training of 6356 records (data instances) and test on remaining. 

 

5.1 Discussions 

From above Fig.6 and Fig.7, the proposed learning algorithm is shown some good 
results compare to ID3, CHIAD, C4.5, NB. So the conjunction rules of both C4.5 
and Naïve Bayes always show affective performance. The rule C4.5 is good for 
dataset-1 when confidence level=25, 0.94 accuracy is given and also FPR is low, 
but while testing  72% of data instances its performance is not well compare to 
total instances. In above all classifiers used in dataset-1, the FPR is very less by 
NN (MLP) only, but same NN will gill give poor results in detecting true positives 
(DR). The DR is recorded less for RBDT in both datasets, 0.98 (average) for da-
taset-1 with all kind of combinations and testing 50%, 72% and 100% sam-
ples(observations). The NB also good in accuracy and DR noted 0.95 after testing  
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Fig. 6 The performance parameters and comparison for both datasets (1- Left, 2-Right) and 
classification algorithm on X-axis and rate of performance on Y-axis to be taken: The Fig 
(top left) shows the FPR and DR for dataset-1 and top right for dataset-2. Bottom left shows 
the performance comparison of all classifiers used in this paper (minimum 82%) for da-
taset-1and bottom right shows for dataset-2. 

 

Fig. 7 The ROC is plotted for both datasets-1(left) and dataset-2(right) between FPR and 
DR with respect to classifiers 

 



322 G.R. Jidiga and P. Sammulal 

100% samples. For dataset-2, all algorithms not showing well performance in 
FPR, but C4.5, I-C4.5 and Rule C4.5 has given well in accuracy (0.99) and DR 
(0.98) for all kind of combinations and testing. The RBDT is also good for FPR 
measure, it noted only 0.35(average) for all test cases in dataset-2 and DR, accura-
cy for dataset-2 is almost got same results, even ID3 also. The error data in da-
taset-2 is problem, hence these kind results not repeated in dataset-1. Finally, our 
observations and combinations will help to improve the accuracy and detection 
rate with low false positive rate.    

6 Conclusion and Future Work 

The main objective (purpose) of this paper is to show some improve over the re-
sults by designing new rule based classifier. The RBDT classifier is novel rule 
based classifier based on partial conjunction and cascading rules from C4.5 and 
NB. In this paper we have constructed partial RBDT for dataset-2 and rules were 
simulated on both datasets, but in practical it is long and complex one. The RBDT 
is good for real time critical infrastructure applications. In this paper, the algo-
rithm is only pointed conventional two child split. So in future work, we will ex-
tend it for more than two at each node. Finally our decision tree is modeled after 
strong investigation of research work in machine learning and the subject will 
focus in anomaly detection (AD) is fruitful to encourage everyone. 
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