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Moving Human Detection in Video Using     
Dynamic Visual Attention Model* 

G. Sanjay, J. Amudha, and Julia Tressa Jose 

Abstract. Visual Attention algorithms have been extensively used for object de-
tection in images. However, the use of these algorithms for video analysis has 
been less explored. Many of the techniques proposed, though accurate and robust, 
still require a huge amount of time for processing large sized video data. Thus this 
paper introduces a fast and computationally inexpensive technique for detecting 
regions corresponding to moving humans in surveillance videos. It is based on the 
dynamic saliency model and is robust to noise and illumination variation. Results 
indicate successful extraction of moving human regions with minimum noise, and 
faster performance in comparison to other models. The model works best in 
sparsely crowded scenarios. 
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1 Introduction 

Surveillance cameras are inexpensive and everywhere these days. However, 
manually monitoring these surveillance videos is a tiresome task and requires  
undivided attention. The goal of an automated visual surveillance system is to  
develop intelligent visual surveillance which can obtain a description of what is 
happening in a monitored area automatically, with minimum support from an  
operator, and then take appropriate actions based on that interpretation [1]. Auto-
matic visual surveillance in dynamic scenes, especially for monitoring human  
activity, is one of the most active research topics in computer vision and artificial 
intelligence. 
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Extracting regions corresponding to moving humans is one of the most crucial 
initial steps in visual surveillance. It involves two steps – detection of moving 
regions and then extracting regions corresponding to humans. A typical approach 
first models the complex background, and then subtracts the background from 
each input frame to obtain foreground objects. Although the existing methods 
have achieved good detection results, most of them are computationally expen-
sive. This factor is of utmost importance and should be kept to the minimum when 
a system has to be deployed in real time. 

In the past few years, Visual Attention algorithms [2,3,4] have been extensively 
used in image and video processing as they are regarded to be computationally 
cost effective. These algorithms identify salient regions as foreground, allowing 
unimportant background regions to be largely ignored. By doing this, they enable 
processing to concentrate on regions of interest analogous to our human visual 
system.  

Visual Attention has been extensively researched in images but there are rela-
tively few works on video processing. Many models for images can be extended to 
include video data, however, not all approaches are fast, especially when the video 
content to be analysed has a large number of frames. Moreover, motion plays a 
crucial role in video and is more salient compared to other features such as colour 
and intensity.  

This paper proposes a simplified technique for detecting moving humans in a 
video footage using dynamic visual attention model. The model processes more 
than a few hundred frames in less than thirty seconds and is robust to environ-
mental noise and illumination.  

Section 2 presents a literature survey on the existing visual attention models for 
moving object detection in video. The proposed model is presented in section 3, 
followed by results and conclusion in sections 4 and 5 respectively. 

2 Visual Attention Models for Object Detection in Video 

There are relatively few works which focuses on object detection in video using 
visual attention models. Salient objects in a video are identified using either static 
or dynamic attention cues. In a static saliency based model [5], the object stands 
out from its neighbours based on colour, intensity, orientation etc. No motion is 
considered. On the other hand, dynamic saliency based models [9, 10] give 
prominence to objects whose motion is salient to its background. Some models [6, 
8], deploy a combination of static and dynamic cues to identify salient objects. 

Some models [5, 6], rely on keyframe extraction as the initial step for video 
processing and object identification. This method summarizes the video content 
producing only the frames where relevant activity is found. In [5], this process is 
performed using the histogram keyframe extraction technique. A saliency map is 
then generated for the key frame using static attention cues based on the extended 
Itti Koch model [2]. This map indicates regions of relevance in a frame. The 
model selects human entities in the map through aspect ratio analysis. The average 
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aspect ratio of all salient objects forms the threshold value Th. Regions having 
aspect ratios that exceed Th.are identified as most salient by the system. The model 
has some difficulty in distinguishing objects having aspect ratio similar to humans.  

There are models [6], which extract key frames through a combination of static 
and dynamic visual attention models (VAM), and thereby produce dynamic and 
static saliency maps. A VAI (Visual attention index) curve is obtained with the 
help of these maps. The peaks of the curve become the key frame candidate. For 
motion extraction from the frame, hierarchical gradient based optical flow method 
is used [7]. Finding two attention maps for each of the video frames becomes 
computationally expensive. 

In contrast to the two methods discussed above, [8] does not use the concept of 
keyframe extraction at all. Instead, a motion attention map is generated by taking 
the continuous symmetry difference of consecutive frames. In addition to it, a 
static feature attention map and a Karhunen-Loeve transform (KLT) distribution 
map is computed. The final spatiotemporal saliency map is calculated as the 
weighted sum of these three maps. Each frame requires three attention maps to be 
obtained and summed which becomes a complex process when the number of 
frames is large. 

In [9], a background reference frame is first created by averaging a series of 
frames in an unchanging video sequence. Motion vectors corresponding to moving 
regions are then found by calculating the intensity difference between current and 
reference frame. A second stage then applies a region growing and matching tech-
nique to these motion vectors to obtain motion segmentation. The method relies 
on an accurate background reference frame which may not be feasible in many 
cases. In the Mancas Model [10], motion features are extracted by making use of 
Farneback's optical flow algorithm. However, most optical flow methods are re-
garded as computationally complex and sensitive to noise.  

Though the approaches discussed so far are based on visual attention, they still 
require extensive computations and a lot of time for processing large number of 
frames. Moreover only [5] discusses a method to extract humans from a video 
footage. 

Therefore the aim of this paper is to propose a fast, simple yet robust technique 
to detect moving objects from a video and then segment regions corresponding to 
humans. The first step uses a modified version of the motion attention map pro-
posed in [8]. For segmenting humans, aspect ratio analysis of [5] is used. 

3 Moving Human Detection Using Visual Attention 

This paper uses a modified version of the motion attention map, generated by  
using the continuous symmetry difference method [8]. It considers only motion 
features; no static cues about colours, grey levels or orientations are included in 
the model. The block diagram of the proposed approach is depicted in Figure 1. 
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Fig. 1 Block Diagram of Proposed method 

The difference of adjacent images is calculated using the following formula: 

 dif(i,j)(x,y) = |w* Ii(x,y) – w* Ij(x,y)|  (1) 

where j = i+n, n, the frame difference, is chosen from 7-9 and w is a Gaussian 
filter function. Choosing such a high frame difference, does not lead to loss in 
information as the number of frames to be analyzed is more than a few hundred. 
This also speeds up the processing. The choice ofσ value of the Gaussian filter is 
also significant. A lower value reduces the overall noise; however there might be 
more holes in the moving region detected. A higher value reduces the holes but 
leads to increase in overall noise. The typical value of σ  ranges from 0.5-4. 

The differenced image sequence is converted from RGB to binary. A few mor-
phological operations (such as the imfill and imclose functions of MATLAB) are 
performed to fill the holes generated in the moving regions.  To reduce output 
noise, values of difference less than a threshold ε are set to zero. For noise re-
moval and to avoid missing moving object, ε is set to 1-2, 

Sal(i,j)(x,y) =    1, otherwise (2) 

                                0, if dif(i,j)(x,y) < ε  
 
The next important step is to separate moving regions corresponding to hu-

mans. Blobs having area greater than 100-150 are preselected to perform aspect 
ratio analysis. This value may vary depending on how far the camera is positioned 
from the actual scene. Aspect ratio of each detected blob can be calculated from 
its bounding box parameters.  

 Aspect_Ratio(Ri) = x

y

Δ
Δ

 
(3) 

where, Δy = Difference between two y extremes for the ith blob in a frame,  
Δx = Difference between two x extremes for the ith blob in a frame. 
This method is adapted from [5] where it is observed that human aspect ratio 

falls in the range 1 – 1.5. Blobs having lower aspect ratios are masked and thus 
eliminated. 
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In some cases an additional threshold θ  (eqn. 2) can also be applied to the dif-

ference before conversion to binary, for further noise reduction.θ can be in the 
range 7-9. This alternate method is depicted in figure 2. 

 
 
 
 
 
 
 
 

Fig. 2 Alternate Block diagram (for improved noise reduction) 

4 Results and Analysis 

Four video sequences are chosen for evaluating the proposed method – video1, a 
video sequence of a public park [13]; video2, a part of PETS2001 dataset [12], and 
video3 with low lighting [10]; video4, a crowded scenario from the UCSD anom-
aly detection dataset [14]. All the experiments were conducted using MATLAB 
R2013a on an Intel Core i5-3210M CPU, running at 2.50 GHz.   

Figure 3 shows the results of the proposed method. Regions corresponding to 
moving humans were successfully extracted from the first three videos in mini-
mum time. The method provides good results even in dim lighting, as indicated by 
the second last row in fig. 3. The use of frame difference method contributes to the 
increased computational speed and better performance in low lighting. Setting a 
threshold value and filtering of detected blobs based on area and aspect ratio are 
the main factors which lead to decreased noise. However, as the crowd density 
increases, the model is not able to detect all the regions corresponding to moving 
humans, depicted in the last row of fig. 3. It works best in sparsely crowded  
scenarios. 

Figure 4 shows a comparison of the execution times of the proposed method 
with [5], [6] and [10]. The proposed method took approx. 40 seconds for process-
ing 700 frames of video1, whereas even a partial implementation of the other 
methods took more than a few minutes. This reduced execution time makes our 
method more suitable for real time applications. 

Some models [5,6] identify relevant objects in a scenario by computing sali-
ency map of the video frames. This approach was tested using two static attention 
models - Itti Koch[2]and Global rarity attention map[11]. The results in figure 5 
indicate that the saliency maps contain other objects in the frames, in addition to 
moving objects. Extracting relevant moving objects from them proves to be a 
difficult task. 
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            (a)                                              (b) 

Fig. 3 Column (a)-Input: Moving Regions in video (indicated by yellow boxes); Column 
(b)-Output: Regions detected by proposed method. Each row indicates one of the four video 
datasets. 
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Fig. 4 Comparing execution times of various models 
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        (a)                        (b)                                       (c) 

Fig. 5 (a) Original Frame, (b) Itti Koch map, (c) Global Rarity Map                      

5 Conclusion 

A visual attention system for segmenting regions corresponding to moving hu-
mans is proposed in this paper. It is based on the dynamic saliency model where 
attention is mainly based on motion. The results obtained indicate that the model 
requires less time for computation compared to other models. It is quite robust to 
illumination and environmental noise. The model is more suited for simple and 
sparsely crowded scenarios. The values of the parameters: σ of Gaussian filter 
and n, the frame difference may have to be adjusted for different scenarios. As a 
future enhancement the system can be implemented in hardware, for example in 
robotic vision applications and tested for computational efficiency. 
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